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The Proceedings of MEDINFO 2019 (the 17
th

 World 

Congress of Medical and Health Informatics located in Lyon, 

France) illustrate how informatics scholars from all over the 

world are pursuing projects related to the theme of Health and 

Wellbeing e-Networks for All. Throughout this publication, 

readers will find innovative approaches to the collection, 

organization, analysis, and sharing of data and knowledge 

related to health and wellbeing. The articles in these 

proceedings not only document the state-of-the-art in our field 

worldwide, but also remind readers of how they can build on 

past discoveries and get motivated to pursue new paths in the 

future.  

Every two years the medical and health informatics 

community assembles to discuss the latest findings in 

informatics, to meet old friends, and to make new ones. New 

generations come together to showcase their research, hear 

from their peers as well as from those who contribute to their 

training, and start to pave their way to be our future leaders. 

Those of us who have been attending these meetings for a 

long time continue to be amazed by the energy of newcomers, 

the wisdom and determination of informatics pioneers, the 

drive of foundational and practice-oriented informaticians, and 

the incredible amount of work that it takes to organize this 

conference.  

These Proceedings are a small but critical part of what 

MEDINFO is all about. They feature articles and abstracts 

describing research, training, and service functions that 

informaticians all over the world are designing, implementing, 

and evaluating. They represent the wide range of informatics 

development in different regions. The way these Proceedings 

are edited is emblematic of our field: the collaboration needed 

to produce a top-quality publication, even in the absence of a 

dedicated staff or a large budget, is only possible because 

reaching our destination is more important than the few 

barriers that present themselves along the way. The 

Proceedings are the output of a large group of volunteers who 

receive a small token of appreciation and are rewarded by 

knowing that, because of their contributions, authors 

disseminate their work beyond regional boundaries and 

readers within and outside our field can learn and reuse tools, 

data, and knowledge.  

It was our great pleasure and honor to work with Associate 

Editors Todd Lingren and Scott McGrath to produce these 

Proceedings. They coordinated a large group of informatics 

trainees from multiple institutions (Table 1) in order to ensure 

that the contents were easy to read and formatted uniformly. 

We thank the whole editorial team as well as the Scientific 

Program team for making the editing role a fun and enjoyable 

one. And we thank our readers for understanding the 

difficulties in editing a large number of accepted papers for 

clarity, grammar, and style in such a short amount of time.  

These Proceedings feature state-of-the-art informatics projects 

from multiple regions of the world. Enjoy learning how 

informatics is changing the way we approach health and 

wellbeing for all. 

 

Lucila Ohno-Machado, MD, PhD 

Brigitte Seroussi, MD, PhD 

 

Co-Chairs, MedInfo2019 Editorial Committee  
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The 17

th

 World Congress of Medical and Health Informatics, 

MedInfo2019, was held in Lyon, France, from August 25
th

 to 

30
th

, 2019. The conference was hosted by the International 

Medical Informatics Association (IMIA) and the French 

Association of Medical Informatics (AIM). 

MedInfo2019 

The overarching theme of MedInfo2019 was Health and 

Wellbeing: E-Networks for all, stressing the increasing 

importance of networks in healthcare on the one hand, and the 

patient-centered perspective on the other hand. Combining and 

integrating cross-institutional data remains a challenge for 

both patient care and research. Patient-generated data, e.g. 

originating from mobile apps, sensor-based wearables, and 

smart home environments, contribute precious information to 

health care professionals. Not only do these data enable 

rigorous patient monitoring under normal life conditions, but 

they also help patients play a more active role in the care 

process. 

The MedInfo2019 Scientific Program Committee (SPC) called 

for submissions in four thematic tracks:  

1. Interpreting health and biomedical data,  

2. Supporting care delivery,  

3. Enabling precision medicine and public health, and  

4. The human element in medical informatics. 

We received over 1100 submissions from 62 countries across 

all IMIA regions – the largest number of submissions in the 

more recent history of MedInfo conferences. With support 

from four track chairs, 51 track members, and 990 active 

reviewers, we have conducted a thorough review process. 

Virtually all submissions were reviewed by at least three 

reviewers and assessed by one SPC track member. Based on 

these recommendations, final decisions were made by the SPC 

track chairs and the SPC co-chairs during a three-day face-to-

face meeting in Paris, France. Finally, 285 full papers/student 

papers, 47 podium abstracts, 296 posters, seven 

demonstrations, 45 panels, 21 workshops and nine tutorials 

were accepted. All IMIA regions were well represented in the 

final program. All accepted paper and poster contributions are 

included in these proceedings. 

MedInfo2019 included five keynotes by internationally 

recognized experts in medical informatics:  

• Artificial Intelligence in Medicine by Tze-Yun Leong 

from Singapore,  

• Capacity Building in Developing Countries by 

Binyam Tilahun from Ethiopia,  

• Drawing Reproducible Conclusions from 

Observational Clinical Data with OHDSI by George 

Hripcsak from the United States,  

• From Biological Genotype to Digital Phenotype by 

Jacques Demongeot from France, and  

• European Vision of Medical Informatics: The Role of 

the European Institute of Innovation and Technology 

by Jean-Marc Bourez from France. 

We thank the SPC track chairs, the SPC track members, and 

the reviewers for their invaluable contribution to 

MedInfo2019.  

International Medical Informatics Association 

IMIA plays a major global role in the application of 

information science and technology in the fields of healthcare 

and research in medical, health, and bio-informatics. 

Established in 1967, it continues to advance and nurture 

international cooperation in these fields, to stimulate 

education, research and applications in close collaboration 

with the World Health Organization (WHO). 

 

Sincerely, 

 

Olivier Bodenreider and Michael Marschollek, 

Co-Chairs, MedInfo2019 Scientific Program Committee 
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Abstract 

Eliciting semantic similarity between concepts remains a 

challenging task. Recent approaches founded on embedding 

vectors have gained in popularity as they have risen to 

efficiently capture semantic relationships. The underlying idea 

is that two words that have close meaning gather similar 

contexts. In this study, we propose a new neural network model, 

named MeSH-gram, which relies on a straightforward 

approach that extends the skip-gram neural network model by 

considering MeSH (Medical Subject Headings) descriptors 

instead of words. Trained on publicly available 

PubMed/MEDLINE corpus, MeSH-gram is evaluated on 

reference standards manually annotated for semantic 

similarity. MeSH-gram is first compared to skip-gram with 

vectors of size 300 and at several windows’ contexts. A deeper 

comparison is performed with twenty existing models. All the 

obtained results with Spearman’s rank correlations between 

human scores and computed similarities show that MeSH-gram 

(i) outperforms the skip-gram model and (ii) is comparable to 

the best methods that need more computation and external 

resources. 

Keywords:  

Medical subject headings, Neural network models, Unified 

medical language system. 

Introduction 

Eliciting semantic similarity and relatedness between concepts 

is a major issue in the biomedical domain. Different measures 

have been proposed the last decades [1]. Those measures 

quantify the degree to which two concepts are similar. They 

rely either on knowledge-based approaches using ontologies 

and terminologies, or on corpus-based approaches, which are 

founded on distributional statistics (e.g. literature-based drug 

discovery) [2-5]. Several clinical applications of importance 

rely on semantic similarity and relatedness [6], such as 

biomedical information extraction and retrieval, clinical 

decision support, or disease prediction. For instance, 

biomedical information extraction and retrieval are improved 

by including semantically related terms and concepts [7-10].  

The recent approaches that have given better results in semantic 

similarity and relatedness measures are founded on word 

embedding vectors computed by neural networks. Indeed, such 

architectures implemented initially by word2vec [11], have 

gained in popularity in the biomedical domain as they risen to 

efficiently capture semantic similarity and relatedness 

relationships between words and concepts [12-17]. Word 

embeddings is based on neural network language modeling 

where words are mapped to fixed-dimension vectors of real 

numbers. The similarity between words can thus be measured 

by the (cosine) similarity between vectors that are constructed 

over a training corpus. All co-occurrences of a word and its 

neighbors (i.e. contexts) within a predefined window size are 

considered. The idea behind those representation learning 

approaches is that two words that have close meaning generally 

have similar contexts [18]. For example, the words epilepsy and 

convulsion will both have brain and mind as neighbors.  

The word2vec developed by Mikolov et al. [11] is a neural 

network language model that learns word vectors that either 

maximizes the probability of a word given the surrounding 

context, referred to as the CBOW (Continuous Bag Of Words) 

approach, or to maximize the probability of the context given a 

word, referred to as the skip-gram approach.  

In this study we propose a new method, named MeSH-gram, 

which relies on a straightforward approach: it computes the 

word vectors by only using the MeSH (Medical Subject 

Headings) descriptors that are already included in the 

PubMed/MEDLINE corpus. The MeSH-gram model extends 

the skip-gram neural network model used in word2vec [11] and 

fastText tools [19]. The fastText is a successful re-

implementation of word2vec which is designed to compute the 

vector of each word using its neighbors. The extension we 

propose in the MeSH-gram model replaces the neighbors by the 

MeSH descriptors of the abstract where each word occurs. 

Related Works 

Several semantic similarity and relatedness measures have been 

proposed the last decades [17]. Many of them have been 

implemented in the UMLS::Similarity package [20] available 

in the UMLS (Unified Medical Language System). They differ 

on the method used: path-based, content-based, UMLS-based, 

corpus-based, and more recently, methods based on word 

vectors and concepts vectors. Path-based measures [7] use the 

hierarchical structure of a taxonomy to measure similarity: 

concepts close to each other are more similar. For instance, 

Sajadi et al. [21, 22] developed a ranking algorithm based on 

Wikipedia graph metrics and used it to compare biomedical 

concepts. Content-based information measures [23, 24] 

quantify the amount of information a concept provides: the 

more specific concepts have a greater amount of information 

content. Other approaches [25, 26] use the entire UMLS 

Metathesaurus® [27] in order to compare the context in the 

definition of the concept to quantify its relatedness.  

Several methods are vector-based: the concepts are represented 

by vectors, and the relatedness is usually estimated using the 

cosine similarity between them. In [26], the authors proposed 

to compute gloss vectors based on second order co–occurrences 

trained on WordNet. In [28], the authors computed the cosine 
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of two Latent Semantic Indexing concept vectors based on 

Pointwise Mutual Information association measure matrix. 

Recent vector-based methods use neural networks in order to 

compute concept vectors. The word2vec tool [11] was trained 

on different corpora: OSHUMED by Sajadi et al. [22]; 

PubMed/MEDLINE by Chui et al. [13]; PubMed Central by 

Muneeb et al. [12], Chiu et al. [13], and Pakhomov et al. [14]; 

and CLINICAL-ALL by [14]. Following the approach used by 

De Vine et al. [29] on OSHUMED, Yu et al. [15] trained 

word2vec on PubMed/MEDLINE transformed into UMLS 

concepts using the MetaMap indexing tool [30].  

Other recent methods rely on word vectors. In their previous 

work, Yu et al. [31] retrofitted word vectors obtained by 

word2vec with hierarchical information from the MeSH 

thesaurus. Recently, Henry et al. [16] compared different ways 

to combine word vectors in order to compute multi-word term 

vectors. The compared multi-word term aggregation method 

consists in the summation (averaging) of component word 

vectors, creating concept vectors using the MetaMap indexing 

tool [30], and creating multi-word term vectors using the 

compoundify tool based on the UMLS Specialist Lexicon as 

glossary [27]. More recently, Henry et al. [17] used association 

measures for estimating semantic similarity and relatedness 

between biomedical concepts on PubMed/MEDLINE 

transformed into UMLS concepts. The best performance results 

were obtained by [15-17]. Their respective approach relies 

either on MetaMap in order to transform the text corpus into 

UMLS concepts, or on additional external resources such as the 

Specialist Lexicon.  

The MeSH-gram model we propose in this study relies on a 

straightforward approach: it computes the word vectors by only 

using the MeSH descriptors that are already included in the 

PubMed/MEDLINE corpus. The extension we propose in the 

MeSH-gram model replaces the neighbors by the MeSH 

descriptors of the abstract where each word occurs.  

In order to evaluate MeSH-gram, we use publicly available 

manually annotated corpora: two subsets from Mayo Clinic 

(MiniMayoSRS) of the MayoSRS (Mayo Semantic 

Relatedness Set) developed by Pakhomov et al. [32], and two 

from UMNSRS (The University of Minnesota Semantic 

Relatedness Set) developed by Pakhomov et al. [33]. MeSH-

gram results are first compared to skip-gram and are then 

compared to twenty existing solutions reported in [17], 

including the best ones [15-17]. The MeSH-gram model has 

several advantages: (i) it avoids considering uninformative and 

too frequent words; (ii) there are less MeSH descriptors than 

possible context words; and (iii) MeSH descriptors are 

manually assigned and curated, which assures the best quality 

of indexing. 

Methods 

Neural network language models learn word vectors by either 

maximizing the probability of a word given the context, 

referred to as the CBOW approach, or by maximizing the 

probability of the context given a word, referred to as the skip-

gram approach.�

Skip-gram Word Embedding Model 

Given w1 w2 … wn a text line of words wi, the skip-gram model 

maximizes the following average log probability: 

 

where wt is the target word, wt+j is the context, and r is the 

context window radius. The context words surrounding the 

target term are determined by the context window radius r.  

The probability of a context word wc given a target word wt, is 

computed by: 

 

where N is the vocabulary size, and Vw represents the vector of 

the word w. 

MeSH-gram word embedding model 

The MeSH-gram word-embedding model proposed in this 

paper extends the skip-gram neural network model used in 

word2vec [11] and fastText [19] tools: it uses MeSH 

descriptors that are already included in the PubMed/MEDLINE 

corpus to compute the word vectors. 

Given w1 w2 … wn the words of a PubMed/MEDLINE abstract, 

and m1 m2 … mk the MeSH descriptors associated to this 

abstract, the MeSH-gram model maximizes the following 

average log probability: 

 

where wt is the target word and mi is a MeSH descriptor.  

The probability of a context MeSH descriptor mc given a target 

word wt, is computed by: 

 

where M is the number of MeSH descriptors, Vm represents the 

vector of the MeSH descriptor m, and Vw the vector of the word 

w. 

We have adapted fastText [19] in order to feed the neural 

network with pairs of (word, MeSH descriptor). For each 

abstract included in PubMed/MEDLINE, every word 

occurrence in the abstract text is associated to each MeSH 

descriptor, which means that each word vector reflects all the 

MeSH descriptors seen by its word occurrences in all the 

PubMed/MEDLINE abstracts. 

Vector Representation and Similarity Computation 

Using our MeSH-gram model and skip-gram model for 

comparison, we built word vectors of dimension 300. For the 

skip-gram model, we computed the vectors considering several 

window sizes W of 2, 5, 10 and 25. 

In order to quantify the relatedness of a pair of words, the cosine 

distance between the distributional context vectors of each 

word is used. In the case of a multi-word term, the vector is 

generated by computing the average of the component word 

vectors that compose the term. As an example, for the term 

epilepsy attack, the vector Vepilepsy_attack will be computed as 

Vepilepsy_attack=(Vepilepsy+Vattack)/2 where Vepilepsy and Vattack 

represent the vector of each word epilepsy and attack 

respectively. Rather than combining word vectors after 

construction, multi-word term vectors may be constructed 

directly from a preprocessed training corpus in which multi-

word terms have been identified [17]. Otherwise, this will 

involve huge cost in preprocessing and storage requirements. 
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Training Corpus 

We used the PubMed/MEDLINE
1

 corpus that contains the 

abstracts of each article and the associated MeSH descriptors. 

The corpus was parsed with pubmed_parser
2
, a python XML 

parser for PubMed dataset. Each abstract was tokenized using 

polyglot
3
.  

As fastText needs all the data integrated into one file, we have 

concatenated all the tokenized PubMed/MEDLINE abstracts. 

Each line of the resulting file consists of an abstract with its 

MeSH descriptors. We have adapted fastText in order to feed 

the neural network with all pairs of (word, MeSH descriptor) of 

each file line. 

Gold Standard 

In order to compare the MeSH-gram word embedding model 

proposed in this study with other methods, we used two 

evaluation benchmarks: MiniMayoSRS [32] and UMNSRS 

[33]. MiniMayoSRS consists of 29 clinical term pairs. Two 

thirty pairs (66.67%) contain a multi-word term. The 

relatedness of each word pair is rated by medical coders and 

also by physicians. UMNSRS consists of 566 and 586 pairs of 

medical terms, for measuring similarity and relatedness 

respectively. The degree of association between terms in each 

dataset was rated by four medical residents from the University 

of Minnesota medical school. As suggested by Pakhomov et al. 

[33], we use a subset of the ratings consisting of 401 pairs for 

the similarity set and 430 pairs for the relatedness set. Twenty 

(4.99%) and seventeen (3.95%) of the term pairs contain multi-

word terms for the similarity and relatedness subsets 

respectively. All these clinical terms correspond to UMLS 

concepts included in the Metathesaurus®.  

The correlations between the generated relatedness scores and 

the human-assigned scores are calculated using Spearman’s 

rank. 

Results 

Skip-gram Model versus MeSH-gram Model 

The results of the experiments are in Table 1 in which a 

comparison is performed between the results obtained with 

skip-gram model and those obtained by the MeSH-gram model 

using our modified version of fastText according to the four 

gold standards: MiniMayoSRS rated by physicians 

(MiniMayoSRS phys.), MiniMayoSRS rated by medical coders 

(MiniMayoSRS cod.), UMNSRS for similarity (UMNSRS 

Sim.) and UMNSRS for relatedness (UMNSRS Rel.). The 

number of calculated term pairs (n) is lower than the number of 

pairs in the UMNSRS gold standards (Sim. and Rel.) because 

the embedding vectors could not be computed for low 

frequency terms and contexts on PubMed/MEDLINE using 

fastText. Using descriptors rather than words as context allows 

to computed more term pairs. 

MeSH-gram Model compared to Previous Works 

Table 2 gathers the results obtained by the MeSH-gram model 

we developed and twenty previous works’ results. It allows a 

comparison between all the models and on the same gold 

standards (MiniMayoSRS and UMNSRS). Table 2 complete 

the Table 12 given by Henry et al. [17]. 

                                                           

1

 ftp://ftp.ncbi.nlm.nih.gov/pubmed/ [accessed Apr 1
st

, 2019] 

2

 https://github.com/titipata/pubmed_parser [accessed Apr 1
st

, 2019] 

Table 1 – Spearman’s rank correlations between human 

scores and computed similarities 

 MiniMayo UMNSRS 

 

Phys.  

n=29 

Cod. 

n=29 

Sim. 

n=380 

Rel. 

n=397 

Skip-gram   

W=2 0.740 0.757 0.679 0.529

W=5 0.763 0.779 0.704 0.576

W=10 0.776 0.789 0.716 0.589

W=25 0.766 0.781 0.718 0.608

  

MeSH-gram 0.811 0.855 0.724
*

*

n=387 

0.643
**

**

n=407 

Note: W: window size; n: number of pairs 

Discussion 

As one can see in Table 1 for the skip-gram model, the more 

the window is extended, the more the results are improved on 

the UMNSRS gold standard. The best results of skip-gram are 

obtained with a window size W=10 for the MiniMayoSRS set. 

This suggests that word vectors are a better solution when we 

consider an important number of context words in the abstract. 

The best results are obtained with the MeSH-gram model that 

considers MeSH descriptors as context for each term, 

suggesting that MeSH descriptors catch the semantics of all the 

abstracts associated with it. We can conclude that taking MeSH 

descriptors instead of context words gives better results than 

considering a large window size: (i) bigger window size does 

not lead necessary to better results and (ii) MeSH descriptors 

are fewer than context words (50 context words for window size 

W=25) leading also a reduced computation time. 

For example, the pair synthroid and hypothyroidism is 

misclassified by the skip-gram model but better treated by the 

MeSH-gram model. They are considered as very related in 

UMNSRS as Synthroid® (levothyroxime sodium) is used to 

treat hypothyroidism. This term pair has a human-assigned 

score of 1473, which corresponds to the seventh most related 

mono-term pair in UMNRRS. While the skip-gram model (with 

W=2) ranks this pair at the 160
th

 position with a similarity score 

of 0.40, the MeSH-gram model puts it at the 64
th

 position with 

a similarity score of 0.58, which means that the MeSH-gram 

model better captures the relatedness for this example. The 

apparent reason for this could be that synthroid occurs only 107 

times in PubMed/MEDLINE corpus, which is insufficient to 

construct reliable vectors using context words in the skip-gram 

model, while the MeSH-gram model computes its vectors using 

the more informative MeSH descriptors. The absolute 

difference between the skip-gram rank (160) and the MeSH-

gram rank (64) is 96 for this term pair, however it is lower in 

average (36.5 with a standard deviation of 33.5) when we 

consider the scores obtained by the two methods for all the 

UMNSRS pairs. 

On the contrary, the pair of the terms weakness and emaciation 

(low frequency term equals to 1433) are better scored by the 

skip-gram model (84
th

 position) than the MeSH-gram model 

(165
th

 position), while they are considered closely related by 

human scores (64
th

 position).  

From our observations, the better results obtained by the 

MeSH-gram model are not due to significant improvements for 

any specific category of term pairs (e.g. less frequent terms), 

but to the overall improvement (moderate increase or decrease) 

3

 https://github.com/aboSamoor/polyglot [accessed Apr 1
st

, 2019] 
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of the similarity scores for each pair. We can only conclude 

from this that MeSH descriptors are globally more informative 

than context words. 

The comparison with twenty methods displayed in Table 2 

confirms that the MeSH-gram model gives comparable results 

with best previous work methods on the four gold standard 

datasets. While the methods (1) and (2) rely on the translation 

of PubMed/MEDLINE text data into ULMS concepts, and 

methods (4) and (5) require additional steps or resources such 

as compoundify tool (4) and MetaMapped MEDLINE corpus 

(5), the MeSH-gram model uses only the raw text corpus as 

input. The best previous works’ results are obtained by the 

method (2) and then the method (3). However, the method (2) 

is not recommended by the authors themselves as it uses 

concept expansion, which requires additional computation cost 

without significantly increasing the performances for any 

dataset [17]. MeSH-gram is comparable to method (3) with 

better results on three datasets. All those results allow us to 

conclude that UMLS information used by the methods (1) to (5) 

is already contained in the MeSH descriptors available in the 

PubMed/MEDLINE corpus and used by the MeSH-gram 

model. Using MeSH descriptors as context is a good solution 

for datasets founded on UMLS concepts. However, MeSH-

gram should be evaluated on other types of similarities such as 

BioSimVerb and BioSimLex [34].  

Table 2 – Spearman’s rank correlations between human scores and computed similarities using MeSH-gram and previous works’ 

methods.  

 MiniMayo UMNSRS 

 Phys.  Cod. Sim. Rel. 

MeSH-gram 0.81 (n=29) 0.86 (n=29) 0.72 (n=387) 0.64 (n=407)

(1) Henry et al. [17]; recommended 0.84 (n=29) 0.81 (n=29) 0.69 (n=392) 0.64 (n=418)

(2) Henry et al. [17]; not recommended 0.85 (n=29) 0.84 (n=29) 0.73 (n=392) 0.66 (n=418)

(3) Henry et al. [16]; CBOW words 0.82 (n=29) 0.82 (n=29) 0.69 (n=374) 0.61 (n=396)

(4) Henry et al. [16]; CBOW compounds 0.80 (n=29) 0.78 (n=28) 0.70 (n=373) 0.65 (n=393)

(5) Henry et al. [16]; CBOW concepts 0.77 (n=29) 0.83 (n=29) 0.73 (n=388) 0.60 (n=413)

(6) Yu et al. [15]; narrow +other relations -- -- 0.69 (n=526) 

0.68 (n=418) 

0.62 (n=543) 

0.63 (n=427)

(7) Yu et al. [15]; no lexicons -- -- 0.64 (n=526) 

0.63 (n=418) 

0.59 (n=543) 

0.59 (n=427)

(8) Yu et al. [31] 0.70 (n=25) 0.67 (n=25) -- --

(9) Sajadi et al. [22]; HITS similarity 0.67 (n=29) 0.72 (n=29) 0.58 (n=566) 0.51 (n=587)

(10) Sajadi et al. [22];  

(word2vec OSHUMED+UMLS) 

 

--

 

--

 

0.39 (n=566) 

 

0.39 (n=587)

(11) Sajadi et al. [22] 

(word2vec on OSHUMED) 

 

--

 

--

 

0.26 (n=566) 

 

0.29 (n=587)

(12) Chui et al. [13] -- -- 0.65 (n=n/a) 0.60 (n=n/a)

(13) Pakhomov et al. [14] -- -- 0.62 (n=449) 0.58 (n=458)

(14) Muneeb et al. [15] -- -- 0.52 (n=462) 0.45 (n=465)

(15) Workman et al. [22] 

 

0.67 (n=29) 

0.69 (n=25)

-- -- -- 

(16) Patawardhan and Pedersen [26] 0.59 (n=29) 0.58 (n=29) 0.58 (n=387) 0.45 (n=412)

(17) Lin [24] 0.42 (n=26) 0.53 (n=26) 0.49 (n=340) 0.29 (n=360)

(18) Resnik [23] 0.34 (n=26) 0.46 (n=26) 0.49 (n=340) 0.26 (n=360)

(19) Rada et al. [7] 0.35 (n=26) 0.44 (n=26) 0.53 (n=340) 0.29 (n=360)

(20) Lesk [25] 0.52 (n=29) 0.57 (n=29) 0.50 (n=387) 0.33 (n=412)

 

Note: n: number of pairs (inspired by [17]). The best result is highlighted in bold, the second best in italic and bold.

Conclusions 

In this paper, we proposed a new method, MeSH-gram, to 

create distributional word vectors using MeSH descriptors as 

word context. We evaluated our results on four standard 

evaluation datasets, MiniMayoSRS Physicians, MiniMayoSRS 

Coders, UMNSRS tagged for relatedness, and UMNSRS 

tagged for similarity, and compared it against skip-gram model 

as a baseline and previous methods. All the obtained results of 

Spearman’s rank correlations between human scores and 

computed similarities show that MeSH-gram (i) outperforms 

the skip-gram model and (ii) is comparable to the best recent 

methods, methods that need more computation and additional 

external resources.  

We are trying different ways to combine the skip-gram model 

and the MeSH-gram model in order to improve the results. We 

also plan in our future works to include in MeSH-gram the 

MeSH qualifiers affiliated to the descriptors in order to have a 

more precise semantic meaning (e.g. the association 

cancer/complications, where cancer is a MeSH descriptor and 

complications is a MeSH qualifier, is more precise than cancer 

alone). A second step is to use fastText subwords and the 

evaluation of MeSH-gram for other kinds of similarities such 

as BioSimVerb and BioSimLex. MeSH-gram may also be used 

in other languages than English, for instance in French 

bibliographic corpora such as CISMeF [35], as well as in 

annotated electronic health records.  
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Abstract 

Kidney transplantation is recommended for patients with End-

Stage Renal Disease (ESRD). However, complications, such 

as graft rejection are hard to predict due to donor and 

recipient variability. This study discusses the role of machine 

learning (ML) in predicting graft rejection following kidney 

transplantation, by reviewing the available related literature. 

PubMed, DBLP, and Scopus databases were searched to 

identify studies that utilized ML methods, in predicting 

outcome following kidney transplants. Fourteen studies were 

included. This study reviewed the deployment of ML in 

109,317 kidney transplant patients from 14 studies. We 

extracted five different ML algorithms from reviewed studies. 

Decision Tree (DT) algorithms revealed slightly higher 

performance with overall mean Area Under the Curve (AUC) 

for DT (79.5% + 0.06) was higher than Artificial Neural 

Network (ANN) (78.2% + 0.08). For predicting graft 

rejection, ANN and DT were at the top among ML models that 

had higher accuracy and AUC. 

Keywords:  

Kidney Transplantation; Graft Rejection; Machine Learning 

Introduction 

Kidney transplantation provides high-quality life years to 

patients with ESRD. Outcomes following kidney 

transplantation are evaluated by renal function and graft 

rejection.  Recipients’ clinical status and outcomes after the 

transplant are influenced by recipients’ ages, Human 

Leukocyte Antigen (HLA) matching, HLA immunization, 

ethnic background, time on dialysis, and cardiovascular 

comorbidities [10; 19]. 

Graft rejection is the most common problem for kidney 

transplant recipients. Antibody-mediated rejection requires a 

distinct therapy as compared to the therapy for usual T-cell-

mediated acute rejection. Renal function, based on estimated 

Glomerular Filtration Rate (GFR) and/or proteinuria values, is 

a result of these factors. Renal function impairment, whether 

in a stable condition or as a progressing dysfunction, also has 

an impact. Confirmation of graft rejection needs renal biopsy, 

which in turn requires expenditure and time. Antibiotics and 

immunosuppressive drugs could decrease acute graft rejection 

incidence, but chronic graft rejection is still a major problem 

[7; 28]. Specific and nonspecific (diabetes, nephrotoxicity, 

infection and cancer) conditions could have significant 

negative long-term consequences [23]. 

Due to the increased availability clinical data and rapid 

development of computing technology, artificial inteligence 

(AI) has been successfully applied in the healthcare domain. 

AI uses advanced learning algorithms to analyze large 

volumes of healthcare data that facilitates decision making in 

clinical practice. Various forms of clinical data (such as, 

diagnosis, screening, and treatment assignment) can be used as 

training data before AI systems can be applied in daily 

healthcare settings. By doing so, the system can learn and 

apply AI to similar groups of subjects, associations between 

subject features, and outcomes of interest. Training data is not 

only limited to clinical data, but it also includes demographics, 

medical notes, electronic recordings from medical devices, 

physical examinations, and clinical laboratory and images 

[15]. 

Machine learning (ML) techniques are used for specific 

purposes. Each unique feature of ML can be used for a 

different function, therefore different results may be obtained 

with different ML models. In the literature review, we did not 

come across any meta-analysis study specifically evaluating 

the use of ML algorithms for predicting kidney transplant 

outcomes [17]. The objectives of this study are: (1) to review 

the role of ML in predicting graft rejection following kidney 

transplantation, and (2) to specifically identify ML algorithms 

that have a higher accuracy and performance for predicting 

graft rejection following kidney transplantation, reported in 

the literature. 

Methods 

This review paper followed the flowchart and checklist 

provided by Preferred Reporting Items for Systematic 

Reviews and Meta-Analyses (PRISMA) statement [24]. 

Search Strategy and Data Sources 

In order to get accurate results from the vast biomedical and 

health research databases—PubMed and Scopus, we used 

combined search keywords, such as “kidney transplants AND 

machine learning”, “kidney transplants AND data mining”, 

and “kidney transplants AND artificial intelligence”. For 

covering the domain of computer science, we also used 

DBLP, which is a database for scientific journals in the field 

of computer science that are not yet indexed by PubMed, 

although the proposed published methods are applied on 

biomedical datasets [16]. In DBLP, we used the keyword 

“kidney transplants” to get all the related studies with this 

specific search criterion. We included all studies found in the 
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literature until July 9, 2018, and checked for duplicate 

findings. 

Eligibility Criteria 

The articles were included based on the following criteria:  

1. Written in English. 

2. Using ML techniques to predict graft rejection in 

patients who had undergone kidney transplantations. 

3. Building model extracted on medical record (eg. renal 

registry). 

Articles were excluded based on the following criteria: 

1. Used features other than clinical features extracted 

from medical record (eg. –omics features, radiological 

imaging). 

2. Using ML techniques other than graft rejection 

prediction purpose. 

3. Did not mention the result of ML performance. 

Data Extraction and Synthesis 

The selected studies were summarized based on the author 

name, year of publication, number of patients, dataset details, 

types of input variables, used ML techniques, and also 

validation method. The aim of the summarizing process was to 

get a detailed description of each ML model generated by the 

studies. Performance of the ML models was also recorded by 

mentioning each performance metric (accuracy and AUC). 

Comparison of each ML techniques was analyzed based on a 

previous study done by Malhotra [22]. Performance was 

visualized for each ML techniques and performance metrics. 

Results 

By applying inclusion and exclusion criteria mentioned above, 

14 articles were identified for detailed study analysis (Figure 

1). 

Datasets and Patients 

From 14 selected studies, most studies used publicly available 

datasets, such as United States Renal Data System (USRDS), 

United Network for Organ Sharing (UNOS) and the 

Eurotransplant database. While other studies used self 

collected data from cohorts hosted by their organizations. 

Table 2 describes the datasets and number of patients used in 

each study. Number of patients used in studies ranged from 80 

to 57,389. A total of 109,317 patients were described in this 

study. 

USRDS is a national data system that collects, analyzes, and  

distributes information about ESRD and CKD in United States 

population [4]. It collects data on patient demographic 

characteristics, contact information, treatment, laboratory 

values, quality-of-life survey interviews and nutrition survey 

interviews for dialysis patients, and also facilitates data 

sharing by filling request form provided in their web page [9]. 

UNOS  is a private, non-profit organization based in US 

focused on organ transplant procurement by maintaining 

contact with volunteers. UNOS also maintains Organ 

Procurement and Transplantation Network which contains 

pre-transplant data pertains to transplant candidates [3].  

ANZDATA is a registry that holds records of the incidence, 

prevalence and outcome of dialysis and transplant treatment 

for patients with end stage renal failure in Australia and New 

Zealand population [1]. Like UNOS, Eurotransplant is also a 

non-profit organization that facilitates procurement organ 

transplant across Europe, especially post-mortem donor 

organs. It collects various data both from the donors’ side and 

the recipients’ side along with the outcomes of procedures [2]. 

The other included studies collected longitudinal data of 

kidney transplantation from local organization (e.g. teaching 

hospital) in order to conduct their research. 

 

 

Figure 1. PRISMA Flow Diagram for Study Selection Process 

 

ML Techniques and Overall Performance 

Overall, 5 ML techniques that were used in the 14 included 

studies are: Artificial Neural Network (ANN), Support Vector 

Machine (SVM), Bayesian Belief Network (BBN), Decision 

Tree (DT) and an ensemble learning method called Random 

Forests. ANN was the topmost technique used in 7 studies. 

The second most commonly used technique was DT algorithm 

that appeared with different type such as C.50, Classification 

& Regression Tree (CART/C&RTree) and Random Forests. 

 

Figure 2 describes the ML performances in the form of box 

plots. From the box plots, it is clear that DT and ANN mostly 

outperform all other techniques that had been used in studies. 

Tang et al [31] showed that ANN could perform better than 

statistical learning methods, such as Logistic Regression (LR). 

While Shaikhina et al. [27] showed that DT still can be the 

technique of choice even after being applied in ensemble 

methods, such as Random Forest. Study done by Esteban et al. 

[8] showed high performance by utilizing Recurrent Neural

Records identified through PubMed, 

DBLP, and Scopus databases’ search 

(n =  449) 

Duplicates records re-

moved 

(n = 232) 

Records screened 

(n = 217) 

Excluded after screening title and 

abstract 

(n = 192) 

Not written in English and not 

using machine learning 

techniques to predict graft 

rejection with kidney transplanta-

tions 

Full-text articles assessed 

for eligibility 

(n = 18) 

Articles excluded 

(n = 4) 

Using gene expression and other 

than clinical data as features and 

not mentioning ML performance. 

Studies included in review 

(n = 14) 
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Table 2. Dataset and number of patients included in studies.   

Study No. Author Year Dataset Number of patients 

1 Lin et al. [20] 2008 USRDS (2003) + UNOS 57389 

2 Topuz et al. [33] 2017 UNOS (2004-2015) 31207 

3 Brown et al. [6] 2012 USRDS (2004) 7348 

4 Tang et al. [31] 2011 USRDS (2002) 4754 

5 Yoo et al. [34] 2017 Misc. 3117 

6 Esteban et al. [8] 2016 Misc. 2061 

7 Shadabi et al. [25] 2004 

ANZDATA Registry 

Database (2000) 

1344 

8 Lasserre et al. [18] 2012 

Eurotransplants database 

(1998-2008) 

707 

9 Shahmoradi et al. [26] 2016 Misc. 513 

10 Tapak et al. [32] 2017 Misc. 378 

11 Greco et al. [13] 2010 Misc. 194 

12 Hummel et al. [14] 2010 Misc. 145 

13 Lofaro et al. [21] 2010 Misc. 80 

14 Shaikhina et al. [27] 2017 Misc. 80 

USRDS = United States Renal Data System; UNOS = United Network for Organ Sharing; 

ANZDATA = Australia & New Zealand Dialysis and Transplant Registry 

 

 

 

Figure 2 (a,b) Box plots showing ML performances of studies based 

on (a) Accuracy and (b) AUC. Outliers are shown by study number 

depicted in Table 2. ANN = Artificial Neural Network, BBN = 

Bayesian Belief Network, SVM = Support Vector Machine 

 

Network (RNN). The model combined non-linear and linear 

features (medication perscriptions and laboratory results), 

along with with static features (gender, age, weight) showing 

82% of AUC performance. 

Discussion 

This paper reviewed the role of applying AI techniques (ML 

methods) in predicting graft rejection following kidney 

transplantation, and described the algorithms used by critically 

reviewing their performances. It is important to be clear about 

the specific outcomes to be studied, before deploying ML 

methods. 

Based on our results, ANN and DT were the most commonly 

used models. These techniques showed better performance 

than SVM, Random Forest and BBN. As DT has the 

robustness to noise, low computational cost, and ability to deal 

with redundant features; it has advantages over other learning 

algorithms. DT could be inducted in various ways, such as 

C5.0 and CART, but none have been shown to be superior to 

other methods [5]. 

ANN is an mathematical algorithm that represents the human 

neural architecture and resembling the function like learning 

and generalizing ability. Nowadays, these techniques are 

widely applied in various research fields because they can 

show good performance in finding relationship among 

unknown or complex variables, such as non-linear variables. 

ANN can be applied in various ways, the most used 

techniques are Multi-layer Perceptron (MLP), with 3 

important layers: input layer, hidden layer, and output layer. 

This technique is described as being fully connected to every 

node in the next and previous layer. MLP are trained by 

selecting suitable connecting weights and transfer functions 

between the input and output vectors [11]. In this group, 

prediction model using RNN algorithm developed by Esteban 

et al. [8] are the most powerful in classification power. RNN 

are kind of neural networks that usually applied in sequential 

data such as voice recognition and natural language processing 

(NLP). The algorithm elaborate both dynamic and static data 

from medical record that are relevant to predict future 

outcomes [12]. 

(a) 

(b) 
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While doing the literature search, we also found some other 

systematic reviews related to AI techniques and 

transplantation. Sousa et al. [30] has reviewed AI techniques 

used for analysing organ transplant databases from 2009 to 

2010 from PubMed and Web of Knowledge. They inferred 

that the main techniques used were: ANN, LR, DT, Markov 

Models (MM), and Bayesian Networks (BN).  ANN was most 

preferred for knowledge extraction. Singh et al. [29] provided 

a systematic review of clinical prediction models of patient 

and graft survival in kidney transplant recipient using Medline 

and EMBASE databases covering the time period from 1966 

to 2013. They showed the model discrimination with ‘C’ 

statistics for patient survival models and graft survival models 

and reported calibration and external validation of the 

methods. They also deduced modest discriminatory ability in 

most clinical prediction models, variability in other measures 

of model performance, and inconsistency for external 

validation of models. While Sousa  [30] focused on  AI  

techniques that were applied to extract knowledge from 

transplantation databases, Singh [29] reviewed  articles that 

developed clinical prediction models of patient and graft 

survival in kidney transplant recipients. In comparison to these 

articles, our review article specifically studied the role of AI 

techniques (ML methods) utilized in predicting outcomes 

following kidney transplantation, and also evaluated the 

performances of the algorithms used. 

More studies are desirable to compare different models. 

Hybrid models could be used for prediction enhancements. 

Ensemble and deep learning methods could also be considered 

in the future. 

Conclusions 

Based on the PRISMA guidelines, this study evaluated the 

role of AI techniques (ML algorithms) in predicting treatment 

outcome following kidney transplantation by examining the 

available literature. From the literature and our results it was 

clear that there is no ‘One size fits all’ approach for applying 

ML methods.  Selection of the right algorithm, provided input 

variables and volume, and accuracy of the training datasets are 

critical. Based on performance measured by sensitivity, 

specificity, accuracy, and AUC, we concluded that ANN and 

DT were the most suitable and prevalent methods to predict 

graft rejection following transplantation procedure. A new 

model built with features taken from both donors’ and 

recipients’ side is desirable. Comparison of various models, 

especially Ensemble method and Deep Learning is required 

for the future work. 
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Abstract 

Hospital systems frequently implement quality measures to 
quantify healthcare processes and patient outcomes. One 
such measure that has previously been used is the Surgical 
Care Improvement Project (SCIP) quality measure of 
perioperative beta blocker continuation, SCIP-Card-2. The 
SCIP-Card-2 measure requires resource-intensive medical 
chart abstraction, limiting its application to a small sample 
of eligible patients. This paper describes a natural language 
processing (NLP) system for automatic extraction of SCIP-
Card-2 quality measures in clinical text notes. 
Keywords: 

Natural language processing; Quality Indicators; Health 
Resources 

Introduction  

Quality measures are tools that healthcare systems frequently 
implement to assess the effectiveness, safety, efficiency, and 
timely care of various medical procedures and processes [1]. 
This study focuses on the Surgical Care Improvement 
Project’s (SCIP) quality measure to assess perioperative beta 
blocker continuation, SCIP-card-2. Studies have shown that 
mortality in patients who discontinued taking beta blockers 
pre- or post-surgery is significantly greater than mortality in 
patients who continued taking beta blockers [2]. Recording 
the SCIP-card-2 measure allowed health care organizations 
to take appropriate steps to ensure that patients receive proper 
care [3]. 
While the SCIP-card-2 measure was retired as of 2015, this 
measure provides an important use case for measures that are 
complicated to assess and require more than just structured 
data. The SCIP-card-2 measure included patients with current 
outpatient beta blocker therapy undergoing non-laparoscopic 
surgery. The quality measure evaluated two periods: (1) the 
perioperative period, defined as the day prior to surgery 
through discharge from the post-anesthesia care unit and (2) 
the postoperative period, consisting of the first two 
postoperative inpatient days. If patients received beta 
blockers during both periods, the surgical care was 
considered to adhere to the guideline. The SCIP-card-2 
measure indicated guideline adherence failure if the patient 
received no beta blockers and no reason for intentional non-
adherence was documented. Patients were excluded if no beta 
blockers were received but the rationale was documented.  
Assessing this quality measure has been done using resource-
intensive manual chart abstraction to identify and classify the 

prescription status of beta blockers [4]. Manual chart 
abstraction required numerous person hours, which limits any 
study population to a relatively small set of patients. By 
automatically classifying the prescription status of beta 
blockers, this study aims to show the potential benefits of 
using natural language processing (NLP) when assessing 
adherence to quality measures. 
Numerous studies have focused on the automatic extraction 
of medication mentions and medication features from text. 
Xu et al developed the NLP system MedEx to extract a drug 
name, strength, route, and frequency with F-measures above 
90% for each concept [5]. The 2009 i2b2 NLP challenge 
resulted in the successful creation of several NLP systems 
that also focused on the identification of medication 
information including: dosage, frequency, treatment duration, 
mode of administration, and the reason for administration [6]. 
Much work has been put into automatically extracting drug 
information, while less work has been done to extract the 
prescription status of a medication. However, it has been 
shown to be feasible. Pakhomov et al. used NLP to identify 
outpatient aspirin usage and contraindications to aspirin; 
using a sample of 499 diabetic patients, their system 
successfully identified patients taking aspirin and those not 
taking aspirin with a sensitivity of 99% and a specificity of 
91% [7]. Sohn et al contributed further by testing both 
machine learning methods and rule-based methods to extract 
prescription status, finding that rule-based methods could be 
improved by better discerning the difference between 
automatically generated medication lists and narrative text 
sections [8]. Meystre et al identified Angiotensin Converting 
Enzyme Inhibitors, and successfully classified the 
medications as being active, discontinued, or negated with an 
overall accuracy of 95.49%, finding minimal improvements 
using machine learning methods over rule-based methods for 
this specific task [9].  
The identification and classification of beta blocker 
administration, specifically using data from the Department 
of Veterans Affairs (VA) electronic health record (EHR), has 
not been previously explored. The subsequent sections 
describe the methods used within the scope of a larger study 
to create a comprehensive dictionary of terms reflecting beta 
blocker medications, a custom sectionizer to discern 
automatically generated medication lists from narrative text, 
and a rule-based NLP algorithm; all used together to detect 
and classify mentions of beta blockers in clinical text.  
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Methods 

Cohort definition 

All work for this study was completed using VA Informatics 
and Computing Infrastructure (VINCI) resources. Using 
structured administrative data from the VA Corporate Data 
Warehouse (CDW), 8679 patients met the criteria for this 
study as having current outpatient prescriptions for beta 
blockers and having undergone non-laparoscopic surgery 
within the study time period. Additionally, this sample of 
patients was further limited to those who did not have 
pharmacy data indicating beta blocker administration at all 
periods to meet measure requirements, providing a set of 
potentially ambiguous cases requiring manual review or 
NLP. All documents for the day prior to an operation and two 
days post-operation were used to create a corpus of 400,534 
documents. This set of documents was randomly partitioned 
into a 75% training and 25% testing set.  

Dictionary definition 

An initial dictionary of medication terms was created by 
identifying all known beta blockers, their synonyms, and 
varied trade names in RxNorm, a thesaurus, nomenclature, 
and coding system for clinical drugs [10]. The dictionary was 
further expanded with additional terms and abbreviations 
using an iterative manual bootstrapping process on 
documents in the training set [11]. Finally, clinical experts 
with knowledge relevant to the surgical subdomain reviewed 
and contributed to the initial dictionary, which contained 59 
seed terms. (Appendix A)  
Due to the frequency of misspellings and variation of terms 
that exist in clinical documentation, using a simple dictionary 
of keywords to capture instances of a medication did not 
provide an acceptable level of term coverage. Previous 
studies have shown the effectiveness of using edit distance 
algorithms in a clinical setting to improve the term coverage 
of custom dictionaries [9]. The Levenshtein edit distance is a 
well-established fuzzy matching algorithm that was shown to 
be an effective method for identifying medication terms. 
Additional work has shown that combining another popular 
method, the Jaro-Winkler distance metric, could further 
enhance the accuracy of a fuzzy matching algorithm [12]. 
Edit distance algorithms, however, can be extremely 
computationally expensive as each term must be compared to 
every other string in the dictionary along with the millions of 
possible strings that exist in a dataset. In an effort to create a 
high-throughput system that could be applied to future, 
increasingly larger corpora, a comprehensive dictionary was 
created. Having a comprehensive dictionary eliminates the 
need to include edit distance algorithms as part of the NLP 
pipeline. Using the VA CDW full text index, each individual 
token ever used in the VA EHR was ranked with a total count 
of the number of times each token has been used. Terms 
found in the indexed table were then mapped to terms found 
in our initial dictionary of beta blocker terms.  After manual 
review of the candidate dictionary of terms, a threshold was 
then chosen for the indexed tokens that matched beta blocker 
terms with a Levenshtein edit distance of <=2 and a Jaro-
Winkler edit distance of >90%. Any term that fell within this 
threshold was considered a candidate match and then 
manually reviewed for validity.  
By applying the edit distance algorithms to the full text index, 
rather than to each individual document in our set, we created 
a comprehensive dictionary that could be used to identify 

mentions of beta blockers in VA clinical documents using 
simple string match, which is a significantly faster processing 
algorithm than applying more complex document processing 
for beta blocker term identification. Using both distance 
metrics and the additional manual review, our expanded 
dictionary was evaluated on the training documents and 
exhibited an initial precision and recall of 100%.               
Thus, this comprehensive dictionary was determined to be 
fully sufficient to find every possible mention of any beta 
blocker medication term in the complete VA EHR. 

Annotation 

To create a set of prescription status examples, all documents 
in the training set were manually annotated using terms from 
the expanded dictionary. The training set contained 2345 
instances, which were annotated at the sentence level using 
the VINCI developed annotation tool Chex [13]. Chex is a 
browser-based application that allows rapid annotation at a 
mention level with a user-defined context window that can be 
expanded as needed.  
The context for the mapped terms was then classified as being 
one of the following types: 

1. Active Medication: Any medication found in a 
narrative format, and described as being actively 
taken, or given on the day of the note.  

2. Medication List: Any instance of a medication term 
found within an automatically generated medication 
list.  

3. Negated Medication: A medication found in the 
narrative section of a document that was not given, 
e.g. “Metoprolol not given”. 

4. Discontinued Medication: A medication that was 
prescribed to a patient but discontinued on the day of 
the note. 

5. Other beta blocker mention: Any mention of a 
medication without an explicit mention of the 
prescription status, which appears in medication 
warnings or discussion of the medication or other 
similar contexts, e.g. “Metoprolol is frequently 
associated with…” 

The annotators were also given an option for irrelevant terms 
being mapped as a beta blocker, however, no instances of an 
incorrect or irrelevant term was found, which confirms the 
accuracy of the utilized dictionary. Table 1 displays the 
frequency of each classification type that was found in the 
training set.  

Table 1 Training set Classification Labels 

Classification Label Frequency 
Active Medication  1018 
Medication List 990 
Negated Medication 57 
Discontinued Medication 104 
Other Beta Blocker Mention 176 
Irrelevant Term 0 

 

Rule-based medication and phrase detection 

Previous studies have shown that automatically generated 
medication lists do not provide an accurate representation of 
a patient’s current prescription status [14,15]. However, these 
lists are frequently included as a semi-structured text element 
inside a document. To get an accurate representation of th
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Figure 1. An example of the annotation interface using Chex that shows an instance of an “Active” beta blocker usage 
classification, it’s span location within the document, and the options presented to an annotator. 

prescription status on the day a note is recorded, the first step 
of the system distinguished these semi-structured lists from 
free text mentions found in narrative form. Medication 
mentions found in an automated list were detected using two 
methods. First, a custom sectionizer was created to locate the 
most frequently occurring section headers, many of which 
were specific to VA documents, e.g. “Veteran’s Active 
Medication:”.  

After distinguishing medications in narrative format from 
those in medication lists, the NLP system focused on 
classifying those instances found in the narrative. To account 
for the diversity of terms, writing styles, document structures, 
and typographic errors that exist across individual clinicians, 
hospitals, and regions, our system relied on several sets of 
dictionaries used by separate modules throughout the NLP 
pipeline. These dictionaries contain numerous regular 
expressions compiled with manual knowledge engineering 
while also building upon the existing NLP systems and 
resources. Specifically, we utilized ConText [16], RxNorm 
[10], and MedEx [5]. The four concept dictionaries are: 

� Medication Term: This dictionary consists of all 
known beta blocker terms as described in the 
dictionary definition section of this paper.  

� Modifier Terms: These include terms that would 
commonly be associated with the noun phrase of a 
medication term such as: “Oral metoprolol”, “p.o 
metoprolol” and “home atenolol”. This list was 
created manually using examples found in the 
training set of documents and expanded using 
modified MedEx dictionaries. 

� Administration Terms: This dictionary contains 
terms meant to describe the administration, 
discontinuation or negation of a medication such 
as: “Discontinued”, “D/C”, “held”, “withheld”, 
“stopped”, “started”, “began”, etc. All terms in this 
dictionary were added using examples from the 
training corpus, their synonyms, and other known 
abbreviations and terms based on subject matter 
expert knowledge. 

� Context Terms: This dictionary consists of terms 
found in the ConText algorithm to determine if a 
medication term is negated, hypothetical, historical, 
or experienced by someone other than the patient. 
The ConText dictionaries were also expanded 
using examples from our training set as well as 
other commonly occurring phrases specific to 
documentation in a VA healthcare setting.  

After the terms from each dictionary were identified in a 
document, the system incorporated two pattern annotator 
modules [17]. The first pattern set combined instances of a 
beta blocker medication term and the modifying terms to 
create a medication phrase, e.g. “home metoprolol”, “25mg 
oral atenolol”. A second pattern set combined the medication 
phrases with administration terms to create a final 
administration phrase. Administration phrases were then 
normalized and labeled as being: Active, Active Medication 
List, Discontinued, Negated, or Other. One additional 
dictionary was included in the NLP system that captured 
terms describing the rationale for a discontinued medication 
e.g. “d/c atenolol due to” or “because of”, however, there 
were very few instances of these patterns found in the training 
set. Due to the infrequency of examples, this dictionary was 
not included in the final validation. Figure 2 shows the basic 
structure used for combining all terms identified by different 
dictionaries into separate medication and administration 
patterns.  

 
Figure 2. An example dictionary and pattern annotator 

structure for a discontinued administration phrase. 

The rule-based NLP system to extract and classify the 
prescription status was implemented using Leo, a VINCI-
developed set of services and libraries that aid in the 
development of NLP pipelines based on the Apache 
Unstructured Information Management Architecture 
Asynchronous Scaleout (UIMA AS) [18,19]. This system 
used simple regular expressions connecting the different 
concept dictionaries together into the relevant classification 
labels without the use of tokenizing, stemming, or additional 
parsing. 

Results 

System validation was performed using 200 random 
documents from the testing set that contained 274 mentions 
of beta blocker medication. The documents were processed 
by the final system and classification accuracy was evaluated.   
 

 

 

 

Discontinued low dose metoprolol due to…

Administration Term Medication TermModifier Rationale Term

Administration Phrase

Medication Phrase
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Table 2. Confusion matrix of validation results 

Actual labels  
Predicted labels Active Discontinued Negated Medication List Other Total predicted 

Active 65 1 0 0 1 67 
Discontinued 4 46 0 0 0 50 
Negated 0 2 22 0 0 24 
Medication List 13 0 0 59 4 76 
No Status Found 33 1 3 10 10 57 
Total actual 115 50 25 69 15 274 

 

Table 3 Validation Results 

  Precision Recall F-Measure 
Active 0.970 0.565 0.714 
Discontinued 0.920 0.920 0.920 
Negated 0.917 0.880 0.897 
Medication List 0.776 0.855 0.813 

 
Error analysis revealed that a primary cause for error was due 
to patterns and terms present in the testing set that were 
previously unseen in the training set of documents, this is a 
known drawback when using rule-based NLP systems and is 
once again magnified in this work[20].  The “active” recall 
score was especially affected in this work as a result of the 
large variety of verbiage used by clinicians when notating 
documents in a narrative form. 

Discussion 

By using two edit distance methods and processing all terms 
ever used in the VA, we show the potential for creating 
comprehensive term dictionaries when a full-text index exists 
for the complete corpus. Incorporating these methods as a 
cached dictionary of terms prior to processing documents has 
a positive impact on the speed of processing. Through the use 
of existing and modified medication dictionaries, a light-
weight targeted sectionizer, and a simple rule-based NLP 
pipeline, we were also able to show the potential for 
automatically extracting surgical quality measures.  
Future work will be done to assess the feasibility of extracting 
the rationale for a discontinued medication as well as 
alternative methods of approaching the NLP pipeline to 
improve precision and recall. With a limited set of negated 
and discontinued examples in our training set, it was 
determined that in this specific study there would not be 
enough data to explore machine learning approaches as they 
generally require a larger example set for accurate training. 
Recent research has shown that this may still be improved 
using weakly labeled data[21], or alternative methods of 
dictionary creation[22], but those were not attempted for this 
work. 

Conclusion 

A comprehensive dictionary of terms associated with beta-
blocker use in the VA clinical environment was developed 
and evaluated. A custom sectionizer to distinguish 
medication mentions in a clinical narrative from those created 
automatically using structured data was tested and applied to 
improve automatic prescription status extraction. This study 
showed that combining the dictionary creation methods with 

a custom sectionizer and a rule-based NLP pipeline can 
effectively classify the prescriptions status of the beta 
blockers, achieving a critical component of the SCIP-card-2 
quality measure. 

References 

[1] L.H. Rosenberger, A.D. Politano, and R.G. Sawyer, 
The surgical care improvement project and 
prevention of post-operative infection, including 
surgical site infection., Surg. Infect. (Larchmt). 12 
(2011) 163–8.  

[2] J.B. Shammash, J.C. Trost, J.M. Gold, J.A. Berlin, 
M.A. Golden, and S.E. Kimmel, Perioperative beta-
blocker withdrawal and mortality in vascular 
surgical patients, Am. Heart J. 141 (2001) 148–153.  

[3] M.D. Kertai, M. Cooter, R.J. Pollard, W. Buhrman, 
S. Aronson, J.P. Mathew, and M. Stafford-Smith, Is 
Compliance With Surgical Care Improvement 
Project Cardiac (SCIP-Card-2) Measures for 
Perioperative β-Blockers Associated With Reduced 
Incidence of Mortality and Cardiovascular-Related 
Critical Quality Indicators After Noncardiac 
Surgery?, Anesth. Analg. (2017). 

[4] T. Sutherland, J. Beloff, M. Lightowler, X. Liu, A. 
Kachalia, D.W. Bates, and R.D. Urman, 
Implementation of measures to improve SCIP 
perioperative beta-blocker compliance: Quality and 
financial implications, Health Care Manag. 
(Frederick). 34 (2015) 192–198. 

[5] H. Xu, S.P. Stenner, S. Doan, K.B. Johnson, L.R. 
Waitman, and J.C. Denny, MedEx: A medication 
information extraction system for clinical narratives, 
J. Am. Med. Informatics Assoc. 17 (2010) 19–24.  

[6] O. Uzuner, I. Solti, and E. Cadag, Extracting 
medication information from clinical text., J. Am. 
Med. Inform. Assoc. 17 (2010) 514–8.  

[7] S.V. Pakhomov, N.D. Shah, P. Hanson, S.C. 
Balasubramaniam, and S.A. Smith, Automated 
processing of electronic medical records is a reliable 
method of determining aspirin use in populations at 
risk for cardiovascular events., Inform. Prim. Care. 
18 (2010) 125–133. 

[8] S. Sohn, S.P. Murphy, J.J. Masanz, J.-P.A. Kocher, 
and G.K. Savova, Classification of medication status 
change in clinical narratives., AMIASymposium. 
2010 (2010) 762–766.  

[9] S.M. Meystre, Y. Kim, J. Heavirland, J. Williams, 

P.R. Alba et al. / Automatic Methods to Extract Prescription Status Quality Measures from Unstructured Health Records18



 

B.E. Bray, and J. Garvin, Heart Failure Medications 
Detection and Prescription Status Classification in 
Clinical Narrative Documents, in: Stud. Health 
Technol. Inform., 2015: pp. 609–613.  

[10] S. Liu, W. Ma, R. Moore, V. Ganesan, and S. 
Nelson, RxNorm: Prescription for electronic drug 
information exchange, IT Prof. 7 (2005) 17–23.  

[11] P.R. Alba, OV Patterson, B. Viernes, D. Denhalter, 
N. Bailey, A. Wilson, A.W. Kamauu, and S.L. 
DuVall, The Super Annotator: A Method of Semi-
Automated Rare Event Identification for Large 
Clinical Data Sets, in: AMIA Annu Symp Proc, 
2016. 

[12] R.A. Baeza-Yates, and C.H. Perleberg, Fast and 
practical approximate string matching, Inf. Process. 
Lett. 59 (1996) 21–27.  

[13] O.. Cornia R., DuVall S.L., Forbush T., Halls C., 
Patterson, Check it with Chex: A Validation Tool 
for Iterative NLP Development, in: AMIA Annu 
Symp Proc, 2014. 

[14] P.L. Cornish, S.R. Knowles, R. Marchesano, V. 
Tam, S. Shadowitz, D.N. Juurlink, and E.E. 
Etchells, Unintended Medication Discrepancies at 
the Time of Hospital Admission, Arch. Intern. Med. 
165 (2005) 424.. 

[15] E.M. Breydo, J.T. Chu, and A. Turchin, 
Identification of inactive medications in narrative 
medical text, AMIA Annu. Symp. Proc. (2008) 66–
70. 

[16] H. Harkema, J.N. Dowling, T. Thornblade, and 
W.W. Chapman, ConText: an algorithm for 
determining negation, experiencer, and temporal 
status from clinical reports., J. Biomed. Inform. 42 
(2009) 839–51.  

[17] B.R. Soundrarajan, T. Ginter, and S.L. DuVall, A 
Novel Approach to Building Relationships Between 
Annotations in Pipeline Natural Language 
Processing Systems, in: Int. Conf. Mach. Learn. 
Work. Learn. from Unstructured Clin. Text, 
Bellevue, WA, USA, 2011. 

[18] R. Cornia, O. V Patterson, T. Ginter, and S.L. 
Duvall, Rapid NLP Development with Leo, in: 
AMIA Annu Symp Proc, Washington, DC, USA, 
2014: p. 1356. 

[19] D. FERRUCCI, and A. LALLY, UIMA: an 
architectural approach to unstructured information 
processing in the corporate research environment, 
Nat. Lang. Eng. 10 (2004) 327–348.  

[20] B. Waltl, G. Bonczek, and F. Matthes, Rule-Based 
Information Extraction: Advantages, Limitations, 
and Perspectives, (2018).  

[21] Y. Guo, A. Korhonen, I. Silins, and U. Stenius, 
Weakly supervised learning of information structure 
of scientific abstracts-is it accurate enough to benefit 
real-world tasks in biomedicine?, Bioinformatics. 
(2011).  

[22] I. Banerjee, M.C. Chen, M.P. Lungren, and D.L. 
Rubin, Radiology report annotation using intelligent 
word embeddings: Applied to multi-institutional 

chest CT cohort, J. Biomed. Inform. (2018). 

Address for Correspondence  
Olga Patterson  
olga.patterson@utah.edu 
 
Appendix A: Beta blocker initial dictionary terms. 

Generic_Name Trade_Names 
Acebutolol Sectral 
Alprenolol 

 

Atenolol Tenormin,Tenoretic 
Betaxolol Kerlone,Betoptic 
Bevantolol 
Bisoprolol Zebeta,Ziac 
Bopindolol 

 

Bupranolol 
 

Carazolol 
 

Carteolol Cartrol 
Carvedilol Coreg 
Celiprolol 

 

Cloranolol 
 

Epanolol 
 

Labetalol Trandate, Normodyne,Trandate 
Landiolol 

 

Mepindolol 
 

Metoprolol Lopressor,Toprol 
Nadolol Corgard,Corzide 
Nebivolol 

 

Oxprenolol 
 

Penbutolol 
 

Pindolol Visken,Iodopindolol 
Practolol 

 

Propranolol Inderal,Innopran,Hemangeol,Inderide 
S-atenolol 

 

Sotalol Betapace,Sorine 
Talinolol 
Tertatolol 
Timolol Blocadren,Timoptic,Betimol,Istalol 
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Abstract 

Supported by the European Commission under Horizon 2020, 
mHealth4Afrika is co-designing and validating a modular, 
multilingual, state-of-the-art health information system 
addressing primary healthcare requirements in resource 
constrained environments. mHealth4Afrika has co-designed a 
comprehensive range of functionality and medical programs 
in partnership with Ministries of Health, district health 
officers, clinic managers and primary healthcare workers 
from urban, rural and deep rural health facilities in Ethiopia, 
Kenya, Malawi and South Africa. This paper provides insights 
into how mHealth4Afrika is leveraging HL7 FHIR to support 
standards-based data exchange and interoperability between 
Electronic Medical Records and DHIS2. This work is 
currently being validated in the field.  

Keywords:  

Health Information Interoperability, Electronic Health 
Records, HL7 FHIR 

Introduction 

While electronic patient records are gradually being 
introduced into larger hospitals in Ethiopia, Kenya, Malawi 
and South Africa (current mHealth4Afrika beneficiary 
countries), paper-based registries [1, 2, 5-7] remain the default 
data capture method in resource constrained urban, rural and 
deep rural health facilities. mHealth4Afrika supports the 
objectives of UN Sustainable Development Goal 3 (SDG3) by 
co-designing a comprehensive, patient-centric health platform 
that is adaptable and extensible, modular and multilingual [1 - 
6]. It integrates Electronic Medical Record (EMR) and 
Electronic Health Record (EHR) functionality, with the use of 
medical sensors and data visualization tools at the point of 
care [5, 6]. It supports the automatic counting of aggregate 
program indicator data required by Ministries of Health, SMS 
appointment notifications and lab system integration. 

In some resource constrained environments, including Africa, 
donors have adopted a silo-based application approach, 
addressing requirements for specific programs they fund, 
including ART (HIV/AIDS) and Tuberculosis (TB) [6, 8].  

Standards and interoperability are key enabling environment 
components of the WHO and ITU National eHealth Strategy 
Toolkit [9]. As the number of patient centric technology-
enabled health applications (eHealth and mHealth) grow, the 
importance of interoperability becomes ever more critical to 
avoid unnecessary duplication of effort and fragmentation of 
electronic health record data. mHealth4Afrika has taken a 
standards-based approach to data interoperability to support 
data exchange between applications and systems. 

The South African National Department of Health published 
the National Health Normative Standards Framework for 
Interoperability in eHealth in South Africa (HNSF) in 2014 
[10]. This aims to provide a framework supporting the 
development of interoperable health systems. It proposed that 
Health Level Seven (HL7) is used as the messaging standard 
for the exchange and integration of electronic clinical 
healthcare information between systems.  

In April 2017 the Ministry of Health of Kenya published the 
Kenya Standards and Guidelines for mHealth Systems [11] to 
support data and information sharing across multiple health 
systems. It is even more specific than South Africa, requiring 
that eHealth/mHealth solutions used in Kenya should leverage 
HL7 FHIR (Fast Healthcare Interoperability Resources) APIs 
(Application Programming Interfaces) [12]. 

mHealth4Afrika research objectives include to co-design a 
comprehensive, patient-centric health platform leveraging 
some of the functionality of District Health Information 
System 2.0 (DHIS2) [6] and support standards-based data 
exchange to transfer medical sensor readings and lab requests 
to and from the patient medical record, and import and export 
of patient records between EMRs. DHIS2 and the Tracker 
Capture application have several limitations. As a result, 
mHealth4Afrika has designed a comprehensive and extensible 
patient-centric, multi-program custom platform and user 
interface for use in medical facilities which interacts with the 
mHealth4Afrika data model set up in DHIS2 via the native 
DHIS2 WebAPI [6].  

mHealth4Afrika has co-designed a comprehensive range of 
medical programs supporting easy and systematic data 
capture, storage and searching of patient centric data. Based 
on priorities of initial intervention countries (Ethiopia, Kenya, 
Malawi and South Africa) [1, 2, 5, 6], medical programs 
currently implemented and validated include: medical history, 
maternal health, family planning, cervical cancer screening, 
child under 5, tuberculosis, antiretroviral therapy, diabetes, 
general and specialist outpatient department (OPD). 
mHealth4Afrika supports single registration of a patient at a 
health facility and subsequent enrolment in a range of 
different programs based on their health conditions over time 
[1, 6].  

mHealth4Afrika has applied a standards-based approach to 
data interoperability, taking account of state-of-the-art 
standards and international good practices, while respecting 
national policies and legislation in intervention countries. In 
the context of introducing medical sensors at the point of care, 
mHealth4Afrika developed a HL7 FHIR Service in 2017 to 
authenticate users and support data transfer of readings from 
BLE medical sensors to the appropriate patient record in the 
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mHealth4Afrika data model stored in the DHIS2 server via the 
DHIS2 API. We are not aware of any other project to date that 
has used HL7 FHIR for data transfer of readings from medical 
sensors (e.g. for blood pressure, blood glucose, SpO2, heart 
rate, weight, temperature) with a data model set up in DHIS2 
or similar implementations designed for use in primary 
healthcare facilities in resource constrained environments. 

During 2018 the mHealth4Afrika HL7 FHIR service was 
extended to support standards-based data exchange of lab 
requests to a laboratory system and the transfer of lab results 
into the appropriate mHealth4Afrika patient medical record. 

A design requirement for mHealth4frika was to support 
standards-based data exchange of patient clinical data between 
health information systems. The target use case is to support a 
hospital referral or a patient moving temporarily or 
permanently from one health facility to another. Currently 
DHIS2 does not support exporting or importing the health 
record of a specific patient. mHealth4Afrika has extended its 
HL7 FHIR service to support import and export of a patient's 
health records between mHealth4Afrika platform instances 
and to support HL7 FHIR data exchange of patient's records 
with other EMR and EHR being used nationally.  

This paper provides an overview of the design of the 
standards-based approach to support the import and export of 
patient health records by extending the mHealth4Afrika HL7 
FHIR Service. The methods section provides insights into 
mHealth4Afrika compliance with Continua Design Guidelines 
(CDG) by Personal Connected Health Alliance (PCHA), the 
two-way data mapping between the mHealth4Afrika data 
model set up in DHIS2 and HL7 FHIR STU3 resources. The 
following section summarizes and discusses early results, 
while the last section presents the conclusion.  

Methods 

The mHealth4Afrika FHIR Service is designed as an 
independent service to achieve full HL7 FHIR based 
interoperability without disrupting how the mHealth4Afrika 
browser-based custom application communicates via the 
native DHIS2 WebAPI with the mHealth4Afrika data model 
set up in the DHIS2 server. The service supports exporting 
and importing data. The mHealth4Afrika application has been 
extended to include a user interface to support import/export 
functionality and interaction with the FHIR Service.  
Data flow is explained below in Figure 1.  
For authentication between the service and DHIS2 server, the 
mHealth4Afrika application passes the ‘Cookie’ header in 
each call made to the Import / Export service. The appropriate 
‘Cookie’ header is obtained through the user login process. 

 

Figure 1 – mHealth4Afrika Import / Export Service Data Flow 

Continua Design Guidelines Compliance 

The mHealth4Afrika FHIR Service has been implemented 
with the purpose of achieving standards-based interoperability 
between the DHIS2 server and other EHR/EMR systems. 
Figure 2 briefly summarizes mHealth4Afrika compliance with 

the Continua Design Guidelines (CDG) by Personal 
Connected Health Alliance (PCHA) [13].  

The Personal Health Devices Interface already implemented 
between medical devices supported by mHealth4Afrika and 
the mHealth4Afrika application, and the Services Interface 
already implemented between mHealth4Afrika applications 
and DHIS2 server, are beyond the scope of this paper. 

This paper focuses on the mHealth4Afrika HL7 FHIR Service, 
which acts as a Healthcare Information Service (HIS) 
Interface between DHIS2 server and EHR / EMR systems. 

 

Figure 2 – mHealth4Afrika Compliance with  
Continua Design Guidelines 

DHIS2 Data Model 

Two-way data mapping between the DHIS2 data model and 
HL7 FHIR STU3 resources is required to support import and 
export capabilities based on FHIR. In this context the DHIS2 
data model has been analyzed and data model elements which 
must be mapped to FHIR resources have been identified: 

� DHIS2 OrganisationUnit represents healthcare 
facilities. 

� DHIS2 TrackedEntityInstance represents patients. 

� DHIS2 User represents practitioners or clinic 
managers. 

� DHIS2 ProgramStage defines the content of the 
program specific forms, i.e. which DataElements 
should be presented in each mHealth4Afrika program 
stage (e.g. In Maternal Health program expected date 
of delivery should exist in Antenatal Care visits but 
not in Postnatal Care visits). 

� DHIS2 Event represents patient visits corresponding 
to a program stage, i.e. filled-in program data.  

� DHIS2 DataElement represents the leaf-level patient 
data definitions, such as vital sign measurements (e.g. 
blood glucose reading) as well as observational 
questions (e.g. Does the patient have edema?), which 
are all used in program stage definitions. 

� DHIS2 Enrollment represents patient enrollments to 
mHealth4Afrika programs (Maternal Health, 
Tuberculosis, etc.). A patient may be enrolled in 
multiple programs. 

Mapping of Resources 

TrackedEntityInstance and Event are the two main DHIS2 
resources directly related to patient healthcare records. 
TrackedEntityInstance contains demographic information 
about patients, while Event contains medical information 
captured during clinical (or program stage) visits by patients.  
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FHIR Patient resource is used to represent DHIS2 
TrackedEntityInstances. TrackedEntityInstance attributes are 
mapped to respective FHIR Patient attributes. Standard FHIR 
attributes are used where possible and some extensions are 
defined for mHealth4Afrika specific attributes, e.g. patient 
type (adult or child). Figure 3 provides an example of some of 
the mHealth4Afrika TrackedEntityInstance set up in DHIS2 
with the corresponding FHIR Patient resources presented in 
Figure 4. To date, a total of 61 TrackedEntityInstance 
attributes have been mapped to FHIR Patient attributes. 

{ 
      "trackedEntityInstance": "t4TA3mk3hT6", 
      "orgUnit": "YimTrMUaHPT", 
      "attributes": [ 
 
        {"displayName": "Date of Birth", 
          "valueType": "DATE", 
          "attribute": "gCafpJzwByC", 
          "value": "1995-11-02" }, 
 
        {"displayName": "Last Name/ Surname", 
          "valueType": "TEXT", 
          "attribute": "PUt8IjUQ5s6", 
          "value": "Johns" }, 
 
        {"displayName": "First Name", 
          "valueType": "TEXT", 
          "attribute": "sQG4zPPzP5x", 
          "value": "Mike" }, 
 
        {"displayName": "Patient Type", 
          "valueType": "TEXT", 
          "attribute": "DqsQdsl08uG", 
          "value": "adult" }, 
 
        {"displayName": "Medical Record Number", 
          "valueType": "TEXT", 
          "attribute": "r9wKBvoh4WT", 
          "value": "34708253912" }, 
 
        {"displayName": "Gender", 
          "valueType": "TEXT", 
          "attribute": "Tgz9w5PrpJM", 
          "value": "male" }, 
 
        {"displayName": "Marital Status", 
          "valueType": "TEXT", 
          "attribute": "rncpcIYS0Jn", 
          "value": "single" } 
      ]} 

Figure 3 – mHealth4Afrika Tracked Entity Instance 

FHIR QuestionnaireResponse resource is used to represent 
DHIS2 Events. Events contain multiple dataValues that are 
similar to the QuestionnaireResponse attribute “item”. As 
mentioned before, Events represent program stage visits and 
each dataValue contains a dataElement attribute which 
references the respective dataElement in the ProgramStage 
resource. In other words, ProgramStage contains a template of 
what the visits should contain (i.e. metadata) and Event 
contains actual values that is gathered in a visit (i.e. instances). 
The structure is similar in FHIR Questionnaire and 
QuestionnaireResponse. Questionnaire resource contains 
questions and, in some cases, possible values and option sets 
of the questions and QuestionnaireResponse resource contains 
answers to those questions defined in the Questionnaire. 
Having a very similar structure, Questionnaire resources are 
used to represent ProgramStages and QuestionnaireResponse 
resources are used for Events. Mapping of attributes, and the 

relations between ProgramStage, Event, Questionnaire and 
QuestionnaireResponse resources can be seen in Figure 5. 

Event attributes are mapped to respective 
FHIRQuestionnaireResponse attributes. Similar to 
TrackedEntityInstances, standard FHIR attributes are used 
where possible and some custom extensions are defined for 
mHealth4Afrika specific values such as program. 
ProgramStage attributes are mapped to respective FHIR 
Questionnaire attributes. 
FHIR Organization and EpisodeOfCare resources are used to 
represent OrganisationUnits and Enrollments for the purpose 
of having a complete and consistent FHIR Bundle. As outlined 
in Figure 4, FHIR Patient resource contains a reference to the 
managing organization with its id. Without including an 
Organization resource with the same id in the FHIR Bundle, 
the bundle will fail referential integrity. Hence, respective 
FHIR Organization resources are created corresponding to the 
OrganisationUnits in DHIS2. It is similar with Enrollments 
and Events, which contain enrollment references. 

{ 
"resourceType": "Patient", 
"id": "LoKI7VAJX8k", 
"extension": [{ 
   "url": "http://www.mhealth4afrika.eu/fhir/PatientType" 
   "valueCode": "adult" 
 }], 
"identifier": [{ 
  "system":"http://www.mhealth4afrika.eu/fhir/MedicalRecordNo", 
  "value": "34708253912" 
 }], 
"name": [{ 
  "family": "Johns", 
  "given": [ "Mike" ] 
}], 
"gender": "male", 
"birthDate": "1995-11-02", 
"maritalStatus": { 
  "coding": [{ 
    "system": "http://hl7.org/fhir/v3/MaritalStatus", 
    "code": "S", 
    "display": "Never Married" 
   }] 
 }, 
"managingOrganization": { 
  "reference": "Organization/YimTrMUaHPT" 
 } 
} 

Figure 4 – HL7 FHIR Patient Resource 

 

Figure 5 – DHIS2 Data Model to FHIR Resource mapping 
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FHIR Export 

The service provides an endpoint that is used to export HL7 
FHIR bundles containing information about the demographics 
and medical visits of the patients. The program, 
organizationUnit and the individual patient is specified at the 
request call to customize the output. The service uses several 
methods from the DHIS2 Native API to gather relevant data 
from DHIS2, transforms the gathered data to FHIR resources 
based on the mapping explained in the previous section, and 
finally returns a HL7 FHIR Bundle containing HL7 FHIR 
resources. The export can include all patient specific medical 
records or only a specific program, depending on the 
permission provided by the patient and why the electronic 
medical record is being provided to a different health facility.  

The bundle contains several types of FHIR resources. 

� Patient: This resource contains demographic 
information about the patient. 

� QuestionnaireResponse: This resource contains actual 
data about the program stage visits of the patient. 

� Questionnaire: This resource contains metadata about 
the program stage visits. 

� Organization: This resource contains information 
about related Organisational Units. 

� EpisodeOfCare: This resource contains information 
about program enrollments of the patients. 

FHIR Import 

The service provides an endpoint that is used to import HL7 
FHIR bundles containing information about the complete or 
partial medical history of the patients. It enables patients to 
receive medical care in different health facilities as required 
and request that their electronic medical record is transferred 
between facilities and kept up to date. 

The output of the FHIR Import, i.e. FHIR bundle, is parsed 
and relevant resources are mapped to the mHealth4Afrika 
DHIS2 data model. Several DHIS2 API calls are used 
sequentially to preserve referential integrity, e.g. patient 
demographic information must be imported before a lab result.  

Initial Results and Discussion 

The mHealth4Afrika platform has been co-designed and 
validated with Ministries of Health, District Health Offices, 
Clinic Managers and nurses in Ethiopia, Kenya, Malawi and 
South Africa over the past three years. It is currently being 
used in a mix of primary health care facilities and hospitals.  

The initial focus of this extension to the mHealth4Afrika 
FHIR service commenced with a mapping of patient centric 
data attributes and data elements to FHIR resources. As 
outlined above, it has been necessary to use some extensions 
based on specific mHealth4Afrika program requirements. 
When the export and functionality was implemented, this 
required a modification of the mHealth4Afrika platform to 
engage with the extended FHIR service. 

The standards-based approach being implemented builds on 
an existing HL7 FHIR service that mHealth4Afrika developed 
in 2017 to support data exchange of medical sensors readings 
and lab requests and lab results to and from the patient’s 
electronic medical record. It takes account of national policy 

and legislative requirements in intervention countries, while 
leveraging the most up to date international standards. 

In the current mHealth4Afrika beneficiary countries, 
individual patient medical records are only stored within the 
health facility that provides the healthcare services. 

This interoperability work will enable mHealth4Afrika to both 
export and import complete individual patient records (as well 
as specific programs from individual patient records) from an 
instance in one health facility to an instance in another health 
facility. This ensures that existing electronic medical records 
can be transferred as required between health facilities, based 
on patient consent. This is a practical requirement that is not 
currently supported within DHIS2 standard tools.  

It is normal in many countries that a pregnant mother may 
move from her place of normal residence to another location 
closer to family members towards the end of her term. In this 
context, it is important that the healthcare facility where she is 
currently receiving care has access, with her consent, to her 
full medical record - medical history, details of medical data 
captured during antenatal visits etc. The mHealth4Afrika 
platform allows the health facility managers to print off 
reports of data captured across antenatal visits. However, if 
the healthcare facility providing delivery and postnatal care 
are using the mHealth4Afrika platform or another EMR that 
supports data exchange using HL7 FHIR, it is more efficient if 
the electronic health record can be imported, updated and then 
exported as a FHIR bundle. This will allow the patient's health 
record to be kept fully up to date when they return to the 
health facility where they are normally resident. 

This functionality will also support patients with medical 
conditions, such as TB, HIV, Diabetes, and Chronic 
Hypertension, to move their electronic health records for the 
purposes of referral or when transferring to another facility.  

This import / export functionality is exposed to the clinic 
manager role via the mHealth4Afrika custom interface. This 
functionality is currently field tested in the intervention 
countries and will be adapted as necessary going forward. 

Related Work 

Healthcare system interoperability is an essential topic in the 
domain as modern medical care is inherently distributed. 
Standards-based transfer of medical information is researched 
and developed over decades and more recently HL7 FHIR 
based interoperability solutions are being implemented. 
OpenMRS FHIR Module is such an example [14]. 

When the FHIR HL7 service work commenced in 
mHealth4Afrika during 2017 and the import / export work 
described in this paper commenced during early 2018, there 
was no implementation of such a FHIR based interoperability 
service in DHIS2. In September 2018, DHIS2 started work on 
a use case focused on importing TrackedEntityInstances 
(patient data) with Observations and Immunisations as Events 
into a DHIS2 server using HL7 FHIR. This will allow EMRs 
and applications to connect to a FHIR repository to upload 
patient data. An adapter can then connect to the FHIR 
repository and enroll patients in the DHIS2 server. It is 
proposed mapping is done through a transformation engine.  

While this use case was only a sub-set of our current 
requirements, mHealth4Afrika had meetings with DHIS2 to 
learn more about this proposed approach and share insight 
about the approach we have been implementing since 2017.  

Recently, the DHIS2 team started to implement an interface 
based FHIR adapter, similar to the mHealth4Afrika 

M. Baskaya et al. / Health4Afrika – Implementing HL7 FHIR Based Interoperability 23



import/export service. This has the objective of eliminating 
the need of a FHIR repository to simplify integration of the 
interoperability functionality into non FHIR repository related 
use cases. This work is initially focused on import.  

Conclusions 

This paper provides insight into some of the research 
objectives of mHealth4Afrika, including designing a 
standards-based approach to support both import and export of 
patient health records by extending the existing mHealth4frika 
HL7 FHIR Service. It outlines two-way data mapping between 
the mHealth4Afrika data model set up in DHIS2 and HL7 
FHIR STU3 resources. 

Some of the mapping decisions are designed to be as generic 
as possible. For example, FHIR QuestionnaireResponse is 
used to represent program stage visits, as it allows multiple 
types of items that can cover all program stage data elements. 
While some of the data elements exactly fit to questionnaire 
questions, some of them represent specific laboratory tests or 
vital sign measurements which might be more suitable to be 
mapped to more specific FHIR medical resources such as 
Observation or DiagnosticReport. This has been implemented 
within mHealth4Afrika as an import mechanism, while 
acquiring vital sign measurements from patients via Bluetooth 
LE medical sensors, with the mHealth4Afrika Android 
Application acting as a sensor gateway. This initial import 
capability was extended within the context of the full program 
set, extending the FHIR service to support exporting 
individual patient records using specific FHIR resources.  

The import/export functionality for individual patient's 
medical records was completed in February 2019 and is 
currently being field tested in the mHealth4Afrika intervention 
countries.  
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Abstract 

This paper addresses the task of answering consumer health 
questions about medications. To better understand the 
challenge and needs in terms of methods and resources, we first 
introduce a gold standard corpus for Medication Question 
Answering created using real consumer questions. The gold 
standard1 consists of six hundred and seventy-four question-
answer pairs with annotations of the question focus and type 
and the answer source. We first present the manual annotation 
and answering process. In the second part of this paper, we test 
the performance of recurrent and convolutional neural 
networks in question type identification and focus recognition. 
Finally, we discuss the research insights from both the dataset 
creation process and our experiments. This study provides new 
resources and experiments on answering consumers’ 
medication questions and discusses the limitations and 
directions for future research efforts.                    
Keywords:  

Health Informatics, Data Collection, Natural Language    
Processing  

Introduction  

Digital information and the World Wide Web make it possible 
to find information on demand, helping both patients and 
professionals to find relevant and valuable medical 
information. With these benefits come growing concerns about 
the potential misinformation of patients and non-expert 
consumers. Harmful consequences include self-diagnosis and 
unfounded anxiety about common symptoms after reviewing 
online health information (i.e., cyberchondria) [1]. The Pew 
Research Center reports that 72% of U.S. internet users (over 
200 million) have gone online in the past year specifically for 
health-related information. Of that group, 77% say that their 
research started with search engines such as Google, while only 
13% say they began at a specialized website such as WebMD2.   
Safe and efficient search alternatives are needed to protect non-
expert consumers from misleading health information found 
online. Specialized Question Answering (QA) systems are a 
potential solution for the medical domain and the consumers’ 
need for reliable health information [2]. Several research efforts 
tackled the problem of QA in the (bio)medical domain and 
highlighted the challenges related to question understanding, 
answer retrieval, and ranking [3-6]. To the best of our 
knowledge, no studies were previously dedicated to QA about 
medications. 

 
1 https://github.com/abachaa/Medication_QA_MedInfo2019  
2        http://www.pewinternet.org/2013/01/15/health-online-2013        

Figure 1– Word Cloud Representing the Consumer Questions 
about Drugs that We Used to Create the Gold Standard 

Corpus. 

While several previous studies included such questions as a part 
of larger and more heterogeneous QA tasks, we argue that 
questions about medications have specific characteristics that 
need to be analyzed and evaluated in a focused study. These 
aspects include (i) different question types (e.g. action, storage, 
usage time, stopping, and tapering), (ii) more conditional 
answers (e.g. ingredients and appearance depend often on the 
manufacturer), (iii) different answer sources having a specific 
data structure (e.g. websites recommended by the FDA such as 
DailyMed3), and (iv) potentially more difficult questions (e.g. 
drug alternatives, questions about not formalized/written 
medical knowledge such as usage time), and a higher sensitivity 
to error (e.g. drug interactions that cannot be confirmed online).     
Several efforts focused on methods for medical question 
answering [7-10] as well as the creation of relevant datasets. 
For instance, Kilicoglu et al. [11] introduced a dataset of 2,614 
medical questions annotated with the question focus, type and 
triggers of the question types. In that dataset, “Problems” are 
the most frequent named entities, while “treatment” and 
“information” are the most common question types. Ben 
Abacha et al. [12] organized a medical QA task at the TREC 
2017 LiveQA track and published training and testing datasets 
including consumer health questions received by the NLM, 
annotations and reference answers retrieved by medical 
informatics experts. The coverage of questions about 
medications in the above collections, however, was insufficient 
to train and develop efficient systems to answer questions about 

3  https://dailymed.nlm.nih.gov/  
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medications. In this paper, we present a study of consumers’ 
medication questions with the following contributions: 

1. The development and publication of a manually 
annotated dataset of medication question-answer pairs 
based on real consumer questions submitted to 
MedlinePlus.  

2. A synthesis of the manual annotation effort 
summarizing the insights obtained by a variety of 
experts from annotating and answering those questions.  

3. New experiments using deep learning networks trained 
specifically for the tasks of identifying the main focus 
in the user’s question, and the question type.  

In what follows, we first describe our annotation methodology 
and the baseline approaches in the Methods section. We present 
the statistics and characteristics of the developed dataset and the 
empirical results in the Results section.   

Methods 

In this section, we describe the guidelines used in the manual 
annotation process and our first empirical evaluation methods 
based on the dataset.  

Data Creation 

Selecting Consumer Questions about Drugs. We selected 
anonymized consumer questions submitted to MedlinePlus4. 
We first performed Medical Entity Recognition using 
MetaMapLite [13]. We restricted the recognized entities to the 
following UMLS semantic types associated with medications:  
Antibiotic [antb], Clinical Drug [clnd], Neuroreactive 
Substance or Biogenic Amine [nsba], Pharmacologic Substance 
[phsu], Steroid [strd], and Vitamin [vita]. Finally, we manually 
selected the questions that (i) were deemed understandable and 
potentially answerable and (ii) have a drug name as focus.     
Figure 1 presents a word cloud of the most frequent terms in the 
selected consumer health questions.     
Annotating the Questions. In a study conducted recently on 
consumer health question answering, Deardorff et al. [14] 
showed that for 62% of the questions, it was possible for 
librarians to find an answer in the top 5 search results in 
MedlinePlus using only the focus and question type. Given the 
importance of these two elements for QA, we, therefore, 
focused our efforts on manually annotating each question with 
a:  

� Question focus (always a Drug name in this dataset),  
� Question type (e.g. Dose, Interaction, Side effects).  

Searching for Reference Answers. For each answerable 
question, annotators had to retrieve manually a correct and 
complete reference answer (with its URL and section title): 

� Correct with regards to the question’s explicit and 
implicit information (e.g. a question about a drug in 
the UK, a specific form or dose), and extracted from 
reliable websites or scientific papers.  

� Complete with regards to all possible answers (e.g. all 
doses, ingredient lists from all manufacturers), and 
preferably written in a consumer-friendly language.   

To select our answer sources, we followed the FDA 
recommendations suggesting5 MedlinePlus-Drugs as a 
consumer-friendly website for consumer drug information and 
DailyMed for trustworthy information about FDA-approved 
and marketed drugs in the United States. Our final guideline 

 
4  https://medlineplus.gov 
5  https://www.fda.gov/drugs/resourcesforyou/consumers 

was to search the following sources sequentially until an answer 
is retrieved:  

1. MedlinePlus and DailyMed.   
2. Other NIH or U.S. government websites. 
3. Other trustworthy websites (e.g., the Mayo Clinic) or 

academic institutions’ websites.  
4. Other websites returned by a Google search.     

Four annotators participated in the manual annotation and 
answering process. Then, a medical doctor and an expert in 
question answering reconciled the annotations of the question 
types and validated the retrieved answers.      
Baseline Methods  

Focus Recognition. We adapted, extended and evaluated Bi-
directional Long Short-Term Memory (Bi-LSTM) networks6 
on the task of recognizing the question focus (i.e., main drug 
name) according to the state-of-the-art architecture proposed by 
Xuezhe and Hovy [15]. The network includes a first Bi-LSTM 
network to build character-level embeddings, and a second Bi-
LSTM taking as input both word embeddings built from the 
UMLS and pre-trained embeddings built with GloVe [16] and 
the character-level embeddings built during training with the 
first Bi-LSTM layer. The token labels were generated with a 
final Conditional Random Fields (CRF) layer. Our UMLS 
embeddings consist of binary vectors, where each word is 
tagged as the Beginning, Inside, Outside, End, or Single token 
(BIOES) of each semantic concept in the UMLS. 
Question Type Identification. We implemented and evaluated 
a Convolutional Neural Network (CNN) on the task of 
identifying the question type (e.g., dosage, usage, 
contraindications). The input embeddings include UMLS 
BIOES embeddings and a randomly initialized vector of 128 
dimensions updated with back-propagation during training.  
Answer Retrieval. We conduct a first qualitative study on 
answer retrieval using twenty questions randomly selected from 
our dataset and the CHiQA question answering system7. 
CHiQA is the first online medical QA system for consumer 
health questions from reliable sources such as NIH websites 
(e.g., MedlinePlus, GARD, NCI), Mayo Clinic and DailyMed. 
The system relies on different machine learning and 
knowledge-based methods to recognize the question’s focus 
and type [17-18] and uses the extracted information to retrieve 
answers with the Lucene search engine and a question-
entailment recognition approach [19-20]. Figures 2 and 3 
present the first answers returned by CHiQA to two questions 
selected randomly from the gold standard. 

Figure 2– First Answer Returned by CHiQA to the Question: 
“How to Stop Taking Bisoprolol?”  

6 https://github.com/guillaumegenthial/sequence_tagging  
7 https://chiqa.nlm.nih.gov   
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Figure 3– First Answer Returned by CHiQA to the Question: 
“How to Self Inject Enoxaparin Sodium?”  

Results   

Characteristics of the Dataset 

The final gold standard contains 674 question-answer pairs with 
their associated annotations. These annotations include 25 
question types, reported with examples in Table 1, and the 
answer sources, summarized in Figure 4. In particular, on the 
674 answers, DailyMed was used to answer 290 questions, 
MedlinePlus for 128 questions, and other websites were used to 
answer 256 questions (e.g. cdc.gov, mayoclinic.org, 
health.harvard.edu, and PubMed abstracts and articles).  Table 
2 presents token-and-sentence-level statistics about the 
questions and the answers in the dataset.   

Table 1 – Question Types in the Gold Standard   

Question Type  # Example 
Information 112 what type of drug is amphetamine? 
Dose 70 what is a daily amount of prednisolone 

eye drops to take? 
Usage 61 how to self inject enoxaparin sodium? 
Side Effects 60 does benazepril aggravate hepatitis? 
Indication 55 why is pyridostigmine prescribed?  
Interaction 51 can i drink cataflam when i drink 

medrol? 
Action 39 how xarelto affects in the process of 

homeostasis? 
Appearance 38 what color is 30mg prednisone? 
Usage/time 36 when is the best time to take lotensin? 
Stopping/tapering 31 how to come off citalopram? 
Ingredient 28 what opioid is in the bupropion patch? 
Action/time 23 how soon does losartan afffect blood 

pressure? 
Storage and 
disposal 

13 in how much temp bcg vaccine should 
store? 

Comparison 11 why is losartin prescribed rather than a 
calcium channel blocker? 

Contraindication 11 if i am allergic to sufa can i take 
glipizide? 

Overdose 10 what happens if your child ate a tylenol 
tablet? 

Alternatives 8 what medicine besides statins lower 
cholesterol? 

Usage/duration 7 how long should i take dutasteride? 

Time  (other time-
related types)   

6 how long are you protected after taking 
the hep b vaccine?  

Brand names  3 what is brand name of acetaminophen? 
Combination 3 how to combine dapaliflozin with 

metformin? 
Pronunciation 3 how do you pronounce humira? 
Manufacturer 2 who makes this drug nitrofurantoin? 
Availability 1 has lisinopril been taken off the 

market? 
Long term  
consequences 

1 what are the side effects and long term 
consequences of using nicotine? 

Table 2 – Statistics about the Questions and Answers  

Average number of tokens per question 7.16 
Average number of tokens per answer 69.06 
Average number of sentences per answer 3.23 
Percentage of questions tokens present in answers  34.72% 

Figure 4 – Websites Used to Answer the Drug Questions 

Evaluation Results   

We report the average performance on 5 runs and the variation 
range for focus recognition and question type identification.   
Focus Recognition. The Bi-LSTM-CRF network was 
implemented with Python 3.5 and Tensorflow 1.4. We trained 
the network with a random subset containing 80% of the data, 
using 10% for hyperparameter tuning and the remaining 10% 
for the final test. All data were represented in the BIOES token 
annotation format. The results on the test set are summarized in 
Table 3. We used a learning rate of 0.01, a dropout of 0.5, a 
batch size of 40, and the Adam optimizer [21] to minimize the 
CRF-based loss function.   

Table 3 – Bi-LSTM-CRF Results for Focus Recognition 

Results (%) F1 P R 

Exact entity match  74.07 [+/-2.1] 78.12 70.42 

Partial entity match 90.37 [+/- 3.4] 95.31 85.92 

Question Type Identification. Our CNN network was also 
implemented using Python 3.5 and Tensorflow 1.4. Data were 
split according to same 80/10/10 percent subsets for training, 
development and test. To have enough training samples per 
class, we reduced the question types into the 14 most common 
types by aggregating the subtypes into their hypernym types: 
Information, Dose, Usage, Tapering, Interaction, Side effects, 
Indication, Action, Ingredient, Alternatives, Contraindication, 
Comparison, Manufacturing, and Appearance. We used a 
learning rate of 0.005, a dropout of 0.6, a batch size of 100, and 
the Adam optimizer to minimize the softmax-based loss 
function. The CNN network achieved an average accuracy of 
75.7% on 5 runs with a variation in the [0, 2.5%] range. Despite 
using fixed random seeds for Tensorflow in both experiments, 
the relatively small size of the training data made them more 
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susceptible to the non-deterministic implementation of GPU 
reduction operations and the Adam optimizer in TensorFlow8.    
Answer Retrieval. In our qualitative study of the answers 
returned to 20 random questions from the dataset, CHiQA 
found the correct answer in the top four results in 35% of the 
cases, only related answers for 35% of them and irrelevant 
answers for the remaining 30%. While this limited evaluation 
must be taken with caution, our independent observations from 
the annotation process also hint that classical QA systems may 
not be the best fit for medication questions.  
We discuss these insights and potential ways to improve 
answering questions about medications in the following 
section.  

Table 4– Example Questions and Answers from the Dataset 

ID Question (Q) / Answer (A) 
1a (Q) “what does prednisone do to the body?” 
1b (Q) “what would a normal dose be for valacyclovir?” 
1c (Q) “how much gravol to kill you?” 
1d (Q) “what time should take memantine?” 
2a (Q) “what color is phenytoin?” 

(A) [depends on the manufacturer] 
� PINK 
� WHITE (/Light Lavender) 
� ORANGE 

2b (Q) “why would my urine test be negative for benzodiazepines when 
i take Ativan?” 
(A) “Common limitations exist for screening benzodiazepines 
when using traditional immunoassay (IA) tests. IA testing for 
benzodiazepines often targets nordiazepam and oxazepam (…)” 
AND “Some commonly prescribed drugs have limited cross-
reactivity (…)” 

2c (Q) “is it alright touse fluticasone when using oxygen?” 
(A) “Pharmacological therapy can influence morbidity and 
mortality in severe chronic obstructive pulmonary disease (COPD). 
Long-term domiciliary oxygen therapy (LTOT) improves survival 
in COPD with chronic hypoxaemia. Oral steroid medication has 
been associated with improved survival in men and increased 
mortality in women, while inhaled steroid medication has been 
associated with a reduction in the exacerbation rate (…).” 

2d (Q) “how long does vicodin stay in breast milk?” 
(A) “Following a 10 mg oral dose of hydrocodone administered to 
five adult male subjects, the mean peak concentration was 23.6 ± 
5.2 ng/mL. Maximum serum levels were achieved at 1.3 ± 0.3 hours 
and the half-life was determined to be 3.8 ± 0.3 hours.” 

Discussion  

Difficulty and Ambiguity of Medication Questions  

In our annotation and answering efforts, questions about 
medications showed traits common to consumer health 
questions such as linguistic ambiguity due to misspellings, or 
wrong grammar leading to unclear meaning or multiple 
interpretations. For instance, in Table 4, example 1a, it is 
unclear whether the question is about the side effects or the 
action of “prednisone”. In addition, a distinct pattern emerged 
with many questions lacking essential information or context, 
making them too underspecified [22] to answer. For instance, 
in example 1b, finding a relevant answer about the right dose of 
“Valacyclovir” requires additional information about the 
patient and the condition or purpose of administration. 
Circumlocution [23] was another phenomenon that we 
 
8 https://www.twosigma.com/insights/article/a-workaround-for-non-
determinism-in-tensorflow 

encountered, i.e., the use of many words or general terms to 
express a medical term. For instance, in example 1c, the 
medical term “toxic dose” or “overdose” is replaced with the 
expression “how much X to kill you?”. In several cases, we also 
encountered a knowledge barrier when the requested medical 
information/knowledge was not formalized or written online 
(e.g. Table 4, 1d).   

Complexity of Manual Answer Retrieval 

Our annotators reported conditional answers frequently. These 
include answers that depend on the manufacturer, on the 
disease, or on patient information. For instance, in Table 4, 2a, 
four different answers are possible according to the 
manufacturer of phenytoin. Distributed answers were also 
encountered in several cases. These are answers that can be 
formed only by combining different text snippets from different 
answers and/or sources (e.g., Table 4, 2b). Many answers also 
required an understanding of expert terminology. These 
include answers that need to be translated to consumer-friendly 
language and questions that required rephrasing to expert 
language in order to find relevant answers (e.g., Table 4, 2c). 
Other answers could not be found without expert inference 
based on background knowledge (e.g., Table 4, 2d). External 
resources like eHealthMe were needed for specific types of 
questions such as Interaction questions. Answering some of the 
questions was also time consuming even for medical experts. 
For example, an hour was necessary to answer the question “is 
it alright to use fluticasone when using oxygen?” from PubMed. 

Challenges of Automating Medication QA  

Prior to our study, the lack of gold standard datasets for 
medication QA was the major bottleneck in automatic QA for 
drug questions. This new dataset opens new opportunities for 
both qualitative studies and quantitative evaluation of QA 
systems. In addition, systems relying on big training data can 
use it both (i) as a development set for fine-tuning the 
hyperparameters and testing different architectures and (ii) as a 
test benchmark.  
In question understanding, our baseline networks achieved an 
encouraging performance despite the limited training data, with 
(i) 74% F1 score in question focus recognition for exact span 
matching and 90% for partial span matching, and (ii) 75.7% 
accuracy in identifying the question type. Several 
improvements can be considered for future developments, such 
as a richer set of embeddings, or a relevant language model. A 
more fine-grained adaptation of the UMLS can also be applied 
by restricting to the list of relevant semantic types either 
through pre-filtering or through trainable masks. 
In answer retrieval, insights from both our annotation process 
and our CHiQA-based evaluation provide additional guidance 
on the relevant solutions and ways of improvement for 
medication question answering. In particular:   

� Medical text translation [24] and simplification [25] 
are often needed to find relevant answers and make 
the retrieved answers readable for non-expert users.  

� More data and resources are needed to cover 
information about drug interactions and usage 
guidelines. Such information can be extracted from 
both the scientific literature and clinical sources [26].  

� Conditional answers require different solutions such 
as providing a list of answers or interacting with the 
user in a dialogue-based approach.  
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� Due to the frequency of these conditional answers, 
fully unsupervised approaches are less likely to 
succeed than approaches based on (advanced) 
inference methods that can rely on explicit context 
semantics.  

Conclusions  

We studied consumers’ questions about medications. We 
created a new gold standard corpus for question answering 
about drugs that we shared in the scope of this paper9. We 
presented statistics, insights and conclusions based on the 
manual annotation process, deep learning experiments, and 
preliminary evaluation of automatic answer retrieval. We hope 
that this new benchmark and initial experiments will foster new 
approaches and additional community efforts in addressing the 
growing need for reliable information about medications 
online.  
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Abstract 

Non-compliance situations happen when patients do not 

follow their prescriptions and take actions that lead to 

potentially harmful situations. Although such situations are 

dangerous, patients usually do not report them to their 

physicians. Hence, it is necessary to study other sources of 

information. We propose to study online health fora. The 

purpose of our work is to explore online health fora with 

supervised classification and information retrieval methods in 

order to identify messages that contain drug non-compliance. 

The supervised classification method permits detection of non-

compliance with up to 0.824 F-measure, while the information 

retrieval method permits detection non-compliance with up to 

0.529 F-measure. For some fine-grained categories and new 

data, it shows up to 0.65-0.70 Precision. 

Keywords:  

Patient Compliance, Information Storage and Retrieval, 

Machine Learning 

Introduction  

Drug non-compliance situations happen when patients do not 

follow instructions given by their doctors in the prescriptions. 

Among current situations, we can, for instance, mention 

modification of dosage, refusal to take prescribed drugs, use 

of drugs prescribed to other persons. The misuse of drugs, 

which is part of non-compliance, covers more precise 

situations, like use of drugs with different intents than those 

for which drugs are prescribed. We can thus mention 

recreational or suicidal use of drugs. Such situations are 

dangerous because they endanger patients and their health. 

Yet, patients do not inform their doctors or the authorities that 

they do not follow the instructions. Hence, it is necessary to 

study other sources of information to gain some insights into 

patients’ lives. We propose to study social media, in which 

patients are producing large amounts of contents on various 

subjects [1], including the use of drugs. 

Currently, social media have become an important source of 

information for various research areas, such as geo-

localization, opinion mining, event extraction, translation, or 

automatic summation [2]. In the medical domain, social media 

have been efficiently used in information retrieval for 

epidemiological surveillance [3,4], in studying patient’s 

quality of life [5], and drug adverse effects [6]. 

Yet, very few projects are focused on drug misuse and non-

compliance. We can mention here non-supervised analysis of 

tweets about non-medical use of drugs [7], and creation of a 

semantic web platform on drug abuse [8]. Both of these 

projects are dedicated to one specific case of misuse, that is, 

drug abuse. In our work, we propose to study non-compliance 

and misuse situations, and more particularly to identify 

messages related to such situations in health fora. To reach 

these objectives, we propose two different methods: machine 

learning and information retrieval. 

In what follows, we first detail the methods, then present and 

discuss the results. Finally, we conclude with directions for 

future research. 

Methods 

We propose to address the automatic detection of messages 

related to drug non-compliance as a categorization problem, 

and to use two methods: supervised machine learning and 

information retrieval. We first introduce the reference data 

used and then describe the two methods. 

Reference and Test data 

The reference and test data were built from corpora collected 

in several health websites in French.  Several fora were 

collected from the Doctissimo
1

 website (pregnancy, general 

questions on drugs, back pain, accidents in sport activities, 

diabetes).  Doctissimo is indeed the most well-known and 

used health website and forum in French.  We also used data 

from three other fora: AlloDocteur
2

, masante.net
3

, and Les 

diabétiques
4

. 

The contributors in all the fora were mainly diseased persons 

and their relatives, who joined the community to ask questions 

or provide accounts of their disorders, treatments, etc. Overall, 

these people may be affected by chronic or non-chronic 

disorders. 

To build the reference data, we used two fora of Doctissimo 

(pregnancy and general questions on drugs). We collected 

messages written between 2010 and 2015, and kept only those 

messages that mentioned at least one drug. This gave a total of 

119,562 messages (15,699,467 words). For the test data, we 

collected 145,012 messages from other corpora. In each 

message, the occurrence of drugs was detected with specific 

vocabulary containing French commercial drug names from 

several sources: base CNHIM Thériaque
5

, base publique du 

médicament
6

, and base Medic’AM
7

 from Assurance Maladie. 

Each drug name was associated with the corresponding ATC 

code [9]. For the manual annotation process of the reference 

 

1   http://www.doctissimo.fr  

2  http://www.allodocteur.fr 

3  http://masantenet.com 

4  http://www.lesdiabetiques.com 

5  http://www.theriaque.org 

6  http://base-donnees-publique.medicaments.gouv.fr 

7  https://www.ameli.fr/l-assurance-maladie/statistiques-et-

publications/donnees-statistiques/medicament/medic-am/medic-

am-mensuel-2017.php 
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data, messages longer than 2,500 characters were excluded 

because they provided heterogeneous content difficult to 

categorize and process, both manually and automatically. 

Then, three annotators were asked to assign each message to 

one of the two categories: 

• Non-compliance category contained messages that 

reported on drug non-compliance or misuse. When 

this category was selected, the annotators were also 

asked to shortly indicate what type of non-

compliance was indicative (overuse, dosage change, 

brutal quitting). This indication is written as free text 

with no defined categories. For instance, the 

following example shows non-compliance situation 

due to the forgotten dose of medication: “bon moi la 

miss boulette et la tete en l’air je devais commencer 

mon “utrogestran 200” a j16 bien sur j’ai oublier! 

donc je l’ai pris ce soir!!!!” (I blundered the missed 

dose and with the head in the clouds I had to start the 

“utrogestran 200” on d16 and I forgot of course! so I 

took it this evening!!!!) 

• Compliance category contains messages reporting 

normal drug use (“Mais la question que je pose est 

’est ce que c’est normal que le loxapac que je prends 

met des heures à agir ???” (Anyway the question I’m 

asking is whether it is normal that loxapac I’m taking 

needs hours to take effect???)) and messages without 

use of drugs (“ouf boo, repose toi surtout, il ne t’a 

pas prescris d’aspegic nourisson??” (ouch boo, 

above all give me a break, he didn’t prescribe 

aspegic for the baby??)) 

When annotators were unable to decide, they marked up the 

corresponding messages accordingly. The categorization of 

these messages as well as the categorization of annotation 

disagreements are discussed later. The three annotators 

involved in the process were: one medical expert in 

pharmacology, and two computer scientists familiar with 

medical texts and annotation tasks. Because this kind of 

annotation was a complicated task, especially concerning the 

decision on drug non-compliance, all messages annotated as 

non-compliant were additionally verified by one of the 

annotators. 

The manual annotation process permitted to double-annotate 

1,850 messages, among which we counted 1,717 messages in 

the compliance category and 133 messages in the non-

compliance category. These numbers indicated the natural 

distribution of non-compliance messages (approximately 7%). 

Within the non-compliance category, we counted 16 types of 

non-compliance: they contained between 1 and 29 messages. 

For example, the change of weight type contained 2 messages, 

recreational use of drugs 2 messages, suicide attempt 2 

messages, and overuse of drugs 20 messages. Concerning the 

annotation into compliance and non-compliance categories, 

the inter-annotator agreement [10] was moderate (0.46) [11]. 

It seemed that the task at hand was quite complicated and the 

sparsity of data for some types of non-compliance made the 

task even more difficult. 

The corpus was pre-processed using Treetagger [12] to obtain 

its tokenization (typically, segmentation of words and 

punctuation), POS-tagging (assigning syntactic categories to 

words, such as anxiétés/Nom (anxieties/Noun))), and 

lemmatization (normalization to canonical forms and removal 

of inflections for plurals, feminines, such as anxiétés/anxiété 

(anxieties/anxiety)). The corpus was used in three versions: (1) 

in the forms corpus, the messages were only tokenized and 

lowercased (eg, i’m taking 3 pills each day); (2) in the lemmas 

corpus, the messages were also lemmatized, the numbers were 

replaced by a unique placeholder, and diacritics were removed 

such as in anxiété/anxiete (anxiety); (3) in the lexical lemmas 

corpus, we kept only lemmas of the main lexical categories 

(verbs, nouns, adjectives, and adverbs) (eg, take pill day). 

Each message was also indexed with the three first characters 

of the ATC categories of drugs occurring in the message. We 

obtained 18355 distinct words, 12231 distinct lemmas, and 

12096 distinct lemmas in the forms corpus, the lemmas 

corpus, and the lexical lemma corpus respectively. 

Categorization with Supervised Machine Learning 

Figure 1 – Datasets Used for Machine Learning 

With this method, the supervised machine learning algorithms 

learn a language model from manually annotated data, which 

can then be applied to new and unseen data. The categories 

aimed were drug compliance and non-compliance. The unit 

processed was the message. Several sets of features were 

exploited: the vectorized text of messages (forms, lemmas, 

and lexical lemmas) and the ATC indexing of drugs. The train 

set contained 94 non-compliant messages and 93 compliant 

messages. The test set contained 39 non-compliant messages 

and 40 compliant messages: we used two thirds of the 

reference data for training and one third for testing as shown 

in Figure 1. 

We used the Weka [13] implementation of several supervised 

algorithms: NaiveBayes [14], Bayes Multinomial [15], J48, 

Random Forest, and Simple Logistic. These algorithms were 

used with their default parameters and with the string to word 

vector function. 

Categorization with Information Retrieval 

The information retrieval system was exploited to make the 

distinction between relevant and irrelevant messages with this 

method. This approach was unsupervised, although we took 

advantage of the reference data as well. We used the Indri 

information retrieval system in two ways: 

Figure 2 – Datasets Used for Global Information Retrieval 

At the global level, we distinguished between drug compliant 

and non-compliant messages. The corpus was split into two 

sets: (1) 44 non-compliance messages (one third of the whole 

non-compliance category) were used for the creation of 

queries, and the query lexicon was weighted proportional to its 

frequency in the messages; (2) All compliance messages and 

89 non-compliance messages (two thirds of the whole non-

compliance category) were used for the evaluation as shown 

in Figure 2. The question we wanted to answer was whether 

the subset of non-compliance messages permited to retrieve 

other non-compliance messages. The evaluation was done 

automatically, computing Precision, Recall, and F-measure 
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with each version of the corpus (forms, lemmas, and lexical 

lemmas). This may give an idea of the performance of this 

method when searching similar information in new non-

annotated data. 

At the fine-grained level, we looked for various types of drug 

non-compliance. The question we wanted to answer was 

whether the messages already assigned to each non-

compliance type can help in retrieving other similar messages 

and enrich the reference data through this unsupervised 

approach. This issue was particularly important for types with 

scare data availability: as we indicated above, some types 

contained only two messages. As previously, the messages 

from different non-compliance types were exploited to create 

queries. All of the annotated non-adherence data was used to 

build the queries.  These queries were applied to a large 

corpus of 20,000 randomly selected messages that contained 

at least one mention of a drug. The results were evaluated 

manually computing the Precision, which mainly allows query 

optimize the queries. This is described in Figure 3. 

Figure 3 – Datasets Used for Fine-grained Information 

Retrieval 

Results and Discussion 

Table 1– Machine Learning Results Obtained for the 

Categorization of Messages into the Non-compliance 

Category 

 Precision Recall F-mesure

 NaiveBayes 

Forms 0.769 0.769 0.769 

Lemma 0.786 0.846 0.815 

Lexical lemmas 0.761 0.897 0.824 

 NaiveBayesMultinomial

Forms 0.732 0.769 0.750 

Lemmas 0.795 0.795 0.795 

Lexical lemmas 0.786 0.846 0.815 

 

Categorization with Supervised Machine Learning 

The results of categorization of messages into the non-

compliance category, obtained with supervised machine 

learning algorithms, are presented in Table 1. We tested 

several algorithms but show only the results for the two best 

algorithms, Naive Bayes and Naive Bayes Multinomial. We 

can observe that the best results (up to 0.824 F-measure) are 

obtained on the lexical lemmas corpus. In all the experiments, 

Recall is higher than or equal to Precision. 

Among the errors observed with NaiveBayes, 12 messages 

were wrongly categorized as non-compliant and 9 as 

compliant. Within these 12 messages, four contained terms 

associated with excess and negative effects (such as ”Je 

n’imaginais pas que c’était si grave” (I didn’t imagine it was 

that bad) or ”s’il vous plait ne faites pas n’importe quoi” 

(please don’t make a mess), usually specific to non-

compliance messages. 

Categorization with Information Retrieval 

The results obtained with the information retrieval system 

Indri are presented in Table 2. The evaluation values are 

computed for the top 10, 20, 50 and 100 results. With lower 

cut-off (10, 20, 50), the Recall is limited by the efficiency of 

the system and also by the cut-off. As a matter of fact, the 

optimal Recall would be 0.112 at 10, 0.225 at 20 and 0.561 at 

50, although it is hardly possible to reach such results. With 

this experiment, the best results (up to 0.529 F-measure) are 

obtained with the lexical lemmas corpus. Besides, the 

lemmatization shows an important improvement over the 

forms corpus, which means that lemmatization is important 

for information retrieval applications because it provides 

linguistic normalization of the corpus. As expected, the values 

of Recall and Precision are improved with the increase in the 

evaluated sample. Hence, there is more probability that the 89 

relevant messages are found among the top 100 messages. 

With up to 0.5 of Precision, a human user is able to quickly 

find relevant messages, making this solution usable as an 

exploration tool. Overall, we can see that this information 

retrieval system can find non-compliant messages although 

the results are noisy. 

At the fine-grained level, we tested several queries focusing 

on precise types of non-compliance and misuse of drugs. We 

will present queries and their results related to important drug 

misuse situations such as gain and loss of weight, recreational 

drug use, suicide attempts or ideas, and overdoses.  The top 20 

results are analyzed for each query. On the basis of messages 

that convey the expected contents similar to a given query and 

related to the aimed drug misuses, we can compute the 

Precision of the results. 

Gaining/losing weight. The keywords used were poids, kilo, 

grossir, maigrir (weight, kilo, gain weight, lose weight), such 

as suggested by the manually built reference data. This query 

was applied to the lemmatized corpus. We expected to find 

mainly messages related to the use of drugs with the purpose 

to intentionally lose or gain weight and also some messages 

related to weight changes due to side effects of drugs. In 

reality, among the top 20 messages, 17 were about weight 

change as side effects of drugs, one message was about the use 

of drugs to lose weight intentionally, and two messages were 

about weight loss but with no relation to drugs. This means 

that, among the top 20 messages, only one new relevant 

message was found. It may correspond to the reality (misuse 

of drugs for weight changes was less frequent than weight 

change due to drug side effects) or to the corpus used (several 

messages were related to antidepressant drugs that have 

common side effect of weight change). This query gives 0.05 

Precision. 

 

Table 2 – Information Retrieval Results for the Categorization 

of Messages into the Non-compliance Category 

 Precision Recall F-mesure

Top 10 Results

Forms 0.100 0.011 0.020

Lemma 0.400 0.045 0.081

Lexical lemmas 0.400 0.045 0.081

Top 20 Results

Forms 0.250 0.056 0.091

Lemmas 0.350 0.079 0.129

Lexical lemmas 0.300 0.067 0.109

Top 50 Results

Forms 0.340 0.191 0.244

Lemmas 0.400 0.045 0.081

Lexical lemmas 0.420 0.236 0.302
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 Top 100 Results 

Forms 0.480 0.539 0.508 

Lemmas 0.480 0.539 0.508 

Lexical lemmas 0.500 0.561 0.529 

 

Recreational drug use. The main purpose was to find 

messages in which prescription drugs were used with 

recreational objectives, such as looking for high sensations, 

hallucinations, sensations of happiness. We tried several 

queries: 

• First, the keywords drogue, droguer (non-medical 

drug, to take non-medical drugs) were used. In 

French, the word drogue usually refers to street 

drugs, and not to prescription drugs. Yet, in the 

corpus, people use this word for neuroleptic 

medication particularly, in order to illustrate their 

feeling that these drugs open the way to addictions 

and have the same neuroleptic effects as the street 

drugs. Hence, we could find messages such as “J’ai 

été drogué pendant 3 ans au xanax” (I was drugged 

with xanax for 3 years) or “Sa soulage mais ses une 

vrai drogue ce truc !!!” (It helps but this stuff is 

really a drug!!!) These queries found interesting 

results (15 out of 20) but provide different insights 

than those expected; 

• The keywords hallu, allu, hallucination 

(hallucination) were used. Among the top 20 

messages, 2 messages were about intentionally 

seeking hallucination effects caused by some drugs, 7 

messages were about people experiencing 

hallucinations but as unwanted side effects, 11 

messages were about people suffering from 

hallucinations and taking drugs to reduce them; 

• Finally, the keyword planer (to be high from drugs) 

was used. Among the top 20 messages, 19 were 

about the high effect of drugs, be it intentional (9 

messages) or non-intentional (10 messages). For 

instance, “J’ai déjà posté quelques sujets à propos de 

ce fléau qu’est le stilnox (...) je prends du stilnox, 

pour m’évader, pour planer” (I already posted a few 

topics about this plague that is stilnox (...) I take 

stilnox, to escape, to get high). 

Overall, these three queries related to recreational use of drugs 

gave 0.35 Precision on average. 

Suicide. The keyword used was suicide (suicide). The query 

was applied to the lemmatized corpus. We expected to find 

messages in which people report on taking drugs (like 

antidepressants) or planning to do that with suicidal intentions. 

Among the top 20 results, 9 messages were about drugs and 

suicide with no particular relation between them, 5 other 

messages were about the fact that some drugs may increase 

the risk of suicide, 5 messages were critical about the fact that 

drugs may increase the risk of suicide, and one message 

reported on a real suicide attempt caused by drug withdrawal. 

Discussions on relation between drugs and suicide, and of 

course reporting on suicide attempt, may be important for our 

research because they represented the importance of these 

topics in the analyzed fora. This query gave 0.7 Precision. 

Overuse. The keyword used is boites (boxes) because it often 

represented the quantity of drugs taken, in case of overuse, in 

the reference data. This query was applied to the forms corpus 

because it was important to preserve plural forms for this 

query. Among the top 20 messages, six messages were 

directly related to drug overuse, three messages were related 

to high dosage that corresponded to overuse, two messages 

related to the suicide attempts by ingestion of large amounts of 

drugs, two messages proposed to share unused prescription 

drugs, and seven messages were unrelated to overuse. This 

query gave 0.65 Precision. 

Comparison of the Two Categorization Approaches 

On one hand, supervised machine learning shows better 

results for the specific categorization task, but it heavily 

depends on the availability of manual annotations that are 

costly to produce. On the other hand, information retrieval 

methods provide lower precision. Yet, manual filtering of the 

information retrieval results may be less costly than manual 

annotation of the data. Besides, information retrieval provides 

results that are more easily understandable and usable by 

users.  Hence, depending on users and availability of the 

reference data, either of the approaches may be preferred. The 

Machine Learning method reaches high Recall, suggesting 

that this method can detect up to 80% of non-adhering 

patients, provided that they talk about it in the forums. 

In relation to small categories (types of misuses, such as those 

related to drug overuse or recreational use of drugs), 

supervised machine learning usually performs poorly, while 

information retrieval may achieve interesting results due to the 

definition of suitable queries: 0.45 average Precision, and up 

to 0.65-0.70 Precision for some queries. This may be useful 

for human users when they want to quickly find relevant 

messages. We can see that Precision numbers obtained for 

these small categories are higher than those obtained at the 

more global level (compliance and non-compliance 

categories) and presented in Table 2. This means that more 

precise and targeted information may be more reliable for the 

information retrieval process, and also for enriching categories 

for which there is little data available. 

Overall, we assume that these two approaches are 

complementary: combination of their results may provide an 

efficient way to enrich the reference data. Besides, the 

approaches can also be combined: information retrieval 

queries can bootstrap the enrichment of categories and thus 

help supervised machine learning to perform better. 

Limitations of the Current Work 

The main limitation related to the machine learning 

categorization is the reduced size of the reference data. It 

contains indeed only 133 messages in the non-compliance 

category. Yet, these reference data allow the creation of quite 

efficient categorization models, which reach up to 0.824 F-

measure. We assume that availability of larger reference data 

will improve the overall performance of the results. As 

explained above, one of the main motivations to exploit 

information retrieval methods is the possibility to enrich the 

reference data with this unsupervised approach. 

Yet, the information retrieval approach requires manual 

analysis and evaluation of the retrieved messages. As we have 

seen, at the global level, the increase in size of the top sample 

improves overall results, but relevant messages are found 

together with irrelevant messages. When information retrieval 

is used at a fine-grained level, the results vary according to the 

types of non-compliance and the keywords used. We propose 

that information retrieval methods can be used for targeted 

enrichment of the corpus (for instance for some types of non-

compliance), for manual exploration of corpora by health 

professionals (the results can be easily understood comparing 

to the results provided by machine learning algorithms), and 

for combining the results provided by this and other methods. 

Another limitation of the work is that messages detected as 

cases of non-compliance are not currently fully analyzed by 

medical doctors, pharmacists, or for pharmacovigilance. This 
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method needs to be packaged into a software application easy 

to use by medical professionals in clinical settings. On one 

hand, the messages found further in our experiments permit to 

have clear insights in the real use of drugs, which is a very 

important issue that motivates our work. On the other hand, 

when methods are efficient enough, their results can be used 

by concerned experts (pharmaceutical industry, public health, 

general practitioners) to prepare and provide prevention and 

education actions to patients and their relatives. For example, 

packaging of drugs can be further adapted to their real use, 

dedicated brochures and discussions can be done with patients 

on known and possible drug side effects, and on necessary 

precautions. 

Conclusions 

This work presented exposition of two approaches for the 

detection of drug non-compliance situations in Internet fora. 

We used the French forum Doctissimo together with other 

fora to cover several disorders. The messages were first 

manually assigned to compliance and non-compliance 

categories. Automatic categorization with machine learning 

approach using NaiveBayes showed 0.824 F-measure, while 

with information retrieval approach using Indri, it showed 

0.60 Precision at top 10 results and 0.34 at top 50 results. 

Information retrieval was also used for a more fine-grained 

categorization of messages at the level of individual types of 

non-compliance. Four topics were addressed with different 

queries suggested by messages available in the reference data. 

This provided 0.45 average Precision, and up to 0.65-0.70 

Precision for some queries, as computed for the top 20 results. 

We also observed that with information retrieval, precise and 

targeted categories showed better Precision than the one 

obtained at a more global level of compliance and non-

compliance messages. We considered this as encouraging 

point for the processing of categories with few messages 

available. We also proposed some thoughts on combination of 

two approaches (supervised machine learning and information 

retrieval) for enriching the reference data and for generating 

more efficient supervised models. 

The main objective of the current work was to enrich the 

reference data and to work more closely with health 

professionals for their use. 
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Abstract 

Clinical research studies often leverage various heterogeneous 

data sources including patient electronic health record, online 

survey, and genomic data. We introduce a graph-based, data 

integration and query tool called Carnival. We demonstrate its 

powerful ability to unify data from these disparate data sources 

to create datasets for two studies: prevalence and incidence 

case/control matches for coronary artery disease and controls 

for Marfan syndrome. We conclude with future directions for 

Carnival development. 

Keywords: 

biomedical research, cohort studies, information storage and 

retrieval 

Introduction 

In biomedicine, clinical research studies are conducted to 

understand how best to prevent, diagnose, or treat disease in 

patients. A fundamental step to conducting a clinical research 

study is aggregating data and abstracting facts (i.e., clinical 

variables and treatment outcomes pertinent for defining a patient 

population for study). Patient data containing clinical facts (e.g., 

administrative, clinical, and genomic data) are generated at 

various points of care, and subsequently are stored across 

disparate, siloed resources. For example, large academic medical 

centers may store patient data within clinical registries, electronic 

health records, document stores, survey tools, and biobanks. 

Once study data have been integrated, the patient data must then 

be modeled to accurately represent and classify the patient’s 

clinical case according to each study arm (i.e., case/control). For 

example, in a matched case/control study design, a clinical 

researcher might match patients based on age, biological sex, 

race, and genes, then their clinical data (disease, treatments, and 

outcomes) might be queried to understand disease progression 

and/or the effectiveness of therapeutic interventions. More 

complex match criteria can include periods of time, geographical 

locations, and environmental exposures. These clinical facts are 

stored in structured (hospital billing codes, laboratory, and 

medications) and/or unstructured (clinical notes) data formats. 

Integrating such diverse data and aggregating patient clinical 

facts in a traditional relational database is challenging for several 

reasons. First, complex relationships of the data cannot easily be 

modelled into a sufficiently expressive relational schema. 

Second, complex relationship queries for generating and 

matching patient cohorts using relational databases could be 

hindered by suboptimal query responses (e.g., stalled or 

unfulfilled requests due to multiple-join statements) [1]. Graph 

databases such as Neo4j have been shown to support both 

semantic integration of disparate data [2] while improving query 

times over traditional relational databases such as MySQL [1]. 

Although graph databases have been used to integrate and 

represent biological disease networks (protein-protein 

interactions and drug-target pairs) and represent genotype-

phenotype associations, few have demonstrated how graph 

databases might be leveraged to query heterogeneous data, 

clinical and genomic, to generate patient cohorts for clinical 

research studies [3–6]. 

In this work, we present Carnival, a data unification technology 

that takes a novel approach ― a strictly-formatted property graph 

database with a data model inspired by the Open Biological and 

Biomedical Ontology (OBO) Foundry ontologies ― towards the 

integration of disparate data into a unified graph data resource. 

Carnival leverages this model to support the execution of 

common investigatory tasks, i.e., patient cohort identification, 

automated case/control matching, and the production of data sets 

for scientific analysis. For this work, we aim to 1) provide an 

overview of Carnival’s infrastructure, 2) review a menu of 

predefined operations that can be combined and stacked to query, 

integrate, and reason over clinical and genomic data for creating 

case/control study populations, 3) present two case/control 

cohorts generated by Carnival, and 4) preview how Carnival will 

support semantic interoperability and intelligent queries using 

ontologies, leverage textual variables using natural language 

processing, and improve its usability with a graphical user 

interface for wider adoption by clinical research partners. 

Methods 

We describe the infrastructure, functionality, and utility of 

Carnival for supporting case/control studies from clinical and 

genomic data collected from the University of Pennsylvania 

Health System (UPHS). UPHS includes the first university-

owned teaching hospital (Hospital of the University of 

Pennsylvania est. 1874) and the first hospital in the United States 

(Pennsylvania Hospital est. 1751). As part of the Penn Medicine 

BioBank (PMBB), over 60,000 UPHS patients have been 

consented for their clinical (EHR) and genomic (blood and tissue 

samples) data to be studied for clinical research. These biological 

specimens have been whole-exome sequenced by Regeneron 

Genetics Center and the context of their collection is represented 

using the Ontology for BioBanking (OBIB) [7]. Carnival 

leverages data from UPHS sources (e.g., Penn Data Store, a 

clinical data warehouse) and PMBB to generate datasets for 

clinical research studies. 
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Carnival 

We describe our graph-based data unification tool named 

Carnival, so named because Carnival is a party of information 

and inspired by the squash. Carnival is a multi-layered, Groovy-

powered application that includes data source  adapters (vines) 

that extract lightly-processed data from their sources, a set of 

relational database utilities, and caching functions for querying 

source data, graph data writers (reapers) that attach extracted 

data to the Carnival data store (graph), logical rule engines 

(reasoners) that modify and validate data within the graph, 

sample stratifiers (algorithms) to perform common tasks such as 

case-control matching, and data writers (sowers) that write data 

to external resources (see Figure 1). 

 

 

 

Figure 1– Carnival’s Conceptual Framework 

Vines 

Data are pulled as needed from source systems (i.e., relational 

databases--Oracle, Microsoft SQL Server), application 

programming interfaces (API), or flat files (comma-separated 

value files). Typically, the vine contains methods (functions) that 

converse with the associated data source in its native language 

(e.g., SQL, Java, HTTP, etc.) to extract data. Each method 

produces a single matrix of data. Although there is nothing 

besides scale issues preventing the wholesale transfer of data 

from a source to the Carnival graph, vine functions are designed 

to extract the minimum data necessary for scientific study. For 

example, a vine for an EHR source might include an ICD 

Ever/Never method that accepts a set of ICD codes and patient 

identifiers then returns only the patient identifiers for patients 

whose medical record was assigned one or more of the ICD codes 

in the set. 

Performing queries against large disparate data sources can be 

problematic for a variety of technical reasons: 1) connections can 

be dropped, 2) complex queries can take hours to return a result, 

and 3) queries that contain long lists of codes or identifiers can 

be cumbersome to compose. Carnival provides a suite of 

supportive classes and methods to address these difficulties, 

including SQL utilities for query composition, automated 

caching of vine method results, incremental caching to support 

restartable queries, and monitor threads that estimate time-to-

completion of long-running queries. 

Reapers 

Reapers contain methods that extract data from source systems 

via vines and attach those data to the Carnival graph in a 

standardized way. A reaper method may be parameterized to 

limit its scope and call upon any number of vines to gather source 

data. The execution of the reaper method itself is recorded in the  

 

graph, including the inputs and outputs of the process. For 

example, an ICD Ever/Never reaper method that accepts a set of 

ICD codes and patient identifiers would execute a series of tasks: 

1) create a vertex in the graph to represent the execution of the 

reaper method, 2) record the start time, finish time, and input ICD 

codes, 3) create links to the patient identifiers as inputs, 4) create 

vertices to represent the ICD Ever/Never status for each patient, 

5) link those statuses to the appropriate patients, and 6) create 

links to those statuses from the execution vertex to mark them as 

outputs. 

Graph 

All data about a patient and metadata describing Carnival’s 

processes are represented in Carnival’s property graph structure. 

These highly-connected graphs contain meta information 

regarding the execution of the reapers, algorithms, and sowers 

queried and traversed using Tinkerpop-Gremlin and Cypher. We 

drew upon previous work in ontology modelling as inspiration 

for the Carnival graph data model: the Ontology for Biobanking 

(OBIB), the Ontology for Biomedical Investigations (OBI), and 

the Basic Formal Ontology (BFO) [7–9]. For example, BFO 

introduces the term Process, which denotes an event that occurs 

in a time and place. OBI introduces Planned Process, which 

extends Process to include a pre-defined plan, participants, 

inputs, and outputs. In the Carnival graph, healthcare encounters 

are modelled as planned processes, where participants include the 

patient and clinician and the outputs may be diagnoses and 

medications. 

Reasoners 

Reasoners apply logical rules to the graph to make modifications 

or additions to data. Reasoners execute their logic against the 

graph to validate that the graph is consistent with the reasoner 

logic. For example, a reasoner might assign a Boolean 

classification to patients as having or not having a disease state 

based on whether they have ever been assigned any of a set of 

ICD codes. The reasoner logic would check the ICD Ever/Never 

statuses of each patient and assign the appropriate Boolean 

disease state classification. The validation functionality might 

check that no patients have been assigned to both the have-

disease and does-not-have-disease classes in the final dataset, 

which represents a logical inconsistency. 

Operational Algorithms 

Carnival leverages a graph-based, stratified-sampling 

case/control algorithm to match case patients with control 

patients for clinical research studies (i.e., case and control strata 

groups with equal numbers of males between the age of 35-40). 

Strata creation is managed by a strata manager class that takes as 

input the criteria for group partitioning, creates strata and strata 

group vertices in the graph, and assigns patient vertices to the 

appropriate groups. 

First, the strata sampler groups patients by primary strata. In each 

stratum, patients are exhaustively grouped into disjoint sets. 

Strata can be defined along any singular value extracted from a 

patient: a numeric (e.g., current body mass index [BMI]), a string 

(race), a Boolean (e.g., FBN1 gene loss of function), or an 

enumerated value set (e.g., the existence of 2 or more ICD 

codes). Strata can be defined by a range (e.g., 20-29) for numerics 

and by multiple values grouped into the same strata group for 

enumerated values or strings.  Each stratum also has a group for 

undefined or unknown values. Second, the cohort matcher then 

takes as input: patient cohorts for cases, candidate controls, and 

the primary strata that correspond to the desired matching 

criteria. The primary strata are combined to make a compound 

stratification that characterizes the cohorts for matching. For each 

strata group in the compound stratification, a number of patients 

in the candidate control cohort are selected as controls  
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corresponding to the number of patients in the case cohort from 

the same strata group. Additional criteria can also be provided to 

prioritize which of the controls within a group would be selected 

if there are more potential controls than necessary. For example, 

in a study where specimens associated with the patients will be 

expended, it may be advantageous to prioritize controls that have 

more specimens available to maximize the utility of PMBB 

specimens. 

Sowers 

Sowers extract data from the Carnival stratified case/control 

population graph and write it to external resources (e.g., 

databases, applications, and flat files). Data imported from 

disparate sources and linked in the Carnival graph may be 

queried producing data views useful for export to external 

systems. For example, an investigator may have an approved 

study that monitors patients who have a specific disease state, the 

data for which are tracked in a REDCap project. A Carnival 

sower can query the graph for disease states and write those data 

to the REDCap project via the REDCap API. In this way, 

Carnival supports extract, transform, and load (ETL) operations. 

This functionality can be leveraged to add new patient 

information (e.g., genomic facts into the EHR). 

Clinical Data Elements for Case/Control Matching 

Currently, case/control cohorts can be defined and analyzed 

using several clinical data elements shown in Table 1. 

Table 1– FBN1 Controls 

Clinical Data 

Element 

 

Example 

Demographics current age, 

race/ethnicity 

biological sex, 

Vital signs 

risk factors 

and current BMI, weight, height, blood 

pressure, smoking status 

Medications administered at a given time or during time 

window 

Specimen 

collection 

contexts 

age or BMI at the time of specimen 

collection, medications administered 

before/after date of specimen collection 

Hospital 

administration 

ICD9/10, CPT procedures, DRG codes, 

and fee codes 

Clinical status death status 

Genetic data loss of function genes 

 

Building a Cohort Using Operational Building Blocks 

Carnival contains a number of operational algorithms or building 

blocks that can be combined to support cohort identification and 

case-control selection: graph building, reasoners, and patient 

cohort algorithms. Graph building algorithms aggregate data, 

via vines and reapers, and attach those data to the graph, 

examples include: 

• Instantiating patients and encounters with identifiers 

• Computing phecode assignments according to 

Phewas.org 

• Computing BMI closest to the patient’s PMBB 

recruitment date 

• Obtaining the most recent and earliest healthcare 

encounter for each patient 

• Calculating each patient’s date of birth 

• Gathering each patient’s available specimens. 

Reasoners operate over data in the graph. To support cohort 

building, Carnival contains a patient stratification algorithm that 

assigns patients to specific strata, which currently correspond to 

their current age and biological sex. A case-control matching 

algorithm creates a cohort of controls for a predefined set of cases 

based on a cohort of candidate controls and selected strata. 

Patient cohort algorithms facilitate the creation of patient cohorts 

and perform set operations on them. Current patient cohort 

algorithms include: 

• Creating a cohort based on a set of identifiers, e.g., 

medical record number (MRN), enterprise master patient 

index (EMPI), or encounter identifier 

• Creating a complement cohort that contains all patients 

not in an existing cohort 

• Creating a cohort containing all patients who have been 

diagnosed with any of a set of ICD codes 

• Creating a cohort containing all patients who have a loss 

of function mutation for a given gene. 

We describe how Carnival uses clinical data elements and 

operational algorithms to support two case/control studies 

leveraging patient data from UPHS and PMBB. 

Identifying Markers for Coronary Artery Disease 

For the first case/control study, Carnival was leveraged to  

define the study populations for discovering biological markers 

for coronary artery disease. In the PMBB, blood specimens  

are collected at the time of enrollment. Cases are defined as  

patients without coronary artery disease (CAD) codes (410, I21) 

before enrollment into PMBB, and subsequently, have a 

myocardial infarction (MI), coronary revascularization, or 

another CAD event. Controls are defined as individuals without 

CAD codes who have had no MI or CAD events after PMBB 

enrollment. 

Both cases and controls must have plasma and either buffy coat 

or DNA specimens available. A report of demographic and 

phenotype data relative to the date of enrollment was requested. 

Carnival was leveraged to generate the case/control list and 

report the following patient-specific information: 

• Age at PMBB enrollment 

• Current age 

• Biological sex 

• EHR race 

• PMBB recruitment location 

• Height, weight, and BMI measurement closest to PMBB 

enrollment 

• Count, min, max, and median of lab results for: glucose, 

fasting glucose, hemoglobin A1C 

• Count of distinct dates diabetes codes were assigned 

before PMBB enrollment 

• Code and age of the patient for the first code matching 

the time filter for the most recent CAD codes before 

PMBB enrollment, most recent MI code before PMBB 

enrollment, first MI or CAD code after PMBB 

enrollment, and first revascularization code after PMBB 

enrollment. 

The principal investigator (PI) manually reviewed the report and 

patient charts for the final case selection. When patient cases 

were chosen, Carnival generated two sets of controls. Control 

group 1: a 1:1 control instance matched to the case population on 

biological sex, current age +- 4 years, BMI closest to enrollment 

+- 6 points, and recruitment location. Control group 2: a 

frequency control matched to the case population on sex, 
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recruitment location, current age, and BMI closest to PMBB 

enrollment. 

Defining Marfan Syndrome Study Controls 

For this second case/control study, Cases were predefined by 

using the MRNs of patients provided by the PI. Controls were 

defined by Carnival. The Marfan Syndrome gene loss of function 

data value was critical for defining the control cohort. Candidate 

control matches were queried from PMBB based on age and 

biological sex. For each patient, Carnival determined whether a 

genetic assessment was conducted for the Marfan syndrome 

FBN1 gene and validated whether the outcome was negative to 

ensure that all patients within the control set were FBN1 

negative. 

Results 

We leveraged Carnival to generate cohorts for two diseases: 

coronary artery disease and Marfan syndrome. 

Identifying Markers for Coronary Artery Disease 

Based on the CAD definitions for prevalence and incidence and 

specimen availability, Carnival identified 425 candidate case and 

5,872 candidate control populations. The principal investigator 

conducted chart review to create the final 170 selected cases, then 

Carnival generated the final control groups 1 (n=170 cases) and 

2 (n=60 cases) for these cases. Carnival identified a 1:1 

case/control match (see Table 2). 

Table 2– Coronary Artery Disease Cases and Controls 

Sex Age 

Candi-

date 

Cases 

Selected 

Cases 

Candi-

date 

Controls 

Control 

Group 

1 

Control 

Group 

2 

Female <20 0 0 7 0 0

Female 20-29 0 0 486 0 1

Female 30-39 5 2 681 2 1

Female 40-49 8 7 599 6 2

Female 50-59 13 11 731 13 6

Female 60-70 39 20 814 23 3

Female >70 68 31 450 27 10

Male <20 0 0 1 0 0

Male 20-29 2 2 98 1 0

Male 30-39 3 2 156 2 2

Male 40-49 15 9 272 9 3

Male 50-59 40 24 529 23 5

Male 60-70 92 27 682 30 18

Male >70 140 35 366 34 9

Totals 
 

425 170 5,872 170 60

Defining Marfan Syndrome Study Controls 

Using the exclusion criteria of patients who are not cases (case 

distribution not shown) and who do not have a loss of function 

mutation in the FBN1 gene, Carnival identified a 2:1 control/case 

match resulting in 146 selected controls (see Table 3). 

 

 

 

Table 3– Marfan Syndrome Controls 

 

Sex 

 

Age 

Selected 

Controls 

Candidate 

Controls 

Female 20-40 2 294

Female 40-50 12 300

Female 50-60 10 667

Female 60-70 18 1154

Female >70 20 1718

Male 20-40 4 175

Male 40-50 12 343

Male 50-60 12 1004

Male 60-70 26 1892

Male >70 30 2627

Totals  146 10,174

Discussion and Future Work 

We demonstrated how Carnival’s multi-layered framework, 

OBO foundry-inspired data model, and graph-based 

functionality can be leveraged to generate case/control matches 

and resulting datasets using PMBB and UPHS sources for two 

clinical research studies. We envision expanding Carnival’s 

functionality 1) to improve semantic integration and intelligent 

query of data using ontologies, 2) to incorporate clinical data 

elements generated from clinical texts, and 3) to create a user-

friendly interface to promote wider adoption of this tool by 

clinical research partners. 

Improve Semantic Integration and Query using Ontologies 

Carnival is a graph-based query tool that operates at the data 

level. We have partnered Carnival with TURBO technologies to 

provide richer semantic integration and reasoning among clinical 

data elements [10]. For example, patient diagnoses are currently 

defined using logical rules that operate over discrete diagnosis 

billing codes (e.g., ICD9 or ICD10). A single code rarely 

encapsulates a diagnosis for investigative purposes. Furthermore, 

compiling a list of diagnosis codes relevant to a particular disease 

or disease classification can be a daunting task. To accurately 

identify a diagnosis, TURBO has integrated ontologies (e.g., 

Monarch Disease Ontology) [11], to semantically link ICD codes 

to disease concepts. To provide semantic information services 

(i.e., returning a set of ICD diagnosis codes for a given disease 

classification), we have integrated Drivetrain [12], a TURBO 

technology that uses an RDF triple store and OBO Foundry 

ontologies [13]. This integration has permitted Carnival to 

operate at both the disease classification and diagnosis code 

levels. 

Medication prescriptions have similarly benefitted from 

integration with Drivetrain. The Chemical Entities of Biological 

Interest (ChEBI) ontology [14,15] contains a rich semantic 

network of medication names, ingredients, and roles that 

Drivetrain links with medication order names in the UPHS EHR. 

Carnival operates over these elements, obviating the need for 

investigators to spend time deciphering individual medication 

order names. We aim to provide semantic integration over 

laboratory test results as well, when Drivetrain services for lab 

results become available. 

Incorporate Clinical Data Elements from Clinical Notes 

A wealth of clinical facts are locked within clinical free-text notes 

(e.g., discharge summaries, progress notes, radiology exams, and 

surgical pathology reports) [16]. We aim to integrate outputs 

from natural language processing tools including symptoms, 

signs, treatments, outcomes as well as their associated contexts  
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(negation, subject, temporality, uncertainty) to provide a richer 

clinical profile to infer each patient’s disease state [17–21]. We 

will leverage the Observational Medical Outcomes Partnership 

(OMOP) Common Data Model (CDM) to promote 

interoperability with entities both within and outside UPHS. 

Create a User-Friendly Interface to Promote Adoption 

The current implementation of Carnival leverages server-side 

technology. There is currently a text-based command line 

interface that supports basic operations. Future work will include 

the addition of a web-services API and a browser-based 

Javascript user interface [22]. We will integrate Neo4j-based user 

interfaces to the graph (e.g., Neo4j Browser) [23]. We will also 

employ Javascript libraries (e.g., D3) [24] for graph visualization 

and user-driven data exploration. 

Conclusions 

We conclude that graph-based technologies can be utilized to 

integrate and query disparate patient health data to support 

complex, clinical research studies. 
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Abstract 

Assessing a patient's risk of an impending suicide attempt has 
been hampered by limited information about dynamic factors 
that change rapidly in the days leading up to an attempt. The 
storage of patient data in electronic health records (EHRs) 
has facilitated population-level risk assessment studies using 
machine learning techniques. Until recently, most such work 
has used only structured EHR data and excluded the 
unstructured text of clinical notes. In this article, we describe 
our experiments on suicide risk assessment, modelling the 
problem as a classification task. Given the wealth of text data 
in mental health EHRs, we aimed to assess the impact of using 
this data in distinguishing periods prior to a suicide attempt 
from those not preceding such an attempt. We compare three 
different feature sets, one structured and two text-based, and 
show that inclusion of text features significantly improves 
classification accuracy in suicide risk assessment. 
Keywords:  

Suicide, Risk Assessment; Natural Language Processing 

Introduction 

Suicide is a serious public health problem, with almost one 
million people ending their lives worldwide each year [1]. In 
the United Kingdom, although suicide rates have dropped 
slightly since the early 1980s, in 2017 the Office for National 
Statistics nevertheless registered 5,821 suicides [2]. More than 
a quarter are in receipt of mental health services at the time of 
death [3], yet suicide risk remains immensely difficult for 
clinicians to assess, given the wide range of contributory 
factors, with the majority (88%) judged to be at ‘low or no 
immediate risk’ of suicide by clinicians at their final service 
contact. Current clinical methods for assessing when someone 
is at risk of a suicide attempt have been reported to be little 
better than chance [4]. New approaches to individualised risk 
assessment that integrate data from different sources are 
needed. With the availability of population-level patient data 
in the form of electronic health records (EHRs), novel 
methods for suicide risk assessment based on data mining and 
machine learning have been explored in recent years [5]. 
Indeed, machine learning models can capture complex 
associations between variables, making them particularly 
well-suited to the task of predictive analysis. 
Different approaches to modelling the problem of suicide risk 
assessment have been explored. Several recent studies have 
focused on developing models that detect the suicide risk of 
individual patients in large historical population samples. For 
instance, Barak-Corren et al. (2017) trained a Naïve Bayes 
classifier on a cohort of more than 1.7 million patients (16,588 
of whom had recorded suicidal behaviour) using a rich set of 
structured EHR features, including demographic, diagnostic, 

procedure and medication data [6]. Simon et al. (2018) 
combined structured EHR data and standard health 
questionnaire responses in a logistic regression model to 
predict suicide attempt and death in a cohort of nearly 3 
million patients [7]. Similar work has also been carried out 
using state-of-the-art neural networks. For example, Bhat and 
Goldman-Mellor (2017) trained neural network classifiers on 
historical structured EHR data to detect the presence of a 
suicide attempt by individual patients in a given year [8]. 
A common factor in the aforementioned work and, more 
generally in the majority of research using machine learning 
for suicide risk assessment, is that it has relied exclusively on 
features derived from the structured fields of EHRs. However, 
much valuable data about patients is stored in EHRs as 
unstructured text [9]. To date, relatively little research on 
suicide risk has been done on mining this rich data source for 
features, although momentum is building. For example, 
Metzger et al. (2017) tested a series of machine learning 
classifiers to determine the prevalence of suicide-related 
emergency department admissions in a French hospital [10]. 
They used structured EHR data, as well as features extracted 
from clinical notes. Ben-Ari and Hammond (2015) performed 
a text search to identify Gulf War veterans who have made a 
suicide attempt [11]. They then used textual and structured 
features with a Random Forest classifier to predict first suicide 
attempts by patients in this cohort within a given year. McCoy 
et al. (2016) also used text-based features along with 
structured EHR data to gauge suicide risk after discharge [12]. 
They used an “off-the-shelf” Natural Language Processing 
(NLP) tool to extract the polarity of valence-conveying words 
(positive or negative) within the records and used this in 
regression models, finding that positive valence words were 
correlated with reduced suicide risk. Downs et al. (2017) used 
NLP to identify suicide-related mentions in a cohort of 
adolescents with Autism Spectrum Disorder, including a 
previously-developed negation detection module [13, 14]. 
Finally, Fernandes et al. (2018) used NLP to identify and 
classify mentions of suicidal ideation and suicide attempts in 
mental health records [15]. 

Methods 

Classification for Suicide Risk Assessment 

Most epidemiological case-control studies have used data 
spanning much wider time periods, typically years, and the 
risk factors have either been static (e.g., male gender, family 
history of psychiatric disorder) or lifetime ever variables (e.g., 
previous attempted suicide, any misuse of alcohol or drugs) 
[16]. In this study, we take a rather different approach, 
exploring whether it is possible to predict suicide attempts by 
building classification models based on structured and textual 
data from the 30-day period leading up to the event, when 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190179

40



there is an opportunity to intervene as it can be a time of crisis. 
To the best of our knowledge, our approach is novel in using 
this critical time period. We tested a machine learning 
classifier to distinguish the 30-day periods prior to a hospital 
admission linked to a suicide attempt (hereafter referred to as 
‘suicidal window’) and similar periods not preceding a suicide 
attempt from age- and sex-matched control patient records 
(‘non-suicidal windows’) extracted from a large database of 
EHRs. We used a linear-kernel Support Vector Machine 
(SVM) [17] classifier given this algorithm’s well established 
performance in dealing with the high-dimensionality of text 
data [18]. We modelled the task using supervised binary 
classification. A further novel aspect of our work lies in our 
assessment of the impact of three different sets of features, 
namely, structured fields from the EHRs, a rich set of binary 
features derived from the clinical notes, and a bag-of-words 
representation of the full text of these same documents. 

CRIS Clinical Cohort 

We studied the de-identified EHRs of over 250,000 patients 
from the South London and Maudsley (SLaM) NHS 
Foundation Trust using the Clinical Record Interactive Search 
(CRIS) computer system comprising both structured data and 
over 3.5 million text documents [19]. Data from CRIS has 
been linked with the UK Hospital Episode Statistics (HES) 
data for Admitted Patient Care within a secure ‘safe haven’, 
and it is through this linkage that admission information was 
extracted. The documents in CRIS have been substantially 
enhanced, in particular, through the application of NLP (e.g. 
to identify symptoms) [20]. 
Our dataset was derived from the EHRs of 17,640 patients. It 
consisted of 21,175 suicide-related (case) and non-suicide-
related (control) admissions, sampled according to a 1:4 case-
control ratio. Cases were defined as any admission (acute 
physical or specialist mental health) where there was a suicide 
attempt (indicated by the presence of any of the following ICD 
codes: X6*, X7*, X80-4*, Y1*, Y2*, Y30-4*, Y87*) with the 
admission lasting at least 24 hours (starting and ending on 
different dates). Only admissions with a start date after the 1st 
of April 2006 and an end date before or including 31st March 
2017 were considered. Of these case admissions only those 
which had at least 1 document in the 30 days prior and 
including the date of the hospitalised suicide attempt were 
retained. We also removed admissions with empty 
documents1. This left a total of 4,235 suicide-related 
admissions in the final dataset. Each control was matched by 
sex, had to be alive at the admission start date of the case, and 
were grouped into the same age group as cases (5 year age 
bands < 16, 16-19, 20-24 to 80-84, 85+ years). Each control 
also had at least one document in the 30 days prior to and 
including the date of their matched case's hospitalised suicide 
attempt. The total number of controls was 16,940. The 
controls were chosen to be as representative as possible of the 
population from which the cases were drawn and the ratio was 
based on the epidemiological principle that little statistical 
power is gained by further increasing the number of controls 
beyond approximately 4 per case [21]. Key descriptive 
characteristics of the dataset are shown in Table 1. 

Features for Classification 

Features examined included standard sociodemographic and 
clinical descriptors selected by a clinical academic psychiatrist 
(RD) a priori (e.g. ethnic group, marital status, employment 
status), as well as those shown in prior work to be associated 
with suicide attempts (e.g. past and current substance abuse) 

 
1 Text from scanned documents is not always available. 

[22]. We used 14 (categorical) features from structured fields 
of the EHRs, including total document counts for the 30 days 
prior to but excluding the day of admission, based on the 
hypothesis that the volume of documentation would increase 
prior to a risk event such as a suicide attempt due to greater 
service use. We also included features derived from NLP 
applications routinely run on CRIS. Most of these applications 
are built using GATE, an open source NLP toolkit [20, 23]. 
All of these applications combine both rule-based pattern 
matching algorithms and supervised machine learning models, 
and some detect contextual information, such as negation or 
family history. We derived 68 binary features from these, one 
per application, each feature indicating the presence or 
absence of at least one match by the application on at least one 
document in the window, excluding the admission date. 
Applications included the detection of positive mentions of 
suicide attempt by the patient, mentions of the patient having 
disturbed sleep, and feelings of hopelessness and paranoia, to 
cite a few. Finally, we also included as features the 
concatenated text from all documents in each window, 
excluding the admission date, represented as a TFIDF (term 
frequency-inverse document frequency) vector or “bag-of-
words”. TFIDF is a statistical weighting that reflects how 
important a particular term is in a given document in a 
collection, adjusted for the fact that some words occur more 
frequently than others [24]. When calculating word vectors, 
we applied the L2-Norm [25] to scale the vectors to unit 
length. This compensates for discrepancies in document 
length, such as those in our dataset. The total number of 
unique words in our document set was 201,538, making it a 
high-dimensional feature space. 
 
 Cases Controls 
Patients 2,913 (16.5%) 14,727 (83.5%) 
    Female 1,730 (59.4%) 8,971 (60.9%) 
    Male 1,183 (41.6%) 5,756 (39.1%) 
Admissions 4,235 (20%) 16,940 (80%) 
    Female 2,598 (61.3%) 10,392 (61.3%) 
    Male 1,637 (38.7%) 6,548 (38.7%) 
Mean age (SD) years 34.4 (15.3) 34.4 (15.4) 

EHR features for 30-day pre-admission windows 
Mean 
tokens (SD) 3455.5 (5732.4) 1344.5 (3179.9) 
Total 
tokens 14,634,223 22,775,227 
Mean docs (SD) 16.9 (31.4) 7.5 (18.1) 
Total docs 71,404 127,047 

Table 1: Characteristics of the dataset for suicide attempt 
related cases and non-suicide-related controls. Note that each 
window for EHR features is a 30-day period prior to the case 
admission date (inclusive). 
 
Henceforth, we refer to the set of structured data as STRUCT, 
the text-based features derived from NLP applications 
routinely run on CRIS as GATE, and the bag-of-words 
features as TFIDF. For STRUCT and GATE, we encoded all 
features either as integers (e.g. age, marital status, 
employment status) or binary (0 or 1) values (e.g. sex, 
presence of the keyword depression). We list details of all 82 
features in an online annex2. 

 
2 https://github.com/KCL-Health-NLP/medinfo2019-sa-risk/ 
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Results 

Experimental Setup 

We randomly split the data into a training set (80%) and a test 
set (20%), ensuring the distribution of each class was the same 
across both sets (i.e., 1 case to 4 controls). The test data was 
held out until the final run in order to reduce the risk of 
overfitting and to provide a realistic estimation of performance 
on unseen data. We scaled all features to have zero-mean and 
unit-variance to ensure a balanced contribution of all features. 
We implemented the classifier and prepared data using the 
Scikit-learn (version 0.20.0) machine learning library for 
Python [26]. Our first step was to estimate the optimal 
parameters for the classifier (model tuning). We did this using 
grid search and ten-fold cross-validation on the training data, 
with F1-score as the evaluation metric3. F1-score is the 
harmonic mean of precision (positive predictive value) and 
recall (sensitivity), a metric often used in information retrieval 
and NLP [27]. For each tuning instance, we varied the feature 
set so as to tune the models to each representation of the data. 
This resulted in 7 different feature combinations: STRUCT, 
GATE, TFIDF, STRUCT+GATE, STRUCT+TFIDF, 
GATE+TFIDF, STRUCT+GATE+TFIDF. A flowchart of the 
general architecture is provided in the online annex. 
To gauge whether the differences in pairwise comparisons of 
feature sets were statistically significant, we used McNemar’s 
test [28] (α=0.05) for classification disagreements on the 
training dataset. 
Finally, we examined the text features that were most 
significant in distinguishing the two classes. 
For the final run on the held-out test data, we calculated the 
F1-score for the suicidal and non-suicidal windows and the 
mean of both. 

Intensity of Documentation 

As shown in Table 1, the mean number of documents for cases 
during the 30-day window is 19.9 (SD=34.0) and a lower 8.3 
(SD=19.4) for controls. This divergence in mean document 
counts for each class supports the decision to include the 
number of documents in a window as a feature for 
classification. See Feature Importance for further comments. 

Classification 

In this section, we present results obtained on the held-out test 
data for each of the different feature sets. We report 
performance in terms of precision (P), recall (R) and F1-score 
(F). Where we make a comparison of results obtained on two 
feature sets, we also report the p-value of McNemar’s pairwise 
test between them. Although we calculated figures for each of 
the two classes (suicidal windows and non-suicidal windows) 
separately, we are only interested in assessing the 
identification of suicidal windows. The correct classification 
of non-suicidal windows was relatively much simpler given 
the prevalence of this class in the dataset (mean F1-score for 
this class was 0.86, SD=0.08). Therefore, the figures we report 
are for suicidal windows only. 
The classifier’s performance using only structured features 
(STRUCT feature set) was relatively low (P=0.26, R=0.59, 
F=0.36). This increased with the addition of features extracted 
by GATE (STRUCT+GATE feature set) (P=0.49, R=0.58, 
F=0.53, p<0.001). However, best performance was obtained 
with the addition of the bag-of-words features 
(STRUCT+GATE+TFIDF feature set) (P=0.61, R=0.63, 

 
3 All tuning parameter ranges and the final tuned configura-
tions are provided in the online annex. 

F=0.62, p<0.001), showing a good balance between precision 
and recall. Interestingly, bag-of-word features alone (TFIDF) 
provided the next best results (P=0.59, R=0.61, F=0.60, 
p=0.0042), only slightly lower than the combination of all 
feature sets, suggesting the importance of the bag-of-words 
representation. The use of GATE features on their own 
performed less well (P=0.50, R=0.57, F=0.54, p<0.001). This 
indicates that the TFIDF features captured a signal in the data  

 
Figure 1 – Performance on the positive class (suicide attempt) 

in terms of precision (P), recall (R) and F1-score (F) on the 
test set for all feature sets. 

that the targeted NLP applications did not. Using the 
combination of GATE features and bag-of-words 
(GATE+TFIDF), recall was heavily penalised, resulting in a 
significant reduction to the model’s F1-score, despite 
increased precision (P=0.63, R=0.38, F=0.48, p<0.001). The 
combination of structured and bag-of-words features 
(STRUCT+TFIDF) provided a significant improvement over 
structured features alone (P=0.62, R=0.37, F=0.46, p<0.001), 
but also with a sharp increase in precision to the detriment of 
recall. Figure 1 provides a visual comparison of these results 
while Figure 2 shows a summary of all pairwise McNemar’s 
tests across all feature sets. 

 
Figure 2 – Full results of pairwise McNemar’s tests across 

feature sets on the training data. Cells show p-values 
(α=0.05), dark cells are more statistically significant, while 

lighter cells indicate the converse. 

Feature Importance 
During training, the (linear) SVM calculates a maximum-
margin hyperplane to separate (as much as possible) the two 
classes in the data. The feature weights representing the 
coordinates of the vector orthogonal to the hyperplane are 
stored and their direction indicates the predicted class. We 
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compared the values of these weights for each of the feature 
sets. The number of documents within the window is among 
the top-ranking features in the STRUCT feature set, indicating 
the importance of this feature in discriminating between 
classes. The most discriminating feature in the GATE feature 
set was the presence of a positive mention of a suicide attempt 
by the patient. These were also the top features in the 
STRUCT+GATE feature set. The top two features for the 
TFIDF feature set were the words overdose and self-harm, 
while other words, such as the adjective suicidal, and the 
medication names paracetamol and zopiclone, ranked among 
the top 15 discriminating features. More diverse keywords, as 
well as other features, ranked highly when TFIDF was 
combined with either STRUCT or GATE, or both. Given 
these results, we quantified and visualised the relative 
frequency of these terms within the texts of the suicidal and 
non-suicidal windows. To offset the imbalance in the dataset 
(differing mean number of tokens between the two groups) we 
calculated per-token frequencies for each day and divided 
term counts for control by 4 (to adjust for the 1:4 case-control 
ratio). Figure 3 shows a comparison for the term overdose. 
Mentions of this term are approximately four to six times 
more frequent for cases than for controls across the 30-day 
window. Plots for the other aforementioned terms showed the 
same trend. These preliminary findings on the TFIDF feature 
set suggest that significant mentions of suicide-related 
behaviour (overdose, self-harm, etc.) have been recorded in 
the suicidal windows, but not in the non-suicidal windows. 
Furthermore, despite the relatively low per-token frequency of 
the significant terms, the TFIDF weighting allowed for these 
to be picked up as important features by the classifier. A more 
in-depth and systematic examination of the occurrences of 
these terms would establish whether they represent 
independent suicide attempts that are not recorded using ICD 
codes in the HES data linked to the EHRs. Nevertheless, these 
preliminary results support the use of such word features in 
classification to inform suicide attempt risk assessment. 

 
Figure 3 – Normalised relative per-token frequency of the 

term “overdose” for suicidal (case) and non-suicidal (control) 
windows. 

Discussion 

Using a case-control study design, we carried out an 
exploratory experiment on binary text classification to assess 
how this might help to inform suicide risk assessment. We 
evaluated the relative contributions of three different types of 
features, namely structured data, binary features derived from 
NLP applications routinely run on CRIS, and a TFIDF bag-of-
words representation. Our results show that the use of text 
features significantly improves classification results, and the 
combination of structured and text-based features provided the 

best performance. An examination of the top textual features 
used in classification revealed the importance of certain terms 
for discriminating suicidal and non-suicidal windows. 
The variety of ways in which the suicide risk assessment task 
has been modelled previously, including differences in data 
sets, algorithms and features, makes meaningful comparison 
of results between studies difficult and such was not the aim 
of this work. 
Despite interesting results, clearly this work does have 
limitations. Firstly, the 14 structured features were selected to 
represent only a small sample of all available structured data. 
This means that although these features are clinically relevant 
for assessing suicide risk, certain features with less complete 
data were not tested. A broader selection of structured data 
may have led to better results with the STRUCT feature set. 
Another drawback lies in the two representations we used for 
the textual features. The binary (GATE) feature set is unable 
to account for the relative frequencies of identified terms. 
Thus, a single match by an application has the same "weight" 
as multiple matches in the document set. Although the TFIDF 
bag-of-words representation addresses this weakness, it does 
not capture the order and combination of words (e.g. 
multiword expressions such as suicidal ideation), or 
phenomena such as negation (e.g. no suicidal ideation). 
Furthermore, our bag-of-words approach did not enable us to 
distinguish terms relating to the patient from those concerning 
other people (e.g. family history of suicide, father took an 
overdose). Whilst this was accounted for to some extent in the 
GATE features, more nuanced and targeted NLP could 
improve performance. 

Conclusions 

We have shown that the inclusion of text features in 
classification to inform suicide risk assessment using EHR 
data provides a statistically significant increase in 
performance over a dataset containing only structured data. 
Including the text allows access to word features that appear to 
be potential markers of impending suicide risk (overdose, self-
harm, suicidal) that are also clinically plausible. Strikingly, 
the intensity of documentation within the 30-day period prior 
to an event may also be a significant factor in determining 
times of increased risk. 
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Abstract 

The aim of the study was to build a proof-of-concept 
demonstratrating that big data technology could improve drug 
safety monitoring in a hospital and could help 
pharmacovigilance professionals to make data-driven targeted 
hypotheses on adverse drug events (ADEs) due to drug-drug 
interactions (DDI). We developed a DDI automatic detection 
system based on treatment data and laboratory tests from the 
electronic health records stored in the clinical data warehouse 
of Rennes academic hospital. We also used OrientDb, a graph 
database to store informations from five drug knowledge 
databases and Spark to perform analysis of potential 
interactions betweens drugs taken by hospitalized patients. 
Then, we developed a machine learning model to identify the 
patients in whom an ADE might have occurred because of a DDI. 
The DDI detection system worked efficiently and computation 
time was manageable. The system could be routinely employed 
for monitoring.  

Keywords:  

Computing Methodologies, Drug Interaction, Machine 
Learning.  

Introduction 

Drug-drug interactions (DDIs) are a critical issue in patient care 
because they can lead to adverse events and ultimately increase 
care costs and patient mortality. Therefore, these events must 
be identified and prevented as early as possible [1]. However, 
many new drugs are released each year, and therefore, it is very 
difficult for healthcare professionals to be informed and to 
consider all DDIs. Moreover, the alarm functionalities of drug 
computerized physician order entry (CPOE) systems are 
frequently not used because they do not focus on clinically 
relevant DDIs and lead users to alarm fatigue. Although 
focused on specific interactions, studies on DDI prevalence 
show the existence of risks for polymedicated patients and 
highlight the importance of pharmacovigilance programmes 
[2,3]. 

With the unprecedented development of digital health and 
hospital clinical data warehouses (CDW), data produced during 
the healthcare process are now easily reusable [4]. Electronic 
health records (EHR) contain real-time information on drug 
prescription/regimens during hospitalization as well as all 

clinical information. Such data could be analysed to estimate 
DDI prevalence, to facilitate health professionals’ practice 
assessment and to detect the occurrence of DDI-linked adverse 
drug events (ADE). In France, pharmacovigilance currently 
relies mainly on the spontaneous reporting by physicians or/and 
detection of diagnoses that could be related to ADE from the 
hospital billing system (diagnosis related group, DRG, 
database). New data sources, such as national claim databases, 
are also leveraged to improve DDI and ADE detection [5,6]. 
EHR data-mining also could help pharmacovigilance 
professionals to improve drug safety assessment. 

All these health-related databases fit perfectly with the big data 
paradigm because they contain voluminous, highly complex 
and heterogeneous information that is produced in real time [7]. 
In the last few years, many big data technologies have been 
developed. However, their implementation in a hospital 
information system for processing healthcare big data in real- 
world condition of use is still largely uncharted. 

Here, we describe a method, which propose to use big data 
technology to improve drug safety monitoring in a hospital and 
could help pharmacovigilance professionals to make data-
driven targeted hypothesis on ADEs.  

Methods 

Figure 1 presents the overall approach of the study and the big 
data technologies used in each step. 

Patient Data 

We used the Rennes academic hospital EHRs that are stored in 
a CDW called eHOP (entrepot HOPital). This CDW includes 
both structured data (e.g., laboratory results, drug prescriptions 
and regimens) and unstructured data (e.g., operative reports, 
discharge summaries), and is dedicated to data reuse for clinical 
research [8]. The eHOP's star schema architecture and graphic 
user interface allows researchers, even without any database 
language knowledge, to quickly access and efficiently search 
information within millions of patient records. 

For this study, we used information about drug administrations 
(used drug(s) and regimens) and laboratory results (date, nature 
of the test and results: normal, abnormally high, or abnormally 
low). 
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Figure 1 - Overall approach of the study 

Knowledge Databases Integration (step 1) 

To identify and collect information on potential DDIs, and also 
to compare information from different sources, we selected five 
drug knowledge databases: Thesaurus, Vidal, Theriaque, 
Micromedex and Drugs.com [9–13]. These databases are 
commonly used by health professionals, but are not specifically 
targeted to DDI detection. They are available via a web 
application programming interface (API) that requires a 
specific procedure because each database stores data with its 
own structure. To avoid this, we extracted the relevant 
information from these databases and stored it in OrientDB, a 
graph-oriented model database [14] that fits well with our 
objective because a DDI can be modelled as an edge between 
two drugs. Thus, once the information is stored in a single 
OrientDB database, no more computation is required to access 
such information. 

DDI Automatic Detection System from Patient Records 
(Step 2) 

For DDI identification, we collected drug data from the patient 
EHRs stored in eHOP and computed the active interval (i.e., the 
period during which a drug was effective) for all drugs taken by 
a patient during the hospital stay. If two active intervals 
overlapped (fully or partially), then analysis of the data 
collected in the OrientDB database allowed determining 
whether the two drugs interacted. In this case, the potential DDI 
event was stored in eHOP. As these are independent processes 
(each drug pair is checked independently), the Spark cluster- 
computing framework was used to perform distributed 
computing [15,16]. As all the potential DDI events can be 
stored in eHOP, then we could compute the prevalence of a DDI 
for any specific drug, molecule, or population. 

Creation of a Machine Learning Model (Step 3a) 

The data stored in the CDW eHOP do not allow direct 
confirmation of whether a patient reported a DDI-linked ADE 
or not. Indeed, this needs to be validated by the 
pharmacovigilance experts who do not have the proper means 
to check all the patient records. Therefore, we wanted to create 
a system to report to drug safety professionals only the most 
interesting cases among all DDIs detected by the DDI 
automatic detection system (i.e., patients in whom an ADE 
might have occurred because of a DDI). 

We assume that laboratory results will change if an ADE 
occurs. So, we can train a machine learning model with two 
populations: those who experienced an ADE and those who did 
not. Unfortunately, we cannot identify manually who 
experienced an ADE. For this reason, we performed one of the 
research design presented by Hennessy et al. [17]: we choose to 
compare the population exposed to a DDI with another 
population non-exposed to this DDI and who did not experience 

an ADE, by design. There are likely many patients who do not 
experience an ADE in the exposed population, but the model 
will present only the most suspected cases and this problem will 
be solved with the gradual feedback of drug safety 
professionals: the system will adjust weights of patients in the 
model, giving a greater weight to the well-predicted patients. 

We developed an artificial neural network system that allows 
us to predict an output. This system has a single hidden layer 
and the number of perceptrons was decided during cross- 
validation. Our machine learning model works in two phases. 
First, it uses all data available for patients who experienced a 
specific DDI and those who did not (exposed and non-exposed 
populations) to classify them as having reported an ADE or not. 
Then, the model is reinforced with information coming from 
drug safety professionals who infirm or confirm the previous 
classification (Fig. 2). 

We then had to form the non-exposed population. Within a 
DDI, we called “Object” the drug under study, and 
“Precipitant” the other drug. Moreover, we called “Control-
precipitant” any drug that has the same therapeutic use as the 
Precipitant, but that does not interact with the Object. For a 
given Object, we compared the exposed population, found with 
the DDI automatic detection system, to the non-exposed 
population. The non-exposed population included all patients, 
who were not in the exposed population and who had an overlap 
(fully or partial) between the action interval of the Object and 
of the Control-precipitant. We created this non- exposed 
population using the same process as for the exposed 
population. 

 

Figure 2 - Creation and use of the artifical neural network 
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Data processing was performed with Java 8, Spark 2.10 and 
OrientDB 2.2.4 on Intel(R) Xeon(R) CPU E5-2609 1,90GHz 
computer with 32,0 Go of RAM. 

Big Data Technologies: Convenient Tools for Complex 
Data Processing  

Here, we proposed a complete automated data treatment 
system, from the collection of heterogeneous data to their 
enhancement in a machine learning model. This system can 
monitor DDI prevalence and try to identify patients with a 
possible DDI-linked ADE, without the intervention of drug 
safety professionals. To achieve this, we used several 
convenient tools: 

OrientDB is an easy-to-use tool to store pre-computed data. The 
OrientDB database model includes two main classes: vertices 
and edges that connect two vertices. In our study, the “vertex” 
interface represented the class “Drug” and included drug name, 
ID-code and half-life. The “edge” interface represented the 
class “Interactions” and included DDI severity level. We also 
specified from which drug database the information on the DDI 
came. Thus, via OrientDB, each drug knowledge database can 
be interrogated separately. The “edge” interface is also used to 
represent the class “Control-precipitant”. 

Figure 3 presents the database model through an example: 
Drug1 has an interaction with Drug3 according two different 
databases (two edges of class “Interaction”). Let consider the 
Object-Precipitant couple Drug1-Drug3, then Drug4 is a 
control-precipitant of Drug3 (one oriented edge of class 
“Control-precipitant”). An example of query would be: “give 
all the drugs that have an interaction with Drug1 according 
Micromedex and where the severity level is 1”. 

 

Figure 3 - OrientDb database model 

The query language was very close to the structured query 
language (SQL) and allowed searching a vertex that walks 
along edges to another vertex, according to the chosen 
conditions. Data uploading is fast and based on a convenient 
Java Graph API. We manipulated a graph Java object that is 
automatically committed at the end of the process. Moreover, if 
access to a part of the graph is required (e.g., all the drugs that 
interact with pravastatin according to a severity level of 2), we 
used this object as a temporary store before processing. 

Switching between different knowledge databases, stored in the 
same OrientDB database, involves only a variable on an edge. 
Ultimately, the little amount of time spent for the pre- 
calculation facilitates the storage and the access to multiple data 
sources. Only one kind of request is needed for all five 
databases. We could easily add information from other data 
sources (for example, composition of a drug and half-life of the 
active substances), or more precise information about DDI-
linked ADEs (such as the relevant laboratory tests). 
Nevertheless, this task demands a manual work for each group 
of drugs [18]. 

Spark allows parallel processing easily. As many processes are 
independent from each other, their parallel treatment with 
Spark leads to a big time saving[19]. 

Evaluation (Step 3B) 

To evaluate our DDI detection system (step 2 in Fig 1), we 
focused on a class of drugs called statins that are prescribed 
(long-term treatment) to patients with cardiovascular diseases, 
and particularly to elderly patients who are usually 
polymedicated and consequently prone to DDIs. We selected 
the study population (i.e., all patients taking statins) from all 
patients included in eHOP from January, 1 2015 to July, 8 2016. 
It included 10,506 hospitalized patients with a median 
hospitalization of 7 days, and a median age of 72 years (range: 
19 to 98 years). 

We defined statins as the “Object” and all the drugs that interact 
with them were considered as candidate “Precipitants”. We 
selected as Control-precipitants (symbolized by * in fig 3) all 
the drugs that are in the same fifth level (i.e., chemical 
substance) as the Precipitant in the Anatomical Therapeutic 
Chemical (ATC) classification [20], but do not interact with the 
Object. Thus, Control-precipitants have the same (or a similar) 
therapeutic usage as the Precipitant. We stored all these data in 
OrientDB because each DDI is a link (i.e., edge) between drugs 
(i.e., two vertices). 

Concerning the action intervals, we chose a period of seven 
half-lives for each statin molecule and arbitrarily selected one 
day for the Precipitant, because this information could not 
always be extracted automatically from the five drug 
knowledge databases. 

To determine how well the machine learning model can identify 
patients who may have a DDI- linked ADE (step 3B in Fig 1), 
we evaluated the model prediction error using the out-of-bag 
(OOB) error method: several models are built with a 
bootstrapped dataset, the OOB error is the mean of the errors 
computed with non-used data in each model. 

The neural network gives the probability to belong to a class. 
We used cross-validatin resampling to optimize the threshold 
separating the two class. We chose to study a specific DDI in 
which atorvastatin was the Object and cyclosporine the 
Precipitant (i.e., exposed population). The non-exposed 
population consisted of patients who took atorvastatin and a 
Control- precipitant (Fig 3). The used variables were: 
demographic data, pathologies (ICD-10 codes) and laboratory 
test results. We used all the laboratory test results included 
between the beginning of the event and 3 days later. If a 
laboratory test appeared more than once, we took the mode of 
the results. 

The reinforcement phase was not evaluated because it is 
currently under construction in collaboration with drug safety 
specialists. 
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Results 

DDI identification with the automatic detection system was 
very fast due to the use of a graph- oriented model. For instance, 
for the simple query “is there an interaction between these two 
drugs?”, or the more complex query “select all drugs that 
interact with this specific drug”, the OrientDB database was 
always faster (less than 20ms) than the Theriaque SQL database 
(several seconds). Moreover, switching to another drug 
knowledge database was very easy with OrientDB because it 
only needed to change a condition in the query (which database 
= ‘Theriaque’). 

The time required to create these graph databases was 
reasonable: for instance, the information coming from the 
Theriaque database, which is equivalent to 18,800 vertices and 
23 million edges, was integrated in one hour. Afterwards, data 
access was immediate. 

Once the OrientDB database was ready, from the eHOP CDW, 
we checked the DDI occurrence for all drug couples in the study 
population. To this aim, we computed all the fully or partially 
overlapping action intervals for all drug couples involving a 
statin. For each patient, we visualized all the detected DDIs: 
between 22.5% and 52.2% (depending on the drug knowledge 
database) of the 10,506 patients who were taking statins 
presented at least one DDI involving a statin. 

Computation time was reduced with the use of the Spark 
framework: the processing time of 800,000 rows of patient 
records decreased from 60 minutes initially to only 12 minutes 
with Spark. 

To test the ADE prediction performance of the machine 
learning model, we then focused only on one specific DDI 
(atorvastatin-cyclosporine) to create the training sample. We 
could identify 102 patients with atorvastatin-cyclosporine DDIs 
(i.e., the exposed population) and 150 patients without this DDI 
(i.e., the non-exposed population) (Table 1). 

Table 1- Demographic data of the exposed  
and non-exposed population samples 

 Exposed  
population 

(n=102) 

Non-exposed 
population 

(n=150) 
Age (mean ± Sd) 72.1 ± 11.6 72.9 ± 10.9 
Sex (% of men) 79.8 83.5 
Cardiac pathology (%) 38.2 37.8 

For the optimal threshold, the neural network out-of-bag error 
was 17.06%, sensitivity and specificity were 90.20% and 78% 
respectively, and the AUC was 0.757. The processing time was 
short (less than 30 seconds) and could be easily performed 
again during the reinforcement phase. 

Discussion 

DDI Automatic Detection System: A New Source of 
Refined Data for Drug Safety Professionals 

With this DDI detection system and the CDW, we can compute 
the overall DDI prevalence for any drug pairs, and also 
according to a chosen interaction severity level, or for a specific 
population subset. These data are useful for drug safety 
monitoring/research and have been already used in a study on 
the use of statins [21-22]. Moreover, currently, 
pharmacovigilance studies use different case report databases 
[23]. We find DDIs directly in the patient EHRs. Therefore, 

after DDI detection, we can link this information to other data 
included in the EHR (e.g., demographic data, laboratory test, 
etc.) to contextualize the case. 

However, our DDI detection system cannot identify all DDIs. 
This could be due to several reasons. First, the choice of the 
drug knowledge database is important, and we actually 
observed heterogeneity between these databases that might lead 
to variability in DDI detection [22]. Moreover, with more 
information concerning the changes in the blood concentration 
(and half-life) of the involved drugs, we could compute more 
precise action intervals, thus improving the identification of 
overlapping treatment periods. However, this would require 
extensive manual search of literature data. Finally, our system 
cannot detect a DDI caused by a drug prescribed/administered 
outside the hospital. For instance, the regular treatment is 
usually stopped when a patient is hospitalized in the emergency 
service and is recorded in the emergency report. Accessing this 
information requires a specific treatment of unstructured text. 
Another option could be to link data on the drugs prescribed in 
primary care settings (i.e., the national health insurance 
database) to the hospital data (e.g., eHOP). Despite the linkage 
problems and the issues due to the national health insurance 
database features (data only on refundable drugs and only on 
the drug purchase but not the regimen), the analysis of the entire 
patient path could bring useful information on treatment 
ruptures, which could suggest DDIs. 

A machine learning model for search reinforcement 

The automatic way used to create the non-exposed population 
works and selects a population similar to the exposed group in 
terms of demographics and pathology. If the sample is big 
enough, we can ask the system to select the most similar 
patients. 

Although the study of the temporal correlations between 
laboratory test changes and drug administration is relevant for 
ADE detection [24,25], we chose a robust prediction-oriented 
machine learning model that can work without requiring too 
many adjustments. Indeed, we expect that clinical variables in 
the exposed population will change in the presence of a DDI. 
However, we do not know whether the detection of a DDI 
implies automatically an ADE, and accessing the information 
to confirm the ADE involves a considerable work for drug 
safety professionals that we want to avoid. Therefore, to 
automate the monitoring of DDI-linked ADEs, we took the data 
immediately available from eHOP. 

As they have very similar demographic characteristics, 
comparing exposed and non-exposed populations seemed to be 
an effective way to initialize the system. An improvement 
would be to take into account also the information included, for 
example, in ADE report databases. However, this system can 
be easily improved even without more data. Indeed, the model 
predicts candidate ADE cases that are likely to have been 
caused by DDIs and proposes them to drug safety professionals. 
If these cases are confirmed by drug safety professionals, they 
are included in the training sample to automatically enhance the 
model. 

On the other hand, and like for any automatic detection model, 
our neural network model does not allow understanding which 
anomaly led to the prediction of an ADE and for this the 
analysis of the patient record is required. A machine learning 
model requires a lot of work, especially the choice of the model 
and the features engineering. In particular, a larger sample 
could ollow other resampling strategies to be used, that do not 
require the out of bag error, which is prone to overestimation of 
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the true prediction error [26]. These questions need a suitable 
study including a better evaluation with drug safety specialists.  

Conclusions 

This study shows how to employ healthcare data for automated 
DDI monitoring and ADE prediction. It involves the complete 
data processing chain: data collection, processing and 
enrichment as well as the creation of a machine learning model. 
The developed statistical model is the first step for a simple and 
convenient use of data, and could be enriched with additional 
information from other databases that must be integrated (more 
specific drug knowledge databases, ADE report databases …). 

Although no drug safety professional is required during the 
monitoring, their expertise is essential to properly understand 
the data and put them into context. Their recommendations 
were also important to build the monitoring system and to 
improve the model. 

Acknowledgements 

We would like to thank the French National Research Agency 
(ANR), for funding this work inside the INSHARE 
(INtegrating and Sharing Health dAta for Research) project 
(grant no. ANR-15-CE19-0024). 

References 

[1] F. Meier, R. Maas, A. Sonst, A. Patapovas, F. Müller, B. 
Plank-Kiegele, B. Pfistermeister, O. Schöffski, T. Bürkle, H. 
Dormann, Adverse drug events in patients admitted to an 
emergency department: an analysis of direct costs, 
Pharmacoepidemiol. Drug Saf. 24 (2015) 176–186. 

[2] C. Bonnet, P. Boudou-Rouquette, E. Azoulay-Rutman, O. 
Huillard, J.-L. Golmard, E. Carton, G. Noé, M. Vidal, G. 
Orvoen, et al., Potential drug-drug interactions with 
abiraterone in metastatic castration-resistant prostate cancer 
patients: a prevalence study in France, Cancer Chemother. 
Pharmacol. 79 (2017) 1051–1055.  

[3] E. Ramirez, A.J. Carcas, A.M. Borobia, S.H. Lei, E. Piñana, 
S. Fudio, J. Frias, A Pharmacovigilance Program From 
Laboratory Signals for the Detection and Reporting of 
Serious Adverse Drug Reactions in Hospitalized Patients, 
Clin. Pharmacol. Ther. 87 (2010) 74–86. 

[4] J. Price, What Can Big Data Offer the Pharmacovigilance of 
Orphan Drugs?, Clin. Ther. 38 (2016) 2533–2545. 

[5] K. Martin‐Latry, B. Bégaud, Pharmacoepidemiological 
research using French reimbursement databases: yes we 
can!, Pharmacoepidemiol. Drug Saf. 19 (2010) 256–265. 

[6] M.-L. Yeh, Y.-J. Chang, S.-J. Yeh, L.-J. Huang, Y.-T. Yen, 
P.-Y. Wang, Y.-C. Li, C.-Y. Hsu, Potential drug–drug 
interactions in pediatric outpatient prescriptions for 
newborns and infants, Comput. Methods Programs Biomed. 
113 (2014) 15–22.  

[7] G. Bouzillé, R. Westerlynck, G. Defossez, D. Bouslimi, S. 
Bayat, C. Riou, Y. Busnel, C. Le Guillou, J.-M. Cauvin, C. 
Jacquelinet, P. Pladys, E. Oger, E. Stindel, P. Ingrand, G. 
Coatrieux, M. Cuggia, Sharing health big data for research - 
A design by use cases: the INSHARE platform approach, in: 
16th World Congr. Med. Health Inform. MedInfo2017, 
Hangzhou, China, 2017. 

[8] G. Bouzillé, E. Sylvestre, B. Campillo-Gimenez, E. Renault, 
T. Ledieu, D. Delamarre, M. Cuggia, An Integrated 

Workflow For Secondary Use of Patient Data for Clinical 
Research., Stud Health Technol Inf. 216 (2015) 913. 

[9] ANSM: Agence nationale de sécurité du médicament et des 
produits de santé. http://ansm.sante.fr (accessed August 1, 
2017). 

[10] VIDAL - La base de données en ligne des prescripteurs 
libéraux. https://www.vidal.fr (accessed August 1, 2017). 

[11] Thériaque. http://www.theriaque.org (accessed August 1, 
2017). 

[12] Micromedex. https://www.micromedexsolutions.com 
(accessed August 1, 2017). 

[13] Drugs.com | Prescription Drug Information, Interactions & 
Side Effects, Drugs.Com. https://www.drugs.com. 

[14] OrientDB - Distributed Graph/Document Multi-Model 
Database. httpss//orientdb.com (accessed August 1, 2017). 

[15] M. Zaharia, M. Chowdhury, M.J. Franklin, S. Shenker, I. 
Stoica, Spark: Cluster computing with working sets., 
HotCloud. 10 (2010) 95. 

[16] M. Zaharia, M. Chowdhury, T. Das, A. Dave, J. Ma, M. 
McCauley, M.J. Franklin, S. Shenker, I. Stoica, Resilient 
distributed datasets: A fault-tolerant abstraction for in-
memory cluster computing, in: USENIX Association, 2012: 
pp. 2–2. 

[17] S. Hennessy, C. Leonard, J. Gagne, J. Flory, X. Han, C. 
Brensinger, W. Bilker, Pharmacoepidemiologic Methods for 
Studying the Health Effects of Drug-Drug Interactions 
(DDIs), Clin. Pharmacol. Ther. 99 (2016) 92–100. 

[18] A. Neubert, H. Dormann, H.-U. Prokosch, T. Bürkle, W. 
Rascher, R. Sojer, K. Brune, M. Criegee‐Rieck, E‐
pharmacovigilance: development and implementation of a 
computable knowledge base to identify adverse drug 
reactions, Br. J. Clin. Pharmacol. 76 (2013) 69–77. 

[19] A.G. Shoro, T.R. Soomro, Big data analysis: Apache spark 
perspective, Glob. J. Comput. Sci. Technol. 15 (2015). 

[20] WHOCC - Structure and principles. 
https://www.whocc.no/atc/structure_and_principles/ 
(accessed August 1, 2017). 

[21] J. Stausberg, International prevalence of adverse drug 
events in hospitals: an analysis of routine data from England, 
Germany, and the USA, BMC Health Serv. Res. 14 (2014) 
125. 

[22] C. Morival, R. Westerlynck, G. Bouzillé, M. Cuggia, P.L. 
Corre, Prevalence and nature of statin drug-drug interactions 
in a university hospital by electronic health record mining, 
Eur. J. Clin. Pharmacol. (2017) 1–10.  

[23] F. Kaguelidou, F. Beau‐Salinas, A.P. Jonville‐Bera, E. 
Jacqz‐Aigrain, Neonatal adverse drug reactions: an analysis 
of reports to the French pharmacovigilance database, Br. J. 
Clin. Pharmacol. 82 (2016) 1058–1068. 

[24] A. Newe, S. Wimmer, A. Neubert, L. Becker, H.-U. 
Prokosch, M.W. Beckmann, R. Fietkau, C. Forster, M.F. 
Neurath, G. Schett, T. Ganslandt, Towards a Computable 
Data Corpus of Temporal Correlations between Drug 
Administration and Lab Value Changes, PLOS ONE. 10 
(2015) e0136131.  

[25] A. Newe, Dramatyping: a generic algorithm for detecting 
reasonable temporal correlations between drug 
administration and lab value alterations, PeerJ. 4 (2016) 
e1851. 

[26] S. Janitza, and R. Hornung, On the overestimation of 
random forest’s out-of-bag error, PLoS One. 13 (2018).   

Address for correspondence 

Bouzillé Guillaume: guillaume.bouzille@univ-rennes1.fr  

G. Bouzillé et al. / An Automated Detection System of Drug-Drug Interactions from Electronic Patient Records 49

http://www.vidal.fr/
http://www.micromedexsolutions.com/
http://www.micromedexsolutions.com/
http://www.micromedexsolutions.com/
http://www.drugs.com/
http://www.drugs.com/
http://www.whocc.no/atc/structure_and_principles/
http://www.whocc.no/atc/structure_and_principles/
http://www.whocc.no/atc/structure_and_principles/
mailto:guillaume.bouzille@univ-rennes1.fr


Unveiling Online Suicide Behavior: What Can We Learn About Mental Health from 
Suicide Survivors of Reddit? 

Ashwin Karthik Ambalavana, Bilel Moulahib, Jérome Azéc, Sandra Bringayc,d 

a Arizona State University, Tempe, AZ, USA 
 b Acelys Informatique, Montpellier, France 

c LIRMM, University of Montpellier, CNRS, Montpellier, France 
d University Paul Valéry Montpellier, Montpellier, France 

 
Abstract 

Suicide is a growing public health concern in online 
communities. In this paper, we analyze online communications 
on the topic of suicide in the social networking platform, 
Reddit. We combine lexical text characteristics with semantic 
information to identify comments with features of suicide 
attempts and methods. Then, we develop a set of machine 
learning methods to automatically extract suicide methods 
and classify the user comments. Our classification methods 
performance varied between suicide experiences, with F1-
scores up to 0.92 for "drugs'' and greater than 0.82 for 
"hanging" and "other methods''. Our exploratory analysis 
reveals that the most frequent reported suicide methods are 
drug overdose, hanging, and wrist-cutting. 

Keywords:  

Suicide, attempted; Natural Language Processing; Social Media 

Introduction 

Social media platforms, such as Twitter, Facebook, and 
Reddit, are bringing important challenges for a variety of 
social- and health-related phenomena. The widespread use of 
these modern means of communication creates a potential to 
identify and characterize users behaviors by analyzing content 
shared online. Recent studies have shown that people are more 
likely to seek support from informal online resources, rather 
than seeking formal treatment from professionals [1] and 
reported a positive correlation between suicide rates and the 
volume of social media posts related to suicidal ideation [2]. 
This research suggests that online sources may contain 
valuable information about specific cohorts, such as 
vulnerable populations, and their suicidal behavior. 

In this paper, we focus on the content analysis of forums 
dedicated to a specific population -- suicide survivors, or 
which is defined here as those who have had suicide attempts. 
Our work aims to contribute to the literature by understanding 
and analyzing communications on the topic of suicide in the 
social networking platform, Reddit.1 As of February 2018, 
Reddit is a highly trafficked website2 with more than 542 
million monthly visitors, 725.85 million comments, and 6.89 
billion up-votes from its users.3 Reddit provides users 
anonymity while sharing and discussing information about 
almost everything, without any bias on the expressed opinions 
and feelings. In contrast to other social media, it provides 

                                                           
1 www.reddit.com 
2 https://redditblog.com/2015/12/31/reddit-in-2015/ 
3 https://en.wikipedia.org/wiki/Reddit 

domain-specific discussion forums that are moderated by a 
number of users and that carry health-related knowledge 
expressed by various cohorts. 

In our work, we analyze a serious Reddit thread4 detailing 
extremely personal and traumatic experiences of suicide 
survivors. This thread is moderated by 41 users and includes 
only serious comments about the topic of suicide attempts. We 
argue that the study of this dataset is an important step 
towards the development of automated methods to identify 
suicide risk factors that could help mental health professionals 
and psychiatrists to understand and prevent suicide. 

Our main objective is to identify methods used to commit 
suicide such as drug overdose, hanging and to quantify their 
evocation in social media. 

Our research contributions include: (1) extraction and analysis 
of linguistic characteristic and key aspects of the language 
used by suicidal individuals to describe suicide methods; and 
(2) development of a set of machine learning algorithms to 
extract methods used by suicide attempters and classify the 
Reddit comments.  

State of the Art 

Suicide is one of the most common health issues impacting the 
world's population. According to the Centers for Disease 
Control and Prevention [3], more than 40,000 suicides were 
reported in the United States in 2012, which positioned 
Suicide as the 10th leading cause of death in the country. 

A rich collection of work has been done on social media as an 
effort to identify and understand communications about 
mental health problems, including depression, mental disorder 
and suicide. While most of the research from literature is done 
on suicide notes [4], more recent work demonstrated that 
evaluating suicidal risk factors in social networks can be used 
to prevent suicide and detect suicidal ideation in its early 
stages. 

For example, the Durkheim5 project studied the online 
activities and shared content of group of US war veterans on 
Twitter, Facebook, and LinkedIn in order to identify markers 
of harmful behaviour. The group developed linguistics-driven 
prediction models to estimate the risk of suicide using text 
from the clinical notes [5]. Results showed that people who 
committed suicide frequently recorded behaviours indicative 
of fear, agitation and delusion, with around 65% accuracy. 

                                                           
4 https://redd.it/4e8oip/ 
5 http://www.durkheimproject.org/research/ 
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In the same line of research, Sueki [6] examine a panel of 
young (early 20s) Twitter users to evaluate the association 
between suicide-related tweets and suicidal behaviour. The 
authors investigated the linguistic features of suicidal ideation 
and identified the most important markers of future suicide. 
For example, phrases such as "want to commit suicide'' were 
found to be strongly associated with lifetime suicide attempts, 
while phrases that suggest suicidal intent, such as "want to 
die,” were found to be less strongly associated. For a complete 
summary of literature on suicidal thoughts and behaviours, the 
reader may refer to the recent pioneering work of [7], who 
conducted a meta-analysis of 365 studies from the past 50 
years. 

Most closely related to the current paper, Ghitsis [8] 
investigate the linguistic characteristics of Reddit posts that 
need urgent attention. The authors focussed on subreddits in 
which users post comments about Addiction, Anxiety, 
Dementia, Depression, self-harm and suicide ideation. 
However, the work does not focus specifically on serious 
suicide posts, and, most importantly, does not investigate the 
classification of methods of suicides, which in turn could 
allow the understanding of several potential warning signs. 

With the present work, we consider a broad range of 
linguistic, lexical, and semantic features to facilitate the task 
of methods classification. We specifically address the 
following research questions:  

1. How do suicidal individuals communicate about the 
method used during suicide attempt experiences? 

2. What are the most popular methods used by suicidal 
individuals to end their life?  

3. How to recognize a comment dealing about suicide 
method? 

Methods 

Step 1: Data acquisition 

Our dataset consists of all the comments of the Reddit thread, 
"[Serious] Suicide survivors of Reddit, what was your first 
conscious thought after you realized that you hadn't 
succeeded?''6 We have scraped all the comments using the 
Python Reddit API Wrapper. The topic has been tagged with 
the keyword "[Serious]'', which means that it is monitored by 
a group of moderators who remove any off-topic and 
irrelevant comments in the thread, keeping only serious 
comments about suicidal ideation. In Reddit, all the comments 
are organized as a big tree of comments with the parent 
comment as the top level node and the comments about the 
parent comment as their child nodes. Table 1 reports statistics 
about the dataset. 

The lack of informed consent given by social media users for 
data usage leads to ethical questions. In particular, 
confidentiality with respect to the publication of research 
results is an issue. We adhere to the guidelines of [9]. Results 
are presented with a degree of detail that does not permit 
drawing conclusions on individual users. 

Step 2: Data Preprocessing 

We initially preprocessed the data to remove HTML tags, 
white spaces, pipe symbols and carriage returns. We expand 
English word contractions such as won't, can't, to will not, 

                                                           
6 https://redd.it/4e8oip/ 

cannot, respectively using regular expressions. These steps are 
essential to tokenize words properly and for negation 
identification. We lemmatize the words using both the 
Python's NLTK Wordnet lemmatizer. 

Table 1– Dataset statistics 

Total number of comments 6,229 
Number of top-level comments 1,833 
Number of sentences 12,782 
Average number of sentences per comment 7 

Number of unique users 3,58 

Step 3: Feature Extraction 

In the following, we define the features used in the 
classification process: Trigrams, NLTK POS Tags and 
Customised POS Tags. 

Trigrams: Lemmas on their own have very little meaning and 
cannot be used as an independent criteria for annotating a 
sentence according to a method. Hence, we used trigrams to 
explore sentences and find recurring patterns. Some examples 
include: have to kill, going to bleed, tried to slit. 

NLTK POS Tags: We tokenized and tagged all the words 
using NLTK POS tags. We obtained a total of 5,229 verbs, 
10,901 adjectives and 24,815 nouns. We used NTLK POS-
tagger. 

Customised POS Tags: We have also manually defined 
Customized POS Tags described in Table 2. Due to space 
restrictions, we only reported the most frequent words 
associated with these tags. All the Customized POS Tags are 
self-explanatory, except for 'Ability' categories which 
represent the words that usually tend to be used by people who 
are expressing support need such as 'I need support'. 

Table 2– Customized POS Tags 

Customized 
POS TAG Meaning Common Tokens 
FPRP First Personal 

Pronouns 
I, my, myself 

SPRP Second Personal 
Pronouns 

You, him, he, it 

WPRP Group First 
Personal Pronouns 

We, us, our 

NEG Negations Not, note, never 
SWR Swear words Wtf, ass, poop 
INTSFR Intensifiers Really, so, very 
NEGINTSFR Negative 

intensifiers 
Awfully, horrifyingly 

POS Positive words Adore, affirmation 
NEG Negative words Depression, sacrifice 
ABLT Ability words Handle, support 
METHOD Suicide methods Hang, drug, shotgun 
POSEMO Positive Emojis Lol, LMAO, ROFL 

 

extracted from an internal API using 8 online synonym 
dictionaries7 and we keep a synonym only if it is find  at least 
3 in 3 dictionaries. After manually removing irrelevant tokens, 
we obtain a list of 218 tokens mapped to 15 suicide methods 
as mentioned in Table 3. 

                                                           
7 Reverso www.reverso.net, Bab.la fr.bab.la/dictionnaire, Atlas 
dico.isc.cnrs.fr, Thesaurus www.thesaurus.org, Orto-lang 
www.cnrtl.fr/synonymie/, SensAgent diction-
naire.sensagent.com/synonyme/en-fr/, The FreeDictionary 
www.thefreedictionary.com and the Synonym www.synonym.com, 
all retrieved on July 13, 2018 
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Table 3– Most frequent tokens associated with each suicide 
method label and its distribution in the dataset 

Methods Most frequent tokens Distributions 
Alcohol Drunk, Liquor, boost 9,9 
Bleed Bleeding, blood 6 
Carbon 
monoxide 

Monoxide, gas-poisoning 0,2 

Cut Slit, cleave, tear 10,5 
Starve Starvation, famine 0,2 
Disease Illness, Sickness 4,7 
Drown Drowning, underwater 1,6 
Drug Overdose, pills, dope 36,1 
Electrocute Electrocution, electrocute 0,1 
Gun Shotgun, shoot, revolver 6 
Hang Hanging, noose, strangle 17,8 
Hypothermia Hypothermia 0,1 
Jump Leap, jump-over, jumping 4,2 
Vehicle Collision, speed, car 2,5 
Suffocate suffocation 0,1 

 

FPRP, SPRP, WPRP and ABLT are self defined. POS and 
NEG list have been compiled from 4 lexicons [1,10-12]. 

The tag 'NEGINTSFR' is used when a word occurs in both the 
Negative words dictionary and the Intensifier dictionary such 
as 'awfully', 'horrifyingly'. 

To build the METHOD list, first, we defined a list of 34 
suicide methods obtained from dedicated mental health 
websites8. Then we enriched this list by using synonyms 

The POSEMO list contains regular expression rules to detect 
positive social networking emotions including emojis and 
common slang such as lol, lmao... We also use regular 
expressions in order to include repeated letters as loooooool, 
lol. 

Step 4: Classification 

We applied supervised machine learning algorithms in order 
to automatically predict and extract suicide methods at the 
comment level. Because a comment could be annotated with 
one or more of the labels listed in Table 3, the task is a multi-
label classification task. Every comment containing at least 
one annotation was extracted. We obtained a training dataset 
of 874 annotated comments. 

We used a One VS Rest Classifier with four different models: 
Support Vector Machine, Logistic Regression, SGD and 
Perceptron. 

We perform automatic cross validation with 611 comments 
used as training set and 263 comments used as test set (30% of 
the dataset). 

We tuned the hyper-parameters of the model for the four 
different models. Global system performance is measured with 
micro-averaged F1-score because of the use of a skewed 
dataset. 

                                                           
8 
https://en.wikipedia.org/w/index.php?title=Suicide_methods&oldid=
788573333 http://regretfulmorning.com/2011/08/the-7-most-
common-drugs-people-overdose-on/ both retrieved on July 13, 2018 
Reverso www.reverso.net, Bab.la fr.bab.la/dictionnaire, Atlas 
dico.isc.cnrs.fr, Thesaurus www.thesaurus.org, Orto-lang 
www.cnrtl.fr/synonymie/, SensAgent diction-
naire.sensagent.com/synonyme/en-fr/, The FreeDictionary 
www.thefreedictionary.com and the Synonym www.synonym.com, 
all retrieved on July 13, 2018 

Results 

POS Tagged Sentence Sequence: 

We tagged all the sentences with the Customised POS Tags 
mentioned above and look for regularities. In the following, 
we list two prominent examples: 

� 'FPRP', 'VBD', 'TO', 'METHOD' (First Personal 
Pronoun followed by a verb, a preposition and the 
method) : "I decided to hang", "I tried to - slit, 
strangle, jump, or drown". 

� 'FPRP', 'VBD', 'INTSFR', 'NEGATIVE' (First 
Personal pronoun followed by a verb, an Intensifier 
and a Negative Word) gives us the emotional state the 
person: "I felt more alone", "I became more 
depressed", "I was completely helpless"... 

Customized POS Tagged Sequences are very useful to identify 
and extract patterns to characterize the way individuals 
communicate about the methods they used to commit a suicide 
attempt (RQ1). 

Method Labelling 

The distribution of the labels in the training set is also 
presented in Table 3. It is apparent that some methods to 
commit suicide are much more frequent compared to others. 
Some of the most frequent labels are, in order, drug, hang, cut 
and alcohol. It is interesting that most Reddit users who have 
commented on this submission preferred to commit suicide 
through drug overdose (RQ2). 

Comment classification  

Table 4 gives the comparison of the 4 used estimators along 
with their classification features (RQ3).  

Table 4 – Classifier performances 

Estimator Accuracy 
Micro-
precision 

Micro 
recall F1-Score 

Logistic 
Regression 

0.452 0.726 0.534 0.615 

Perceptron 0.631 0.863 0.709 0.778 
SGD 
Classifier 

0.642 0.856 0.722 0.783 

Linear SVC 0.684 0.912 0.722 0.806 

 

As seen in many different NLP tasks,  Linear SVC has the 
best performance in comparison to Logistic Regression, 
Perceptron and SGD Classifier. Table 5 gives the 
classification report of Linear SVC for each individual suicide 
method label. 

Label frequency determines classifier performance 
considerably. For all comments with support above 20, we can 
see that we have an F1-score of at least 50%. Unsurprisingly, 
classifiers for rare examples such as Carbon Monoxide, 
Electrocute, Drown perform worst because of the low number 
of samples. Classifier performance would likely improve for 
the low-frequency labels if more training data were obtained, 
without the need for new features. 

Some labels (gun, jump and disease) perform better than 
would be expected from frequency alone, indicating that they 
are easier to learn than others, possibly because they are 
lexicalized more often, or more consistently. 
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Table 5 – Classification performance per methods 

Methods Precision Recall F1-score Support 
Alcohol 0.97 0.57 0.71 53 
Bleed 1 0.52 0,69 42 
Carbon 
monoxide 

0.00 0 0 0 

Cut 0.94 0.59 0,72 51 
Disease 1 0.39 0,56 23 
Drown 0 0 0 7 
Drug 0.89 0.95 0,92 154 
Electrocute 0 0 0 0 
Gun 1 0.6 0,75 15 
Hang 0.86 0,79 0,82 71 
Hypotherm
ia 

0.94 0,81 0,87 21 

Jump 1 0,5 0,67 2 
Vehicle 1 1 1 1 
Suffocate 1 0,29 0,44 7 

Discussion 

Based on the feature extraction process, we find that there are 
many prominent methods used by leading individuals to 
attempt suicide. Our analysis reveals that most of these causes 
appear in sentences either as a negative word or after an 
intensifier word. In table  we report some examples of 
comments with the number of votes as scored by Reddit. The 
user names of the authors are removed in order to preserve 
privacy. 

Now, it would be interesting to combine this information 
about suicide methods with other dimensions such as 
sentiment analysis or causes  such as "bullying" (User 1), 
"ptsd," "depression," and "divorce" (User 3). These others 
dimensions could be  extracted from the text with a similar 
approach to the one used for the methods. Such signs could be 
used as an important signal to prevent suicide. 

Table 6– Examples of comments 

Author Comment Score 
User 1 Well I had attempted to hang myself when I 

was 15. I have a birth defect (deformed legs) 
and just could not take the bullying 
anymore. So... 

7,455 

User 2 I'am a diabetic. I can remember deciding to 
use insulin to go. Figured that passing out and 
dying of a seizure due to hypoglycemia would 
be a quick and easy way to go. 

1,460 

User 3 I deal with ptsd and depression at the time I 
was dealing with my issues that I did after 
coming home from over seas my divorce and I 
was getting close to losing my apartment I 
got drunk as helle got in a fight... 

709 

 

On the other hand, the distribution of suicide method labels in 
the dataset (Table 3) shows that drug overdose is the most 
common method used to commit suicide followed by hanging, 
cutting, and alcohol poisoning, respectively. Since drug 
overdose is a growing cause of suicide, suitable precautionary 
methods should be taken to avoid it as much as possible. Some 
suggestions would be to identify the most common drugs used 
to commit suicide and to prescribe them to individuals only 
after throughly assessing their mental health. 

The Reddit comment classification reveal that classifier 
performance depends on frequency of labels in the dataset. In 
order to limit the annotation effort, methods such as active 

learning [13] could be used to select the example to annotate 
in order to improve the model more rapidly. 

Conclusions 

In this paper we developed a set of methods based on natural 
language processing and machine learning in order to study 
the suicidal behavior of individuals who attempted suicide. 
We built a set of linguistic, lexical, and semantic features that 
help in capturing relevant language clues. These new features 
have been successfully used to improve the classification of 
suicidal thoughts, experiences, and, most importantly, suicide 
methods. We found that POS tagging features are important to 
identify and understand users’ communications in forums 
especially when used as features within a machine learning 
method. 

We also created and annotated a dataset that can be used by 
researchers to investigate others questions about suicide 
attempts. For future research, we plan to undertake large-scale 
experimental evaluation to assess the language of suicide 
across different types of data, such as microblogs and forums. 
It may be also instructive to determine whether users’ 
classification could reveals similar profiles, suggesting similar 
suicide methods and comparable risk factors. The 
classification of the language used could also be informative. 
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Abstract 

When dealing with electrocardiography (ECG) the main focus 
relies on the classification of the heart’s electric activity and 
deep learning has been proving its value over the years 
classifying the heartbeats, exhibiting great performance when 
doing so. Following these assumptions, we propose a deep 
learning model based on a ResNet architecture with 
convolutional 1D layers to classify the beats into one of the 4 
classes: normal, atrial premature contraction, premature 
ventricular contraction and others. Experimental results with 
MIT-BIH Arrhythmia Database confirmed that the model is 
able to perform well, obtaining an accuracy of 96% when using 
stochastic gradient descent (SGD) and 83% when using  
adaptive moment estimation (Adam), SGD also obtained F1-
scores over 90% for the four classes proposed. A larger dataset 
was created and tested as unforeseen data for the trained 
model, proving that new tests should be done to improve the 
accuracy of it. 

Keywords:  

Electrocardiogram, Deep Learning, Arrhythmia  

Introduction 

Real-time monitoring has become one of the most important 
and clinically relevant tasks in medical settings, yet one of the 
most repetitive and tiresome tasks is the analysis of 24-hour 
ECG records. One of the ways to automate this long task is to 
convert this process into a real-time process with the automatic 
classification of the heart rate and with this, the classification 
of arrhythmias. 

Arrhythmias are the most common diagnoses in this medical 
area and are composed of electrical changes that cause the 
normal heart rhythm to change. These changes can cause the 
heart to beat faster (tachycardia), slower (bradycardia), or at an 
irregular beat. Arrhythmias are widely classified, and their 
classification may depend on the factors described above and, 
where they occur, ventricles or atria. These changes can even 
lead to sudden death from stroke or cause other types of damage 
because of the inability of the heart to pump enough blood into 
the body and consequently cause damage to the brain, heart, or 
other organs [1,2]. 

To this extent, the importance of monitoring systems increases 
with the extra goal of improving patient care as well as the 
speed with which such care is provided. 

Over the years, several approaches to this topic have been built. 
Going from the detection of the R-peak with high precision [3] 
to the creation of frameworks for this subject [4,5], the heart 
rhythm has been deeply studied. More recently, researchers 
have jumped from the classification of the heart beats with 

traditional methods to machine learning methods and even 
further, deep learning methods [6,7]. 

It is palpable the need to not only disclose the heart rhythm as 
tachycardia, bradycardia or irregular rhythms but to classify 
each of the beats into a defined category. Although being a 
deafening task, several works have presented great results when 
performing this task. Many researchers have spent their time 
around this subject using several methodologies as Roopa, C. 
and Harish B. [7] and Salem, A. et al [8] made notice in their 
survey. Support vector machines [9], genetic algorithms [10], 
rough set theory, and hidden markov models [11] and more 
lately neural networks [12–19], several other works mixing 
different methodologies have also been proposed [20]. 

In the second semester of 2017, Rajpurkar et al. [21] proposed 
a ResNet architecture of 34 layers to classify ECG batches of 
30 seconds. This work exceeded the performance of high 
qualified cardiologists in a dataset 500 times larger than the 
overall datasets and set the classification task a step further to 
the automated analysis. 

On the other side, researchers have also been focusing their 
efforts in patient-specific methodologies. The neural networks 
are trained individually for each patient allowing to classify 
future holters from the same patient [22,23]. Both works show 
promising outcomes and present a basis for future studies. 

We intend to propose a new deep learning model to classify 
three distinct types of heart beats (four different classes) while 
analysing differents perspectives from the related works hereby 
addressed. This paper presents an overview of the dataset used 
as well as the architecture of the deep learning model built, 
providing insights on how the model was trained, and the 
results obtained with prospects of future work to be done. The 
dataset created, from records obtained from a local hospital, 
provided new insights about the model. The results obtained for 
the MIT-BIH Arrhythmia Database were promising with the 
arrhythmia classification yielding 96% accuracy in the 
classification of each beat in each one of the four classes used. 
The same network was used in the larger dataset, being able to 
classify the arrhythmias with an accuracy of 81%. 

Materials and Methods 

Data Selection 

The MIT-BIH Arrhythmia Database presents 48 records, where 
the last 23 records became online only in 2005. The 48 records 
were chosen from a set of over 4000 long-term Holters recorded 
in the laboratories of the late Boston's Beth Israel Hospital, now 
known as Beth Israel Medical Center, between 1975 and 1979. 
The first 23 records were chosen randomly from inpatients and 
the 25 other records were chosen from the same set yet to 
contain a diversity of uncommon but clinically important 
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conditions. The two groups have different purposes since the 
first one is to serve as a representative sample of waveforms 
and artifacts which most of the arrhythmia detectors might 
encounter normally. While the second set of records presents 
more complex arrhythmias and other conduction abnormalities. 

The signals were sampled at 360Hz and recorded with a two-
channel recorder. The annotations were made based on a simple 
slope-sensitive QRS detector and by two cardiologists, who 
added additional beat labels missed by the QRS detector and 
changed all the labels of abnormal beats. Nevertheless, during 
the following years many records had their beats relabeled by 
users who reported errors in the annotations [24,25]. These 
records are composed by three files, an .hea format file, .dat 
format file and a .atr format file. 

The new dataset proposed comprises 113 records from 24-hour 
holters from a local hospital. These records were sampled at 
125Hz. This dataset presents 2172 hours of data, while the first 
dataset, comprises only 48 records with 30 minutes each 
making a total of 24 hours of data. While the first dataset, after 
some preprocessing and discarded beats ended up with 97737 
beats on all 4 classes, each record from the local hospital 
presented 100000±20000 beats (Figure 1). The created dataset 
was first analysed by the system’s software and corrected by a 
technician. Then, each signal’s classification was validated by 
a cardiologist.  

 

Figure 1 � Summary of Number of Beats of Each Class for 
Both Datasets 

Later, it was disclosed the need to perform data augmentation 
in the classes proposed. The second and third classes were 
augmented since the number of beats belonging to these classes 
were low. 

Data Treatment 

The first step to analyze an ECG record begins with the load of 
the record and posterior filtering. These two processes were 
performed with the help of the CardIO library, an open-source 
Python library which was built to create "end-to-end machine 
learning models for deep research of electrocardiograms" [4].  

The CardIO library relies in the WFDB package [26] to read 
and load files in the MIT-BIH format, this library can be 
executed via command line and also as a python library (the 
code is publicly available on Github). Using the capabilities of 
CardIO library, the signals were resampled to a frequency, of 
125Hz. Then the signal was filtered, the filtering used in this 
preprocessing was based on several works that proved to be 
efficient [27-30]. Thus, it uses a band-pass filter, a finite 
impulse response filter (FIR filter [31]) which uses a frequency 
of 0.5Hz and 60Hz, in accordance with the theoretical 
foundations, yeat the new dataset was filtered with a frequency 

of 50 Hz and not 60Hz due to the specifications of the country’s 
baseline wandering. 

Nevertheless, in order to build the final datasets for training and 
testing, after these transformations, the ECG is sliced by beats 
and labeled with the annotations available creating the datasets 
for training and testing. The annotations were carefully 
reviewed and converted accordingly to the types of arrhythmias 
that were intended to classify. Therefore, the annotations were 
converted into four classes: normal beats as 0, other rhythms as 
1, atrial premature contractions as 2 and premature ventricular 
contractions as 3, as seen in Table 1. 
Table 1 � Representation of Each Type of Beat According to 

its Class 

Type of Beat Class 

Normal beats 0 

Other Rhythms  1 

Atrial Premature Contractions  2 

Premature Ventricular Contractions 3 

The records were then split, based on the correct detection of 
the R-Peak and since it is sampled at 125Hz, it was decided to 
use a window with a size of 120 data points. 

Model 

We built a ResNet architecture (Figure 2 presents the high-level 
architecture of the network) based on Convolutional 1D layers 
for the classification task since this was the model that  

 

Figure 2 � Network Structure of the Model for the 
Classification Task. Overall the network contains 12 layers of 

convolution followed by a fully-connected layer and a 
Softmax. 

surpassed the first tests performed. Initially, it was created a 
multilayer perceptron model and a version with 2D 
convolutional layers of the current model. It takes as input a 
time-series of 120 data points that represents the beat and 
outputs its label prediction. The model is composed by an initial 
input in a BatchNormalization layer, followed by four blocks of 
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Convolution1D layers (conv1D_1, conv1D_2, conv1D_3 and 
conv1D_4) with BatchNormalization, ReLU as activation 
function and a stride of 1.  The conv1D_1, conv1D_2, 
conv1D_3 and conv1D_4 layers have a filter size of 8, 5, 3 and 
1, respectively. The model could also use a Dropout schema, 
but considering the model complexity, we believe that we could 
obtain good results with BatchNormalization. 

Evaluation Metrics 

The effectiveness of a deep learning model for classification is 
usually measured by several parameters. Four of the most 
common are i) accuracy, ii) precision, and iii) recall, as well as 
the iv) F1-score [32–34]. These parameters are based on the 
results of true positives, true negatives, false positives and false 
negatives. 

� True Positive (TP): correctly classified positive 
instances 

� True Negative (TN): correctly classified negative 
instances 

� False Positive (FP): incorrectly classified as positive 

� False Negative (FN): correctly classified as negative 

Accuracy 

The Accuracy measures the rate of True Negatives and True 
Positives on all classified instances, being generically 
represented for binary classification by Equation 1. This result 
may induce in error or can hide important details since it does 
not distinguish between the number of correct labels of 
different classes. It can be understood as the number of correct 
predictions on top of the total number of prediction. The 
problems of misclassification may arise even though the 
accuracy results are high. In the medical field, the misdiagnose 
of an unhealthy subject may cost its life. When dealing with 
multi-classification, this formula reverts to the number of well 
predicted samples in relation to the total number of samples.  

 

Precision 

Precision (Equation 2) equalizes to the rate of true positive 
instances in the correctly classified instances. 

 

Recall 

Recall or sensitivity (Equation 3) gives higher scores when a 
high number of true positives is achieved while avoiding false 
negatives, this defines the true positive rate. 

 

F1-Score 

The F1-score is another general metric that is broadly used for 
evaluating these systems, the Equation 4 combines the 
precision and recall into a single number and is seen as one of 
the most reliable metrics for evaluating machine learning 
results. 

 

Experimental Results 

The tests performed for training the model were optimized with 
SGD and Adam, both with a learning rate of 0.1. Other 
optimisers could have been used, however, we relied on SGD 
and Adam based on the related work and their broad use[35]. 
To understand the evolution of the models with the number of 
epochs, both systems were tested with 10, 25, 50, 100 and 150 
epochs, the maximum number of epochs was defined after the 
first tests, where any test over 150 epochs demonstrated that the 
model stopped learning. As seen in Figure 3, the first dataset 
was randomly sliced in 80% for training and 20% for testing, 
with the training set being further separated into train and 
validation (65/35%).  

Figure 3 � Modeling the First Dataset for Training and 
Testing the Model 

Several tests were performed for tuning the hyperparameters 
and adapting the learning rates to the behavior the model was 
exhibiting. Since this is a multi-classification task, the metrics 
for each class are calculated.  

Figure 4 presents the overall accuracy of the models with a 
different number of epochs, a batch size of 2000 beats and as 
we are dealing with multi-classification, it used the categorical 
cross-entropy as loss function. The accuracy of the model 
reached 96% for the SGD optimizer with 150 epochs 

Figure 4 � Testing Results Regarding the Accuracy of the 
Model using Stochastic Gradient Descent and Adaptive 

Moment Estimation as Optimizers. 

On the other hand, Figures 5 and 6 rely on the F1-score 
regarding the test results with the 20% of the dataset created. 

The model behaves accordingly to what was expected, 
presenting good results for classifying all the instances initially 
defined. However, it can be noticed the higher results of the 
model optimized with stochastic gradient descent. These results 
are an effect of how both these optimizers work. 

Dataset
Train (80%)

Train (65%)

Validation 
(35%)

Test (20%)
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Figure 5 � Testing Results Regarding the F1-Score of the 
Model using Stochastic Gradient Descent as Optimizer 

Figure 6 � Testing Results Regarding the F1-Score of the 
Model Using Adaptive Moment Estimation as Optimizer 

The results obtained did not present overfitting, the error was 
minimal, and the test set obtained good results both in accuracy 
and F1-score. The model was able to classify all four classes 
and these results increased with the number of epochs. 

When scrutinizing the two types of arrhythmia classified it is 
possible to disclose the reasons why atrial premature contrac-
tions (class 2) is the least accurate arrhythmia when using the 
Adam optimizer. This results can be due to the computation of 
gradients using this optimiser, as so, the gradient may reach a 
local minima but not the lowest point. In this case, it may be 
because of the small number of beats of this class on the test 
dataset. On the other side, SGD is able to find better gradients 
for the classification of all the classes. However, it can be seen 
that when the model was trained with 100 epochs it was able to 
reach better results when classifying the atrial premature 
contractions (class 2). 

After the best model was trained and evaluated, the new dataset, 
with unforeseen data for the model, was tested. These tests were 
performed record by record, where 21 records achieved more 
than 90% of accuracy. The only problem detected was when the 
model tried to predict class 2 where there was no class 2 in any 
of those records. Tacking this into account, a new model was 
trained, comprising the 11 least accurate records for training 
and the remaining 5 records with an accuracy below 30% for 
testing, we decide not to use all the records due to the lack of 
computational power. Table 2 presents the precision, recall, and 
F1-score values of the last evaluation of the new model. 

This model was able to accurately classify the arrhythmias with 
an accuracy of 81% while the F1-scores for the normal class 
(class 0) reached 89.9%, the other two classes performed 
poorly, reminding the need to perform data augmentation to 
balance the data to train the model. 

On the other hand, several limitations raised during the 
development of this project, such as, the lack of computational 
power to diminish the training time, which took over 15 hours 
for the subset of only 11 records from the second dataset as well 

as the imbalanced dataset. These issues present a hindrance in 
the success of these approaches, nevertheless it is important to 
emphasise it presents an advance in relation to typical systems 
were the annotations have to be carefully reviewed 100% of the 
time.  

Table 2 � Results Obtained for the New Dataset Based on 11 
Records from the Hospital for Training and the Five Worst 

Records from the Hospital for Testing 

Labels Precision Recall F1 Score 

Class 0 98.9% 82.3% 89.8% 

Class 1 8.8% 47% 14.9% 

Class 3 4.1% 35.3% 7.4% 

 

In comparison with the related work, namely the work 
performed by [16], where the authors performed a beat-to-beat 
classification using the MIT-BIH arrhythmia database and 
obtained an accuracy of 83.4% in classifying the signal as 
normal or abnormal (arrhythmic), we were able to outperform 
their approach in 10% while classifying into four different 
classes. 

Conclusions 

In this paper, we developed a deep learning model that was able 
to accurately classify the heartbeat into four different classes. 
Focusing on two types of arrhythmia, the results obtained for 
this classification task were promising showing that this path 
for beat classification should be further investigated and 
providing a basis for future studies. Researchers have been 
dealing with beat classification using deep learning, however, 
the results were slowly reaching 90% of accuracy and many of 
these results were based on two-dimensional layers. This paper 
presents a ResNet with one-dimensional convolutional layers 
and was able to reach over 90% of accuracy and F1-scores for 
the four classes proposed, without falling on the rabbit-hole of 
overfitting. 

A new dataset was created, having records 48 times bigger than 
the records from the MIT-BIH Arrhythmia Database. This 
allowed us to further explore these results, increasing our 
training data to create a new and better model, able to classify 
these 24-hour record accurately and also to try to balance the 
data available. Since deep learning is a methodology data-
driven, the larger the dataset, the better the results. With this in 
min, this dataset will allow us to increase the spectrum of 
classified types of arrhythmia in order to create a fully 
automatic system without neglecting the precision and the 
importance of the outcome.  
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Abstract 

We report initial experiments for analyzing social media 
through an NLP annotation tool on web posts about 
medications of current interests (baclofen, levothyroxine and 
vaccines) and summaries of product characteristics (SPCs). 
We conducted supervised experiments on a subset of messages 
annotated by experts according to positive or negative misuse; 
results ranged from 0.62 to 0.91 of F-score. We also 
annotated both SPCs and another set of posts to compare 
MedDRA annotations in each source. A pharmacovigilance 
expert checked the output and confirmed that entities not 
found in SCPs might express drug misuse or unknown ADRs. 
 
Keywords:  

Natural Language Processing; Pharmacovigilance; Social 
media 

Introduction 

According to the World Health Organization (WHO), 
pharmacovigilance is "the science and activities relating to the 
detection, assessment, understanding and preventing of 
adverse effects or any other drug-related problem".1 The drug 
development process has several steps, from discovery in a 
laboratory, to preclinical research and clinical development 
involving patients. Nonetheless, after approval, complete and 
definitive information about drug safety is not available. 
Moreover, the drug use may change, the benefit/risk may 
evolve and health authorities need any information available. 
Self-reports of adverse drug reactions (ADRs) are scarce: the 
French National Agency for Drug Safety (ANSM) evaluated 
that only 5% are reported by patients. Because ADRs are 
known late, except in case of highly publicized events (e.g., 
H1N1 flu), social media is used to improve 
pharmacovigilance efficiency [1,2]. However, web-based data 
generally contain colloquial jargon that is hard to process with 
common Natural Language Processing (NLP) tools, calling 
for dedicated approaches [3]. Pharmacovigilance also 
addresses abuse and drugs misuse, which involves “situations 
where a medicinal product is intentionally and inappropriately 
used not in accordance with the terms of the marketing 
authorization” [4]. 

                                                           
1 https://bit.ly/2FtIYX5 [Accessed March 2019] 

We present an ongoing work on pharmacovigilance analyses 
in health fora written in French, with a special focus on drug 
misuse. We present the experiments we made based on a 
comparison of the Medical Dictionary for Regulatory 
Activities (MedDRA) codes annotated in web messages and 
the codes identified in Summaries of Product Characteristics 
(SPCs). As far as we know, this source has not been 
commonly used for NLP in health social media; this is our 
main contribution. We annotated pathological conditions in 
social media and SPCs using an NLP pipeline designed to 
identify such entities [5]. This tool was improved for 
normalizing annotations based on codes from MedDRA [6] 
and the Anatomical Therapeutic Classification (ATC) [7]. 
These methods identify potential drug misuse and unknown 
ADRs.  

Background 

Social media are useful to identify both adverse effects and 
drug misuse [1,2,8]. Different types of drug misuse may 
occur; Bigeard and colleagues report a comprehensive 
typology [9]. Misuse may be related to whether the drug is 
prescribed by a practitioner, or taken as self-medication. In 
case of a prescription drug, misuse may involve interaction 
with other drugs, an incorrect frequency, duration or dose of 
medication intake. Other situations involve not respecting the 
drug intake (e.g., if levothyroxine is not taken on an empty 
stomach), or problems of conservation (e.g., to keep an eye 
drop solution open for more than 2 weeks). Indication misuse 
involves the intake of a medication for an unrelated pathology 
(e.g., using baclofen for alcohol addiction). Another situation 
of interest is drug abuse, which occurs when users take drugs 
without any pathology but searching for a specific effect (e.g., 
a psychotropic effect, as is the case with the purple drank 
cocktail based on codeine cough syrup with soda).  
Detection of drug misuse in social media is hard to identify 
automatically, since knowledge on a given medical drug 
indications or posology are needed to infer unexpected user’s 
intake behaviors. The few works undertaken to detect drug 
misuse have applied supervised methods and annotated data 
by pharmacovigilance experts [10].  
In the absence of enough available annotated data, we resorted 
to methods for generating training data over unlabeled 
samples. Distant supervision approaches [11] are close to that 
paradigm and have been applied in the medical domain [12]. 
Our method, however, relies on the annotation of knowledge 
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sources (SPCs in our context of pharmacovigilance) and then 
compares the output to annotations in web fora.  

Methods 

We conducted two types of experiments. First, we conducted 
a supervised experiment with a small set of messages 
annotated by pharmacovigilance experts regarding positive or 
negative misuse. Second, we tested to which extend 
comparing MedDRA codes found in messages from web fora 
and in SPCs provide cues of drug misuse and unknown side 
effects. 

Corpus for Supervised Experiments 

Corpus 1 contains posts written in French by consumers, 
extracted from several public fora from the health domain: 
AlloDocteurs,2 Atoute,3 Baclofène,4 Doctisimo Médicaments,5 
eSanté,6 Journal des Femmes,7 and Vulgaris.8 In these posts, 
different drugs and pharmacological substances are discussed: 
 
Agomelatine (Valdoxan®): an antidepressant, which may be 
misused for insomnia, panic and anxiety attacks. 
Baclofen: a muscle relaxant, used to treat addictions 
(especially alcoholism) out of any marketing authorization. 
Duloxetine (Cymbalta®): an antidepressant drug. 
Exenatide (Bietta®): an antidiabetic injection; a dose misuse 
(i.e., users took more injections than what is prescribed) has 
been detected by pharmacovigilance experts. 
Myolastan (Tetrazepam®): a muscle relaxant; both misuse 
(indication and posology) and drug abuse has been reported. 
 
Messages were collected with a framework for extracting data 
from web fora [13] and then processed using an NLP pipeline 
to annotate pathological and medical drug entities. 
Pharmacovigilance experts—pharmacists, or physicians 
qualified in Pharmacology—revised a selection of 1178 posts 
and manually annotated them as expressing misuse or not.  

Corpus for Comparing Internet Posts and SPCs 

Corpus 2 gathers posts from similar kind of consumers’ web. 
We chose three specific and actual drug topics (regarding the 
media coverage and patients’ interest), each in different fora: 

1. Baclofen: data come from the Atoute website and 
were used in semi-automatic methods to detect drug 
misuse.  

2. Levothyroxine: this drug replaces or provides more 
thyroid hormone, and a new formulation was 
marketed in August 2017. Messages come from the 
Vivre sans thyroïde forum.9 

3. Vaccines: in France, only 3 vaccines (diphtheria, 
tetanus, poliomyelitis) were mandatory until 
January 1st, 2018. Since that date, 11 vaccines are 

                                                           
2 www.allodocteurs.fr [Accessed March 2019] 
3 www.atoute.org [Accessed March 2019] 
4 www.baclofene.com [Acccessed March 2019] 
5 http://medicament.doctissimo.fr [Accessed March 2019] 
6 https://www.e-sante.fr [Accessed March 2019] 
7 www.journaldesfemmes.fr [Accessed March 2019] 
8 www.vulgaris-medical.com [Accessed March 2019] 
9 www.forum-thyroide.net [Accessed March 2019] 

compulsory: tetanus, diphtheria, poliomyelitis, and 8 
additional ones: pertussis, polio, measles, mumps, 
rubella, hepatitis B, haemophilus influenza bacteria, 
pneumococcus, and meningococcus C. We used 
posts from the Doctissimo website.10 

For each topic, we extracted 100 messages according to two 
inclusion criteria: presence of drug name and pathology 
names, and a limit of words (we avoided long generic 
discussions). In case of lack of messages with drug names and 
pathology entities, we extracted new messages to gather up to 
100 messages per topic. We also used SPCs available from the 
French authorities11 for baclofen, levothyroxine, and the 
twenty marketed products to perform the newborns 
immunization for the eleven vaccines: ACT-HIB®, Boostrix 
Tetra®, Engerix B®, Fendrix®, HBVaxPro®, Hexyon®, 
Imovax Polio®, Infanrix Tetra®, Infanrix Quinta®, Infanrix 
Hexa®, M-M-RVaxPro®, Menjugate®, Neisvac®, 
Pentavac®, Pneumovax®, Prevenar®, Priorix®, Repevax®, 
Revaxis®, and Tetravac®. We focused on sections describing 
indications, counter-indications or adverse drug reactions. 

Annotation of Messages with an NLP Pipeline 

We applied an NLP pipeline on both corpus: 1178 posts 
annotated by pharmacovigilance experts, and 300 concerning 
levothyroxine, baclofen and vaccines. As previously 
explained [5], the pipeline has modules for normalization, 
tokenization, Part-of-Speech tagging and concept annotation 
based on machine learning, namely Conditional Random 
Fields (CRF) [14]. Because the tool was improved since the 
first evaluation made on the first set of web fora [5], we 
evaluated the annotations of the 300 posts. We manually 
checked those annotations to build a gold standard, using 
BRAT (Figure 1) [15]. We evaluated the annotations through 
pre-cision, recall and F1-score (F1) metrics using BRATeval 
[16]. 

 

 
Figure 1 - Sample of forum message annotated with BRAT 

We also applied the annotation tool on the summary of 
product characteristics (SPCs) detailed before. Thus, 
pathological entities in indications covered by those selected 
drugs are annotated and labeled with MedDRA codes. We 
also revised the annotations of sections Indications and Side 
effects in SPCs, using the same methodology to revise 
annotated posts. 

Experiments in a Supervised Context 

We followed the procedures applied by Bigeard and 
colleagues [10]. We tested Naïve Bayes (NB) and 

                                                           
10 www.doctissimo.com [Accessed March 2019] 
11 https://bit.ly/2UNLuN6 [Accessed March 2019] 
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Multinomial Naïve Bayes (MBN) algorithms on the 
1178 posts annotated as expressing misuse or not by 
pharmacovigilance experts. We tested different features: 

Word tokens in message 
Word roots in message 
Anatomical Therapeutic Classification (ATC) codes 
of medical drugs in each message 
MedDRA codes of pathologic entities in message 
3-grams 
3-character-grams 

We used ScikitLearn Software for this set of experiments [17]. 
In all contexts, we applied 10-fold cross-validation and used 
an 80% and 20% ratio of training and test sets, respectively. 
We also tested different subsets of messages with regard to the 
number of messages annotated as misuse. In real-life contexts, 
most posts will not contain any misuse behavior or ADR. The 
datasets will suffer from class imbalance (i.e., most samples 
will not express misuse nor ADRs), a common problem with 
supervised machine-learning algorithms [18]. In a context 
where most posts bear a negative class, a random classifier or 
a classifier labeling all samples as negative will certainly have 
good accuracy, even though it does not make use of any 
linguistic or knowledge-based feature. We thus tested 
different ratios of messages annotated as positive or negative 
misuse:  

The full corpus of messages (1178 posts), 
111 messages annotated as positive misuse (~10:1 
ratio) 
A subset of 336 messages: 111 classified as positive 
misuse and 225 as negative misuse (~2:1 ratio) 
A subset of 246 messages: 111 classified as positive 
misuse and 135 as negative misuse (~1:1 ratio) 

Comparing Messages in Social Media and SPCs 

Once we applied the NLP tool to annotate the pathological 
entities in the SPCs, we assumed these coded pathologies set 
up the list of correct uses to be found in messages over the 
Internet. Conversely, all pathologies related to one of those 
drugs found in a message (missing in that list of expected 
pathologies) may be a drug misuse or unexpected ADR. 
Because we used the same annotation schema and tool, we 
could compare MedDRA codes in both sets and extracted a 
list of candidate terms. Finally, a pharmacovigilance expert 
and coauthor of this work (ALL)—a physician, qualified in 
Pharmacology, with 20 years of expertise—checked the 
selected entities to confirm misuse behavior or unknown 
ADRs. 

Normalization 

We used MedDRA for coding terms of pathological entities. 
Following Bousquet et al. [19], we coded Lower-level terms 
(LLT) for expressions of pathologies (verbatim terms), but 
also mapped these LLTs to preferred terms (PT) for pharma-
covigilance analyses. We used the UMLS® [20] Concept 
Unique Identifiers (CUIs) to map term variants referring to the 
same concept. Normalization rules were applied considering 
inflection (singular/plural, diacritics, syntactic variants of 
multiwords); and Levenshtein distances were used to get the 
candidate term with closer string distance from a term variant. 

Results 

Evaluation of the NLP Pipeline 

We annotated a total of 2249 pathologies and medications in 
forums, and 6772 in the SPCs (Table 1; we report the count of 
both annotations and types, i.e., different annotated items). 
Table 2 shows the evaluation results of each subset of posts. 

Table 1 - Number of annotated entities (total items and types) 

 
# words 

# annotations (types)  

 Pathologies Medical drugs 

Levothyroxine  18274 511 (230) 314 (67) 

Baclofen 12941 259 (133) 386 (52) 

Vaccines 10336 390 (185) 389 (83) 

Total posts 41551 1160 (480)  1089 (192) 

[avg per post] [138.5] [3.87 (1.6)] [3.63 (0.6)] 

Total in SPCs 
[avg per SPC] 

88919 
[4041.8] 

3687 (815) 
[167.6 (37.1)] 

3085 (320) 
[140.2 (14.5)] 

 

Table 2 - Evaluation of the NLP annotation pipeline 
(P: Precision; R: Recall ; F1: F-score; Avg: average) 

 Pathologies Medical drugs 

 P R F1 P R F1 

Levothyroxine  0.80 0.68 0.74 0.98 0.85 0.91 

Baclofen 0.84 0.70 0.76 0.89 0.80 0.84 

Vaccines 0.84 0.72 0.77 0.82 0.78 0.80 

Avg (posts) 0.83 0.70 0.76 0.93 0.83 0.88 

SPCs 0.92 0.90 0.91 0.76 0.90 0.82 

 
In web posts, higher F1 scores were obtained when annotating 
medications rather than pathological entities. This is mainly 
due to the higher number of different pathological entities 
(480) and also to the difficulty in annotating expressions of 
pathological conditions in patient language (e.g., crevé, ‘worn 
out’ stands for fatigue). Annotation results of messages 
concerning the baclofen and levothyroxine show higher F1 
scores; this might be due to the fact that messages discussing 
newborns vaccination contain more different drug names (83). 
Results of pathological entities in posts regarding the 
levothyroxine might also be due to a higher number of 
different pathological entities in this forum (230). Because 
SPCs feature a lower degree of patient language, annotation 
of pathologies achieved a higher F1 score than in web fora. 

Results of Supervised Experiments 

As expected, the best results were obtained on the full corpus, 
either using Naïve Bayes or Multinomial Naïve Bayes (Table 
3; we only report the results of the best features on the test 
set). The experiments on the other corpora configurations 
helped us better understand the features that really helped the 
classifier to learn and distinguish positive and negative 
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misuse. The best results were mainly obtained with these 
features: ATC codes, MedDRA codes and word roots. We had 
similar results as those reported by Bigeard et al. [10]. 

Table 3 - Results of classifiers in supervised context: Naïve 
Bayes (NB, above) and Multinomial Naïve Bayes (MNB, 

below). The label ratio is the proportion of posts annotated as 
positive or negative misuse. 2:1 stands for 2 negative posts 

per 1 positive; P: Precision; R: Recall; F1: F-score 

 Label 
ratio Features P R F1 

N
B 

~ 10:1  
(all data) 

ATC codes  
+ MedDRA codes  
+ word roots           
+ 3-grams 

0.94 0.93 0.91 

~ 2:1  
ATC codes + 
MedDRA codes + 
word roots 

0.63 0.67 0.62 

~ 1:1 
Tokens + 3-grams + 
ATC codes; or 
Tokens + 3-grams 

0.88 0.88 0.88 

M
N
B 

~ 10:1  
(all data) 

ATC codes  
+ MedDRA codes  
+ word roots 

0.93 0.92 0.89 

~ 2:1  
ATC codes  
+ MedDRA codes  
+ word roots 

0.71 0.70 0.62 

~ 1:1 
Tokens + 3-grams  
+ ATC codes ; or 
Tokens + 3-grams 

0.82 0.82 0.82 

 

Results of comparing messages in social media and SPCs 

We extracted from posts 301 pathological entities that were 
not documented in SPCs. Most were related to Levothyroxine 
(166) and Baclofen (103). Pathologic conditions related to 
vaccines (32) concerned Boostrix®, Engerix®, Infanrix®, 
Neisvac®, Pentavac®, Prevenar®, Priorix®, Repevax® and 
Revaxis®. We observed that some vaccines did not appear in 
the selected posts (ACT-HIB®, Fendrix®, HBVaxPro®, 
Hexyon®, Imovax Polio®, Infanrix Tetra®, M-M-RVaxPro®, 
Pneumovax® and Tetravac®). The pharmacovigilance expert 
considered that only 3 cases might be misuse related to 
Baclofen (1.3% of candidate items). However, one case is 
ambiguous: we cannot state if, when the user mentioned the 
unexpected pathology, he/she meant to link it to an indication 
related to the intake of Baclofen. No other misuse cue was 
confirmed with regard to other drugs. The expert identified 68 
undocumented ADRs (22.6% of selected items; 28 need more 
context to be confirmed). Unknown ADRs mostly involved 
levothyroxine (52 cases), baclofen (6), Engerix® (2), 
Infanrix® (2), Pentavac® (3), Priorix® (1) and Repevax® (2). 

Qualitative Evaluation 

We analyzed messages to detect linguistic cues expressing 
drug indication or misuse (Table 4). Misuse due to incorrect 

dose might be expressed with specific verbs. However, in the 
Corpus 1, we observed that experts did not always annotate as 
misuse some contexts with those cues. Exact validation of 
drug doses reported by web users might indeed be within the 
range of correct doses that could be a user-perceived misuse. 
We estimate a linguistic analysis needs to be complemented 
by knowledge-driven approaches; e.g., analyses of doses in 
posts may be compared with ranges of doses approved by 
authorities. Likewise, we noticed that possible adverse drug 
reactions or misuse events were not detected due to the lack of 
MedDRA terms, especially when users write narrative 
descriptions of events or use non-technical expressions.  

Table 4 – Samples of linguistic cues of indication, misuse or 
unknown adverse drug reactions (ADRs) 

Misuse  

surdosé (‘overdosed’)   
mauvais dosage (‘bad dose’)  
tu ingurgites le triple de ce qui est recommandé, 
‘you take 3 times more than what is recommended’ 
prendre des doses de cheval de X 
(‘take a raging / strong dose of X’) 

Indication 
je prends X pour … (‘I take X for’) 
X utilisé comme / pour (‘X used as / for’) 

ADRs 
X m’empechait de dormir  
(‘X keeps me awake’) 

 

Results of the Normalization Step 

Applying the normalization rules on Corpus 2, we mapped to 
CUIs 263 out of the 344 different types of pathologies (76.4% 
of types), and 199 to MedDRA codes (57.8% of types). Errors 
were due to spelling, syntactic variation (treatment failure vs. 
failure of treatment), inflection (panic attack vs. panic 
attacks), derivation (depressive vs. depression), abbreviations 
(rgo vs. reflux gastroesophagique) or errors in CUI mappings. 

Discussion 

Communication in Internet fora is asynchronous and 
asymmetric, without specific interlocutors. This impacts the 
way medical information is expressed: incomplete, informal 
and creative expressions for health conditions abound, which 
make it difficult concept normalization and automatic analyses 
through NLP. Comparing pathological entities documented in 
SPCs medical drugs and unexpected pathologies in social 
media needs quality term detection and normalization. Our 
work is thus preliminary and suffers from the limitation that 
terms in patient language remained still unannotated, or 
entities were not normalized to accurate terms or CUIs. 
Moreover, we did not check the quality and correctness of the 
normalization step. We would like to explore normalization 
techniques based on word-embeddings and deep-learning. The 
comparison method was weak for detecting misuse, but 
helped in finding new ADRs; this opens the door to future 
work. 
Regarding our supervised experiment, we lack enough data 
for training our model and generalizing our predictions on 
drug misuse to new datasets. We want to annotate SPCs of 
more medical drugs to gather a database of annotations to be 
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used in future work, especially for distant supervision 
approaches.  
Using social media brings up other limitations related to: 1) 
the fact that users may not necessarily post their misuse 
behavior or ADRs; and 2) privacy concerns: despite users post 
contents to be publicly available, careful anonymization 
protocols are required, as we applied in the project [13]. 

Conclusions 

We presented a method and initial experiments on pharmaco-
vigilance analyses on social media based on NLP annotations 
of web fora. Through a supervised experiment with a minimal 
set of data, we showed that classification models might 
perform adequately. However, lacking of enough data to 
address current medications of interest, we resorted to 
Summary of Product Characteristics (SPCs) to overcome the 
data bottleneck. This approach, as far as we know, has not 
commonly being used and might be a source of knowledge for 
contrasting data reported in SPCs and unexpected users’ 
health or conditions. A pharmacovigilance expert confirmed 
possible cases of misuse and some unknown ADRs. We make 
available the annotated data of SPCs.12  
We highlight that our methods do not aim at replacing human 
decisions concerning users’ behavior that could be drug 
misuse. These need pharmacovigilance experts to be 
validated; luckily, automated methods supporting these tasks 
make this validation faster and easier to be conducted. 
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Abstract 

A method is described to use SNOMED CT’s history 
mechanism as a means to compute how the formal and 
linguistic intensions of its concepts change over versions. As a 
result of this, it is demonstrated that the intended principle of 
concept permanence is not always adhered to. It is shown that 
the evolution of formal intensions can be monitored fully 
automatically and that the proposed procedure includes a 
method to suggest missing subsumers in a concept’s transitive 
closure set by identifying mistakes that have been made in the 
past. Changes in linguistic intensions were found to be much 
more labor-intensive to identify. It is suggested that this could 
be improved if the history mechanism would come with more 
detailed motivations for change than the current and 
insufficiently used annotation to the effect that a fully specified 
name ‘fails to comply with the current editorial guidance’. 

Keywords:  

Systematized Nomenclature of Medicine; Algorithms; Seman-
tics  

Introduction 

SNOMED CT is a biomedical terminology which is anchored 
in an ontology of ‘concepts’ which are defined and related to 
each other using a combination of formal logic and editorial 
rules as specified in SNOMED CT’s concept model [10, p24]. 
Fundamental in SNOMED CT is that each of its concepts 
comes with a unique identifier (SCTID) and is intended to have 
a unique meaning. What this meaning is intended to be, is 
conveyed formally by means of description logic-based 
assertions and informally by means of human-readable ‘terms’ 
which are called ‘fully specified names’ (FSN) and which are 
connected to the concepts by means of ‘descriptions’ [10, p12]. 
Each FSN is since 2003 formed by what we henceforth call a 
‘term proper’ and a ‘semantic tag’ which indicates to which 
subhierarchy of SNOMED CT the concept belongs. For 
example, the concept with SCTID ‘87612001’ has the FSN 
‘Blood (substance)’ where ‘Blood’ is the term proper and 
‘substance’ is the semantic tag. Concept 87612001 is an 
example of a concept for which the term leaves not much room 
for misinterpretation of the intended meaning. Its formal 
definition, however, specifies the intended meaning only 
partially: blood is a subtype of ‘Body fluid (substance)’ and of 
‘Blood material (substance)’. Semantic tags also disambiguate 
concepts for which the term proper is homonymous. This is for 
instance the case for the term ‘hematoma’ which comes in two 
flavors: ‘Hematoma (morphologic abnormality)’ (SCTID: 
35566002) and ‘Hematoma (disorder)’ (SCTID: 385494008) 
which is formally defined in terms of the former.  

SNOMED CT is since its inception in 2002 updated twice 
annually, for instance to include missing relevant content [7] or 
to remove content that was erroneous because of editorial 
mistakes [9] or because of mismatches in intended meaning 
between formal definitions and terms [11]. Also changes in the 
concept model itself require updating which impacts both the 
formal components and the FSNs. A unique feature of 
SNOMED CT is that it comes with a history mechanism 
involving certain formal metadata components that – to some 
degree – describe what and when changes have been made, 
what the reasons for these changes were (for example 
inconsistency with editorial rules), and how impacted 
components relate to each other after the change (for example 
what concepts, if any, replace inactivated concepts) [5]. 

One central principle that is intended to be maintained over 
versions is code or concept permanence [6]: ‘Once assigned a 
meaning, a code must not change its meaning. Refinements, due 
to changes in the state of knowledge, may lead to inactivation 
of codes from SNOMED CT. An inactivated code may be 
replaced by a new, more precisely defined code’ [9, p203]. The 
objectives of the work presented here are twofold. The first one 
is to assess the extent to which the principle of concept 
permanence is adhered to and whether adherence to this 
principle can be quantified by resorting to SNOMED CT’s 
history mechanism. The 2nd one is to find methods using this 
quantification to improve on prior efforts in Evolutionary 
Terminology Auditing which attempts to find mistakes in the 
last version of an ontology on the basis of errors made in the 
past [2]. Our hypothesis is that the stability of a concept’s 
position in the hierarchy over distinct versions and the formal 
representation of reasons for change [3] contribute positively to 
quantification while changes in the concept model and in the 
FSNs contribute negatively [1]. 

Methods 

Since SNOMED CT is an ontology that does not explicitly 
adhere to a view based on Ontological Realism [12], the 
meaning of a SNOMED CT concept can be thought of as what 
is conveyed by means of three aspects: (1) a linguistic intension 
as conveyed through its label(s), (2) a formal intension, i.e. the 
properties implied by it as exhibited, for instance, by means of 
the formal relations it holds with other concepts and (3) an 
extension, i.e. the collection of data elements in, for instance, 
electronic medical record systems annotated with the concept 
[13]. Whether two concepts have the same meaning can then be 
determined by applying appropriate similarity functions to each 
of the three aspects followed by an assessment of whether the 
similarities are sufficiently high. For systems like SNOMED 
CT that maintain explicit identity over versions, concept 
permanence – or the opposite: concept drift [13] – can then be
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Table 1 – Transitive closure history for SCTID:10001005 with most recent FSN: ‘Bacterial sepsis (disorder)’ 

 Historic Formal Intension (HFI)  Historic subsumers’ SCTIDs and most recent FSNs 
Ref. S1 S2 S3 S4 S5    
(1) 1111 111111111 11 111111111 1111111111  91302008  Sepsis (disorder)  
(2) 1111 111111111 11 111111111 1111111111  87628006  Bacterial infectious disease (disorder)  
(3) 1111 111111111 11 111111111 1111111111  64572001  Disease (disorder)  
(4) 1111 111111111 11 111111111 1111111111  40733004  Infectious disease (disorder)  
(5) 1111 111111111 11 111111111 !!!!!!!!!!  105592009 Septicemia (disorder)  
(6) ---- 111111111 11 111111111 1111111111  404684003 Clinical finding (finding)  
(7) ---- --------- 11 111111111 0000000000  431950004 Bloodstream finding (finding)  
(8) ---- --------- 11 111111111 0000000000  431193003 Infection of bloodstream (disorder)  
(9) ---- --------- 11 111111111 0000000000  301811001 Bacterial infection by site (disorder)  
(10) ---- --------- 11 111111111 0000000000  301810000 Infection by site (disorder)  
(11) ---- --------- 11 111111111 0000000000  123946008 Disorder by body site (disorder)  
(12) ---- --------- 11 111111111 0000000000  118234003 Finding by site (finding)  
(13) ---- --------- -- 111111111 0000000000  434156008 Infectious agent in bloodstream (finding)  
(14) ---- --------- -- --------- 1111111111  238149007 Systemic inflammatory response syndrome (disorder) 
(15) ---- --------- -- --------- 1111111111  128139000 Inflammatory disorder (disorder) 

Legend: ‘Ref.’: reference. S1, … S5: stable history segments. 
 

Table 2 – Historic signatures of some example concepts and their Fully Specified Names 

Concept ID 
            Ref. 

Historic Signature Fully Specified Name (FSN) RS RV S 

373981005 -111111111111111111111111111111111 
    

(1)  -111111111111111111111111111111000 Triazolam 0.125mg tablet (product) S1 V3 0 
(2)  -------------------------------100 Product containing triazolam 0.125 mg/1 each oral tablet 

(clinical drug) 
S1 V2 0 

(3)  --------------------------------10 Product containing only triazolam 0.125 mg/1 each oral 
tablet (clinical drug) 

S1 V3 0 

(4)  ---------------------------------1 Product containing precisely triazolam 125 microgram/1 
each conventional release oral tablet (clinical drug) 

  
0 

103497003 1111111111111111111111111111111111 
    

(5)  1111110000000000000000000000000000 Streptococcus penumoniae 3 (organism) 
  

1 
(6)  ------1000000000000000000000000000 Streptococcus penumoniae serotype 3 (organism) 1 
(7)  -------111111111111111111111111110 Streptococcus pneumoniae serotype 3 (organism) 

 
V3 0 

(8)  ---------------------------------1 Streptococcus pneumoniae Danish serotype 3 (organism) 0 
290537002 1111111111111111111111111111111111 

(9)  1111100011111111111111111111111111 Accidental prilocaine poisoning (disorder) 1 
(10)  -----11100000000000000000000000000 Accidental prilocaine poisoning (event) 1 

120713006 1111111111111111111111111111111111 
(11)  1111111111111111000000000000000000 Parainfluenza virus II antibody (substance) 0 
(12)  ----------------111111111111111111 Human parainfluenza virus 2 antibody (substance) 0 

Legend: ‘Ref.’ = reference. ‘RS’ = annotated in a SNOMED CT reference set (‘S1’: SCTID-900000000000490003: ‘Description 
inactivation indicator attribute value reference set’). ‘RV’: Value associated with the description annotated in RS (‘V2’: SCTID-
900000000000485001: ‘a component that contains a technical error’; ‘V3’: SCTID-723277005: ‘A component that fails to comply with 
the current editorial guidance’). ‘S’: Semantic similarity function result (‘0’ = not considered semantically equivalent, ‘1’ = 
‘semantically equivalent’). 
 
evaluated by determining (1) whether changes in the concept’s 
labels lead to different interpretations, (2) whether the formal 
intension is kept constant, and (3) whether the same sorts of 
data elements are annotated irrespective of version. 

In absence of data annotated by means of different versions of 
SNOMED CT, we focused our efforts on linguistic and formal 
intensions. Using the history information from the July 2018 
version of SNOMED CT International, we computed for all 
concepts, all descriptions specifying an FSN containing any 
semantic tag introduced since 2003 and all relations a historic 
signature as a 34-character string, using one character for each 
version since January 2002. A character ‘1’ in position n 
indicates the presence of that component in version Vn (n 
ranging from 1 to 34), ‘-’ absence of the component prior to its 
introduction, and ‘0’ absence of the component because of its 

deactivation. For relationships between two concepts, the extra 
character ‘!’ was used to indicate that a relationship does not 
hold anymore because of deactivation of the target concept. 

For the formal intension aspect of a concept’s meaning, we 
followed a suggestion from [13] and defined the formal 
intension of a concept in Vn (FIn) as the collection of all 
subsumers in its transitive closure in Vn and the historic formal 
intension of a concept (HFI) as the union of any subsumer ever 
encountered in some version. We further defined the rigid 
formal properties set of a concept (RFP) as the subset of 
transitive closure subsumers that is present in all versions in 
which the concept is active. Finally, we defined a stable history 
segment of a concept (SHSC) as a segment of the concept’s 
history during which the FIn remains constant over successive 
versions.   
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Consistent with our proposal advanced in [4], we identified two 
types of suspicious events for historic signatures of concept-
subsumer pairs. Concepts C1 and C2 form a concept-subsumer 
pair if and only if C2 is in the historic transitive closure set of 
C1. A historic signature for a concept-subsumer pair is 
suspiciously gapped for any transitive closure subsumer which 
becomes reactivated after having been deactivated: during the 
gap, the subsumer was thus unjustifiably absent (‘missing’).  A 
concept-subsumer pair is suspiciously annulled in S whenever 
there is a stable history segment S for which (1) the historic 
signature of that concept-subsumer pair contains only ‘0’s and 
(2) when there is at least one other concept-subsumer pair for 
that concept of which the historic signature contains only ‘!’ in 
S: this might be an indication that the subsumers marked by ‘0’ 
are missing from the transitive closure set because of the 
removal of any property marked by ‘!’. To clarify these 
definitions, Table 1 provides an example of a concept with a 
HFI of 15, and an RFP of 4. Its HFI has 5 stable segments of 
which S5 is suspicious; this is because the historic signature of 
the properties (7) … (13) are suspiciously annulled in S5 due to 
the historic signature of property (5) in S5 containing ‘!’. This 
suggests that the subsumers marked by ‘0’ are missing, i.e. 
unjustifiably absent, because of the – most likely justified – 
removal of the duplicate concept ‘septicemia’ (marked by ‘!’) 
which was subsumed by these concepts.  

Variables used in the analyses thereafter are the sizes of HFI 
and RFP as well as their ratio, the lifetime of a concept, and its 
number of suspicious events. A random number generator was 
used to select two random samples of each 100 concepts that 
were active since the first version. The samples were manually 
inspected for possible missing subsumers. The 1st sample was 
drawn from concepts which were marked as having a 
suspiciously gapped subsumer but not as having a suspiciously 
annulled subsumer. The 2nd sample consists of concepts which 
have at least one suspiciously annulled subsumer but are not 
marked as having a suspiciously gapped subsumer. Decisions 
for whether a subsumer is truly missing were based on 
SNOMED CT’s editorial guidelines [9]. 

For the linguistic intension of a concept’s meaning, we 
collected the historic signatures of all its FSNs over time and 
indicated for each change from one FSN to the next one whether 
a reason for the change was specified in one or other reference 
set distributed as part of SNOMED CT’s metadata components 
(Table 2). Changes were syntactically qualified as having 
occurred in the term proper, in the semantic tag (ST), or in both. 
Changes from one ST to another were semantically qualified as 
being different, thus suggesting a distinct linguistic intension 
for the concept under scrutiny. To identify whether syntactic 
changes in the term proper for FSNs with the same ST would 
qualify as constituting a semantic change as well, we 
implemented a simple rule-based string transformation 
algorithm based on 99 rules. This algorithm processes each 
FSN in the history of a concept by iterating over a manually 
constructed knowledgebase sanctioning the substitution of 
certain character sequences (case insensitive). If at the end of 
the process an identical string is obtained for some FSNs, then 
these FSNs are considered semantically equivalent. It takes 
advantage of the fact that FSNs and subsequent changes thereof 
follow certain patterns. The example in Table 3 works for any 
HLA-X, e.g. HLA-Cw2, HLA-DQw8. Possible non-intended 
changes as in ‘Chlamydia’ � ‘Cmydia’ are innocent for our 
purposes as they would happen in each FSN of that concept. 
But obviously, it renders this algorithm inappropriate for 
computing the semantic similarity of distinct concepts on the 
basis of their linguistic intensions. A random sample of 200 
concepts exhibiting at least one FSN change for which the 

algorithm failed to conclude semantic similarity was manually 
inspected for verification.  

Changes in semantic tags (ST) were further analyzed by 
computing transition probabilities from one ST to another ST, 
and by performing agglomerative hierarchical clustering on 
larger trajectories and including activation and deactivation, for 
example finding � event � inactive, or substance �product 
� medicinal product. The result was assessed using the Ward 
(minimization of residual variance), average (averages of 
distances), and complete (minimization of diameter of each 
new group) methods from R cluster. 

Table 3 – String transformation algorithm example 

Search string Replacement Rule 
"human leukocyte antigen" �  " " R1 
"antigen" �  " " R2 
"hla" �  " " R3 
"-" �  "" R4 
" " �  "" R5 
String transformation sequence Rule 
'hla-dr8 antigen'  
 'hla-dr8 ' R2 
 '-dr8 '' R3 
 'dr8 ' R4 
 'dr8' R5 
'human leukocyte antigen hla-dr8 antigen'  
 ' hla-dr8 antigen' R1 
 ' hla-dr8 ' R2 
 ' -dr8 ' R3 
 ' dr8 ' R4 
 'dr8' R5 
'human leukocyte antigen dr8'  
 ' dr8' R1 
 'dr8' R5 

Results 

Our analysis involved 403,360 concepts that were active for at 
least one version, 340,639 (84.45%) of which are still active in 
the July 2018 version (Table 4).  

The size of the historic formal intensions of concepts ranged 
from 2 (204 concepts) to maximally 152 (1 concept, most likely 
not the one most frequently found in an EHR: 
SCTID:35057008 - Nonvenomous insect bite of penis with 
infection (disorder)). The number of stable history segments 
ranged from 1 (7,961 concepts) to 25 (15 concepts). Only 
61,001 concepts of all concepts (15.13%) exemplified a rigid 
formal property set (RFP) constituting 100% of its historic 
formal intension, while 51,936 concepts (15.25%) do so for all 
currently active concepts. 39,771 (=340,639-300,868, 11.68%) 
active concepts have at least one suspiciously annulled formal 
property. 7,583 concepts (403,360-395,777) have at least one 
suspiciously gapped subsumer. 2,706 concepts exhibited both.  

Manual inspection of the samples for possible missing 
subsumers revealed that 83 of the 100 concepts with the 
suspicious gap criterium and 91 of those selected on the basis 
of suspicious annulment of a subsumer did, in our opinion, miss 
at least one subsumer. Some examples are provided in Table 5. 

The number of concepts involved in changes in linguistic 
intensions, separated in semantic tag changes and term proper 
changes, are displayed in Table 6.  Only 19% of these changes 
were found to be documented by means of a reference set. Of 
the remaining 81%, 91% could be eliminated through our term 
transformation algorithm, thereby still leaving over 48,000 term 
changes to be manually inspected.  
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Table 4 - Descriptive statistics for Historic Formal Intension related variables 

Descriptive Statistic HFI SHSC ACTIVE LIFETIME RFP RFP% Susp. Ann. Susp. gapped
Mean 22.708 6.249 0.845 25.836 9.975 49.935 1.384 0.381
Standard Error 0.028 0.006 0.001 0.018 0.016 0.048 0.009 0.027
Median 17 5 1 34 7 43 0 0
Mode 7 2 1 34 4 100 0 0
Standard Deviation 17.784 3.861 0.362 11.417 10.026 30.703 5.627 17.164
Kurtosis 2.247 0.577 1.615 -0.609 6.597 -1.091 311.509 63,995.461
Skewness 1.428 0.952 -1.901 -0.999 2.256 0.371 13.736 202.515
Minimum (Min) 1 1 0 1 0 0 0 0
Maximum (Max) 152 25 1 34 125 100 326 6,643
Confidence Level(95.0%) 0.055 0.012 0.001 0.035 0.031 0.095 0.017 0.053
N concepts with Max 1 15 340,639 224,447 1 61,001 1 1
N concepts with Min 204 7,961 62,721 9,689 9,241 9,241 300,868 395,777
N Active concepts with Max 1 15 340,639 224,447 1 51,936 1 1
N Active concepts with Min 180 7,961 0 6,505 8,274 8,274 238,147 333,066
 
 

Table 5 – Examples of missing (i.e. once present, but deleted) 
subsumers in the transitive closure of SNOMED CT concepts 

88425004: Congenital anomaly of nervous system (disorder)  
299735001: Neurological lesion (finding)  
102957003: Neurological finding (finding) 

87290003: Congenital anomaly of head (disorder)  
204223000: Ear, face and neck congenital anomalies 
(disorder) 

83502000: Operation on tendon sheath (procedure)  
118667007: Procedure on skeletal muscular system 
(procedure) 

11381005: Acne (disorder)  
95320005: Disorder of skin (disorder)  
80659006: Disorder of skin and/or subcutaneous tissue 
(disorder) 
106076001: Skin finding (finding) 
301857004: Finding of body region (finding) 
19660004: Disorder of soft tissue (disorder) 

19838004: In-vitro immunologic test (procedure) 
103693007: Diagnostic procedure (procedure)  
362961001: Procedure by intent (procedure) 
127789004: Laboratory procedure categorized by 
method (procedure) 

230179001: Chronic viral encephalitis (disorder) 
102957003: Neurological finding (finding) 

116316008: Finding of foot region (finding) 
250171008: Clinical history and observation findings 
(finding) 

118835007: Procedure on ileum (procedure) 
174035000: Lower gastrointestinal procedure 
(procedure) 

29857009: Chest pain (finding)  
250171008: Clinical history and observation findings 
(finding)  
118222006: General finding of observation of patient 
(finding)  
250171008: Clinical history and observation findings 
(finding) 

10002003: Resection of stomach fundus (procedure)  
38829003: Partial excision (procedure) 

116175006: Proximal subtotal gastrectomy (procedure)  
38829003: Partial excision (procedure) 

287812001: Repair of stomach and/or duodenum (procedure)  
118821005: Procedure on digestive organ (procedure)  
118717007: Procedure on organ (procedure) 

Table 6 – Changes in Fully Specified Names 

  Concepts with Semantic Tag changes 
  0 1 2    3 Total 

Concepts 
with 

Term 
Proper 
changes 

0 333,712 33,697 3,833 56 371,298 
1 23,631 3,026 468 19 27,144 
2 1,748 1,704 1,186 0 4,638 
3 46 145 82 0 273 
4 1 1 5 0 7 

             Total 359,138 38,573 5,574 75 403,360 
 

Table 7 – Examples of changes in linguistic intension without 
concept deactivation 

SCTID: 374142001 
1 Product containing miglitol 25 mg/1 each oral tablet 

(clinical drug) 
2 Product containing only miglitol 25 mg/1 each oral tablet 

(clinical drug) 
3 Product containing precisely miglitol 25 milligram/1 each 

conventional release oral tablet (clinical drug) 
SCTID: 100191000119105 

1 Acquired asymmetry of prostate (finding) 
2 Asymmetry of prostate (finding) 

SCTID: 102549009 
1 Night cramps (finding) 
2 Cramp in lower leg associated with rest (finding) 

SCTID: 106109006 
1 Number of previous abortions (finding) 
2 Number of previous induced termination of pregnancy 

(finding) 
SCTID: 302828001 

1 Syringoma (disorder) 
2 Syringoma of skin (disorder) 

 
In our sample of 200 concepts with at least one such non-
documented change, we discovered 15 concepts with an FSN 
change exhibiting a clear shift in meaning. Some examples are 
shown in Table 7. Hierarchical clustering revealed statistically 
significant (1) that findings typically transition to events, (2) 
that multiple semantic tags (context dependent category, 
finding, procedure, regime/therapy, and disorder) transition to 
situation semantic tags, and (3) that substance and product have 
transitioned to medicinal product form, clinical drug, or became 
significantly more inactive. 
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Discussion 

Computing the historic formal intension of all concepts in 
SNOMED CT requires a thorough understanding of the meta-
components, but is algorithmically straightforward. As to the 
question of what formal properties should be included in it – 
direct subsumers only, stated relationships separate from 
inferred ones, the complete transitive closure with or without 
all associative relationships – there is no agreed upon answer 
[13]. Our preference for using the full transitive closure set 
made it possible to identify for those concepts whose formal 
intension changes under that criterion, subsumers that were 
possibly inadvertently removed as a consequence of rightfully 
removing some subsumed concept. While many assessments 
are straightforward, a problem for the evaluation, however, is 
that not enough textual definitions are provided for terms and 
concepts. What is, for instance, the scope of ‘partial’ in a 
subsumer? A ‘resection of stomach fundus’ (Table 5), whether 
complete or partial to the fundus is for sure partial for the 
stomach. Also the use of ‘and’ and ‘or’ is problematic. 
SNOMED CT’s editorial guide comes in here handy, but it 
seems that the application thereof by SNOMED CT’s authors 
is not rigorously followed. 

The same holds for evaluating FSN changes that are suspicious 
for changes in the linguistic intension (Table 7). We can’t 
imagine that clinicians who used in an earlier version a concept 
of the form ‘Product containing X’, would consider that 
equivalent to ‘Product containing only X’ and ‘Product 
containing precisely X’. Over 300 change-sequences of this sort 
have been made in 2018 despite deactivation of the concepts 
involved seems to have been the more logical choice in light of 
concept permanence. Finding such meaning changes turned out 
not to be straightforward precisely because the reason for 
change mechanism is insufficiently used. Our algorithm for 
comparing linguistic intensions can for sure be improved, but 
more practical would it be if SNOMED CT would include a 
much more detailed list of reasons for change, and why not, a 
formal representation of all those conditions which make a 
component follow – or not – the ‘current editorial guidelines’. 
This includes changes related to the concept model itself. Our 
findings related to the transitions involving semantic tags are 
consistent with those obtained via another methodology in [1]. 
It is in the first place an incomplete anchoring of the semantic 
tags into the formal hierarchy that poses a problem. 

A limitation of the work presented here is that more manual 
analysis of discrepancies found is required in order to produce 
clear cut precision and recall values for our proposed algorithm. 
Also more experimenting with alternatives for historic formal 
intension computation is needed. Finally, it is worth exploring 
which missing subsumption relations detected through our 
effort are found as well through other methods [7; 8; 14]. 

Conclusions 

Our results demonstrate that SNOMED CT’s intended 
adherence to the criterion of concept permanence can be 
quantified but that, unfortunately, this criterion is not 
sufficiently applied. That changes in the concept model as 
expressed through changes in semantic tags have a negative 
effect on the automatic interpretation is re-confirmed: it cannot 
be formally computed whether for any given concept a 
semantic tag is changed because of a local mistake in the 
interpretation of that concept or a global change at the level of 
the concept model. Changes in linguistic intensions quantified 
on the basis of changes in the term proper of FSNs are 

detectable as well, but currently only with low estimated recall 
and precision.   

Without doubt, our work demonstrates that SNOMED CT’s 
history mechanism is a formidable resource from which 
valuable knowledge can be extracted to prevent mistakes in the 
future. It is our opinion that a mechanism like this should be 
standardly available in any ontology worth the name.  
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Abstract 

Unstructured electronic health records are valuable resources 

for research. Before they are shared with researchers, protected 

health information needs to be removed from these unstructured 

documents to protect patient privacy. The main steps involved in 

removing protected health information are accurately identifying 

sensitive information in the documents and removing the 

identified information. To keep the documents as realistic as 

possible, the step of omitting sensitive information is often 

followed by replacement of identified sensitive information with 

surrogates. In this study, we present an algorithm to generate 

surrogates for unstructured electronic health records. We used 

this algorithm to generate realistic surrogates on a Health 

Science Alliance corpus, which is constructed specifically for the 

use of development of automated de-identification systems. 
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Introduction 

Unstructured electronic health records (EHR) such as discharge 

summaries, encounter notes, pathology reports and radiology are 

valuable source of information for basic, clinical and 

translational researchers [1-4]. These documents are often shared 

with researchers for clinical and biomedical research purposes. 

However, these documents may contain sensitive protected 

health information (PHI) such as patient name and unique patient 

identifiers.  When private information is removed, patients are 

willing to share their medical records for research use [5]. To 

protect the privacy of patients, researchers need to share or access 

these documents in de-identified manner. Traditionally, the PHI 

was manually identified and removed before they are shared. 

However, with large number of documents, the manual process 

is tedious and not feasible to scale. In a study by Dorr et al [6], it 

was reported that average time required to manually de-identify 

one document (7.9 types of PHI per document) is 87.3 seconds. 

Various studies have shown that it is possible to automatically 

de-identify unstructured EHRs with acceptable accuracy [7-10].  

Automated de-identification can be employed to replace 

traditional manual process. The process often consists of two 

main stages: identifying PHI and replacing identified PHI with 

surrogate information. Surrogates are realistic replacements of 

PHI that are close to real PHI but do not contain any private 

information. There are a few challenges in surrogate generation. 

First, surrogates are supposed to be as realistic as possible. Since 

the documents are mostly intended to be shared for research, 

readability of the text need to be maintained. Researchers need to 

understand the text and ineffective surrogates can be distracting. 

Additionally, natural language processing systems also need the 

documents to be realistic so that the documents can be used to 

train the models to detect PHI in unseen documents. Second, the 

context of the document needs to be preserved. Some words, 

especially names and locations, can appear in different forms in 

one piece of text. For example, a name ‘John Smith’ can appear 

in the text as ‘Smith, John’, ‘JS’, ‘Mr. Smith’ or just ‘Smith’, they 

refer to one person and failing to maintain these complexities can 

lead to biased training during the development of de-

identification systems.  

Third, the temporal information also needs to be preserved well 

so that the order of occurrence of the clinical events is 

maintained. Lastly, PHI can carry not only private information, 

but also information that could be useful in research. For 

example, a person’s name could imply one’s gender, which 

might be useful when no structured gender information is not 

available.  

Some datasets use placeholders or other forms of obfuscation to 

remove PHI [11, 12]. Stubbs & Uzuner [13] discussed the 

challenges of generating realistic surrogates and described their 

algorithm to generate surrogates. Multiple strategies were 

applied to PHI of different categories in doing this algorithm. 

Alphabet and date shift were introduced to maintain the 

consistency of the context in the document. However, these 

methods were specific to the US and not directly translatable to 

Australian setting. As a result, the readability of the surrogated 

documents is low, and the performance of automated de-

identification systems trained using this surrogated data might 

not perform well on Australian EHR. In this study, we improved 

previous strategies for surrogate generation to make it more 

relevant to Australian setting. Several matching strategies for 

different kinds of PHI were developed to match PHI with same 

meaning expressed in different formats. We have used the Health 

Science Alliance (HSA) biobank de-identification corpus. HSA 

biobank is an institutional biobank at UNSW Sydney for 

translational research.  

Methods 

HSA Biobank Corpus 

We constructed a large corpus of pathology reports that was 

annotated specifically for the use of development of automated 

de-identification systems for unstructured EHRs. The corpus 

consisted of 2100 pathology reports from 1833 patients. There 

were 38414 pieces of PHI identified in the corpus. Most of the 

PHI was tagged as names, locations, dates and IDs. Only few of 
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the PHI were related to PHI categories: contact and age. There 

was no category of profession or other information observed in 

the HSA corpus. EHRs and their annotations were stored in the 

format of XML files as shown in the Figure 1. 

 

 

Figure 1— Annotated Sample Document from the HAS Corpus 

in XML Format 

PHI Categories 

The definition of PHI categories was the same as it was in the 

i2b2 2014 de-identification shared task [14]. This in turn was 

developed based on the HIPAA (Health Insurance Portability and 

Accountability Act) established by the USA which defines 18 

categories of PHI. The guideline expanded the original 18 

categories to include more information. All patients’ ages were 

included despite that only ages above 89 years were considered 

PHI in the HIPAA. These categories had been grouped into 8 

main categories and 25 sub-categories. Detailed categories and 

sub-categories along with examples of each categories are 

presented in Table 1. 

Table 1 – Detailed PHI Categories and Sub-Categories 

PHI category  Sub-category  Example  

Name  patient, doctor, 

username  

John Doe, Dr. Max, Mr. 

Smith  

Profession  none  lawyer, teacher  

Location  room, department, 

hospital, 

organization, 

street,  

city, state, 

country, zip, 

other  

peri-operative unit-

pow, macquarie ward – rhw, 

12 abc street  

Age  none  23, 98  

Date  none  24/12/1987, September 26th

Contact  phone, fax,  

email,  

url, ipaddress  

+61-421123456 

abc@gmail.com 

194.223.1.1  

IDs  social security 

number,  

medical record 

number,   

health plan 

number,   

account number,   

license number,   

vehicle id,   

device id,   

biometric id,   

id number  

mrn:  9174338  

id number: 12r1500257  

  

Other   

  

none  finger print, company logo  

HSA Biobank Surrogate Algorithm 

Names were collected from the Internet for the use of surrogate 

generation so that the surrogates can be closer to reality. Names 

are stored in separate files by categories. Names collected were 

names of individuals and locations. Names included first names 

and surnames. Location names included Australian states, 

cities, streets, organizations and hospital names. These files 

were loaded into the memory as lists and were later used to 

generate surrogates. The names and location information were 

specific to Australia. When a PHI entity was not found in the 

existing constructed surrogates map, PHI was considered as 

first-time occurrence, and a new surrogate was generated in 

various ways according to the PHI’s category. In many cases, 

such as IDs, phone numbers, URLs and emails, it was easier to 

generate surrogates since they were merely combination of 

strings of digits and letters and sometimes some special 

characters such as commas, periods, parentheses. We simply 

replace them with randomly generated strings with the original 

format kept. There were some other PHI categories such as 

individual names, locations names lists were used so that the 

surrogates can appear more realistic. We formulated some rules 

to pick surrogates from these lists for some categories to 

improve the performance, which is discussed in later sections. 

The HSA biobank surrogate algorithm is available at 

https://github.com/TCRNBioinformatics/PHISurrogates/.  

Name and Location 

Surrogate generation for names turned out to be the most 

challenging part. Mapping names that could appear in different 

forms and preserving as much information as possible were the 

key challenges.  

A name can appear in many different forms in one given 

document.  For example, if a comma existed in the name, we 

considered the name included both first and last name. 

Accordingly, the algorithm removed the comma and replaced 

original information with surrogate names from the lists we 

constructed. After this replacement, names could appear as a full 

name, or combination of initials, or a combination of the initial 

of one name and another name as full.  In the algorithm, we took 

the first two letters from both parts of the name as the key in the 

map. For example, “JOSM” in the case of “John Smith”.  If an 

abbreviation was observed in the text, a space character was used. 

For example, “J(space)SM” for “J Smith” and “JO 

(space)(space)” for “John”. The reason for not using only the first 

initial letter was that different names might have identical initials 

and it could cause mistake in mapping. For example, “John 

Smith” and “Jack Scott” had the same initials “JS”.  On the other 

hand, “John” and “Johnny” could stand for the same person if 

“Johnny” was used as a nickname for “John”. So, taking the 

whole name as a key could also cause mismatching in the map. 

With the two initials as key, a simple rule can be applied:  if more 

than half of the letters in the key are same, they are considered as 

same name.  For example, “JOSM”, “J(space)S(space)”, 

“JOS(space)”, “J(SPACE)SM” and “J(space)S(space)” were all 

considered one name. As for the names as initials, we did not 

look up in the map but proceeded to the surrogate generation 

directly as the algorithm was able to map a full name’s initials to 

the initials of its possible surrogate with the method describe 

above. For example, “JS” can be directly mapped to “LU” 

without looking up in the map or the name table so it is faster. 

The titles (i.e., “Dr.”, “Mr.”, “Miss.”, “Mrs.”) were extracted out 

initially. These titles were then added back to the surrogate names 

generated later. 

In order to preserve context, two rules were applied when 

generating surrogates. Firstly, to preserve the gender 

information, we constructed and split the names dictionary into 

three types; male first names, female first names, and surnames. 

A first name was first searched in both male and female first 

names list to determine its gender. For those that belonged to 

both, or not found in both, a random gender was given. Then a 

surrogate was picked from the dictionary according to the name’s 

gender.  Then alphabet shift of fixed length was applied. With 
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this shift, the initial letter of a name was mapped to another letter 

in the alphabet, then a name starting with this letter was picked 

from the names dictionary lists as surrogate. We maintained 

various dictionaries for different sub-categories of locations, 

including countries, states, cities, streets, hospitals and 

organizations. Surrogates of locations were randomly picked 

from dictionaries accordingly. 

Date and Age 

A randomly generated date shift in the range of 1 to 730 days was 

applied.  Dates and ages in records from same patient were 

shifted with the same length to maintain temporality. Similar to 

the names PHI category, dates could appear in various forms. For 

example, ‘18/12/2017’ could appear as ’18.12.2017’ or ‘2017-

12-18’. Similarly, a date ’18/12’ could be written as “December 

18” or “Dec 18”. Another challenge was the ambiguity of date 

strings caused by different date notation styles. For example, a 

date string “03/04/05” could possibly in the format of 

“DD/MM/YY” or “YY/MM/DD” or “MM/DD/YY”. Since all 

the reports were retrieved from Australian hospital, we 

considered all the date strings are of either “DD/MM/YY” or 

“DD/MM/YYYY” format. We normalized all the non-standard 

date variations into ISO-8061 standard, “YYYY-MM-DD”.   The 

parsed dates were then shifted by adding a time shift in the 

format. As for the age information, applying a date shift was 

relatively easier. The date shift in days was converted into years 

and added. 

ID and Contact 

Surrogates for IDs were relatively easier to generate. For BIOID 

and IDNUM, surrogates started with two digits from 10-99, 

followed by an “N” and an “R” respectively, then seven digits 

from 1000000-9999999, as similar format was observed in our 

documents. Medical record numbers with seven digits varied 

between 1000000 and 9999999, followed by three alphabets.   As 

for fax and phones, all surrogate numbers were generated in the 

Australian format: two digits from 01-08, followed by seven 

digits from 0000000 to 9999999. For emails, the format was a 

random string of length 32 plus “@gmail.com”. Surrogates found 

from the list map or newly generated information was then used 

to replace the original PHI.  

Results 

We presented an algorithm for surrogate generation for de-

identification of unstructured EHRs. This algorithm can be used 

either during the de-identification corpus construction or during 

the development of automated de-identification systems for 

unstructured EHRs. We tested our algorithm on 2100 annotated 

pathology reports from the HSA corpus. The algorithm took a 

total time of 2.94 seconds to process the 2100 documents and 

0.0014 seconds per document on average. There was 38,414 

pieces of annotated PHI in the corpus, 18.29 in each file on 

average. Most of the surrogates generated were names and 

locations (Table 2). Among all PHI entities in the HSA corpus, a 

total number of 1085 pieces of PHI were replaced with the 

previously generated surrogates found in the existing map before 

a new surrogate was generated (Table 2). Though it is not feasible 

to validate every surrogate generated, two authors have manually 

verified 5% of the documents from the HSA corpus to assess the 

readability and contextual information of the documents after 

surrogate generation. Our algorithm has generated surrogates as 

intended but few issues were observed, as we discuss in the next 

section.   

 

 

Table 2— Count of Surrogates Generated by Categories and 

Found in the Lists Developed 

Discussion 

We discussed in detail strategies applied to tackle the key 

challenges in surrogate generation. Lists of names and locations 

were collected and used to make the surrogates as realistic as 

possible. Maps of existing surrogates were used to make sure that 

same surrogates were used to replace the same objects so that the 

context could be maintained. Formats of dates, IDs and contacts 

were saved according to the Australian standards since the EHRs 

were all retrieved from Australian hospitals. For names, a key of 

first two letters of both part of names was designed to deal with 

co-reference and ambiguity.  Also, a date shift was applied for 

the generation of dates and ages so that the progress of date in the 

context can be preserved. The information of names was 

preserved by determining the possible gender of name by 

searching in the real name lists.  

Alphabet shift was applied on names to maintain the context. 

There are advantages mapping the letters with a fixed alphabet 

shift. We could easily replace the initials with the shifted letters 

without concerning about the ambiguity of initials, such as “JS” 

for either “John Smith” or “Jack Scott” would both be replaced 

by “LU” with a shift of length 2. Additionally, mistakes in, 

mapping initials to names could be reduced too. A consistent shift 

of initials could make sure that the surrogates are distributed 

more evenly so that the surrogated documents can have a better 

performance when training automated de-identification systems. 

It is possible that the shift of initial letters in names can be 

inferred according to the frequency of letters in the context. It is 

possible that an initial can be used to identify a person, but since 

there are a limited number of names that appear in the documents, 

and the alphabet shift is generated randomly per document, it is 

almost impossible to deduct the original initials from the 

surrogate names. Even if the alphabet shift pattern is identified, 

only the initials of the names can be obtained, so the risk of re-

identification is still negligible.  

The findings in this study are subjected to several limitations. 

There was no profession observed in the corpus, the surrogate 

generation process on professions was not applied and tested. 

Patients’ health status might be related to their profession and a 

surrogate need to preserve such information so that the potential 

relationship could be used for research. Also, as these documents 

are generated by clinicians, there is a possibility of spelling errors 

which could impact surrogate generation process. Our algorithm 

doesn’t consider this and as a result it is possible that a misspelt 

PHI entity could be replaced with a non-contextual based 

surrogate. Date shift was applied to dates and ages in the 

algorithm. However, some date information remained in the 

documents such as holiday names, like Christmas and New 

Category Count 

 of surrogates 

Count of 

 surrogates from lists 

developed 

Name 11789 284

Age 141 0

Contact 7 0

Location 9861 104

Date 7665 321

ID 8951 376

Professions 0 0

Other 0 0

Total No. of  

documents

2100 1085 
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Year’s Eve. This information can be used along together with the 

generated surrogates to infer the date shift and therefore get the 

original date and age. In future, we would like to address these 

limitations by improving our surrogate generation algorithm in 

turn reducing the risk of re-identification.   

Conclusion 

In summary, we presented an algorithm to generate realistic 

contextual surrogates for unstructured EHRs de-identification 

systems. The algorithm can also be used to construct a corpus for 

the development of de-identification systems. In the algorithm, 

replaced the PHI with realistic surrogates in order to maintain the 

quality and context of the documents. Australian names and date 

formats were used in this study. Our findings suggest that the 

algorithm presented in this study is capable of processing large 

number of documents within few seconds. However, the 

documents need to have PHI information already identified.  

Different strategies were applied to tackle different challenges.  

An existing surrogate map is maintained to make sure that same 

PHI, or PHI with the same meaning are replaced with the same 

surrogate so that the context is preserved. However, professions 

and PHI annotated as ‘other’, which can possibly be an important 

source for research use, and a critical risk of identification leak, 

are not observed in our HSA corpus. This study suffers from 

various limitations such as failure to handle misspellings and 

holiday information.  Future work in this area is required, 

especially to reduce the risk of re-identification. 
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Abstract 

Personalized medicine implies reducing invasiveness of 

therapeutic procedures. Although interventional radiology 

proved a very interesting alternative to surgical procedures, it 

still raises concerns due to the irradiation dose received by the 

medical team (and by the patient). We propose a novel concept 

allowing to reduce very significantly the irradiation dose 

during the phases where tools inserted in the patient have to be 

tracked with respect to previously acquired images. This 

implies inserting a miniaturized X-ray detector in the tip of the 

tools, and reducing the dose by a “rotating collimator”. We 

demonstrate that real-time processing of the signals allows 

accurate localization of the tip of the tools, with a dose 

reduction of at least ten times. 

Keywords:  

Image Processing, Computer-Assisted; Radiology, 

Interventional; Catheterization  

Introduction 

Interventional radiology is nowadays widely used in many 

medical fields such as cardiology, neurology, vascular surgery, 

gastroenterology, urology, gynaecology and orthopedics. In 

2010, 545,000 interventional radiology (IR) procedures were 

reported in France for both diagnoses and treatments [1]. The 

benefits of interventional radiology are numerous and well 

established.  

Among these procedures, catheterization consists in 

introducing a catheter in the patient’s body through arteries or 

vessels to a certain region of the body for diagnostic or 

therapeutic purposes. Catheterization is a delicate procedure 

and it is most often performed under continuous 2D X-ray 

imaging, i.e. fluoroscopy guidance, to help the physician 

localize the catheter tip in the vascular system. 

However, since fluoroscopy is performed each time the catheter 

moves, the staff (mostly the operating physician) and the patient 

can be significantly exposed to ionizing radiations, particularly 

in long procedures. Deterministic effects threshold due to high 

doses may be reached in such long procedures [2].  

To follow the guidelines of the ALARA principle (As Low As 

Reasonably Achievable) [3], there has been a proposed 

approach for fluoroscopy guidance to reduce the dose received 

by staff and patients during IR procedures [4]. As compared to 

conventional fluoroscopy guidance which implements an X-ray 

cone beam, this approach suggests Virtual Fluoroscopy (VF) 

guidance based on a rapid scanning of the imaging field by an 

X-ray fan beam.  

In this paper, we report the implementation of this approach as 

a proof of concept. Firstly, the operating principle of the method 

and its implementation are described. Then, the in-vitro 

exprimentation carried out in clinical conditions is presented. 

Finally, measured results are analyzed and discussed before 

conclusion.  

 

Figure 1 − Principle of the Proposed Virtual Fluoroscopy 

Method Based on X-Ray Fan Beam Scanning of the Imaging 

Field  

Methods 

Operating Principle 

The proposed VF approach makes use of an X-Ray fan-beam 

to scan the image field during each fluoroscopy pulse. A 

rotating-slit collimator is positioned at the cone beam output of 

the X-ray tube. This allows the obtaining of a rotating fan beam, 

as illustrated in Figure 1. A miniaturized real-time X-ray 

detector in a guidewire is placed between the slit collimator and 

the image panel. The rotation speed of the collimator disk is set 

to be equal to the fluoroscope pulse rate. During the fan beam 

scan of the image field, the detector probe is irradiated two 

times at two specific brief moments corresponding to two 

projected slit positions on the image plane, �
�
��

�
� and �

�
��

�
�. 

By detecting the detector-irradiated moments �
�
 and �

�
, one can 

determine the detector position projected in the image plane. 

Figure 1.a and b illustrates the two detected moments �
�
 and �

�
, 
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with corresponding slit projections �
�
 and �

�
 in the image plane. 

By calculating intersection of �
�
 and �

�
, the detector position 

projected in the collimator plane,	�, is first determined and then, 

the corresponding position in the image plane, �′, is obtained 

by projection along the line defined by � and the X-ray source 

focus. Thus, during the IR procedure, the detector position can 

be real-time displayed at the fluoroscopy pulse rate.  

Implementation  

Figure 2 implements this VF approach using several major parts 

presented as follows.  

 

Figure 2 – Implementation of Virtual Fluoroscopy Guidance 

Rotating Slit Collimator  

The collimator is a 1mm-thick disk, made of Cadmium 

Tungstate (CdWO4), a high-density material (2’’ wafer from 

Saint Gobain Cristal). It is noted that 1mm-thick CdWO4 

absorbs more than 95% of the photon fluency at 100 keV. 

Moreover, CdWO4 is a scintillator with relatively high light 

yield, and its prompt luminescence can be detected for the 

synchronization of the collimator rotation on the fluoroscopy 

pulse rate.  

The disc has a single off-axis straigth-line slit positioned at a 

distance 	=2mm from its axis, as shown in Figure 3. The slit 

has a width of 220µm. The collimator is driven using a 

brushless motor (80280007, Crouzet, France) for a rotation 

speed up to 3000rpm (which corresponds to a fluoroscopy pulse 

duration down to 20 ms).  

 

Figure 3 – Design of a Collimator with a Single Off-Axis Slit 

Miniaturized Detector Probe 

The detector probe is made of a small-volume Gallium Nitride 

(GaN) radioluminescent (RL) transducer and a coupled optical 

fiber to collect RL signal and to transmit it to a photodetection 

module. The GaN transducer has a very high RL yield with a 

response time in the order of ns [5]. The use of a small volume 

GaN transducer can produce detectable RL signal, which is 

suitable for designing a miniaturized detector probe.  

The designed detector probe has an outer diameter smaller than 

400µm, incorporating at its tip end a Si-doped GaN crystal of 

~0.1mm
3
 (Saint Gobain Cristals, France).  

The detector probe is connected to a photodetection module for 

its operation. The associated photodetection module mainly 

consists of a photon counting head (H10682-210, Hamamatsu 

photonics Corp., Japan). It outputs a pulse of 10ns-width per 

photon and provides a pulse-pair resolution of 20ns. This signal 

is processed in real time by an FPGA-based processing unit.  

This unit is designed to perform differents tasks: i) synchronous 

real-time processing of detected signal (sliding counting 

window of 100µs with a 10 µs resolution), ii) motor speed 

control and iii) instantaneous collimator position tracking.  

System for In-Vitro Testing 

Figure 4 illustrates a VF testing system making use of different 

designed parts presented above. It employs a cylindrical 

Plexiglas Phantom of 12cm in diameter. The detector probe is 

placed on the axis of this phantom. The X-ray cone beam comes 

from the kV On-Board-Imager (OBI) embedded on the 

radiotherapy system (Truebeam, Varian, Inc) installed at Centre 

Hospitalier Lyon Sud. This clinical equipment allows accurate 

positioning and alignment of the collimator and the phantom. 

OSL dosimeters are also employed at the top surface of the 

phantom for absolute dose measurements.  

 

Figure 4 – System for In-Vitro Testing 

Results 

Dose Reduction 

The proposed VF approach allows dose reduction by the ratio 

between the fan-beam field and the cone-beam field. By 

assuming an homogeneous dose in the cone beam field (i.e. 



��

~�
�������, the dose at a given Point of Interest (POI) in 

the fan beam field can be expressed in function of the cone-

beam dose as: 

�

������~���
���������.��

	

	
�������
�.��

	

	

�
�	�	� � �

	

������ 
 �	�	�	�≤	�

  (1) 

where � is the width of the slit.   

Figure 5 shows the virtual fluoroscopy dose evaluated 

according to equation 1.  

Due to the off-axis position of the slit in the collimator, central 

area of the field is never exposed (blind area). For any POI 

positioned at an off-axis distance larger 2.5mm, the calculated 

dose behind the collimator is more than 20 times smaller than 

the one in front of the collimator.   
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Experimentally, we acquired images with the OBI X-ray 

imaging system while the collimator was in rotation at 

1000rpm. We used a high dose setting of the tube to obtain a 

signal strong enough on the imager (i.e. 70kV, 155mA, 644ms). 

An X-ray image is shown in Figure 5 as well as the grey level 

profile along the yellow line. The central black disk of 4mm in 

diameter corresponds to the blind area. The bright white ring 

surrounding this area is due to the quasi-tangential position of 

the slit for these positions. The measured grey level profile is 

very consistent with the calculated profile shown in Figure 6. 

 

 

Figure 5 – Off-Axis Dose Variation Evaluated on the Rotating 

Collimator Image with the Gray Levels Profile Measured 

Along the Yellow Line 

The absolute doses were measured by using the nanoDot OSL 

dosimeters (Landauer Inc, USA). Each consists of a 5mm 

diameter, 200µm thick Al2O3:C disk. The dosimeters were 

placed at distances D1=8mm and D2=18mm from the 

collimator rotation axis, on the top surface of the phantom. Each 

dosimeter was exposed for 10 images (70kV, 100mAs per 

image). The doses measured without the collimator were of 

64mSv and of 62mSv for D1 and D2 positions, respectively. 

The dose with the collimator in operation (at 1000 rpm) 

decreased down to 984µSv and 681µSv, respectively. It 

corresponds to a dose reduction by a factor of 66 and 94 for D1 

and D2, respectively.  

 

Figure 6 − Evaluated Fan-Beam Dose Versus the Off-Axis 

Distance of the POI (expressed as percentage of the cone 

beam dose) 

Detection of the X-Ray Detector Probe Exposure 

We placed the X-ray detector probe at a depth of 60 mm in the 

PMMA phantom and successively at 4mm, 7mm, and 12mm 

from the rotation axis (projected positions in the collimator 

plane). The obtained images and results are shown in Figure 7. 

The collimator rotation speed was set at 1000rpm and 1500rpm, 

respectively.  

 

Figure 7 − X-ray Detector Probe Signal for Probes Placed at 

60mm Depth in the PMMA Phantom and at Distances of a) 

4mm, b) 7mm and c) 12mm from the Rotation Axis. 

Figure 7 shows the signal acquired for the 3 detector probe 

positions. The noise floor is much higher than the dark count 

noise of the detector but remains sufficiently low to identify the 

signal peaks resulting from the detector irradiation. The slit 

rotation speed can be measured as the time between the i
th
 and 

(i+2)
th 

peaks. It was measured at ~58ms/turn (i.e. 1035rpm) and 

~38ms/turn (i.e. 1569rpm) for 1000rpm and 1500rpm setups, 

respectively. 

The time between two successive peaks linearly depends on the 

collimator rotation angle, � required to move from slit position 

�
�
 to the �

�
 position. The angle between these two slits positions 

is given by � � � � �. The radial distance of the detector from 

the rotation axis is given by � �
�

��		��


. We also extracted the 

value of � from the images shown in Figure 7. Results are 

shown in Table 1. For the different tests (3 probe positions and 

2 collimator rotation speeds), the � values obtained by signal 

and image processing are consistent. 

Discussion 

Collimator Optimization 

The testing results confirm significant dose reduction (from one 

to two orders of magnitudes). However, with the proposed slit  
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geometry, the dose reduction factor strongly depends on the 

distance of the POI from the collimator rotation axis. Thus, the 

dose profile versus the distance from the rotation axis (see 

Figures 5 and 6), show two asymptotic trends, a steep dose 

gradient for distances close to the slit off-axis distance and low 

slope for larger distances. One possible improvement may be to 

propose two slits as shown in Figure 8, to prevent significant 

dose exposure at POI close to the off_axis position of the slits. 

For instance, for an off-axis distance of 	 � 2��, it could be 

suitable to use slits without any aperture closer than 3mm from 

the rotation axis. This geometry will increase the blind area 

(6mm in diameter instead of 4mm with the single slit geometry) 

but will guarantee a more homogeneous dose over the imaging 

field. 

 

Figure 8 – Optimized Collimator Geometry with Two Off-Axis 

Slits 

Miniaturized X-ray Detector Sensitivity 

The GaN-based detector probe was operated in photon counting 

mode over a 100µs window. With the OSL dosimeter, we 

measured at the surface of the phantom a dose of 681µSv for an 

X-ray irradiation lasting 6440ms (10 images), i.e. a dose of 

~10nSv over the counting window of 100µs. Moreover, the 

GaN transducer was placed at 60mm depth in the phantom 

where the X-ray fluence was only 19% of the fluence at the 

phantom surface (for the considered 70kV X-ray beam). Thus, 

a dose of less than 2nSv at the level of the GaN-transducer was 

sufficient to give more than 6 counts at the output of the 

detector as shown in Figure 7. This shows that the GaN-based 

miniaturized X-ray detector has a suitable sensitivity and a 

bandwidth well adapted to the VF application. Some 

optimizations remain to be done for contrast enhancement since 

the signal baseline was much higher than the dark count rate of 

the detector: this could be due to an insufficient shielding 

against radiations or parasitic scintillation light. It is worth 

mentioning that the corresponding dose behind the phantom, 

i.e. at 120mm depth was ~0.4nSv for 100µs and was not 

suffficient to activate the flat panel detector at this time 

resolution. 

Conclusions 

The VF method for IR procedures has been implemented and 

tested. The experimental results have shown that the dose can 

be reduced by one or two order of magnitudes by the use of a 

rotating slit collimator. Further studies need to be carried out on 

fluoroscopy clinical systems to assess dose reduction and 

localization resolution achieved by VF guidance as compared 

to conventional fluoroscopy guidance. Moreover, this study  

also confirms that the GaN-based miniaturized detector probe 

allows sufficient IN/OUT field contrast and bandwidth for this 

application (activated within 100µs by a dose smaller than 

2nSv). These results establishes the proof of concept for the 

proposed VF approach. This novel method will be used for 

interventions such as embolization interventions, coronary 

angioplasty procedures, cryotherapy or radiofrequency 

ablations, biventricular cardioverter-defibrillator implantations. 

These instances represent several millions of interventions per 

year world-wide, so that we expect a major impact on Public 

Health.  
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Abstract 

The W3C project, “Linking Open Drug Data” (LODD), linked 

several publicly available sources of drug data together. So 

far, French data, like marketed drugs and their summary of 

product characteristics, were not integrated and remained 

difficult to query. In this paper, we present Romedi 

(Référentiel Ouvert du Médicament), an open dataset that 

links French data on drugs to international resources. The 

principles and standard recommendations created by the W3C 

for sharing information were adopted. Romedi was connected 

to the Unified Medical Language System and DrugBank, two 

central resources of the LODD project. A SPARQL endpoint is 

available to query Romedi and services are provided to 

annotate textual content with Romedi terms. This paper 

describes its content, its services, its links to external 

resources, and expected future developments. 

Keywords:  

Pharmaceutical Preparations 

Semantics 

Vocabulary, Controlled 

Introduction 

Drug information is spread over multiples sites on the Internet. 

Summary of Product Characteristics (SPCs) are documents 

produced by pharmaceutical companies and approved by 

public health agencies. In France, ANSM (Agence Nationale 

de Sécurité du Médicament et des Produits de Santé), the 

French Medicines Agency, publishes SPCs approved by itself 

or the European Medicines Agency (EMA) on a website. An 

SPC contains key information about a marketed drug like the 

therapeutic indication(s), the posology, dosage adjustment, 

drug-drug interactions, and contraindications [1,2].  

However, other additional knowledge related to marketed 

drugs can be found on the Internet and is not clearly 

connected. For example, the French thesaurus of drug-drug 

interaction (DDI), edited by ANSM, is the official reference 

document on this topic. This document, available as a PDF 

file, describes potential DDI (PDDI) between molecules. The 

links between molecules in the SPC and molecules in the 

reference document are not explicit and cannot be linked 

automatically due to semantic and syntactic interoperability 

issues. Another example is information about drugs’ safety 

during pregnancy. The CRAT [3] (Centre de référence sur les 

agents tératogènes) is a French public organization especially 

involved in this public health issue. It provides free access to 

information about risks of drug intake during pregnancy that 

often disagrees with the SPC documents [2]. Still, connections 

and comparisons between these two sources can only be made 

by humans.  

Furthermore, specific or general international sources, like 

DrugBank [4] and DBpedia [5], deliver supplementary 

information about drugs marketed abroad or about 

characteristics of molecules. DrugBank is a comprehensive, 

freely accessible, online database containing a large amount of 

information on molecules (e.g., chemical structure, half-life). 

DBpedia provides structured, machine-understandable 

knowledge extracted from Wikipedia articles. Many drugs and 

molecules are described by DBpedia contributors. The Unified 

Medical Language System [6] (UMLS) is a compendium of a 

large number of national and international vocabularies. In 

particular, UMLS contains RxNorm [7], a standard 

nomenclature developed by the United States National Library 

of Medicine (NLM) in the field of medications and the MeSH 

[8], a comprehensive controlled vocabulary for the purpose of 

indexing scientific articles.  

The scattering of information is a significant issue for 

information retrieval which hampers the reusability of up-to-

date knowledge on the web. Tim Berners-Lee, the inventor of 

the World Wide Web, suggested a 5-star deployment scheme 

for sharing information on the web (figure 1).  

Figure 1– 5-star deployment scheme for Open Data 
1

. 

 

The idea is to use W3C standards when publishing data in 

order to create a semantic graph that is capable of interlinking 

information of various datasets distributed over the web.    

The W3C project, “Linking Open Drug Data” (LODD), 

focuses specifically on linking various sources of drug data 

together [9]. Participants of the LODD project have already 

made dozens of datasets relevant to pharmaceutical research 

and development available as linked data. In this paper we 

present Romedi, a new open dataset on French drugs linked to 

other related resources on the semantic web. In the methods 

section we discuss the Romedi data model and how it was 

linked to external resources. In the results section, examples of 

use cases are described. 
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MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190187

79



 

Figure 2– The Romedi data model instantiated with the drug “BETOPTIC 0.5 POUR CENT, collyre”. The normalization step 

extracted the brand name (BETOPTIC) and the strength from the drug label. The ingredient was also normalized and linked to its 

corresponding UMLS concept C0005320 and DrugBank concept DB00195    

 

Methods 

Data Model 

The Romedi data model is close to the RxNorm terminology 

[7]. It contains similar classes like the brand name (BN), 

ingredient (IN), and precise ingredient (PIN). The CIS code is 

an identifier of a marketed drug in France, and the URL 

(Uniform Resource Locator) to access the SPC depends on 

this code. For example, “BETOPTIC 0.5 POUR CENT, 

collyre” (Figure 2), is the label of a drug identified by the CIS 

code 60100877. The SPC of this drug is accessible at 

http://base-donnees-

publique.medicaments.gouv.fr/affichageDoc.php?specid=601

00877&typedoc=R. Each marketed drug has one or several 

ATC codes. The Anatomical Therapeutic Chemical (ATC) is a 

widely used system of alphanumeric codes developed by the 

World Health Organization (WHO)
2

 for the classification of 

drugs.  

In France, the main data source for marketed drugs is the 

“base de données publique des médicaments”, a freely 

accessible database available in a text file format
3

 which is 

updated every month by national health authorities. It contains 

all currently marketed drugs and drugs withdrawn from 

market in the last three years. The database contains details on 

marketed drugs like CIS codes, drug labels, and molecules. A 

normalization and transformation process is needed to 

instantiate the Romedi model as the concept of brand name is 

not present in this database. For example, “INEXIUM 20mg, 

comprimé gastro-résistant” is a drug label but the brand name 

“INEXIUM” is not present and must be extracted. In addition, 

only the precise ingredient is present for some drugs. For 

example, “pravastatine sodique” appears but the term 

“pravastatine”, the ingredient, is missing. This normalization 

step was done by using regular expressions algorithms and an 

interface for manual validation by a pharmacist. This step was 

fully described elsewhere [10].  

After model instantiation, ingredient instances were linked to 

UMLS [6] (Unified Medical Language System) and 

DrugBank [11]. The mapping between the French and 

international reseources was done as follows: the mapping is 

automatic if two terms have a perfect match, semi-automatic 

                                                           

2

 https://www.whocc.no/atc_ddd_index  

3

 http://base-donnees-publique.medicaments.gouv.fr  

with a validation interface when a partial match is found, and 

manual when a French term cannot be found.  

Ingredients were also linked to the French thesaurus of DDI. 

The automatic extraction and transformation of the PDF 

document to a CSV file was done with an R package
4

. The 

first use case to exploit external resources links was to 

compare French reference document on DDI with 

international ones. Ayvaz et al. [12] managed to gather 

information about DDI from publicly available sources, and 

the authors used DrugBank identifiers to describe couples of 

DDI interaction from different sources. The authors made a 

merged-PDDI database that can be downloaded online. The 

external links to DrugBank were used to integrate French 

knowledge to the merge PDDI database and to automatically 

compare the French national reference with other sources. 

Medication Extraction Module 

Automated identification of drugs in unstructured data, like 

social media or clinical notes, is essential for post-marketing 

drug safety surveillance that aims to detect signals of drug 

misuse or adverse event effects [13,14]. The natural language 

processing goal is not only to identify the terms in a corpus 

that correspond to drug entities, but also to map these entities 

to a well-established knowledge base. ‘Semantic annotation’ is 

the name given to this task by Jovanovic et al. [15].  

IAMsystem, a general semantic annotation tool, was 

developed to facilitate the identification of Romedi terms in 

textual content. It was initially developed for the DoMINO 

project (Drug Misuses In Networks) that aims to detect drug 

misuse in fora [16]. The program performances were 

evaluated on a shared task for disease detection using death 

certificates [17], and the program was described in-detail at 

this occasion [18]. IAMsystem is open-source and available 

on GitHub
5

. It takes a set of terms as inputs, normalizes them, 

and stores them in a tree data structure for fast dictionary 

look-up. It handles abbreviations, a set of which were 

manually added for drug detection (e.g., “ac” for “acide”, 

“vit” for “vitamine”). The typo module for drug detection is a 

logistic regression trained on a manually created gold standard 

of 3,438 potential spelling errors of brand names and 

molecules. Three explanatory variables are used:  
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 https://github.com/scossin/IMthesaurusANSM  

5

 https://github.com/scossin/IAMsystem  
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1. The length of the potentially misspelled word  

2. The similitude of the first letter between the potential 

misspelled word and the dictionary word 

3. Levenshtein’s distance between the phonetic 

transformation of two words 

This last variable is computed with the French “phonetic” 

algorithm of the Talisman program
6

. The model is able to 

predict a typo of a brand name or an ingredient with a 

specificity of 0.93 and a sensitivity of 0.60. The performances 

of the annotator were evaluated in clinical texts, and the 

results are presented in the following section.  

Romedi terms can be used to detect French drugs in textual 

content. Links to the CRAT website were established by 

detecting brand names in the alphabetic index of the web 

page. The graph model permits easy retrieval of information 

about the detected drug , such as the ATC code(s) or external 

resources links.  

Results 

Romedi Content 

The first version of the Romedi terminology contains 13,661 

French marketed drugs, 4,277 brand names, and 2,109 

ingredients after the normalization step. Among the 

ingredients, 1,918 (91%) were linked to a UMLS concept and 

1,434 (71%) to a DrugBank concept. 954 (95%) of the 

molecules in the French DDI thesaurus were mapped to a 

Romedi ingredient or precise ingredient. Since DrugBank 

contains French synonyms of ingredients and the French 

version of MeSH is integrated in the UMLS, most of the 

mappings were done automatically.  

A web interface that makes the Romedi content available is 

accessible at https://www.romedi.fr. Like RxNav [19], the 

interface displays links between clinical drugs, active 

ingredients, brand names, ATC code(s), and external 

resources. Drug information from external resources is 

retrieved using SPARQL queries or application programming 

interfaces (API). For example, the DBpedia definition of a 

molecule is retrieved by a SPARQL query to its endpoint
7

 and 

by using DrugBank links to DBpedia. Romedi resources are 

identified by their Uniform Resource Identifiers (URIs). For 

example, https://www.romedi.fr/romedi/CIS60100877 is the 

URI of the Romedi drug “BETOPTIC 0.5 POUR CENT, 

collyre”, and is also a valid URL. Retrieving a representation 

of a resource identified by a URI is known as dereferencing a 

URI, and it can be used to obtain a representation that can be 

perceived by a user.  

A SPARQL endpoint
8

 is also available to query Romedi 

content. In addition, the terminology is freely downloadable as 

an RDF file and can be reused under an open license.  

Automatic Comparison of the French DDI Reference 

Document with International  

Mapping national ingredient concepts to international ones 

allows users to automatically compare drug-drug interaction 

information. Applied on more than 7 million drugs deliveries 

in France, the main discrepancy between the French thesaurus 

and international sources was with the couple “escitalopram – 

flecainide.” This drug pair was considered contraindicated by 

an international source, and no risk of interaction is described 

in the French thesaurus although it contains four levels of 

severity. Full results of this work are available elsewhere [20]. 
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 https://github.com/Yomguithereal/talisman/tree/master/src/phonetics 

7

 https://dbpedia.org/sparql  

8

 http://www.romedi.fr:8890/sparql  

The French thesaurus was integrated in the merged-PDDI 

dataset
9

 in a linked open format. 

Medication Extraction Module 

Brand names and molecule identification performances were 

evaluated using the ‘current medication’ section in electronic 

health records (EHR) form from Bordeaux Hospital’s 

emergency department. Among the 6,070 drugs detected 

(brand names or molecules), the specificity/sensitivity were 

0.99/0.92 and 0.99/0.96 without and with the typo module 

respectively [10]. The performance of these models can be 

explained by the grocery list type of the input data and 

disregarding medication attributes (e.g., dosage, strength, and 

route). Further evaluation is required in narrative clinical 

notes. The programs can be installed locally
10

 and the 

annotator is also available in an R package
11

.  

Discussion 

Open Data has the potential to provide significant benefits to 

society. The Link Data movement aims to share and integrate 

knowledge on the Web. Still, many resources containing 

important information on drugs remain inaccessible to 

machine and hampers automatic comparison of knowledge.  

Romedi is a French open dataset that connects French and 

international information resources about drugs.  

First, the French dataset on marketed drugs (base de données 

publique des médicaments) was normalized and integrated in 

an RxNorm-like data model. Then, national and international 

sources were linked, including the French thesaurus of PDDI, 

the French reference for evaluating drugs safety during 

pregnancy (CRAT), DrugBank, and UMLS. An interface was 

developed to navigate Romedi terminology, and a SPARQL 

endpoint is accessible to query its content.  

Developers can use Romedi API to retrieve information about 

French drugs for their website. Researchers can use Romedi 

services to extract drugs in textual content for post-marketing 

drug safety surveillance. Using the same terminology, data can 

be shared with other researchers to promote collaboration and 

enhance pharmacovigilance discovery.  

Romedi URIs are currently used to index drugs in clinical 

notes in Bordeaux Hospital’s i2b2 [21] data warehouse and to 

ease information retrieval. Searches can be performed by 

brand name, molecule, or ATC code. Medication extraction 

and indexation helps patient phenotyping and cohort 

identification tasks.  

Future Developments 

The current version of Romedi is 2.2 and the updating process 

is not fully automated. The biggest challenge will be  

maintainance of this terminology, especially correcting errors 

identified by users and managing updates of French-marketed 

drugs and external resources. Our aim is to build an 

engaged community of users and developers around Romedi. 

So far, the Romedi data model contains no description logics. 

It would be feasible to infer logical equivalences between 

Romedi and RxNorm drugs by using a formal model. A 

mapping between Romedi and RxNorm beyond the ingredient 

level would facilitate French drug data integration in the 

Observational Health Data Sciences and Informatics (OHDSI) 

common data model that uses RxNorm as an international 

standard [22]. This mapping will be important to involve 

French researchers in international collaborations and research 
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projects on drugs, and it may help our national agency to 

exchange information about post-marketing surveillance. 

Conclusions 

In this paper we have presented Romedi, an open dataset 

about French drugs linked to multiple resources on the 

semantic web. Web services are provided to annotate textual 

documents and query Romedi content to retrieve additional 

information about detected drugs.  
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Abstract 

Semantic standards and human language technologies are key 
enablers for semantic interoperability across heterogeneous 
document and data collections in clinical information systems. 
Data provenance is awarded increasing attention, and it is 
especially critical where clinical data are automatically 
extracted from original documents, e.g. by text mining. This 
paper demonstrates how the output of a commercial clinical 
text-mining tool can be harmonised with FHIR, the leading 
clinical information model standard. Character ranges that 
indicate the origin of an annotation and machine generates 
confidence values were identified as crucial elements of data 
provenance in order to enrich text-mining results. We have 
specified and requested necessary extensions to the FHIR 
standard and demonstrated how, as a result, important meta-
data describing processes generating FHIR instances from 
clinical narratives can be embedded. 
Keywords:  

Electronic Health Records, Natural Language Processing, 
Semantics 

Introduction 

Semantic Interoperability was defined in 2000 as "…integrating 
resources that were developed using different vocabularies and 
different perspectives on the data". Semantic interoperability 
requires that "systems must be able to exchange data in such a 
way that the precise meaning of the data is readily accessible 
and the data itself can be translated by any system into a form 
that it understands" [1].  
Nearly twenty years later, the lack of semantic interoperability 
continues being an obstacle to a more rational and effective data 
and information management in healthcare and biomedical 
research. The authors of [1] had already distinguished between 
vocabularies and perspectives, highlighting the division 
between ontology (“what there is”) [2] and epistemology (“what 
we can know”) [3]. On the level of current health informatics 
standards, this has driven the evolution of two genres of 
semantic resources: 

� Terminology systems (vocabularies, thesauri, formal 
ontologies, classifications), which attach meaning to 
domain terms and elaborate on necessary and 
sufficient properties of (classes of) domain entities;  

� Information models, which are artefacts that provide 
standardized structure (section, entry, grouping, etc.) 
and context (diagnosis, past medical history, 
medication order) for clinical recording scenarios. 

In this paper, we will focus on the latter, particularly on HL7 
FHIR [4], a standard for healthcare information exchange and 
sharing, characterized by its straightforward approach to 
implement interfaces between Electronic Health Record 
(EHR) data and data consuming applications.  
FHIR is based on interoperable building blocks named 
Resources, small data model components defining sets of 
properties that describe and provide structure for domain data 
acquisition. Currently there are approximately 150 resources, 
uniquely identified with Uniform Resource Identifiers (URIs).  
Examples are MedicationRequest (prescription), 
AdverseEvent, Procedure and Condition (problem). They 
constitute a graph of clinical data by explicit inter-resource 
references [5]. For instance, a MedicationRequest resource 
explicitly references its prescriber (a FHIR Practitioner 
resource), its patient (Patient resource), and the drug 
prescribed (Medication resource). A built-in extensibility 
mechanism can enrich existing resource definitions.  
Semantic interoperability within FHIR is provided by explicit, 
detail-oriented, prescriptive guidance, with its interoperable 
meaning anchored in external terminology standards, e.g.  
SNOMED CT, LOINC, or ICD-10. FHIR provides a granular 
way to exchange data using a RESTful style approach [6]. Its 
focus is on providing models for frequently occurring 
documentation and information exchange tasks. FHIR 
resources can be serialized in JSON and XML.  
Looking at EHR systems in use, there is still a persisting gap 
between structured and coded information on the one hand and 
a much larger amount of semi- or unstructured narratives on 
the other hand. It is unrealistic that this textual documentation 
will be largely substituted by structured documentation [7]. 
This is where natural language processing (NLP), in particular 
text mining, comes in.   
This paper addresses the issue how the output of clinical text 
mining systems can be harmonized in FHIR. We identify gaps 
in the current FHIR specification related to content essential 
for text mining. We introduce and discuss specific FHIR 
extensions that allow text-mining results to be represented in 
FHIR without loss. 
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Materials and Methods 

The Text Mining System Health Discovery 

The clinical text mining technology under scrutiny is Health 
Discovery [8] by Averbis GmbH. Health Discovery contains 
over fifty different text-mining annotators for the recognition of 
diagnostic statements, medical procedures, lab values, drugs, 
anatomy, morphology, scores and others. It is available for 
several languages, including English and German. Health 
Discovery bundles annotators in predefined text mining 
pipelines to facilitate the analysis of text genres such as 
discharge summaries or pathology reports. It has been 
successfully used for various use cases, e.g., data driven patient 
recruitment for clinical trials [9], automated coding and billing 
[10], filling of tumour registries, rare disease identification [11], 
antibiotic resistance monitoring [12], radiology report analysis 
[13] and health data de-identification [14].  

UIMA 

Health Discovery is based on the Unstructured Information 
Management Architecture (UIMA) [15], a flexible and 
extensible text-mining framework for the analysis and 
processing of unstructured text. UIMA allows defining text-
mining pipelines consisting of a set of annotators called analysis 
engines. The analysis engines communicate in a pipeline by 
adding or modifying meta-information stored in the Common 
Analysis System (CAS), which, in addition to the metadata, also 
contains the currently processed document. 
In UIMA, all elements to be extracted from texts must be 
predefined. This is done in a so-called Type System, where types 
and their attributes (features) are defined. The most common 
type is Annotation. It comes with the attributes begin and end, 
which specify the text position to which an annotation relates. 
These attributes are inherited by all subtypes of Annotation. 
UIMA is only a framework and does not ship a rich selection of 
components. There are, however, component repositories like 
DKPro [16], which provide analysis engines of well-known text 
mining components. Prominent applications in Healthcare built 
upon UIMA are the DeepQA system Watson [15], the clinical 
Text Analysis and Knowledge Extraction System (cTAKES) 
[17], the medication entity and attribute extraction and 
normalisation tool MedXN [18], and MedTime [19], a software 
to extract and normalize TIMEX3-based temporal expressions 
from clinical text. 

Making a Text Mining System FHIR Compatible 

Currently, no standardized UIMA-based type systems for 
healthcare have found worldwide acceptance. Each text-mining 
provider usually defines its own type system. Interoperability is 
created by exchanging type systems between text mining 
systems – in UIMA, several type systems can be used 
simultaneously as long as their namespaces are unique – and 
mappings between type systems. 
To make a text mining system FHIR-compatible, two basic 
procedures can be chosen: 

� Defining a FHIR-compatible type system [20], or  
� Exposing a FHIR compatible interface.  

We pursue the second approach for the following reason: 
Healthcare data models continue to be the subject of intensive 
development. In the last 2-3 decades, different versions of the 
FHIR standard like Version 2, Version 3, Clinical Document 
Architecture (CDA) and FHIR have been published. There are 
also other healthcare standards like OpenEHR [21]. In order to 
support different standards and their versions in parallel, it is not 
feasible to create and maintain different versions of the text 

mining system with a different data model for each standard. 
Instead, it is sufficient and more effective to provide external 
interfaces to these standards and versions while keeping the 
data model of the underlying text mining system stable. 
In this paper we describe how a FHIR-compatible interface 
looks like and how FHIR needs to be extended to meet the 
requirements of Text Mining. In particular, we will answer the 
following questions: 

1. Which are the right FHIR resources and containers to 
return a text mining result? 

2. How can the document text and text-mining 
annotations such as conditions and observations be 
linked together? 

3. How can typical text mining features, particularly (i) 
text span of an annotation and (ii) its confidence score 
be specified in FHIR? 

4. How can the types of our text mining system be 
mapped to FHIR resources and which challenges 
occur? 

Results 

FHIR Resources and Container for Text Mining Results 

Typically, a text-mining result consists of the document text 
and associated text-mining annotations. The document text is 
usually returned back by the text mining system, mainly for the 
following reason: Text mining annotations contain a begin and 
an end attribute, which specify their exact position in the text 
at character level. Instead of pure text files, the sender often 
wants to analyse text-based documents such as PDF or MS 
Word. The text is then extracted during the text mining 
analysis. The begin and end attributes always refer to the text 
returned by the text mining system, not to the original 
document. The appropriate resource for the document text is a 
Binary resource. A Binary can contain any content, whether 
text, image, pdf, zip archive, etc. 
Text Mining annotations can be represented in a corresponding 
clinical FHIR Resource, such as Condition, 
MedicationStatement, Observation etc. These resources are 
used to record detailed information about conditions, 
diagnoses, consumed drugs or any other observation that has 
direct or indirect impact on the patient’s health.  
In order to return a Binary together with its clinical Resources 
in a single artefact, it has to be grouped into a Bundle. A Bundle 
is a collection of resources useful for a variety of different 
reasons, e.g. returning search results or sending messages. 
Accordingly, different types of Bundles exist, e.g., document, 
searchset or collection. In our case, we need a Bundle of type 
collection. A collection Bundle is a set of resources collected 
into a single package for ease of distribution.  
It is important to understand that a text mining result is not a 
document Bundle in the FHIR sense. FHIR document Bundles 
represent solely structured documents that are authored and 
assembled in FHIR. 

Linking Document Text and Text Mining Annotations: 
FHIR Provenance 

In FHIR, resources in a Bundle have an independent existence 
– they can, e.g., also be accessed using the RESTful API. If the 
Binary was not linked to the clinical resources, it would not be 
possible to identify the origin of a text-mining determined 
resource in subsequent processing steps. Therefore, we need 
another FHIR resource to link both resources, the Provenance. 
Provenance contains, among others, three attributes: entity 
gives details about the source of the data (like a PDF, text…), 
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agent gives details about the algorithm that extracted the data 
(software name, vendor, version...) and target points at the 
created resource (e.g. Condition, Observation, 
MedicationStatement...). For each clinical resource, we also 
specify a Provenance resource. Figure 1 illustrates the resulting 
collection Bundle including clinical and associated Provenance 
resources. 

 
Figure 1– Simplified View of the Provenance Information 

Conveyed in a FHIR Bundle of Type Collection. The Result Is 
Conveyed in a FHIR Bundle of Type Collection. A Binary 

Resource Holds the Source Text (Character Stream) And/or 
the Extracted Text with the Original PDF Where the Text Was 
Extracted. Subsequently All Clinical Resources That Come out 

of the NLP Analysis Are listed. Each of these Resources Is 
Accompanied by a Provenance Resource. 

Specification of Text Spans and Confidence in FHIR 

As mentioned above, text mining annotations usually contain 
begin and end attributes that specify the exact position of an 
annotation in the text. Since there is no FHIR representation for 
these attributes yet, we specified two FHIR extensions, currently 
under approval by the international HL7/FHIR committee. 

Extension Character Range 

The rationale for this extension is to specify, within a source 
text, the place in which an annotation was found. Thus, the 
origin of a text mining annotation can be specified not only at 
document level, but also at word and character level. 
Traceability is an important feature of text mining systems to 
help users gain confidence in text mining applications and 
clinical research based upon text mining results. 
The extension is named character-range. It contains an attribute 
named valueRange of type Range. valueRange itself contains 
the attributes low and high of type SimpleQuantity with the 
purpose to specify begin and end of annotations in text. 
SimpleQuantities always need a unit. Since characters are 
countable, their unit in FHIR is "1": 
"extension": [{ 
    "url": "http://example.com/StructureDefinition/character-
range/0.9", 
    "valueRange": [{ 
        "low": {"value": 201, 
    "unit": 1}, 
        "high": {"value": 219, 
     "unit”: 1}}]}] 

Extension Confidence 

Text mining results may be biased, incomplete or erroneous, 
their enrichment with a confidence score is therefore crucial. 
Especially text-mining systems based on machine learning, 
often provide a confidence value, which estimates the 
probability for the correctness of the annotation. Thus, the 
requested extension (ii) is confidence, specialising the type 
Quantity, stating the accuracy of annotations. The value range 
of a confidence is often, but not necessarily, between 0 and 1: 
   "extension": [{ 
     "url": "http://example.com/StructureDefinition/confidence/0.9", 

     "valueQuantity": {"value": 0.1}}] 

Mapping Text Mining Types to FHIR Resources 

Now that the container, the resources and the necessary 
extensions have been defined, the mapping of text mining 
annotations to FHIR resources can be performed in a 
straightforward way. Both Health Discovery and FHIR know 
the notation of a Concept or CodeableConcept. Concepts exist 
to encode a medical statement with a term from a terminology. 
They typically consist of a code, a preferred term, a code 
system and the version of the code system. In Health 
Discovery, the synonym that is responsible for a match in a text 
(=matchedTerm) is also an attribute of Concept. Table 1 shows 
the mapping between HealthDiscovery.Concepts and 
FHIR.CodeableConcepts. Table 2 gives an overview of the 
terminology bindings used by Health Discovery for different 
Concept types in US English and German. In this work, we 
focus on the mapping of diagnoses, medications and laboratory 
values. Table 3 gives an overview of the mappings between 
Health Discovery and FHIR. 

Table 1 – Mappings between HealthDiscovery.Concept and 
FHIR.CodeableConcept  

Health Discovery FHIR Resource 
Concept CodeableConcept 
.conceptid .code.coding.code 
.dictCanon .code.coding.display 
.matchedTerm .code.text 
.source.split(‘_’)[0] .code.coding.system 
.source.split(‘_’)[1] .code.coding.version 

Table 2 – Terminology Binding in Health Discovery for US-
English and German 

Type US English German 
Diagnosis ICD-10 Clinical 

Modification [22] 
ICD-10 German 
Modification [23] 

Drugs RxNorm [24] ABDAMed [25] 
Ingredients WHO ATC [26] German ATC [27] 
Lab Values LOINC [28] LOINC [28] 

Table 3 – HealthDiscovery Types Mapped to FHIR. Instances 
of (Codeable) Concept Are Marked with an Asterisk (*).  
The Mapping Between Medication.doseFrequency and 
MedicationStatement.dosage.timing (**) Is Not Further 

Specified, as It Is Rather Complex and Beyond this Paper 

Averbis Health Discovery FHIR Resource 
Diagnosis Condition 
.concept* .code* 
.clinicalStatus .clinicalStatus 
.verificationStatus .verificationStatus 
.belongsTo .subject.display 
.side .bodySite.text 
Medication Medication 
.drug.ingredientConcept* .ingredient* 
.doseForm* .form* 
 MedicationStatement 
.status .status 
.drug.strength.value .dosage.doseQuantity.value 
.drug.strength.unit .dosage.doseQuantity.unit 
.doseFrequency** .dosage.timing** 
.administrations* .dosage.method* 
LaboratoryValue Observation 
.parameter* .code* 
.fact.value .valueQuantity.value 
.fact.unit .valueQuantity.unit 
.interpretation .interpretation.text 
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.upperLimit.normalizedValue .referenceRange.high.value 

.upperLimit.normalizedUnit .referenceRange.high.unit 

.lowerLimit.normalizedValue .referenceRange.low.value 

.lowerLimit.normalizedUnit .referenceRange.low.unit 

Assembling the JSON Response 

Figure 2 shows an excerpt of a text mining response for the text 
“The patient had a cold”. “Cold” is recognized as entity of the 
type Condition and annotated with the ICD-10 code “J00 Acute 
nasopharyngitis [common cold]”. 
{"resourceType": "Bundle", 
 "id": "628320", 
 "meta": { 
  "versionId": "1", 
  "lastUpdated": "2018-11-24T15:00:45.182+00:00"}, 
 "type": "collection", 
 "entry": [{ 
   "fullUrl": "urn:uuid:f844ec9a-ef45-11e3-8bb6-
00aa004d0001", 
   "resource": { 
    "resourceType": "Binary", 
    "contentType": "text/plain", 
    "content": "UGF0aWVudCBoYWQgYSBjb2xk"}}, 
  {"fullUrl": "urn:uuid:f844ec9a-ef45-11e8-8bb6-
00aa004d0001", 
   "resource": { 
    "resourceType": "Device", 
    "manufacturer": "Averbis GmbH", 
    "model": "Health Discovery", 
    "version": "5.6.0"}}, 
  {"fullUrl": "urn:uuid:f844ec9d-ef45-11e8-96f5-
00aa004d0001", 
   "resource": { 
    "resourceType": "Condition", 
    "clinicalStatus": "active", 
    "verificationStatus": "unknown", 
    "code": { 
     "coding": [{ 
       "system": "http://hl7.org/fhir/sid/icd-10-cm", 
       "version": "2018", 
       "code": "J00", 
       "display": "Acute nasopharyngitis [common cold]"}]}, 
    "subject": { 
     "display": "anonymous patient"}}}, 
  {"fullUrl": "urn:uuid:f844ec9d-ef45-11e8-96f3-
00aa004d0001", 
   "resource": { 
    "resourceType": "Provenance", 
    "target": [{ 
      "reference": "urn:uuid:f844ec9d-ef45-11e8-96f5-
00aa004d0001"}], 
    "recorded": "2018-11-23T18:34:03.184859+01:00", 
    "agent": [{ 
      "whoReference": { 
       "reference": "urn:uuid:f844ec9a-ef45-11e8-8bb6-
00aa004d0001"}}], 
    "entity": [{ 
      "extension": [{ 
        "url": 
"http://example.com/StructureDefinition/confidence/0.9", 
        "valueQuantity": { 
         "value": 0.1}}, 
       {"url": "http://example.com/StructureDefinition/character-
range/0.5", 
        "valueRange": { 
         "low": { 
          "value": 15, 

          "unit": "1"}, 
         "high": { 
          "value": 19, 
          "unit": "1"}}}], 
      "role": "source", 
      "whatReference": { 
       "reference": "urn:uuid:f844ec9a-ef45-11e3-8bb6-
00aa004d0001"}}]}}]} 

Figure 2– JSON Response. 

Discussion 

Provenance aspects of clinical data have been awarded major 
emphasis in recent years. The growing amount of EHRs 
provides unprecedented opportunity for its re-use in many 
tasks. However, there are various caveats to the use of such 
data, including inaccuracy, incompleteness and unknown 
provenance [29]. This is even more the case when EHR content 
is furthermore processed, such as by text mining systems. A 
dataset in FHIR created by structured data entry done by 
physicians requires a different interpretation compared to a 
seemingly identical dataset produced by text mining analysis 
of an unstructured narrative. For instance, the former one 
might meet the quality level required for triggering clinical 
decision support algorithms, whereas the latter one might not, 
although it may be perfectly suited for supporting cohort 
selection or outcome analyses. Confidence values that qualify 
each text mining generated data element can here be used as a 
valuable filter.  
Quality assurance of text mining systems also requires 
formative assessment cycles in which human experts 
iteratively check extracted data elements against the source in 
order to assess their accuracy. If FHIR-based resources were 
not able to preserve this link between source and extract, this 
gap would have to be bridged outside the FHIR standard. The 
new character-range specification allows embedding text 
mining quality assurance completely within FHIR.  
Our work is original in the sense that it extends FHIR to 
incorporate provenance and quality information. With the two 
extensions for confidence and character-range, FHIR now 
contains all specifications to represent text mining generated 
EHR extracts. Apart from this, two recent publications are 
worth mentioning, that combined FHIR with text mining. In 
[30], a FHIR data model automatically structures prostate 
pathology reports in several natural languages. In [18], the 
FHIR data model was also used to automatically structure free 
text and, in addition, to integrate structured data. In contrast to 
these systems, we argue that – due to different HL7 dialects 
and other standards – it is not necessary to base the underlying 
text mining system internally on FHIR, but to ensure that its 
external interface provides FHIR compatibility, as we have 
demonstrated. Thus, different text mining systems can operate 
in parallel or in combination on different HL7 dialects, feeding 
their results in a standardised information model.  

Conclusions   

FHIR is increasingly accepted as a universal clinical 
information model. It supports provenance assertions of data 
as a critical foundation for authenticity, trust and 
reproducibility. Provenance is especially relevant if datasets 
are created by machines, e.g. by text mining and machine 
learning. We have demonstrated how the output of a 
commercial clinical text mining tool can be harmonised with 
FHIR, preserving important provenance information like 
character span and confidence value. Necessary extensions to 
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the FHIR standard are currently being processed by the 
international HL7/FHIR committee.  

Acknowledgements 

The consortia SMITH and MIRACUM are funded by the 
German Federal Ministry of Education and Research (BMBF) 
within the Medical Informatics Funding Scheme (FKZ 
1ZZ1606A and 01ZZ1609A).  

References  

[1] J. Heflin and J. Hendler, Semantic interoperability on the 
web. Maryland Univ. College Park Dept. of Computer 
Science, 2000.  

[2] D. Kalra and D. Lloyd, EN13606 Electronic Health Record 
Communication Part 1: Reference Model. CEN TC/251, 
Brussels, 2007. 

[3] T. Beale, Archetypes: Constraint-based domain models for 
future-proof information systems. OOPSLA 2002 
workshop on behavioural semantics (Vol. 105). 

[4] HL7 FHIR Resource list: 
https://www.hl7.org/fhir/resourcelist.html [accessed March 
13, 2019] 

[5] J.C. Mandel, D.A. Kreda, K.D. Mandl, I.S. Kohane, and 
R.B Ramoni, SMART on FHIR: a standards-based, 
interoperable apps platform for electronic health records, 
JAMIA 23 (2016), 899-908.  

[6] D. Bender and K. Sartipi, HL7 FHIR: An agile and 
RESTful approach to healthcare information exchange. 
IEEE 26th International Symposium on Computer-Based 
Medical Systems (2013), 326-331. 

[7] S.M. Meystre, G.K. Savova, K.C. Kipper-Schuler, and J.F. 
Hurdle, Extracting information from textual documents in 
the electronic health record: a review of recent research. 
IMIA Yearbook of Medical Informatics (2008), 128-144. 

[8] https://averbis.com/health-discovery/ [accessed March 13, 
2019] 

[9] http://www.trinetx.com/nlp/ [accessed March 13, 2019] 
[10] S. Schulz, T. Seddig, S. Hanser, A. Zaiss, and P. Daumke. 

Checking coding completeness by mining discharge 
summaries. Stud Health Technol Inform. (2011), 594-598. 

[11] C. Catarino, A. Grandjean, S. Doss, M. Mücke, S. Tunc, 
K. Schmidt, J. Schmidt, P. Young, T. Bäumer, C. 
Kornblum, M. Endres, P. Daumke, T. Klopstock, and B. 
Schoser (2017), mineRARE: Semantic text-mining of 
electronic medical records as diagnostic decision support 
tool to search for rare neurologic diseases such as Pompe 
disease, Fabry disease and Niemann-Pick type C disease. 
European Journal of Neurology 24 (2017), 75. 

[12] D. Schober, R. Choquet, K. Depraetere, F. Enders, P. 
Daumke, M.C. Jaulent, D. Teodoro, E. Pasche, C. Lovis, 
and M. Boeker, DebugIT: Ontology-mediated layered Data 
Integration for real-time Antibiotics Resistance 
Surveillance. Semantic Web Applications and Tools for Life 
Sciences, Berlin 2014. 

[13] A. Gerstmair, P. Daumke, K. Simon, and E. Kotter. 
Intelligent image retrieval based on radiology reports. Eur 
Radiol. 22 (2012), 2750-2758 

[14] K. Tomanek, P. Daumke, F. Enders, J. Huber, K. Theres, 
and M.L. Müller, An Interactive De-Identification-System. 
SMBM – 5th International Symposium on Semantic Mining 
in Biomedicine (2012), 82-86. 

[15] D.A. Ferrucci, E.W. Brown, J. Chu-Carroll, J. Fan, D. 
Gondek, A. Kalyanpur, A. Lally, J.W. Murdock, E. 
Nyberg, J.M. Prager, N. Schlaefer, Nico and C.A. Welty. 
Building Watson: An overview of the DeepQA project." 
AI magazine 31.3 (2010), 59-79.  

[16] I. Gurevych, M. Mühlhäuser, C. Müller, J. Steimle, M. 
Weimer, and T. Zesch, Darmstadt Knowledge Processing 
Repository Based on UIMA. Proceedings of the First 
Workshop on Unstructured Information Management 
Architecture at Biannual Conference of the Society for 
Computational Linguistics and Language Technology. 
Heidelberg: Springer (2007), 89.   

[17] G.K. Savova, J.J. Masanz, P.V. Ogren, J. Zheng, S. 
Sohn, K.C. Kipper-Schuler, and C.G. Chute, Mayo 
clinical Text Analysis and Knowledge Extraction System 
(cTAKES): Architecture, Component Evaluation and 
Applications. Journal of the American Medical 
Informatics Association: JAMIA 17 (2010), 507-513.  

[18] S. Sohn, C. Clark, S.R. Halgrim, S.P. Murphy, C.G. 
Chute CG, and H. Liu. MedXN: an open source 
medication extraction and normalization tool for clinical 
text. JAMIA 21 (2014), 858-865. 

[19] Y.K. Lin, H. Chen, and R.A. Brown, MedTime: a 
temporal information extraction system for clinical 
narratives. J Biomed Inform 46 (2013), Suppl:S20-8. 

[20] N. Hong, A. Wen, F. Shen, S. Sohn, S. Liu, H. Liu, and 
G. Jiang, Integrating structured and unstructured EHR 
data using an FHIR-based type system: a case study with 
medication data. AMIA Summits on Translational Science 
Proceedings (2017), 74. 

[21] https://openehr.org/ [accessed March 13, 2019] 
[22] https://www.cdc.gov/nchs/icd/icd10cm.htm [accessed 

March 13, 2019] 
[23]https://www.dimdi.de/dynamic/de/klassifikationen/icd/ic

d-10-gm/ [accessed March 13, 2019] 
[24] https://www.nlm.nih.gov/research/umls/rxnorm/ 

[accessed March 13, 2019] 
[25] http://abdata.de/datenangebot/abdamed/ [accessed March 

13, 2019] 
[26] https://www.whocc.no/atc_ddd_index/ [accessed March 

13, 2019] 
[27] https://www.dimdi.de/dynamic/de/arzneimittel/atc-

klassifikation/ [accessed March 13, 2019] 
[28] https://loinc.org [accessed March 13, 2019] 
[29] W.R. Hersh, M.G. Weiner, P.J. Embi, J.R. Logan, P.R. 

Payne, E.V. Bernstam, H.P. Lehmann, G. Hripcsak, T.H. 
Hartzog, J.J. Cimino, and J.H. Saltz, Caveats for the use of 
operational electronic health record data in comparative 
effectiveness research. Med Care 51 (2013), S30-37.   

[30] P. Prinsen, R. van Ommering, M. Janssen, M. Loos, A. 
Tahmasebi, S. Thompson, S. Coons, P. Henrik Vincent, C. 
Lindh, O. Akre, A. Rastinehad, L.A. Mynderse, and P.J. 
Chang, A fully automatic solution for structuring prostate 
pathology reports. Journal of Clinical Oncology 36 
(2018), e18586-e18586. 

 
 

Address for Correspondence 
 
Philipp Daumke, Averbis GmbH, Averbis GmbH, Salzstraße 15, 
79098 Freiburg, Germany, info@averbis.com

 

P. Daumke et al. / Clinical Text Mining on FHIR 87

https://www.hl7.org/fhir/resourcelist.html
https://averbis.com/health-discovery/
http://www.trinetx.com/nlp/
https://openehr.org/
https://www.cdc.gov/nchs/icd/icd10cm.htm
https://www.dimdi.de/dynamic/de/klassifikationen/icd/icd-10-gm/
https://www.dimdi.de/dynamic/de/klassifikationen/icd/icd-10-gm/
https://www.nlm.nih.gov/research/umls/rxnorm/
http://abdata.de/datenangebot/abdamed/
https://www.whocc.no/atc_ddd_index/
https://www.dimdi.de/dynamic/de/arzneimittel/atc-klassifikation/
https://www.dimdi.de/dynamic/de/arzneimittel/atc-klassifikation/
https://loinc.org/


MDRCupid: A Configurable Metadata Matching Toolbox 

Noemi Deppenwiesea, Petra Duhm-Harbecka, Josef Ingenerfa,b , Hannes Ulricha 

a IT Center for Clinical Research, Lübeck (ITCR-L), University of Lübeck, Germany 
b Institute of Medical Informatics, University of Lübeck, Germany 

 
Abstract 

Metadata matching is an important step towards integrating 
heterogeneous healthcare data and facilitating secondary use. 
MDRCupid supports this step by providing a configurable 
metadata matching toolbox incorporating lexical and statisti-
cal matching approaches. The matching configuration can be 
adapted to different purposes by manually selecting algo-
rithms and their weights or by using the optimization module 
with corresponding training data. The toolbox can be 
accessed as a web service via programming or user interface. 
For every selected metadata element, the metadata elements 
with the highest similarity scores are presented to the user and 
can be manually confirmed via the user interface, while the 
programming interface uses a similarity threshold to select 
corresponding elements. An HL7 FHIR ConceptMap is used 
to save the matches. Manually confirmed matches may be used 
as new training data for the optimizer to improve the 
matching parameters further. 

Keywords:  

Metadata, Data Curation, Health Information Interoperability 

Introduction 

Modern healthcare produces large amounts of medical data, 
from routine documentation to data from clinical trials to hos-
pital bills [1]. This data is captured using a wide variety of 
input systems, from hospital information systems to clinical 
trial management systems to laboratory systems to accounting 
software. The secondary use of such data for research 
purposes is aimed for, but complicated to establish due to the 
variety of different data formats [2]. However, even if the data 
is converted into a common format, the same bit of infor-
mation may still be represented differently. For example, one 
system may choose to store systolic and diastolic blood pres-
sure in two separate fields, another system may use a single 
field just called blood pressure. So, while the data may have 
the same format, it still differs semantically.  

Therefore, when pooling data from different sources, e.g., for 
conducting meta-studies or collecting data from different 
healthcare providers a shared data format is needed (syntactic 
interoperability) first, but it alone does not guarantee that the 
provided data can be used together because different systems 
may choose different synonyms for their data (no semantic 
interoperability). Systems may define how they capture data 
by defining metadata elements which contain information 
about single units of data, e.g., the datatype or the unit of 
measure. These metadata elements can be used to identify 
corresponding fields in the datasets. 

Then, generating a mapping including transformation rules 
allows converting the collected data from one system to be 

compatible with the data semantics of another system. In order 
to develop such mappings, in a first step corresponding 
metadata elements must be identified. This process is referred 
to as matching in this work. 

Metadata elements need to be in a common format to be 
processed. The ISO 11179-3 standard [3] defines metadata 
elements and is supported by some metadata repositories. 
Metadata repositories are used to collect, store and administer 
metadata elements. 

Multiple tools are providing an automated or semi-automated 
matching or mapping functionality. CUPID [4] is a popular 
schema matching algorithm that takes the label, datatype, 
permissible values, and overall structure into account but does 
not support all information contained in ISO 11179 data ele-
ments. Another example is the COMA++ software for schema 
matching which allows the usage and parametrization of mul-
tiple string-matching algorithms and accepts SQL, XML, and 
OWLs input files [5]. However, existing tools are not 
incoporating information from value sets, which is essential in 
the field of clinical trials. 

Other systems like the MDM-Portal work by annotating 
metadata elements with semantic codes (in this case UMLS) 
and using this information to detect correspondences [6].  

The objective of the developed software is to provide a highly 
configurable matching tool that can process ISO 11179 con-
formant metadata elements. The toolbox contains several 
string-matching algorithms as well as implementing the statis-
tical bag-of-words method. The service can be accessed either 
via an application programming (API) or a graphical user in-
terface (GUI). The toolbox includes an optimization module 
which processes already matched training data, to ease finding 
a suitable configuration. 

Methods 

Toolbox 

Figure 1 shows the basic structure of the toolbox. To find the 
best match for a given data element from a set of candidate 
elements, a similarity score is calculated for every possible 
match. This score is calculated as the sum of weighted 
similarity scores for single data element attributes. These 
attributes can be regarded as metadata of the metadata and 
include, for example, name and datatype. Their values (e.g., 
birthday or date of birth for name and string or date for 
datatype, as seen in the left part of figure 1) are regarded as 
simple string values, to which processing pipes, consisting of 
any number of preprocessors and a lexical matching 
algorithm, can be applied.  
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The toolbox provides several common lexical string matching 
algorithms like Levenshtein or n-gram based methods. Other 
string matching algorithms can be easily added provided that 
they fulfill two conditions: 

� The algorithm needs to be normalized, and its results 
shall be in the range between zero and one regardless 
of the compared strings length. 

� Higher scores shall indicate better matches. For 
algorithms calculating distances, this may be easily 
achieved by subtracting the calculated distance from 
one. 

These conditions are necessary to ensure the optimization 
process works correctly. The similarity score for two string 
values from two data elements for the same attribute is then 
calculated as the sum of weighted results for all applied 
processing pipes. The weights for the processing pipes can be 
configured, as can the attribute weights mentioned before. 

In addition to the comparison of simple string attributes (e.g., 
name values), similarity scores for other data element 
properties are calculated and contribute to the overall data 
element score. Since a data element may contain a list of 
permissible values (answer options), a similarity measure for 
two such lists is needed to include them in the overall score.  

To calculate this measure, the similarity between every single 
option in data element A and every option in data element B is 
calculated using a configurable combination of the 
aforementioned lexical string matching algorithms. These 
scores are collected in a similarity matrix. Then, at most one 
number from every column and line is chosen so that the sum 
of these values is maximized. Every chosen value represents a 
match between two answer options, and the maximized 
combination represents the overall best matching. 

Furthermore, the group elements containing a data element 
may hold information essential to its understanding, e.g., 
inclusion vs. exclusion criteria. Therefore, the similarity score 
between the surrounding groups influences the overall score, 
too.  

To calculate the structural similarity between two data 
elements A and B, all parent group labels of A (ai) are 
compared to all parent group labels of B (bj) as well as the 
label of B itself. For every group label in A, the best match 
(highest score) is selected. These scores are then summed up 
and divided by the number of labels in A (na), resulting in the 
structure similarity score.  

The similarity between two labels is calculated analogously to 
the similarity between attribute values. The number of 
considered labels can be limited by setting the depth 
parameter, e.g., a search depth of one would result in only the 
group elements directly above the data elements being 
compared as formally described by (( na|b > d ) then (na|b:= d)).  

Finally, besides the lexical matching approaches used for the 
attributes, the toolbox also includes the statistical bag-of-
words method [7]. Here, all values contained in one data 
element are treated as the text body for the data element. A 
dictionary-based lemmatizer is used to reduce each word to its 
basic form prior to generating the word count vector for every 
data element. The bag-of-words similarity is then calculated as 
the cosine distance between two data element vectors and also 
considered while calculating the overall data element 
similarity score. 

A similarity threshold may be used to select valid matches. All 
elements with similarity scores exceeding the threshold will be 
considered matches, while all elements with lower scores will 
not. 

Optimizer 

Since the toolbox allows the configuration of many parameters 
as describes in the previous section, it also includes an 
optimization module to ease the process of finding the best 
configuration for a particular matching problem. Since the 
optimal configuration of attribute weights depends on the 
algorithms used to calculate attribute similarities, the 
parameters are calculated in two steps.  First, the best 
processing pipes and their weights are determined for every 
attribute separately. Second, the attribute weights are 
calculated using the algorithm configuration from step one. A 
set of namespaces with at least some matching data elements 
needs to be provided as training data, and the correct matches 
need to be specified, e.g., as annotations or via an external file. 

For the algorithm optimization, all possible combinations of 
currently implemented preprocessors and matching algorithms 
are built as processing pipes. To find the best combinations for 
a particular attribute, for every combination of two 
namespaces, data element similarity scores for this attribute 

Figure 1- MDRCupid structure overview. For each metadata element attribute like name or datatype, an 
AttributeMatcher calculates the similarity score for this attribute’s values. In addition to the standard 

AttributeMatchers, three other calculations are performed that use information from more than one attribute (not 
shown). 
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are calculated for each pipe separately. Then, the best three 
pipes are chosen per data element and rewarded three, two and 
one points respectively. These score points are summed up for 
each pipe over all training data, normalized and then used as 
this pipes weight.  

To decide which pipes yielded the best results, one out of two 
different measures may be applied. Both receive a list of 
possible matches ranked in descending order by their 
similarity score to the target data element.  

1. The score distance is calculated as the score of the first 
matching element (as defined by the ground truth) 
minus the score of the highest ranking element. 

2. The position distance is calculated as one divided by 
the position of the first matching element. 

Thus, larger values here imply better rankings. 

To calculate how the attributes should be weighted, scores and 
rankings for two namespaces are calculated for each attribute 
separately using the pipes and weights determined in the first 
optimization step. Then, the attribute weights are calculated 
analogously to the processing pipes during the algorithm 
optimization. The optimization module can also be used to 
calculate a similarity threshold for a particular dataset. Two 
kinds of thresholds may be determined: 

1. A lower threshold is calculated by summing up the 
similarity scores of the last correct element in the 
ranked result list for each training data element and 
dividing it by the number of training data elements. 
This value may be used to avoid losing correct 
matches. 

2. Alternatively, a more aggressive threshold can be 
determined by summing up the similarity scores of the 
elements directly above the first incorrect match in the 
ranked result list. The sum is again divided by the 
number of training data elements and may be used to 
avoid false positive matches. 

Interfaces 

The toolbox is wrapped in a web service and can be accessed 
via an API or a GUI. The programming interface accepts the 
URLs of two Samply.MDR [8] namespaces. This open-source 
software is used as a source metadata repository, even though 
with minor adaptions other ISO 11179-3 conformant source 
systems should be compatible as well. Optionally, a toolbox 
configuration defining the pipes and weights to be used can be 
submitted as well. If no configuration is specified, the toolbox 
uses a default configuration, e.g., the result of an optimizer 
run. For each data element in the source namespace, the data 
element in the target namespace with the highest similarity 
score is selected as a match. Alternatively, a threshold may be 
used as described before. The generated matchings are 
returned as HL7 FHIR ConceptMaps. The ConceptMap 
resource provides a standardized way to represent 
relationships between concepts or data elements by 
referencing their codes, in this case, URNs assigned by 
Samply.MDR.  ConceptMaps provide the possibility to 
specify the type of the relationship between the matched 
concepts, but since our automated matching process does not 
differentiate between, e.g., broader and narrower meanings, it 
always uses the relatedTo code. 

Like the API, the GUI first requests the URLs of the two 
Samply.MDR namespaces to be matched. Then, the default 
mapping configuration may be edited or used as-is. In the next 
step, the matching is executed, and the results are displayed: 

For every source data element, a list of possible matches from 
the target namespace is shown, ranked by their similarity 
scores. The number of possible matches may be limited via a 
similarity score threshold, as described in the optimization 
section. The matching candidates can then be reviewed 
manually, and correct matches may be selected while incorrect 
hits may be de-selected. After confirmation, a ConceptMap 
containing the selected results is generated and displayed. It is 
also stored in an internal database to be used as further 
training data for the optimizer. 

Results 

Optimization parameters 

To identify whether the score or position distance is better 
suited for each optimization step, the optimizer module was 
executed several times with different configurations on a set 
of training data. The metadata set originated from a 
biomedical research project and was split into training and test 
data. Elements are annotated with numeric codes, two 
elements with at least some common codes are considered 
matches. The data set has a depth of up to two nested group 
elements, however two thirds of the dataset have a depth of 
one, with an average of 11 elements per group. To evaluate 
the influence of the structure information, the optimization 
module was configured one time to omit the group label data 
and the other time to use all available group information. For 
each of this depth configurations, four configurations were 
calculated using all possible combinations score or position 
distance for the processing pipe and the attribute optimization. 
The obtained configurations were subsequently tested on the 
training and test datasets. The results are shown in table 1.  

Table 1– Results of the optimized configurations using differ-
ent values for the depth parameter d, on the training and test 
data subsets, as specified in the data column. The four right-
most columns specify whether the position (pos) or score dis-

tance was used for pipeline (first position) and attribute 
optimization (second position). The values indicate in which 
proportion of all possible matches a correct match had re-

ceived the highest similarity score (Top 1) or was among the 
five elements with the highest scores (Top 5). The highest val-

ues per row are in bold. 

d data error 
pos-
pos 

pos-
score 

score-
score 

score-
pos 

2 train Top 1 0.43 0.37 0.39 0.43 
2 train Top 5 0.68 0.61 0.63 0.69 
2 test Top 1 0.53 0.58 0.61 0.55 
2 test Top 5 0.78 0.82 0.83 0.80 
0 train Top 1 0.44 0.40 0.40 0.44 
0 train Top 5 0.70  0.65 0.65 0.70 
0 test Top 1 0.52 0.52 0.51 0.52 
0 test Top 5 0.78 0.76 0.76 0.78 

 

Overall, using the score distance for pipeline and position 
distance for attribute optimization yields the best results and 
resulted in a configuration which found a correct best match 
for 55% of the testing data elements, in 80% of the cases suit-
able matches were among the five highest ranking elements. 
Not using the group label information yields slightly better 
results on the training data. However, when comparing the 
absolute number of correct matches, incorporating the 
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structure information leads to more correct matches among 
both the first and first five elements.  

Toolbox configuration 

The toolbox configuration parameters calculated by the 
different optimization processes are displayed in figures 2 and 
3. The first figure shows the cumulated weights for pipelines 
over all attributes. Some pipelines with an accumulated weight 
lower than 0,1 for both distance measures have been omitted, 
among these standard edit distance measures like Levenshtein 
distance. Both distance measures favor similar, n-gram-based 
pipelines, but the position distance assigns weights more 
equally distributed. 

 

 

Figure 3- Calculated attribute weights by optimization method 
  for the data element attributes (upper figure) and the 

computed attributes (lower figure). BoW stands for the bag-of-
words score, options for the answer options similarity score 

and structure for the similarity score calculated from the 
surrounding group labels. 

The weights assigned to attributes are displayed in figure 3, 
they are split between the data element attributes whose 
similarity is computed directly as string similarity (e.g., 
description or datatype) and the computed attributes. The 
computed attributes score much larger weights than the data 
element attributes. While both optimizers using the position 
distance for the attribute weight calculation step obtain similar 
results, the results of the optimizers using the score distance 
show much larger discrepancies. 

Mappathon 

The authors also participated in the GMDS Mappathon 2018. 
To comply with the competition demands, the toolbox was 
modified to support a Cypher-based [9] export format and 
external CSV files as source for ground truth. The results can 
be found on the corresponding website [10]. MDRCupid won 
the mappathon challenge in the best mapping category. 

Discussion 

The pipeline optimization using the score distance favors 
certain pipelines more clearly than the one using the position 
distance. This imbalance is probably due to high scores being 
assigned to non-matching data elements, while the three 
pipelines selected by the score distance tend to identify 
matching data elements more precise. During the attribute 
weight optimization, both optimizers using the position based 
distance for this second step calculate nearly equal weights, 
while the score based approach chooses very different 
weights. The weight that it assigns to the domainType attribute 
is remarkably high. This attribute has only two possible values 
. Therefore many data elements score a similarity of one and 
consequently a score distance of zero. The same effect occurs 
with option and structure similarity: here, many data elements 
lack an answer options list or a surrounding group and hence a 
similarity of zero is calculated, causing a score distance of 
zero if the matching element also lacks the feature in question. 
Thus, the score distance measure should not be used for 
attribute weight calculation. 

Using the structure information always leads to better or equal 
results for the test data, but not in the training data. This effect 
may be caused by the lack of depth in the training and test 
data set. In particular, the subset of training data only contains 
namespaces with depths of one and zero, while the test data 
has depths of up to two. 

While different optimization strategies like only choosing the 
best pipe for each attribute are feasible, trying to incorporate 
more matching algorithms should better avoid overfitting. In 
our dataset, the results of the optimized configuration were 
even better on test data than on training data. Still, some 
modifications, e.g., selecting more pipes or assigning weights 
directly derived from the distance measures, are conceivable 
and should be evaluated in further work. 

One of the most common formats to represent metadata in a 
clinical context is the CDISC ODM widely used for clinical 
trials. Unlike Samply.MDR, which allows nesting as many or 
as little item groups as needed, CDISC ODM defines specific 
group layers, which additionally have an assigned meaning 
(e.g., studyEvent, form).  

The Samply.MDR was chosen because it is open source,  ISO 
11179-3 conformant and allows to retrieve data elements via a 
RESTful API. Also, several tools exist to migrate metadata to 
the Samply.MDR format, e.g., from the CDISC ODM format 
[11]. 

Figure 2- Pipeline weights for optimization via 
score and position distance, summed up over all 

attributes. L stands for lemmatization as 
preprocessing, JW for Jaro-Winkler and SD for 

Sorensen-Dice similarity. The numbers after the # 
indicate the n for n-gram-based methods. 
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Matching results are exported as FHIR ConceptMaps because 
they have multiple advantages. First, they can easily be stored, 
exchanged and searched by using FHIR servers. Second, 
multiple software libraries are supporting FHIR, easing the 
resource creation process. Third, ConceptMaps only store 
codes referring to the data elements, not the data elements 
themselves, avoiding problems concerning the intellectual 
property of the metadata elements. Fourth, they have a 
standardized structure and an integrated code system for 
metadata relationship concepts. Other formats like the Cypher-
based exports required for the Mappathon challenge need to 
include such a code system; it is not standardized in the 
specification of the format.  

The toolbox only supports lexical and one statistical (bag-of-
words) matching methods. Another approach would include 
the use of semantic annotations. Although including semantic 
codes would allow the use of elaborate ontologies like 
SNOMED-CT or LOINC, annotating data elements usually 
requires some amount of manual work [6], while lexical and 
statistical methods can work with the data out of the box. 

Conclusions 

The secondary use of health data, e.g., using data from EHR in 
clinical trials, is complicated by the data models 
heterogeneity. Metadata matching is an essential step towards 
data integration because it finds correspondence in the data 
structure by identifying corresponding metadata elements. 
MDRCupid is designed to fulfill this task. It provides various 
lexical matching algorithms as well as the statistical bag-of-
words method. The current implementation allows the user to 
select which combination of methods is used for each run. 
Preprocessing methods and string matching algorithms can be 
selected for each data element attribute separately. When 
multiple processors are applied to the same attribute, the 
weighting for each score can be chosen as well. Weights can 
be assigned to each attribute accordingly. 

Besides the data element attributes per se, similarity scores are 
calculated for the data elements permissible values and 
containing item groups. Together with the attribute similarities 
and the bag-of-words based score, these results can be 
weighted and incorporated into the overall result. As an 
alternative to manually defining algorithms and weights, a 
configuration can be generated by applying the optimization 
module to a given set of training data. Two possible distance 
measures for this optimization process were evaluated on a 
metadata set from a biomedical research project, and the best 
approach resulted in a configuration which found a correct 
best match for 55% of the testing data elements.  

While MDRCupid currently works with ISO 11179-3 con-
formant metadata elements, it could be adapted to support 
metadata with other attributes as well, e.g. the upcoming ISO 
21526 standard for metadata repositories in healthcare. 

The source code for MDRCupid is available on GitHub [12]. 
It can be deployed as a web service, including a programming 
and graphical user interface.  

Software support for the task of metadata matching becomes 
more and more critical with the increase of electronically 
captured medical data. MDRCupid is providing this support 
and laying the groundwork for data integration. A set of 
mapped metadata elements can be used to build a 
comprehensive clinical repository, enabling the secondary use 
of healthcare data, simplifying data exchange and medical 
research and, ultimately, improving patient care. 

References 

[1] T. Benson, and G. Grieve, Principles of Health Interoper-
ability, Springer International Publishing, 2016. 
doi:10.1007/978-3-319-30370-3. 

[2] O.I. Ogunyemi, D. Meeker, H.-E. Kim, N. Ashish, S. 
Farzaneh, and A. Boxwala, Identifying appropriate refer-
ence data models for comparative effectiveness research 
(CER) studies based on data from clinical information 
systems, Medical Care. 51 (2013) S45-52. 
doi:10.1097/MLR.0b013e31829b1e0b. 

[3] S.M.N. Ngouongo, M. Löbe, and J. Stausberg, The 
ISO/IEC 11179 norm for metadata registries: does it cov-
er healthcare standards in empirical research?, Journal of 
Biomedical Informatics. 46 (2013) 318–327. 
doi:10.1016/j.jbi.2012.11.008. 

[4] J. Madhavan, P.A. Bernstein, and E. Rahm, Generic 
Schema Matching with Cupid, in: Proceedings of the 
27th International Conference on Very Large Data Bases, 
Morgan Kaufmann Publishers Inc., San Francisco, CA, 
USA, 2001: pp. 49–58. 

[5] D. Aumueller, H.-H. Do, S. Massmann, and E. Rahm, 
Schema and Ontology Matching with COMA++, in: Pro-
ceedings of the 2005 ACM SIGMOD International Con-
ference on Management of Data, ACM, New York, NY, 
USA, 2005: pp. 906–908. doi:10.1145/1066157.1066283. 

[6] M. Dugas, A. Meidt, P. Neuhaus, M. Storck, and J. Var-
ghese, ODMedit: uniform semantic annotation for data 
integration in medicine based on a public metadata repos-
itory, BMC Medical Research Methodology. 16 (2016) 
65. doi:10.1186/s12874-016-0164-9. 

[7] F. Cady, The Data Science Handbook, John Wiley & 
Sons, 2017. 

[8] D. Kadioglu, B. Breil, C. Knell, M. Lablans, S. Mate, D. 
Schlue, H. Serve, H. Storf, F. Ückert, T. Wagner, P. 
Weingardt, and H.-U. Prokosch, Samply.MDR - A 
Metadata Repository and Its Application in Various Re-
search Networks, Stud Health Technol Inform. 253 
(2018) 50–54. 

[9] N. Francis, A. Green, P. Guagliardo, L. Libkin, T. Lin-
daaker, V. Marsault, S. Plantikow, M. Rydberg, P. 
Selmer, and A. Taylor, Cypher: An Evolving Query Lan-
guage for Property Graphs, in: Proceedings of the 2018 
International Conference on Management of Data, ACM, 
New York, NY, USA, 2018: pp. 1433–1445. 
doi:10.1145/3183713.3190657. 

[10] Mappathon: A Metadata Mapping Challenge, Mappa-
thon: A Metadata Mapping Challenge. 
https://www.mappathon.de/ (accessed November 19, 
2018). 

[11] A.-K. Kock-Schoppenhauer, H. Ulrich, S. Wagenzink, P. 
Duhm-Harbeck, J. Ingenerf, P. Neuhaus, M. Dugas, and 
P. Bruland, Compatibility Between Metadata Standards: 
Import Pipeline of CDISC ODM to the Samply.MDR, 
Studies in Health Technology and Informatics. 247 
(2018) 221–225. 

[12] IT Center for Clinical Research-Universität zu Lübeck, 
MDRCupid, (2018). https://github.com/itcr-uni-
luebeck/MDRCupid (accessed November 19, 2018). 

 
 
Address for correspondence 
 
Noemi Deppenwiese  
IT Center for Clinical Research, Lübeck;  
Ratzeburger Allee 160, 23538 Lübeck, Germany 
Telephone: +49 (0) 451 - 500 52702 
Email: noemi.deppenwiese@uksh.de 

N. Deppenwiese et al. / MDRCupid: A Configurable Metadata Matching Toolbox92

mailto:noemi.deppenwiese@uksh.de


A Large-Scale Analysis of Health Journalism by Reliable and Unreliable Media 

Sameer Dhoju
a

, Md Main Uddin Rony
a

, Muhammad Ashad Kabir
b

, Naeemul Hassan
a

 

a Department of Computer and Information Science, University of Mississippi, USA 

b School of Computing and Mathematics, Charles Sturt University, Australia 

 
Abstract 

Media outlets play crucial roles in disseminating health 

information. Previous studies have examined how health 

journalism is practiced by reliable and unreliable media outlets. 

However, most of the existing works are conducted over a 

relatively small set of samples. In this study, we investigate a 

large collection (about 30 thousand) of health-related news 

articles which were published by 29 reliable and 20 unreliable 

media outlets and identify several differences in health 

journalism practice. Our analysis shows that there are 

significant structural, topical, and semantic disparities in the 

way reliable and unreliable media outlets conduct health 

journalism. We argue, in this age of ‘fake news’, these findings 

will be useful to combat online health disinformation. 

Keywords:  

Health Communication 

Introduction 

Of the 20 most-shared articles on Facebook in 2016 with the 

word “cancer” in the headline, more than half the reports were 

discredited by doctors and health authorities [1]. The spread of 

health-related hoaxes is not new. However, the advent of 

Internet, social networking sites (SNS), and click-through-rate 

(CTR)-based pay policies have made it possible to create 

hoaxes/“fake news”, publish at a larger scale and reach to a 

broader audience with a higher speed than ever [2]. Misleading 

or erroneous health news can be dangerous as it can lead to a 

critical situation. Houston reported a measles outbreak in 

Europe due to lower immunization rate which experts believed 

was the result of anti-vaccination campaigns caused by a false 

news about MMR vaccine [3]. Moreover, misinformation can 

spoil the credibility of the health-care providers and create a 

lack of trust in taking medicine, food, and vaccines. Recently, 

researchers have started to address the fake news problem in 

general [4; 5]. However, health disinformation is a relatively 

unexplored area. According to a report from Pew Research 

Center [6], 72% of adult internet users search online for 

information about a range of health issues. So, it is important to 

ensure that the health information which is available online is 

accurate and of good quality. There are some authoritative and 

reliable entities such as National Institutes of Health (NIH)
1 

or 

Health On the Net
2

 which provide high-quality health 

information. Also, there are some fact-checking sites such as 

Snopes.com
3

 and Quackwatch.org
4

 that regularly debunk health 

and medical related misinformation. Nonetheless, these sites are 

incapable of busting the deluge of health disinformation 

continuously produced by unreliable health information outlets 
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 https://www.nih.gov/ 

2

 https://www.hon.ch/en/ 

3

 https://www.snopes.com/ 

4

 http://www.quackwatch.org/ 

(e.g., RealFarmacy.com, Health Nut News). Moreover, the bots 

in social networks significantly promote unsubstantiated health-

related claims [7]. Researchers have tried developing automated 

health hoax detection techniques but had limited success due to 

several reasons such as small training data size and lack of 

consciousness of users [8-11]. 

The objective of this paper is to identify discriminating features 

that can potentially separate a reliable health news from an 

unreliable health news by investigating a large-scale dataset. 

We examine how reliable media and unreliable media outlets 

conduct health journalism. First, we prepare a large dataset of 

health-related news articles which were produced and published 

by a set of reliable media outlets and unreliable media outlets. 

Then, using a systematic content analysis, we identify the 

features which separate a reliable outlet sourced health article 

from an unreliable sourced one. These features incorporate the 

structural, topical, and semantic differences in health articles 

from these outlets. For instance, our structural analysis finds 

that the unreliable media outlets use clickbaity headlines in their 

health-related news significantly more than what reliable outlets 

do. Our topical analysis finds that while the reliable outlets 

discuss “cancer” along with research and studies, in the 

unreliable outlets “cancer” is associated with autism and 

vaccination. The semantic analysis shows that on average a 

health news from reliable media contains more reference quotes 

than an average unreliable sourced health news. We argue that 

these features can be critical in understanding health 

misinformation and designing systems to combat such 

disinformation. In future, our goal is to develop a machine 

learning model using these features to distinguish unreliable 

media sourced health news from reliable articles. 

Related Work 

There has been extensive research on how scientific medical 

research outcomes should be disseminated to general people by 

following health journalism protocols [12-16]. For instance, 

Lopes et al. suggest that it is necessary to integrate journalism 

studies, strategic communication concepts, and health 

professional knowledge to successfully disseminate 

professional findings. Some researchers particularly focused on 

the spread of health misinformation in social media [17]. For 

example, [8] analyzes Zika related misinformation on Twitter. 

In particular, it shows that tracking health misinformation in 

social media is not trivial, and requires some expert supervision. 

It exploited crowdsource to annotate a collection of Tweets and 

used the annotated data to build a rumor classification model. 

One limitation of this work is that the used dataset is too small 

(6 rumors) to make a general conclusion. Moreover, it didn’t 

consider the features in the actual news articles unlike us. 

Ghenai and Mejova [9] examines the individuals on social 

media that are posting questionable health-related information, 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
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and in particular promoting cancer treatments which have been 

shown to be ineffective. It develops a feature based supervised 

classification model to automatically identify users who are 

comparatively more susceptible to health misinformation. There 

are other works which focus on automatically identifying health 

misinformation. For example, Kinsora et al. [18] developed a 

classifier to detect misinformative posts in health forums. One 

of the limitations of this work is that the training data is only 

labeled by two individuals. Researchers have also worked on 

building tools that can help a user to easily consume health 

information. Kostkova et al. [10] developed the “VAC 

Medi+board”, an interactive visualization platform integrating 

Twitter data and news coverage from a reliable source called 

MediSys
5

. It covers public debate related to vaccines and helps 

users to easily browse health information on a certain vaccine-

related topic. 

Our study significantly differs from these already existing 

researches. Instead of depending on a small sample of health 

hoaxes like some of the existing works, we take a different 

approach and focus on the source outlets. This gives us the 

benefit of investigating with a larger dataset. We investigate the 

journalistic practice of reliable and unreliable outlets, an area 

which has not been studied to the best of our knowledge. 

Data Preparation 

The results are presented here. Authors may choose a 

combination of text, tables, figures, and graphs to convey the 

results of their work to the reader. There are no set limitations 

on the number of tables, figures, and graphs that may be used in 

papers, posters, and proposals. Large figures and tables may 

span two columns. Please number tables and figures and 

reference them appropriately in the text. 

Media Outlet Selection 

The first challenge is to identify reliable and unreliable outlets. 

The matter of reliability is subjective. We decided to consider 

the outlets which have been cross-checked as reliable or 

unreliable by credible sources. 

Reliable Media 

We identified 29 reliable media outlets from three sources– i) 

11 of them are certified by the Health On the Net [19], a non-

profit organization that promotes transparent and reliable health 

information online. It is officially related with the World Health 

Organization (WHO) [20]. ii) 8 from U.S. government’s health-

related centers and institutions (e.g., CDC, NIH, NCBI), and iii) 

10 from the most circulated broadcast [21] mainstream media 

outlets (e.g., CNN, NBC). Note, the mainstream outlets 

generally have a separate section for health information (e.g., 

https://www.cnn.com/health). As our goal is to collect health-

related news, we restricted ourselves to their health portals only. 

Unreliable Media 

Dr. Melissa Zimdars, a communication and media expert, 

prepared a list of false, misleading, clickbaity, and satirical 

media outlets [22; 23]. Similar lists are also maintained by 

Wikipedia [24] and informationisbeautiful.net [25]. We 

identified 6 media outlets which primarily spread health-related 

misinformation and are present in these lists. Another source for 

identifying unreliable outlets is Snopes.com, a popular hoax-

debunking website that fact-checks news of different domains 

including health. We followed the health or medical hoaxes 

debunked by Snopes.com and identified 14 media outlets which 

sourced those hoaxes. In total, we identified 20 unreliable 
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 http://medisys.newsbrief.eu 

outlets. Table 1 lists the Facebook page ids of all the reliable 

and unreliable outlets that have been used in this study. 

Table 1– List of Facebook page ids of the reliable and 

unreliable outlets. Some of them are unavailable now 

Reliable 

everydayhealth, WebMD, statnews, 

AmericanHeart, BBCLifestyleHealth, 

CBSHealth, FoxNewsHealth, WellNYT, 

latimesscience, tampabaytimeshealth, 

philly.comhealth, AmericanHeart, 

AmericanCancerSociety, HHS, CNNHealth, 

cancer.gov, FDA, mplus.gov, NHLBI, 

kidshealthparents, ahrq.gov, 

healthadvocateinc, HealthCentral, 

eMedicineHealth, C4YWH, BabyCenter, 

MayoClinic, MedicineNet, healthline 

Unreliable 

liveahealth, healthexpertgroup, healthysolo, 

organichealthcorner, justhealthylifestyle1, 

REALfarmacy.com, thetruthaboutcancer, 

BookforHealthyLife, viralstories.bm, 

justhealthyway, thereadersfile, 

pinoyhomeremedies, onlygenuinehealth, 

greatremediesgreathealth, HealthRanger, 

thefoodbabe, AgeofAutism, HealthNutNews, 

consciouslifenews, HealthImpactNews

Data Collection 

The next challenge is to gather news articles published by the 

selected outlets. We identified the official Facebook pages of 

each of the 49 media outlets and collected all the link-posts
6

 

shared by the outlets within January 1, 2015 and April 2, 2018 

using Facebook Graph API. For each post, we gathered the 

corresponding news article link, the status message, and the 

posting date.  

News Article Scraping 

We used a Python package named Newspaper3k
7

 to gather the 

news article related data. Given a news article link, this package 

provides the headline, body, author name (if present), and 

publish date of the article. It also provides the visual elements 

(image, video) used in an article. In total, we collected data for 

29, 047 articles from reliable outlets and 15, 017 from 

unreliable outlets. 

Filtering non-Health News Articles 

Even though we restricted ourselves to health-related outlets, 

we observed that the outlets also published or shared non-health 

(e.g., sports, entertainment, weather) news. We removed these 

non-health articles from our dataset and only kept health, food 

& drink, or fitness & beauty related articles. Specifically, for 

each news article, we used the document categorization service 

provided by Google Cloud Natural Language API to determine 

its topic. If an article doesn’t belong to one of the three above 
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 Facebook allows posting status, pictures, videos, events, links, 

etc. We collected the link type posts only. 

7

 https://newspaper.readthedocs.io/en/latest/ 

Figure 1– Distribution of clickbait patterns 
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mentioned topics, it is filtered out. This step reduced the dataset 

size to 27,589; 18,436 from reliable outlets and 9,153 from 

unreliable outlets. We used this health-related dataset only in all 

the experiments of this paper. Figure 1 shows the health-related 

news percentage distribution for reliable outlets and unreliable 

outlets using box-plots. For each of the 29 reliable outlets, we 

measure the percentage of health news and then use these 29 

percentage values to draw the box-plot for the reliable outlets; 

likewise, for unreliable. We observe that the reliable outlets 

(median 72%) publish news on health topics comparatively less 

than unreliable outlets (median 85%). 

 

Figure 2– Comparison between reliable and unreliable outlets 

with respect to the presence of health-related news contents 

Analysis 

Using this dataset, we conduct content analysis to examine 

structural, topical, and semantic differences in health news from 

reliable and unreliable outlets. 

Structural Difference 

We particularly examine two structural elements- headlines and 

visual media of news articles. 

Headline 

The headline is a key element of a news article. According to a 

study done by American Press Institute and the Associated 

Press [26], only 4 out of 10 Americans read beyond the 

headline. So, it is important to understand how reliable and 

short headline does. We observe that the average headline 

unreliable outlets construct the headlines of their health-related 

news. According to Breaux [27], a longer headline results in 

significantly higher click-through-rate (CTR) than a length of 

an article from reliable outlets and an article from unreliable 

outlets is 8.56 words and 12.13 words, respectively. So, on 

average, an unreliable outlet’s headline has a higher chance of 

receiving more clicks or attention than a reliable outlet’s 

headline. To further investigate this, we examine the 

clickbaitiness of the headlines. The term clickbait refers to a 

form of web content (headline, image, thumbnail, etc.) that 

employs writing formulas, linguistic techniques, and suspense 

creating visual elements to trick readers into clicking links but 

does not deliver on its promises [28]. Chen et al. [29] reported 

that clickbait usage is a common pattern in false news articles. 

We investigate to what extent the reliable and unreliable outlets 

use clickbait headlines in their health articles. For each article 

headline, we test whether it is a clickbait or not using two 

supervised clickbait detection models– a sub-word embedding 

based deep learning model [30] and a feature engineering based 

Multinomial Naive Bayes model [31]. Agreement between 

these models was measured as 0.44 using Cohen’s κ. We mark 

a headline as a clickbait if both models labeled it as clickbait. 

We observe, 27.29% (5,031 out of 18,436) of the headlines 

from reliable outlets are click bait. In unreliable outlets, the 

percentage is significantly higher, 40.03% (3,664 out of 9,153). 

So, it is evident that the unreliable outlets use more clickbaits 

than reliable outlets. 

We further investigate the linguistic patterns used in the 

clickbait headlines. In particular, we analyze the presence of 

some common patterns which are generally employed in 

clickbait according to [27; 32]. The patterns are- 1) Presence of 

demonstrative adjectives (e.g., this, these, that). 2) Presence of 

numbers (e.g., 10, ten). 3) Presence of modal words (e.g., must, 

should, could, can). 4) Presence of question or WH words (e.g., 

what, who, how). 5) Presence of superlative words (e.g., best, 

worst, never). Figure 2 shows the distribution of these patterns 

among the clickbait headlines of reliable and unreliable outlets. 

Note, one headline may contain more than one pattern. For 

example, this headline “Are these the worst 9 diseases in the 

world?” contains four of the above patterns. This is the reason 

why summation of the percentages isn’t equal to one. We see 

that unreliable outlets use demonstrative adjective and numbers 

significantly more compared to the reliable outlets. 

Use of visual media 

We examined how often the outlets use images in the articles. 

Our analysis finds that on average an article from reliable 

outlets uses 13.83 images and an article from unreliable outlets 

uses 14.22 images. Figure 3a shows density plots of the average 

number of images per article for both outlet categories. We 

observe that a good portion of unreliable outlet sourced articles 

uses a high number of images (more than 20). 

Figure 3–Distribution of average number of image/quotation/link per article from reliable and unreliable outlets 
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Figure 4– Topic modeling (k = 3) of articles from reliable 

outlets (top, denoted as RT) and from unreliable outlets 

(bottom, denoted as UT). 

Topical Difference 

The health domain is considerably broad and it covers many 

topics. We hypothesize that there are differences between the 

health topics in reliable and unreliable outlet articles. We test 

this hypothesis using an unsupervised & a supervised analysis. 

Topic Modeling 

We use Latent Dirichlet Allocation(LDA) algorithm to model 

the topics in the news articles. The number of topics, k, was set 

as 3. Figure 4 shows three topics for each of the outlet 

categories. Each topic is modeled by the top-10 important 

words in that topic. The font size of words is proportional to the 

importance. Figure 4a and 4d indicate that “cancer” is a 

common topic in reliable and unreliable outlets. Although, the 

words study, said, percent, research, and their font sizes in 

Figure 4a indicate that the topic “cancer” is associated with 

research studies, facts, and references in reliable outlets. On the 

contrary, unreliable outlets have the words vaccine, autism, and 

risk in Figure 4d which suggests the discussion regarding how 

vaccines put people under autism and cancer risk, an 

unsubstantiated claim, generally propagated by unreliable 

media
8,9

. Figure 4e and 4f suggest the discussions about weight 

loss, skin, and hair care products (e.g., essential oil, lemon). 

Topics in Figure 4b and 4c discuss mostly flu, virus, skin 

infection, exercise, diabetes and so on. 

Figure 5 –Top-10 topics in reliable and unreliable outlets. 

Topic Categorization 

In addition to topic modeling, we categorically analyze the 

articles’ topics using Google Cloud Natural Language API. 

Figure 5 shows the top-10 topics in the reliable and unreliable 

outlets. In the case of reliable, the distribution is significantly 

dominated by health condition. On the other hand, in the case of 
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unreliable outlets, percentages of nutrition and food are 

noticeable. Only 4 of the 10 categories are common in two 

outlet groups. Unreliable topics have weight loss, hair care, 

face & body care. This finding supports our claim from topic 

modeling analysis. 

Semantic Difference 

We analyze what efforts the outlets make for a logical and 

meaningful health news. Specifically, we consider to what 

extent the outlets use quotations and hyperlinks. Use of 

quotation and hyperlinks in a news article is associated with 

credibility [33; 34]. Presence of quotation and hyperlinks 

indicates that an article is logically constructed and supported 

with credible factual information. 

Quotation 

We use the Stanford QuoteAnnotator
10

 to identify the 

quotations from a news article. Figure 3b shows density plots of 

the number of quotations per article for reliable and unreliable 

outlets. We observe that unreliable outlets use less number of 

quotations compared to reliable outlets. We find that the 

average number of quotations per article is 1 and 3 in unreliable 

and reliable outlets, respectively. This suggests that the reliable 

outlet sources articles are more credible and unreliable outlets 

are less credible. 

Hyperlink 

We examine the use of the hyperlink in the articles. On average, 

a reliable outlet sourced article contains 8.4 hyperlinks and an 

unreliable outlet sourced article contains 6.8 hyperlinks. Figure 

3c shows density plots of the number of links per article for 

reliable and unreliable outlets. The peaks indicate that most of 

the articles from reliable outlets have close to 8 (median) 

hyperlinks. On the other hand, most of the unreliable outlet 

articles have less than 2 hyperlinks. This analysis again suggests 

that the reliable sourced articles are more credible than 

unreliable outlet articles. 

Conclusion and Future Work 

In this paper, we closely looked at structural, topical, and 

semantic differences between articles from reliable and 

unreliable outlets. Our findings reconfirm some of the existing 

claims such as unreliable outlets use clickbaity headlines to 

catch the attention of users. In addition, this study finds new 

patterns that can potentially help separate health disinformation. 

For example, we find that less quotation and hyperlinks are 

more associated with unreliable outlets. However, there are 

some limitations to this study. For instance, we didn’t consider 

the videos, cited experts, comments of the users, and other 

information. In the future, we want to overcome these 

limitations and leverage the findings of this study to combat 

health disinformation. 
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Abstract 

With the growing interdisciplinarity of cancer treatment and 

increasing amounts of data and patients, it is getting 

increasingly difficult for physicians to capture a patient’s 

medical history as a basis for adequate treatment and to 

compare different medical histories of similar patients to each 

other. Furthermore, in order to tackle the etiological 

mechanisms of cancer, it is crucial to identify patients 

exhibiting a different disease course than their corresponding 

cohort. Several timeline visualizations have already been 

proposed. However, the functions and design of such 

visualizations are always use case dependent. We constructed 

a cohort timeline prototype mock-up for a specific oncological 

use case involving multiple myeloma, where the chronological 

monitoring of various parameters is crucial for patient 

diagnosis and treatment. Our proposed cohort timeline is a 

synthesis between elements described in the literature and our 

own approaches regarding function and design. 

Keywords:  

Clinical Decision-Making, Cohort Studies, Data Mining 

Introduction 

For the treatment of cancer, physicians need to consider 

comprehensive information about the patients, including the 

medical history [1] as well as current events such as 

examination results. The information mainly comprises basic 

variables such as age, gender, education, and clinical variables 

such as details on diagnoses, therapies, staging results, 

laboratory analyses, and further examinations. However, those 

variables are usually stored in different systems within the 

hospital, e.g., the laboratory information system or the hospital 

information system. The data then have to be chronologically 

realigned in a manual fashion by physicians, often under time 

pressure. Thus, there is a great need for tools creating a 

chronological overview of patient data, helping to save time, 

and preventing errors. 

To support physicians in the compaction and comparison of 

salient patient information as well as in the chronological 

realignment of data from different sources, several approaches 

have been developed for integration and visualization of 

medical patient histories. There are tools for either single 

patient (e.g., LifeLines, KNAVE-II; [2–4]) or for patient 

cohorts (e.g., LifeLines2, VISITORS; [4–7]), and they aim to  

display various data types, such as numerical data (e.g., 

MIVA), categorical data or both (e.g., WBIVS; [4,8]).  

A fundamental work for the display of a single patient medical 

history is the LifeLines approach of Plaisant et al. [2]. It is not 

restricted to oncology and aims at displaying the key 

information of a single patient’s medical history by aligning 

zoomable lanes on top of each other. Depending on the task at 

hand, they can be opened up or closed [2,4]. It focuses on 

categorical data. The lanes represent different areas of the 

patient record such as “Problems”, “Diagnoses” or “Tests”, 

while single events are encoded within the lanes. For instance, 

the lane entitled “Tests” harbors examination events such as 

“Blood” or “ECG” etc. The separate markings within the lane 

are positioned according to their corresponding chronological 

position on the x-axis, which is located at the bottom of all 

lanes. Design aspects such as line thickness reflect the severity 

of medical problems. Detailed information on an event is 

given in a separate window, which can be summoned by 

clicking on the respective event in the main view. Further 

interactive features include a mouseover function (i.e., 

displaying information when hitting a label with the cursor), 

zooming, alerts and a search option for keywords such as 

symptoms (e.g., “migraine”). KNAVE-II is another 

visualization architecture for time-oriented clinical patient 

data and has been implemented and tested in the oncological 

domain [3]. Similar to Lifelines, it comprises horizontally 

stacked views, but in contrast to the former, KNAVE-II offers 

domain-specific groupings as well as temporal abstractions to 

enable interactive data manipulation and exploration [3,9]. 

However, drawbacks of Lifelines and KNAVE-II might be 

crowding problems, i.e., the display might become too 

complex due to increasing timespans and number of 

events [2].  

Approaches to the chronological display of patient cohorts 

have also been developed. Bernard et al. [10] developed a 

network of static dashboards to visualize the medical histories 

of a post-operative prostate cancer cohort. Each separate 

dashboard represents a temporal segment of the cohort, i.e., 

one part of time-ordered temporal data. Each dashboard is 

composed  of different visualizations such as bar charts, pie 

charts or box plots. The chronological connection, i.e., the 

medical history of the cohort, is represented by the network 

that is constructed based on the connections between the 

single dashboards. Unfortunately, the tool has not been 

validated as previous visualization approaches. Thus, its 

efficiency in the real world setting still remains uncertain. The 

tool does not support the traditional timeline display, so that 

physicians might need extended training. In addition, the data 

processing steps underlying the temporal segmentation of data 

might be hard to follow and only a limited number of EHR 

elements might be shown within the dashboard due to space 

issues.  

The LifeLines2 approach uses a classical timeline 

visualization, just like its predecessor LifeLines. It enables the 
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display of temporal categorical data for multiple patient 

records. The lanes are stacked vertically and represent each 

single cases, with event markers color-coded on the 

corresponding positions at the horizontal time axis [11]. All 

records can be aligned by a specific event in chronological 

display [4]. The alignment can also be achieved according to a 

specific events, e.g., the second diagnosis. Furthermore, users 

are able to filter and search for specific event sequences; and 

the temporal distribution of selected event types can be 

displayed by histogram [4,11]. In addition, approaches such as 

Similian, which extended LifeLines2 with a similary measure, 

enable the search for similar medical patient histories [4,12]. 

However, LifeLines2 displays one patient record per 

horizontal lane, so that not all records can be viewed 

simultaneously in larger patient cohorts due to space issues 

[13]. In addition, numerical data have to be preprocessed as 

the approach focuses on categorical data only.  

The VISITORS system by Klimov et al. [7], an extension of 

KNAVE-II, is a visualization and exploration tool for time-

oriented, categorical as well as numerical data of multiple 

patients. VISITORS is also constructed of horizontal lanes 

that are associated with a horizontal, chronological x-axis and 

enables the display of raw data as well as abstracted concepts 

for overviews. However, the tool does not enable the display 

of multiple numerical parameters within one lane. When 

several lanes for different numerical parameters need to be 

applied, not all lanes might be viewed within one window. 

Taken together, there exist various cohort timeline 

visualizations for different application scenarios and data 

types, also exhibiting multiple interactive features. Yet, as the 

literature about the cohort timelines shows, their configuration 

and functionalities mostly depend on a specific use case for 

which they are constructed or adapted. Thus, there does not 

exist one universal solution for all use cases.  

The visualizations in clinical routine is still in high demand, as 

no approaches are widely deplayed yet [14]. As such, we 

developed a timeline for cohort in clinical oncological routine, 

adapted to the specific use case of multiple myeloma (MM; 

ICD10: C90.0) within the first-line therapeutic setting. It could 

become apparent for the need to monitor several parameters 

over time and to compare the course of one patient to a 

corresponding cohort by applying such tool (see below).  

MM can arise from two pre-stages, i.e., the Monoclonal 

Gammopathy of Undetermined Significance (MGUS) or the 

smoldering myeloma [15]. Both conditions are lacking in 

treatment indication and can be differentiated from the MM 

and monitored by several parameters such as clonal plasma 

cells in the bone marrow, monoclonal protein in the serum and 

urine as well as end organ damage [15]. The transition from 

the pre-stages to an MM is marked by the fulfillment of one or 

more of the SLiM-CRAB criteria (an acronym standing for 

“>60% clonal plasma cell content in the bone marrow”, “free 

light chain ratio in the serum >100”, “>1 focal lesion >1cm in 

MRI imaging”, “Calcium”, “renal insufficiency”, “anemia” 

and “bone lesions”; [16,17]). Those criteria comprise several 

laboratory parameters (e.g., calcium, creatinine and 

hemoglobin), bone lesions as determined by imaging, the 

percentage of clonal plasma cells in the bone marrow, the free 

light chain ratio in the serum and  focal lesions as determined 

by MRI [15].  

In addition, although the steps for treatment are given in the 

MM treatment guideline, it might still be necessary to decide 

between different treatment options. Those decisions have to 

be made individually, for instance, the decision in favor of or 

against an autologous stem cell transplantation. Especially in 

the cases of older patients, it becomes increasingly important 

to weight the burden of therapeutic side effects against the 

potential treatment benefit. To support decision making, it 

might be of help to compare one patient’s medical information 

with treatment profiles from previous patients and their 

treatment outcomes.  

We therefore developed the MM use case-specific prototype 

mock-up of an interactive cohort timeline.  

Methods 

The construction of our cohort timeline was based on a 

combination of timeline functionalities and design aspects 

collected from a literature review and our own approaches to 

these issues.  

The prototype mock-up of the proposed cohort timeline was 

developed in iterative cycles with clinical, medical informatics 

as well as biological inputs. We adapted the concept of 

horizontal lanes from previous tools, such as LifeLines, 

LifeLines2 and VISITORS, for visualizing the medical history 

of patients [2–4,7,9]. Functionalities for interactive data 

visualization were designed and incorporated to meet 

physician’s needs and suggestions of previous studies [4–

7,11].  

The parameters in our prototype mock-up were selected based 

on the MM treatment guideline for diagnosis, therapy and the 

monitoring of the remission status, including the laboratory 

values, the designations of therapy steps as well as  the criteria 

for evaluating the treatment response. In addition, the 

International Myeloma Working Group (IMWG) and the 

revised-Myeloma Comorbidity Index (R-MCI) were also 

included, which have been suggested to be useful in 

identifying geriatric risk profiles and prognostic values for 

functional decline among older multiple myeloma 

patients [18]. They are calculated by a combination of weights 

among various parameters including age, comorbidities and 

the ability to perform activities of daily living (e.g., self-care 

and household) [19]. Therefore, those scores are referenced as 

relevant decision criteria to differentiate between treatment 

options documented in the MM treatment guideline, especially 

for older patients.  

We documented our general design and planned interactive 

funcions in a detailed prototype mock-up by a user experience 

specialist. 

Results 

The proposed interactive cohort timeline is built up of 

vertically stacked lanes, each comprising one key clinical 

component such as information on the general patient 

condition (IMWG score, R-MCI), laboratory data, treatment 

options and information on the treatment response, which are 

all significant for diagnosing, treating or monitoring MM. This 

sequence of events during patient treatment is reflected in the 

vertical order of the lanes from top to bottom (see Figure 1).  
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Each lane depicts all corresponding data points of the selected 

cohort. In case of visualizing multiple cohorts, the latter are 

color-coded in order to be distinguished within the same lane. 

The associations of laboratory values to their parameters are 

represented by data points, e.g., dots and crosses (see 

Figure  2).  

The chronological reference of the visualization is given by a 

time-harboring x-axis at the bottom of all lanes. The vertically 

stacked lanes can be chronologically compared and referenced 

to the horizontal time axis by means of a thin vertical marker 

that spans all lanes (similar to the Data Point Scrubber of 

Faiola et al. [20]) and follows the cursor.  

The visualization type for each lane is content-specific. 

Laboratory values are presented in an x-y-diagram-lane. 

Different laboratory parameters are visualized within the same 

lane. Upper and lower flanking lines that connect the lowest 

and highest values, respectively, indicating the value range. A 

filtering option next to the lane allows the selection of single 

laboratory parameters or functional parameter sets.  

The occurrence of events such as treatments or evaluation of a 

remission status is marked in the corresponding lane by a 

small vertical line per patient at the corresponding time point 

(i.e., position on the time axis).  

 

Figure 1: Prototype mock-up of the use case-specific cohort timeline 

Figure 2: Proposed interactive features for the cohort timeline 
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Given a specific use case, a user might want to read the values 

in an absolute timeline or a relative one to a defined reference 

time point. For instance, the time of diagnosis of a specific 

disease might serve as reference, relative to all other events 

that are calculated and displayed chronologically for each 

individual patient. Therefore, similar to VISITORS [7], an 

option to choose between absolute and relative chronological 

display will be integrated. The options to switch between 

different parameters of reference [4–6] as well as the selection 

of a time window of interest will also be given [4,7].  

Additionally, lanes can be faded in and out depending on the 

use case at hand [2]. Further interactive features include a 

hover over function (similar to Wang et al. [11]), displaying 

the patient-ID as well as the corresponding value when hitting 

a data point with the cursor. In addition, all data points from  a 

specific patient shall be highlighted throughout the cohort 

timeline in order to enable the comparison to a corresponding 

cohort. To differentiate compact or clustered data, a zoom 

function will be included (e.g., [2]). In the case where a lane is 

too cluttered with data points or if subcohorts are to be 

selected, a filtering function is also added. This is enabled by 

checking or unchecking selection boxes on a target lane or 

simply by marking specific data points. In case of visualizing 

long time spans, a sideward scroll is included as well as an 

option to constrain the time window for which data are to be 

displayed. A retractable legend is included. Furthermore, 

certain users such as physicians in different specialities might 

have different preference on the ways to display the cohort 

information in timeline. And customized configurations can be 

saved for future use to save time. An export function for data 

and images will also be provided. An example of the general 

cohort timeline design is shown in Figure 1. The interactive 

functionalities are presented in Figure 2. 

Discussion 

The literature shows a multitude of approaches for temporal 

visualizations for medical histories of patient cohorts, 

including a variety of interactive features. However, it is also 

obvious that each timeline has to be adapted to a specific use 

case in order to see if the approach can address the specific 

questions in different user scenarios.  

We developed a prototype mock-up for the oncological use 

case of diagnosing, treating and monitoring MM, as a 

synthesis between designs and functionalities of previous 

cohort timelines and our own ideas.  

As described above, a physician might want to weight the 

burden of therapeutic side effects against the potential 

treatment benefit for an old MM patient. In this case, the 

physician plots two cohorts of previous MM patients onto the 

timeline: One having received stem cell transplantation as well 

as high-dose therapy (blue cohort in Figure 1 and Figure 2, 

appearing brighter in the black and white view) and another 

one having received basic therapy only (red cohort, appearing 

darker in the black and white view). Patients categorized as 

“frail” in the IMWG score and the R-MCI have higher 

creatinine and lower hemoglobin levels after therapy than 

fitter patients and a less optimal treatment response (e.g., 

remission status=stable disease).  

The data points of a current patient can now be plotted, 

highligted and compared to the two cohorts to estimate 

potential treatment outcomes with and without SCT and high-

dose therapy. The example patient might rather resemble the 

cohort not suited for SCT and high-dose therapy in our 

prototype mock-ups. 

In a future step, the prototype mock-up presented here shall 

serve as a basis for an evaluation by end users. Although the 

prototype mock-up was constructed based on realistic data and 

procedures as much as possible, it has to be taken into account 

that the plot has not been programmed and tested with real 

data yet. Thus, the behavior of the plot in real live scenarios 

presently cannot be anticipated.  

Conclusions 

We present a compact, interactive cohort timeline 

visualization approach to display multidimensional data points 

of oncological cohorts in a chronological reference frame. Our 

prototype mock-up shall serve as a basis for a comprehensive 

evaluation by physicians as potential end users. Although our 

visualization has not been realized and tested with real data 

yet, it might become a promising tool for physicians to 

support decisions in treatment of oncological patients, 

hypothesis generation, and the exploration of the etiological 

mechanisms underlying cancer. 
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Abstract 

A significant part of medical knowledge is stored as unstructured 

free text. However, clinical narratives are known to contain 

duplicated sections due to clinicians’ copy/paste parts of a 

former report into a new one. In this study, we aim at evaluating 

the duplications found within patient records in more than 

650,000 French clinical narratives. We adapted a method to 

identify efficiently duplicated zones in a reasonable time. We 

evaluated the potential impact of duplications in two use cases: 

the presence of (i) treatments and/or (ii) relative dates. We 

identified an average rate of duplication of 33%. We found that 

20% of the document contained drugs mentioned only in 

duplicated zones and that 1.45% of the document contained 

mentions of relative dates in duplicated zone, that could 

potentially lead to erroneous interpretation. We suggest the 

systematic identification and annotation of duplicated zones in 

clinical narratives for information extraction and temporal-

oriented tasks.  

Keywords:  

Electronic Health Records, Natural Language Processing, 

Algorithms 

Introduction 

The use of electronic health records (EHRs) and clinical data 

warehouses [1] (CDWs) lead to a better collection and 

preservation of patient information. CDWs store all kinds of data, 

including laboratory results, diagnostic codes, and clinical 

narratives (free text medical reports). In fact, CDWs are major 

tools for translational research. While a large portion of the 

information are stored in structured ways, and virtually directly 

reusable, a significant part of medical knowledge is stored as 

unstructured free text. Some studies have even shown that free 

text contains up to 80% [2] of overall information. With the 

availability of information, new ways of exploring data have 

emerged. For example, high-throughput phenotyping, machine 

learning or statistical models (including through the use of deep 

learning). However, free text can be subject to different types of 

issues (quality, typos…), that could profoundly bias results of 

analysis and models. One potential problem could come from 

duplicated sections in clinical reports [3] (created when clinicians 

copy/paste parts of a former report into a new one). 

Duplications are common during care; information can be 

replicated from one document to another because of the static 

nature of the family history, previous treatments, and so on. 

However, in the case of secondary use of clinical data and more 

specifically, in the context of data extractions, duplications can  

 

have a strong impact on the chronology of the information. Old 

information can be found duplicated in a recent document. In this 

study, we aim at assessing if duplications have an impact on 

different types of models.  

This study takes place in the context of big data, and where 

simple naïve approaches are not compatible with the volume of 

data considered (i.e. several months of calculation would be 

needed for simple tasks). A large body of work has been 

developed around the detection of plagiarism and duplication in 

clinical narratives. The volume of duplications has been 

evaluated as high as 80% in Northern American Hospital [4–6]. 

However, the exploration of duplications in French narratives 

remains limited, and the potential impact of such duplications is 

not easy to evaluate.  

State of the Art 

The identification of duplicated zones or plagiarism has 

generated a large body of work over the years. However, no open 

source solutions are available and able to handle the volume of 

text compatible with our purpose. In medicine, several studies 

focus on the characterization of copy and paste redundancy.  

In their publication of 2013 [6], Cohen et al. studied the impact 

of ‘copy and paste’ redundancy in a large corpus of text. For that 

purpose, they developed a character based fingerprint method. 

This technique is inspired by BLAST [7] a bioinformatics 

algorithm which aims to find similar sequences. The authors 

considered 22,654 notes from 1604 patients. They found that 

clinical text had a redundancy level of 29%.    

In a preliminary French study [3], D’Hondt et al. extend the 

Cohen methods and studied duplications in French clinical notes. 

The algorithm allowed the use of overlapping fingerprints. They 

also oriented documents in time. They choose fingerprint length 

of 30 and overlap of 10 char as their parameters. Furthermore, 

they identified that in clinical notes, most of the redundancy 

located on the footer and header section were in administrative 

sections. They worked on documents from three records and 361 

documents. They found a redundancy level of 33% in clinical 

notes. Their algorithm allows finding near-duplicated and exact 

redundancy (at a price of a higher complexity of the algorithm).  

A recent study [8] by Gabriel et al. was able to scale up to 

1.5 million notes in 36.3 hours, regardless of the patient vector. 

They developed a new method base on windows of three phases. 

The first step is mini-hashing generation from files. Instead of 

looking at the character levels they look at the word level and 

defined a signature. This approach will not be followed in our 

study because we want to find exact duplication. 
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Goals 

In this study, we aim at evaluating the duplications found within 

patient records at the European Hospital Georges Pompidou, a 

French hospital located in Paris. We adopted a strategy to enable 

the treatment of large quantities of text in a reasonable time. 

Finally, we evaluate the potential impact of duplications in two 

use cases: (i) the identification of treatments present in clinical 

narratives and (ii) the presence of relative dates. 

Materials 

In this section, we introduce the European Hospital Georges 

Pompidou and the corpus of text used for the study. 

European Hospital Georges Pompidou 

The European Hospital Georges Pompidou (HEGP in French) is 

a 700 bed hospital located in Paris. The HEGP is specialized in 

oncology, cardiovascular diseases and emergency medicine. The 

hospital has a clinical data warehouse (HEGP CDW) based on 

i2b2 [9] integrating virtually all the data generated by the hospital 

information system, which was deployed in 2008. Among the 

data collected, clinical narratives (comprised of clinical reports, 

letters, imaging reports, and so forth) represent more than 10 

million items.  

Corpus of Clinical Narratives 

Our dataset is a subset of the corpus of the text of the HEGP 

CDW. We identified all the patients who received chemotherapy 

since the opening of the hospital 2000 (10,393 patients). We 

limited the selection of patients to those who had a follow-up of 

at least a year (i.e. patients with at least two visits distant by 365 

days). Because we are interested in duplications within the record 

of a patient, we selected only patients with at least two distinct 

documents. Starting from 666,956 documents, we conserved a 

total of 649,651 documents after a preprocessing step (detail in 

the method section). 

Methods 

Definition of Duplicated Zones 

In this manuscript, we define a duplication as an identical zone 

of text found conserved in at least two different documents. We 

focus on intra-record duplication (i.e. we search for duplication 

with the record of a patient, and not between patients). The 

document pairs are oriented in time.  

Preprocessing 

All documents generated in the hospital comprised 

administrative information (with the phone number of the 

service, the names of the staff, and so forth), the clinical notes 

themselves and footer information regarding the possible 

secondary use of data. We preprocessed the documents to remove 

the administrative zones and the footer information section. We 

also normalized the documents by converting the entire text to 

lower cases, and transforming multiple spaces into single ones. 

Efficient Detection of Duplications 

We aim at developing a method able to manage a substantial 

number of documents. We leverage the approaches developed by 

Cohen et al. [6] and D' Hondt et al. [3] to develop a mixed 

approach. In a nutshell, we rely on fingerprints build from the 

text to identify identical zones. A fingerprint is a segment of N 

consecutive letters. Fingerprints are not overlapping, if the first  

 

fingerprint is constructed from character 1 to N, the second 

fingerprint starts at position N+1. Similarly to D’Hondt et al., we 

also leveraged the notion of overlap: we add series of fingerprints 

with an offset of value OFFSET (i.e. starting at the OFFSET
th 

character). OFFSETs are very similar to Open Reading Frames 

in DNA. Figure 1 shows a graphical summary of the approach. 

We detect duplicated ones by comparing fingerprints between 

pairs of documents. Contiguous or overlapping pairs of 

fingerprints (in the source and target documents) are merged 

together. We evaluated different sizes of fingerprints, and values 

of offsets to find a good compromise between the number of 

duplicated zones detected and the computed time needed to 

perform the calculation. 

 

Figure 1: detection of duplicated region between two texts. The 

method relies on fingerprints. 

Evaluating the optimal parameters: We tested combination of 

parameters for the values of N (size of the fingerprints), and 

OFFSET (value of the offset). We respectively tested the values 

of 30, 40 and 50 characters from the fingerprints, and 1, 5, 7, 10, 

15 and 20 for offsets. In each case, we considered the offset of 1 

as our baseline (fingerprints are calculated at each character 

position). We computed the number of common fingerprints 

detected, the time needed for the computation. 

Computing Duplicated Zones on the Corpus of 650,000+ 

Documents 

Using the optimal values obtained from the previous section 

(fingerprint length of 30, and offset of 15 characters), we 

computed duplicated zones on the entire corpus. Duplicated 

zones are detected among the documents of a single patient. We 

search for duplicated zones between documents oriented in time: 

the source document was always older than the target document. 

Once the pairwise duplication step has been performed, we focus 

on document levels, and merge all the duplicated zone detected. 

Figure 1 illustrates the approach. 

Filtering duplicated zones: After the merging steps, we 

identified duplicated zones with a wide variety of length, starting 

from 30 (the length of a fingerprint). We chose to filter out zones 

too small, because they likely did not correspond to copy/paste. 

To select a relevant threshold, we considered the number of 

duplications found for a given duplicated zone length. 

Evaluation the volume of duplicated zones 

Finally, we designed three scores to evaluate the volume of 

duplicated zones in the text; 

Global volume of duplication in the corpus: The global 

duplication score  
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Average duplication score by document: The duplication score 

per document defined as 
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Average duplication score per patient: The duplication score per 

patient is defined as 
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In a nutshell, the three score describe different means to measure 

the amount of duplications. The global duplication score 

(�������	������) evaluate the overall amount of duplication 

in the corpus (in term of number of characters in duplicated 

zones). The average duplication score per document evaluates 

the impact of duplication normalized by document. Finally, the 

average duplication per patient measures the overall impact of 

duplication per patients. 

Potential Impact of Duplicated Zones on Two Use-Cases 

We identified two use cases that could potentially be impacted 

by the presence of duplicated zones: 

Detecting drugs in duplicated zones: We searched for 

occurrences of medical drugs in our corpus. We used an exact 

match strategy, based on a list of ingredients and brand names 

from the Romedi [10] resource. Romedi is a semantic web 

version of a French public resource of drugs made available by 

the French National Health Insurance. Molecules such as simple 

sugars (e.g., glucose), water, inorganic elements (e.g., calcium), 

and so forth are listed as ingredients in Romedi. However, when 

mentioned in the clinical narratives, these molecules rarely refer 

to clinical drugs. Therefore, we eliminate them from the list of 

drugs identified by Romedi (more precisely, we eliminated the 

French terms para, olivier, alcool, sodium, potassium, calcium, 

glucose, magnesium, eau). All drugs were normalized to their 

corresponding CUI. 

We identified the number of drugs present only in duplicated 

zones, and not in the rest of the document. While the presence 

can be useful for the medical history and for the care of the 

patient, the presence in portions of text duplicated from former 

documents could impact machine learning models, or 

information retrieval processes. 

Relative dates in duplicated zones: Our second use case focused 

on temporality. One major issue when working with text is the 

identification of the temporality associated with the concepts 

identified in the text. It is always important to distinguish 

between events or phenotypes that occurred during or prior the 

encounter. We searched the duplicated zones for temporality 

markers using relative dates (i.e. using expressions such as 

yesterday, two months ago, tomorrow, today, etc.). In such cases, 

the reference date is assumed to be the date of the creation of the 

document, but because the expression is located in a duplicated 

zone, its actual reference date should be identified in the past. We 

searched the corpus for a series of 8 terms corresponding to 

relative dates and determined if the terms were located within a 

duplicated zone. 

Implementation of the Pipeline of Detection 

We leveraged NextFlow [11] and Docker [12]. Each portion of 

our pipeline uses a Docker container and Nextflow ensure the 

parallelization of our processes. The pipeline ran on an Ubuntu 

14.04 server, with 15 cores, 64 GB of RAM, and was developed 

in Python 3.10. Code is accessible on our github repository: 

https://github.com/equipe22/duplicatedZoneInClinicalText [13]. 

Results 

Preprocessing 

A mean values of 1670 characters were eliminated in general 

during the preprocessing. Overall, the number of character 

decreased by 36%. The average length of a text before 

preprocessing was 4145 and 2474 characters after. 

Efficient Detection of Duplications 

We compared the execution time and performance with respect 

to the overlap for different sets of parameters of the detection 

duplication algorithm (see Table 1). 

Table 1 – Result of parameters evaluation for 50 patients which 

have 30 documents in average 

fingerprint 

length 

orf 

size 

execution time 

(second) 

% median overlap 

with the baseline 

20 3 653 83 

5 196 77 

7 85 69 

10 34 72 

15 18 67 

20 10 66 

30 3 665 84 

5 274 82 

7 125 80 

10 46 79 

15 22 78 

20 14 75 

40 3 1043 83 

5 395 81 

7 166 80 

10 63 81 

15 28 78 

20 16 72 

Computing Duplicated Zones on the Corpus of 650,000+ 

documents. 

Table 2 –Duplication detection and annotations execution time 

fingerprint 

generation merge 

drug 

annotation

time 

annotation

execution 

time

3h19 20h19 80 s 23 s 

Figure 2– Distribution of the patient duplication score

 

Table 3– Summary of duplication score 

score mean Standard deviation

Global 0.33 0.33 

Avg per document 0.25 0.12 

Avg per patient 0.28 0.14 
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Potential Impact of Duplicated Zones on Two Use-Cases 

Detecting drugs in duplicated zones: We extracted 2,689,998 

brand name and 761,611 ingredients from the corpus. 330,272 

documents contain at least one drug mention. Overall, 161,067 

documents had a drug detected within a duplicated region. 

130,233 documents had at least one drug detected only within the 

duplicated zone (19.64% of our corpus). 

Relative dates in duplicated zones: 45,557 documents contained 

at least one mention of a relative date. 9,632 documents 

contained a mention of a relative date within a duplicated region 

(21% of relative dates, 1.45% of the corpus).  

Discussion 

Detection of Duplication 

We found that fingerprints length did not have an impact on the 

algorithm speed neither for the generations of fingerprints, nor 

the identification of duplications. The offset size did have a 

strong effect on both the execution time and the quality of 

detection. Compared to the baseline (offset of 1), the lower the 

offset size is, the better is the quality. However, in the spirit of a 

scalable approach, the processing time is incompatible with high 

volume of documents. We selected an offset of 15 for a 

fingerprint size of 30 for the reminder of our process to preserve 

a good quality while benefiting from a 200-fold speed 

improvement of the algorithm. 

Filtering: We observed a large number of small-sized duplicated 

zones of 30 characters (more than 200 million detected 

duplications). 30 characters are highly unlikely to correspond to 

a full sentence in French. We decided to use a threshold of 1.5 

fingerprints (i.e. 45 characters) to reduce the impact of artefacts 

that are unlikely to have been generated by a copy/paste process. 

Using this threshold, we found 29 million detected duplication. 

Duplicated zones: Overall, the ratio of duplicated rate of 

duplications is 33%, in par with findings from the literature [3]. 

20% of document had drugs mentioned only in duplicated zones. 

1.45% of the document contained a relative data present in a 

duplicated zone. While the number is relatively low, the global 

number of documents is high: several thousands of documents 

for CDW with 10 million documents. The risk of 

misinterpretation of relative dates is high; tools such as 

HeidelTime [14] often used to identify mentions of temporality 

could provide erroneous normalization of the date since the tool 

would use the date of the document as a reference (instead of the 

data of the document source of the duplication). 

Technical Significance 

The performance of our heuristic allows treating a large amount 

of text. In this study, we managed a corpus of more than 650,000 

documents within less than a day. Our CDW hosts a total of 10 

million clinical narratives, some of which are the seldom report 

in the patient record.   

The heuristic approach probably underestimates the volume of 

duplications. Additional fined grained approaches [3] could be 

applied to refine our results. We applied our approach to French, 

but the algorithm could be used for other languages as well. 

Significance for secondary use of clinical data 

The overall rate of duplicated zone (33%) is reasonable. 

However, we identified both drugs and relative dates were 

present in duplicated zones and could have a strong impact on 

information extractions from the text. 

 

Duplications can have various meanings. The physician can use 

copy/paste to summarize the past, or to carry medical history 

from one document to another. Our method does not allow to 

identify the meaning associated with the copy/paste. However, 

for any application in which temporality is of importance, 

relative dates in duplicated zone might present an issue.  

Limitation 

The HEGP is specialized in oncology and cardiovascular 

diseases. Our selection of patients did not reflect the variety of 

the case present in the hospital. However, we did not filter the 

documents to specific sets of providers. In chronic diseases, with 

longer follow-ups, it would be possible for the ratio of 

duplication to be higher. 

We used a rule based approach to clean-out the administrative 

sections of the document. This approach is not transposable, but 

proved efficient. The structure of the document is highly linked 

to the EHR used, the adoption of standard, etc. 

We did not consider inter-patient duplications. Whereas our 

method could be used similarly to detect duplications among 

documents from different patients, it was not the purpose of our 

study. The detection of such zones could be interesting for quality 

control, or to reduce the work when annotating large corpora of 

texts for example. 

Perspectives 

Evolution of the volume of duplication over time: Because of 

the large variety of profiles, it is too complex to provide a good 

indicator of the evolution of the duplication rate over time. In our 

corpus, the documents were generated by many providers 

(medical services). We explored visually this question by 

representing the duplication rate over time. For comparison 

purpose, we normalized the time. Figure 3 provides a 

visualization of the duplication rate over the documents (the 0 in 

abscissa corresponding to the first document, and 100 to the last). 

A single point represents the rate of duplication of a single 

document for a single patient. We can see that there is visually a 

small trend toward an increase in the rate of duplications in the 

early part of the distribution, followed up by a plateau. 

 

Figure 3 – Duplication representation over time per provider  

We explored a visualization of the duplications within a patient 

records, and their organization over time in Figure 4. We 

leveraged the circlize [15] visualization to build a graphical 

summary of the duplicated zone, and their origin for a given 

patient. The outside circle represents the document of patients. 

The inner circle represents the provider of the document. Each 

edge represents a duplicated zone between documents. The date 

difference between two documents is rendered by the color; 

darker arcs correspond to the larger number of days than lighter 

arcs.  In our example, Patient 1 and 2 both have 30 documents. 

The two patients have two distinct pathologies, and therefore two 

sets of distinct providers. The arcs reflect different 

hospitalization trajectories. 
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 For Patient 1, the providers reflect an oncology trajectory: 

digestive surgery (502, 532), imaging (312) and chemotherapy 

(574). For Patient 2, providers are coherent with urgent care: 

Internal medicine (812) and emergency medical (108) and 

reanimation. The systematic identification and annotation of 

duplicated zones are important for many aspects of data reuse. 

While we limited our exploration to drugs and relative dates, 

other semantic areas would be relevant to explore. For example, 

procedures and phenotypes. The annotation of duplicated zones 

could help identify procedures that are not relevant to the current 

visit 

 

Conclusions 

We developed a method to identify efficiently duplicated zones 

in clinical narratives. We explored a corpus of more than 650,000 

documents belonging to 10376 patients. We identified an average 

rate of duplication of 33%, in par with value found in other 

studies. We evaluated the potential impact of duplications in two 

use-cases, the identification of drugs and the identification of 

relative dates. We found that 20% of the document contained 

drugs mentioned only in duplicated zones and that 1.45% of the 

document contained mentions of relative dates in duplicated 

zone, that could potentially lead to erroneous interpretation. We 

suggest the systematic identification and annotation of duplicated 

zones in clinical narratives for information extraction and 

temporal-oriented tasks.  
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Abstract 

With the proliferation of digital communication in healthcare, 

the reuse of laboratory test data entails valuable insights into 

clinical and scientific issues, basically enabled by semantic 

standardization using the LOINC coding system. In order to 

extend the currently limited potential for analysis, which is 

mainly caused by structural peculiarities of LOINC, an algo-

rithmic transformation of relevant content into an OWL onto-

logy was performed, which includes LOINC Terms, Parts and 

Hierarchies. For extending analysis capabilities, the compre-

hensive SNOMED CT ontology is added by transferring its 

contents and the recently published LOINC-related mapping 

data into OWL ontologies.  

These formalizations offer rich, computer-processable content 

and allow to infer additional structures and relationships, 

especially when used together. Consequently, various reutili-

zations are facilitated; an application demonstrating the dyna-

mic visualization of fractional hierarchy structures for user-

supplied laboratory data was already implemented. By provi-

ding element-wise aggregation via superclasses, an adaptable, 

graph representation is obtained for studying categorizations. 

Keywords:  

Biomedical Ontologies, LOINC, SNOMED CT 

Introduction 

As a prerequisite for any reuse of clinical data, it is essential to 

communicate in a semantic interoperable way so that the 

content’s meaning is preserved independently from locally used 

terms and external influences like the applied software system. 

This is achieved by coding information explicit with a 

standardized terminology. The most widespread coding scheme 

in the laboratory domain is the Logical Observation Identifier 

Names and Codes (LOINC) terminology [1]. Each laboratory 

test is assigned a unique code representing its characteristics 

through the values of at least five axes. By using mapping 

methods, prepared and integrated laboratory data can provide 

valuable insights into patient care [2; 3]. 

However, activities to extend identifying LOINC codes by 

hierarchical structures or formal specifications have only 

recently begun, so that so far their use is limited to the unam-

biguous identification of laboratory tests with language-inde-

pendent codes. Repeatedly it was demanded that LOINC codes 

should be enriched with a hierarchical structure., e.g. for 

aggregating reportable diseases in public health [4] or for 

improving semantic interoperability of LOINC-coded data [5].  

So, the project aimed to transform the given LOINC ter-

minology contents into a different, computer-processable re-

presentation subsequently enabling a larger scale of aggrega-

tion, analysis, and visualization of coded laboratory data.  

Therefore, relevant LOINC components are converted into an 

ontology based on the well-known Web Ontology Language 

(OWL), i.e. a knowledge representation often defined as an 

“explicit specification of a conceptualization“ [6], which uses 

formal logic to infer reasoner-based conclusions.  

 

Figure 1 - Formalization of lab test classes and individuals 

In order to enrich the given LOINC contents with additional 

information and hierarchical structures, the extensive 

Systematized Nomenclature of Medicine – Clinical Terms 

(SNOMED CT) shall be incorporated into the resulting 

ontology, as well. By using formal definitions throughout its 

scope, SNOMED CT is already specified as an ontology and 

can thus be integrated easily.  

But to establish the connections between equivalent or other-

wise related concepts in LOINC and SNOMED CT another 

source of data is needed. This is provided by the recently 

released official mapping between both terminologies, resulting 

from the publishers’ cooperation agreement in 2013 [7]. 

Generating an OWL ontology for these mapping statements 

completes the first step, shown in figure 2, as a starting point 

for their integration and use. 

 

Figure 2 - LOINC aggregation and visualization tool: outline 

The authors are aware that there are ontological challenges in 

the representation of laboratory tests, especially in connection 

with result values [8]. In this paper, purpose-specific LOINC 
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Hierarchies based on hierarchized LOINC Part terms (e.g. 

Multi-Axial Hierarchy), as well as logically formalized 

hierarchies, shall be provided via LOINC/SNOMED CT 

mapping in an integrated way to classify lab tests as LOINC-

coded individuals per reasoner. We are convinced that LOINC- 

and SNOMED CT-based hierarchies serve different purposes, 

which complement each other but cannot replace each other [9]. 

This is supported by Vreeman speaking from “clinically-

relevant aggregations” within LOINC by using multi-axial 

hierarchies and the newly introduced LOINC Groups [10].  

Coming back to figure 2, this work concentrates on technical 

aspects for making use of OWL reasoners in order to integrate 

the three mentioned formalizations in step 2 and visualize 

LOINC-coded lab tests as individuals with respect to the 

integrated hierarchies. While there have already been attempts 

to build an ontology for LOINC [11; 12], this approach includes 

a larger scale of contents. Here, the main focus is laid onto 

arranging LOINC tests in hierarchical structures based on both 

explicit subclass relations as well as on their implicit features 

inferred by the LOINC/SNOMED CT-mapping.  

Methods 

LOINC resources 

As the starting point for the project, the latest LOINC version 

2.64 was utilized, published by the Regenstrief Institute in June 

2018. This release contains a total of 87,863 LOINC Terms 

representing distinct laboratory tests or other clinical 

observations. Each Term is defined by a number of atomic 

components within. These LOINC Parts can be identified by 

their unique LP-Code and correspond to LOINC’s main axes or 

their subcomponents describing the test’s properties in detail. 

An example of usage is shown in figure 3. All in all, there are 

currently 52,000 Parts available which are used in about 

900,000 relationships to define LOINC Terms. 

 

Figure 3 - Interrelation between a LOINC Term (left) and its 

definition by a unique combination of LOINC Parts (right). 

To include even more contents into the transformation process 

we accessed the database containing background information 

within RELMA 6.23, a software offered by the Regenstrief 

Institute to enable searching in and mapping to LOINC. In these 

database tables, the information mentioned before can be found 

as well as more hierarchical structures. After further 

investigation a number of 10 so-called Part Hierarchies could 

be identified, each referencing a different aspect of laboratory 

tests. Even though the Hierarchies are built using LOINC Parts 

they are made to arrange complete LOINC Terms in a 

hierarchical structure based on their properties. As a special 

case the Multi-Axial Hierarchy is formed and made public, 

which uses composite LOINC Parts to structure Terms by their 

properties of two or more axes [13]. 

Converting LOINC to OWL ontology 

In order to create an OWL ontology for the LOINC coding 

system in an automated and reusable way, an algorithmic 

approach was implemented using Java. For parsing all source 

files, present or previously transformed in CSV format, the Java 

CSV library is incorporated. Subsequent construction of OWL 

aspects is conducted by means of the OWL API [14].  

 

Figure 4 - OWL definition in Manchester Syntax for the 

LOINC Term shown in figure 3. 

LOINC Terms are represented as distinct OWL classes with 

their code as an identifier, complemented by human-readable 

descriptions as label and comment. To model fully-defined 

LOINC Terms on the detailed level, they receive an equiva-

lence statement combining all related Parts into one axiom. 

Here, an additionally defined superclass L_0, referring to 

LOINC Tests in general, is used as a starting point. Then, each 

LOINC Part is integrated as a specifically defined OWL class 

and added via an ObjectProperty derived from the Part’s 

category. An exemplary result of this OWL translation is given 

in figure 4. For some LOINC Terms, not all required Parts are 

stated so that the combined definition is represented as subclass 

axiom, limiting logical inferences later on. 

 

Figure 5 - OWL concept of a hierarchy element describing all 

tests measured in the specimen “urine”. The partially 

identical definition to figure 4 shall be noted. 

For the ontological representation of LOINC Hierarchies each 

of their elements found as tree nodes in the source files is 

translated into a separate OWL class. The respectively specified 

parent node is referenced in a subclass axiom, building the 

hierarchy’s backbone structure. In order to add its conceptual 

meaning, each element is furthermore defined using the LOINC 

Part associated with the hierarchy node in question. So, an 

equivalence axiom is constructed from the conjunction of the 

lab test basic class, the appropriate Object-Property and the 

Part’s OWL class, as shown in figure 5. By using this kind of 

definition for hierarchy elements, the similarity to those used 

for LOINC Terms leads to logically inferred subsumptions of 

test terms into hierarchical classes. 
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But as there are some divergent structures in the LOINC Part 

Hierarchies, these implicit definitions can’t be used throug-

hout. Regarding both the Component and the Multi-Axial 

Hierarchy duplicate uses of the same LOINC Part can be 

found, causing equivalent definitions of hierarchy elements by 

the previously described approach. To avoid false inferences, 

the affected Hierarchies are therefore limited to primitive 

definitions. LOINC Terms are thereupon subsumed explicitly 

by the means of subclass axioms. 

SNOMED CT resources 

To include SNOMED CT contents, both the source files of the 

terminology in itself as well as those specifying the mapping to 

LOINC are needed. For the latter, we could obtain the latest 

version of the LOINC/SNOMED CT Cooperative package, 

published as Production Release in July 2017. According to the 

version used in these mapping files, we decided to utilize the 

International release 20170731 of SNOMED CT.  

As the largest terminologies in medicine, SNOMED CT covers 

a much wider range of application than LOINC. Though 

laboratory tests and observations are mainly described by 

SNOMED CT Procedure and Observable Entity concepts, 

many other categories can be applied to define individual 

aspects of lab data as well, especially by combining them into 

Post-coordinated Expressions. Because of this, the complete 

SNOMED CT ontology shall be taken into consideration. 

The cooperative package includes two main types of relations 

between LOINC and SNOMED CT. Firstly, entire LOINC 

Terms are mapped to combined SNOMED CT post-coordina-

ted expressions, using the Observable Entity concept as a basic 

class. Any other components required to describe the LOINC 

Term are added as pairs of attributes and concepts, adhering to 

a compositional model. Secondly, the elementary LOINC Parts 

are associated with corresponding SNOMED CT components, 

once again built from attribute-concept-pairs.  

Convert SNOMED CT to OWL ontology 

For the transformation of SNOMED CT into an OWL ontolo-

gy a Perl script is provided by SNOMED International. It was 

applied according to its instruction, converting given RF2 files 

into the OWL XML/RDF format. 

Regarding the ontology generation for the mapping contents, 

the same procedure as for the LOINC terminology could be 

utilized. So, another Java algorithm using the OWL API was 

implemented.  

 

Figure 6 - Excerpt of the equivalence definition for the 

previous LOINC Term mapped to SNOMED CT components. 

Relationships of LOINC Terms to SNOMED CT post-coordi-

nated expressions are hereby represented in the same way 

already used for their definition by combined LOINC Parts, as 

shown in figure 6. Where applicable, another equivalence or 

subclass statement is added to the OWL class of the LOINC 

Term accordingly, composed of the conjunction of all required 

SNOMED CT attributes and concepts.  

The ontological representation of LOINC Part mappings turned 

out to be more difficult, resulting partly from the given 

unbalanced definitions, which refer to single LOINC Parts on 

one side but combined SNOMED CT expressions on the other. 

As a portion of each Part’s meaning is implicitly included in its 

category, the corresponding ObjectProperty is used to form a 

combined expression for the LOINC Part. Additionally, both 

sides are complemented by the inclusion of the respective basic 

class (LOINC Test and Observable Entity) to ensure conformity 

with any other ontological components. 

As a result of these adjustments, both terms needed for the part 

mapping transformation consist of complex class definitions, so 

that General Concept Inclusions (GCIs) have to be used for an 

appropriate OWL representation (see figure 7).  

 

Figure 7 - Simplified OWL example of a SNOMED CT 

expression (above) mapped to a LOINC Part (below) using 

labels instead of identifiers. 

Another problem occurred during the conversion of non-

equivalent part mappings, with LOINC Parts being broader or 

narrower in content than the corresponding SNOMED CT 

expression. Due to the exactly specified compositional model 

of SNOMED CT, some LOINC Parts are mapped to a rather 

complicated composition of elements. In the given source files 

these relations were found to be not differentiated sufficiently, 

leading to imprecise definitions and thus false inferences. 

Because of this, only LOINC Parts with equivalent SNOMED 

CT expressions were considered for the envisioned prototype. 

Visualization of created hierarchies 

In order to demonstrate the resulting OWL ontologies’ 

possibility of usage and to gain a graphical representation of the 

hierarchical structures inferred by them, another Java 

application was implemented afterward. It is based on the 

OWL API as well and uses an implementation (ElkOwlApi) of 

the ELK reasoner for computing inferences in addition [15]. 

Furthermore, the JGraphX library was chosen to provide graph 

drawing functionality. Accordingly, the complete graphical 

user interface was designed using Java Swing. 

The application’s input mostly consists of the three previously 

created OWL ontologies, each providing LOINC, SNOMED 

CT or mapping knowledge, which are then inferred conjointly 

by the ELK reasoner. Based on LOINC-coded laboratory 

individuals provided by the user, all relevant classes of these 

terminologies are determined. A recursive algorithm is hereby 

used to traverse the inferred hierarchies while collecting all 

visited superclasses. These are added as nodes to a tree-like 

graph structure, including their relationships as edges. 

When the root element is reached, the completed graph is 

visualized on the GUI. A number of stylesheets are utilized to 

differentiate between elements by defining distinct represen-

tations according to source terminology or class type. Further-

more, some interactive functions are implemented in order to 

improve usability beyond basic operations. By folding and 

expanding subtrees, the graph’s complexity can be reduced as 

needed and by highlighting a path’s course becomes more 

concise. Finally, the implemented tool allows adding user-

defined hierarchies that are transferred to a light-weight 

ontology which is as well included in the inference and 

visualization, shown as red elements on the right in figure 8. 

Results 

For the LOINC terminology, two different OWL ontologies 

were generated successfully: A full version and one comprised 
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of laboratory tests only. Both of these are divided into two main 

areas separating single ‘LOINC Parts’ from composite ‘LOINC 

Tests’. The latter contains hereby all transformed hierarchy 

elements in their defined tree-structure as well as all LOINC 

Terms, which are classified into these hierarchies. A basic Term 

without subcomponents is typically included into six different 

hierarchies, one for each of its definitional Parts (except 

‘Scale’) and the Multi-Axial Hierarchy. 

For SNOMED CT an OWL representation could be generated 

easily by using the given script. The output contains the entire 

terminology contents keeping its extensive predefined rela-

tions and hierarchies. Another OWL ontology could be built for 

the cooperative package linking LOINC to SNOMED CT. 

Here, all of the LOINC Term mappings were transformed into 

OWL axioms using classes already defined in the other 

ontologies. In terms of the LOINC Parts, only equivalent 

mappings could be included as explained before, leaving one 

quarter of the enclosed relationships out of the result.  

All of the created OWL ontologies can be applied as input in 

suitable software applications, either separately or combined. 

By importing them into the ontology editor Protégé, their 

contents and characteristics can be examined, see Table 1.  

Additionally, the ELK reasoner was used to infer all ontolo-

gies, requiring about ten seconds in the case of their combined 

usage. Afterwards, both stated and inferred axioms were eva-

luated manually. 

Table 1 - Extent of generated OWL ontologies 

 

LOINC 

(lab only) 

SNOMED 

CT 

Map-

ping 

Axioms 1 004 634 1 520 034 62 155

Classes 277 159 335 225 34 272

ObjectProperties 16 97 25

AnnotationProp. 2 6 0

SubClassOf 366 292 253 406 2 355

EquivalentClasses 62 306 81 818 25 503

GCIs 0 0 5 969

No conflicts or contradictions could be found up to this point, 

concluding that the ontologies are consistent and valid. 

Regarding the inferred hierarchical order, the LOINC 

Hierarchies were found to yield a large amount of structuring 

information. This becomes particularly apparent through the 

graphs generated by the visualization application, as shown for 

two exemplary LOINC Terms in figure 8. Most of the pictured 

nodes refer to OWL classes generated based on LOINC 

contents. The same applies to the edges depicting subclass 

axioms, both stated and inferred.  

By the inclusion of SNOMED CT knowledge and the coope-

rative mapping further hierarchical deductions are inferred into 

the arrangement of LOINC Terms. These are computed by the 

reasoner in a multi-level process, typically based on one of the 

Term’s Parts, its representation in SNOMED CT and the 

Figure 8 - Visualization of inferred hierarchies for the LOINC Terms 14684-5 and 14683-7 as leaf nodes. Each tree node 

represents a distinct OWL class, each edge denotes a subclass relation. The three root elements refer to the LOINC 

terminology (left), the SNOMED CT ontology (middle) and a user-defined hierarchy (right). The OWL ontology generated for 

the LOINC/SNOMED CT-Mapping does not include any named classes, so its contents is solely represented by edges. 
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subclass definitions therein. Though there is more background 

information used in the inferred hierarchies, the graph 

visualization includes only two SNOMED CT elements: The 

root concept and the basic Observable Entity. All other 

involved SNOMED CT components are defined as post-

coordinated expressions and thus not as named classes, which 

could be represented as tree nodes. The visualization appli-

cation allows the rendering of multiple instances of LOINC 

Terms. These are displayed collectively in one hierarchy graph, 

taking into account their interrelations and frequencies of 

occurrence. As a result, an aggregated analysis in different 

levels of granularity is facilitated for a set of LOINC-coded 

laboratory tests. 

Discussion 

Despite the heterogeneous structure and non-formal definitions 

of LOINC contents, an extensive OWL ontology could be 

created comprised of LOINC Terms, Parts and Hierarchies. By 

using this formalization new insights into the terminology’s 

hidden information are granted, whereupon the already existing 

hierarchies appeared to yield a particularly large potential by 

structuring the otherwise unsorted LOINC Terms according to 

their characteristics.  

Additionally, the integration of SNOMED CT contents adds 

even more knowledge and relationships, enabling a wider range 

of application. The tree-like graphs created based on a user-

supplied input of LOINC codes of interest provide a clearly 

arranged hierarchical structure and thus new possibilities to 

evaluate laboratory data. In this representation LOINC Terms 

and hierarchy elements are already displayed compre-

hensively, whereas contents derived from SNOMED CT or the 

cooperative mapping is included in a more subtle way that 

requires further improvement in order to present meaningful 

information.  

For all of the generated OWL ontologies and their inferences, a 

profound evaluation is needed to ensure validity and to specify 

statistical properties. Amongst others, it is planned to use this 

tool within the “LOINC-300”-activities within the BMBF-

funded Medical Informatics Initiative in Germany [16].  

Conclusions 

In this project we could develop an approach to improve the 

reusability of LOINC-coded laboratory data by converting 

relevant terminology contents into OWL ontologies, hence 

facilitating advanced analysis based on formally-defined 

representations and logical inferences. 

By including the otherwise only internally used LOINC 

Hierarchies as well as SNOMED CT knowledge, extensive 

structures could be formed that build novel hierarchical 

classifications for LOINC Terms. For a concrete visualization, 

an application could be implemented that creates tree-like 

hierarchy graphs for LOINC-coded lab data, thereby enabling 

individualized and aggregated evaluations. 
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Abstract 

Compatible data models are key for data integration. Data 

transformation after data collection has many limitations. 

Therefore compatible data structures should be addressed 

already during the design of information systems. 

The portal of Medical Data Models (MDM), which contains 

20.000+ models and 495.000+ data items, was enhanced with 

a web service to identify data elements, which are frequently 

collected together in real information systems. Using Apache 

Solr, a fast search functionality to identify those elements with 

semantic annotations was implemented.  

This service was integrated into the metadata registry (MDR) 

component of MDM to make it available to the scientific 

community. It can be used to build intelligent data model 

editors, which suggest and import frequent data element 

definitions according to the current medical context. 

Keywords:  

Health Information Interoperability, Data collection, Metadata  

Introduction 

Integration of medical data from different sources is a common 

but complicated task. There are many use cases for data 

integration, for instance in medical research: comparison of 

data from different sites, comparison of new study results with 

published data sources or merging of routine data with study 

data. In routine care, data integration is needed for quality 

assurance, for example to transfer a site-specific data set into a 

central database, or clinical decision support, for instance to 

apply standardized decision rules on local data sets. This list is 

not complete. However, there are many reports about data 

integration issues [1]. 

In many cases, collected data from different sources is similar 

in several aspects (e.g. regarding disease domain, patient group, 

assessment, therapy, outcome), but from a data analysis point 

of view, similar is not good enough. Instead, data shall be 

compatible to enable merging of data sources and joint analysis. 

A common approach to address this problem is data 

transformation after data collection. Data warehousing is a 

typical example for this approach: It applies extract-transform-

load (ETL) to generate an integrated data set from different 

sources. However, the transformation step has important 

limitations, such as information loss during aggregation or bias 

due to semantic differences of data elements. 

Why are there so many similar but incompatible data sources in 

medicine? This is caused by the semantic richness of medical 

terminology. SNOMED CT [2] contains more than 300.000 

non-synonymous terms. Even for a small data model like a case 

report form with only one sheet (e.g. 40 data elements), there is 

an astronomical number of different models. As a consequence, 

if two medical experts design a data model for a given medical 

topic independently, the probability for compatible models is 

extremely close to zero. 

Table 1 presents an example for data elements in two 

information systems, which are similar but incompatible: 

Myocardial infarction and atrial fibrillation are only a subset of 

heart diseases, i.e. a patient with myocardial infarction or atrial 

fibrillation has heart disease, but a patient with heart disease has 

not necessarily myocardial infarction or atrial fibrillation.  The 

value sets of pain level are not transformable between system 1 

(5 levels) and 2 (4 levels). This similarity has major drawbacks: 

joint data analysis of those systems is very limited and a joint 

algorithm for decision support is not applicable. 

Table 1– Similar data are problematic for data integration: 

Data from systems 1 and 2 are similar, but incompatible.  

System 1 System 2 

heart disease yes/no 

 

 

pain level  0-1-2-3-4

myocardial infarction yes/no 

atrial fibrillation yes/no 

 

pain level  0-1-2-3

 

The similarity of medical data models is a big challenge, but 

also an opportunity for standardization and thereby better 

compatibility. Data integration would be a lot easier if data 

models from different sources were more compatible, i.e. had a 

larger proportion of compatible data elements. Overall, it would 

be highly desirable to foster compatible data models at the 

design stage, because post-hoc transformations have 

limitations. 

The Portal of Medical Data Models (MDM-Portal) [3] 

addresses this problem with an open access approach to foster 

best practice sharing and thereby promotes re-use of existing 

data models. Users can search, comment, upload and download 

data models. An integrated metadata registry (MDR) 

component provides search functionality at the data element 

level to identify most frequent data element definitions for a 

medical concept such as weight or potassium. 

The objective of this work is to go one step further and answer 

the following question: For a given data element (or a set of 

data elements) - what other data elements are collected most 

frequently together with this data element in real information 

systems? 
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This list of related data elements can contribute to the design of 

new information systems. It supports completeness of data 

models by identification of data elements, which are frequently 

covered in many related data sources; and, importantly, it 

fosters compatibility of data models by re-use of data element 

definitions from existing data sources wherever possible. 

A concrete example: What lab values (or any other medical 

characteristics) are frequently collected together with 

"bilirubin"? And what are the precise data element definitions 

of these related data elements? 

This type of relatedness goes beyond terminological 

relationship (like atrial fibrillation is a subtype of heart disease) 

- it is about actual data elements used in real medical data 

sources. 

Methods 

Semantic annotation of data elements 

Semantic annotation is needed to identify meaningful related 

data elements because item names can be ambiguous [4]. Figure 

1 presents an example: an attribute named "size" could refer to 

body height, tumor size or shoe size. By assigning a semantic 

code – such as a UMLS [5] or SNOMED CT code – the medical 

concept of an item name can be specified and a reference to a 

more detailed description is available. 

 

 

 

Figure 1– The need for semantic annotation: "size" is 

ambiguous, it can refer to body height, tumor size or shoe 

size. 

Open access to medical data models 

To identify related data elements, the MDM portal is used as a 

source of data models. Figure 2 presents the overall architecture 

of this system, which is described in more detail in [3,6]. As of 

March 2019, MDM contains more than 20,000 data models 

with approximately 495,000 semantically annotated data 

elements. To our knowledge, it constitutes the largest collection 

of medical data models in Europe. Each data element consists 

of name, textual description (which can be multilingual), data 

type, and semantic code. Optionally, a code list, value range or 

unit can be provided. These data elements are defined according 

to ISO 11179 [7], i.e. for each element, a concept domain and a 

value domain are specified. An MDR component provides 

search functionality and frequency counts based on data 

element name, data type, range, unit, values (code list) and 

semantic coding. 

 

 

Figure 2– Overall approach of the MDM portal: an open 

access platform for medical data models 

Relationship of data elements 

Each data model consists of a list of context-specific data 

elements; therefore any two data elements can be defined as 

related, if these elements belong to the same data model. This 

means that these two data elements are collected together in the 

same documentation setting.  

Results 

Web service to identify related data elements 

Apache Solr is used to index data elements in the MDM portal 

[8]. This open-source search platform is selected due to its fast 

full-text search and query language. A web service is 

implemented with the Java web framework Spring Boot. Java 

libraries SolrJ and JAXB are applied for the communication 

with Solr and to process the XML-format of ODM files within 

the MDM portal. 

The overall architecture of the web service "related items" is 

depicted in figure 3. There are two variants of this service: 

Variant 1 identifies all data elements, which are jointly 

collected with a given data element (indicated by data element 

ID). Variant 2 identifies all data elements, which are jointly 

collected with a set of data elements with the same name (e.g. 

"age"). In both variants, results are ordered by frequency of co-

occurrence. 

The MDR component of MDM is enhanced with this web 

service using JavaScript to demonstrate the search functionality 

for related data elements. It is available at https://medical-data-

models.org/ under actions / metadata registry (after free 

registration). 
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Figure 3– Architecture of the web service "related items". 

MDM items are indexed with Apache Solr. For a given query, 

jointly collected data elements are reported in JSON format, 

ordered by frequency of co-occurence. 

 

 

 

Figure 4 presents the output of the MDR for search term 

"Bilirubin". The most frequent definition (n=30) for items 

named "Bilirubin" is data type float, unit mg/dl and UMLS code 

C0005437. By clicking on the green button "Search for related 

items" a list of related data elements, ordered by frequency, is 

displayed (figure 5). For instance, AST is on this list. This is 

plausible from a medical perspective, because AST and 

bilirubin are laboratory tests, which are frequently elevated in 

certain liver diseases. 

Because the system architecture is web service based, this 

search functionality for related items can also be used by 

external systems. 

  

Figure 4– Search for items "Bilirubin" in the MDR component 

Figure 5– Related items to "Bilirubin": AST is a marker for liver disease like bilirubin 
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Discussion 

Data from different sources should be as compatible as possible 

to facilitate data integration. Syntactic and semantic 

interoperability of Electronic Health Records (EHR) is a well-

known challenge [9]. Definition of data elements is a key step 

in the design of medical information systems. A huge number 

of similar, but incompatible data models can be designed due to 

the semantic richness of medical terminology. For this reason, 

re-use of data element definitions from already existing 

information systems should be fostered. The MDR component 

of MDM supports this re-use with lists of data element 

definitions for a given item name. 

This work goes one step beyond: It identifies data elements, 

which are collected frequently together with a given data 

element in real information systems. 

The aspect of frequency is important to select most suitable 

elements for data collection: In a typical medical setting, data 

consumers want to analyze many data elements with high data 

quality, but data producers can provide only a limited number 

of data elements due to resource constraints. For example, what 

laboratory tests should be collected in a certain medical setting? 

Each additional lab value provides potentially interesting 

information, but is also associated with costs. The cost of data 

collection is a limiting factor for the number of patients, which 

can be documented. 

With the new web service, designers of information systems 

can learn from already available data sources. If certain data 

elements were collected frequently together with a given data 

element, then those elements should also be considered for the 

new system. This facilitates joint data analysis in the future, in 

particular if the data element definitions from previous sources 

can be re-used without modifications. 

Related data elements can provide a link between medical 

terminology and real information systems. The MDM portal 

provides a large collection of real data models from different 

sources. In contrast to terminology services, MDM contains 

information, which data elements are collected together. This 

goes beyond terminological relationships like "atrial fibrillation 

is a subtype of heart disease". MDM can answer the following 

questions: What data element definitions are available for 

"atrial fibrillation" and how frequent are these definitions being 

used? The new web service extends this functionality: What 

data elements are frequently collected together with the data 

element "atrial fibrillation"? The answer to this question 

provides the opportunity to harmonize and improve information 

systems already at the design stage. 

At present, most IT frameworks for information systems 

provide its own data model editor. Relatively few of these 

editors can import external data model definitions. If it was 

easier to re-use data models from existing data sources, 

compatible data structures would be fostered and data 

integration would be easier. In addition, a lot of resources to 

maintain and use thousands of different data model editors 

could be saved. 

A key idea of the new web service is to make data model editors 

more intelligent: with this web service, the editor can suggest 

new data elements, which are related to the current model 

context. For instance, suitable laboratory values for a given 

setting could be suggested. 

There are many format options for data model definitions. In 

the field of clinical research, CDISC Operational Data Model 

(ODM) [10] is a growing standard and due to its endorsement 

by regulatory authorities more and more software solutions 

adopt it. For this reason MDM provides data models in ODM 

format, but also in many other formats like HL7 FHIR [11], 

Archetype Description Language as well as office and 

statistical formats. 

There are many other approaches to foster compatible data 

models at the design stage of medical information systems. In 

particular, there are several initiatives to develop and consent 

common data elements (CDEs), such as the NIH CDE 

Repository [12]. Archetypes [13] are another major initiative to 

foster compatible data structures. Several libraries for 

standardized measures and instruments are being developed, 

such as PhenxToolkit [14] and ICHOM [15]. To our 

knowledge, none of these initiatives provide a service to 

identify related data elements from real data sources. 

The current implementation of the web service for related data 

elements is a proof of concept and therefore has limitations, 

which should be addressed in future work: 

1. It should be validated for a large number of data 

elements. 

2. It relies on the contents of the MDM portal, which 

covers only a small subset of all medical data models. 

3. It needs to be evaluated externally in the design of 

information systems, specifically regarding its 

contribution to the compatibility of data models. 

Conclusions 

Compatible data models should be implemented at the design 

stage of information systems. A novel web service to foster re-

use of data element definitions is available for the scientific 

community. This service is based on the MDM portal and 

identifies data elements which are collected frequently together 

in real information systems. 
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Abstract 

Structuring raw medical documents with ontology mapping is 
now the next step for medical intelligence. Deep learning 
models take as input mathematically embedded information, 
such as encoded texts. To do so, word embedding methods can 
represent every word from a text as a fixed-length vector. A 
formal evaluation of three word embedding methods has been 
performed on raw medical documents. The data corresponds to 
more than 12M diverse documents produced in the Rouen 
hospital (drug prescriptions, discharge and surgery 
summaries, inter-services letters, etc.). Automatic and manual 
validation demonstrates that Word2Vec based on the skip-gram 
architecture had the best rate on three out of four accuracy 
tests. This model will now be used as the first layer of an AI-
based semantic annotator. 
Keywords:  

Natural language processing, word processing, data mining.  

Introduction 

Context 

The use of clinically derived data from electronic health records 
and other clinical information systems can greatly facilitate 
clinical research as well as optimizing diagnosis related groups, 
operational and quality initiatives. The main approach for 
making this data available is to incorporate the data from 
different sources into a joint health data warehouse that 
contains different kinds of natural language documents such as 
prescription, letters, surgery reports, etc. All documents are 
written in everyday language. 
A Semantic Health Data Warehouse (SHDW) was developed 
by the Department of Biomedical Informatics of the Rouen 
University Hospital (RUH), Normandy, France. It is composed 
of three independent layers based on a NoSQL architecture: a 
cross-lingual terminology server, HeTOP, which contains 75 
terminologies and ontologies in 32 languages [1]. Then, a 
semantic annotator based on Natural Language Processing 
(NLP) called Multi-Terminological Concept Extractor (ECMT) 
[2]. Finally, a semantic multilingual search engine [3]. 
To improve the ECMT, a new strategy using deep learning 
techniques was defined. To implement it, a new text 
representation had to be designed to fit the input of neural 
networks algorithms. 

Word embedding 

In NLP, a chosen representation has to keep the semantic 
similarities between different words from a corpus of texts. 
Thus, the representation of a unique token has to show its 
proximity to other related meaning concepts, as illustrated in 

the quotation “You shall know a word by the company it keeps” 
[4], now known as the distributional hypothesis. 
In fact, a compact and precise representation of words could 
bring several benefits. First, computers are way better to 
perform operations on low-dimensional objects. Second, 
probabilities calculation or mathematical operations can be 
done on words, such as the famous “(king – man) + woman ~ 
queen”. And finally, the vectors' dimensions created to 
represent a word can be used to fit this word in a space and thus 
make distance comparisons with other tokens. 

Implementations 

Word2Vec 

The word2vec approach was the first modern embedding 
released in 2013 [5]. Mikolov et al. implemented two kinds of 
architectures. The Continuous Bag of Word (CBOW) 
architecture treats the entire context as a single observation. A 
hierarchical softmax was also used to reduce computational 
limits [6].  The input layer accepts one-hot encoding as input (a 
sentence is encoded as a very sparse vector composed of 0 or 1, 
depending on the words found in this sentence). The Skip-Gram 
(SG) architecture uses a sliding window to define ”context / 
target” pairs (e.g., “How / you” is the context of the word “are” 
in the sentence “how are you?”). The entire corpus V will thus 
be transformed into many pairs context / target (i.e., input / 
output of the network). To reduce the computation of such an 
amount of data (in a “normal” training situation, all the weights 
should be updated in each passing through an example), the 
authors brought some new tricks. Word pairs appearing always 
together are treated as single tokens, frequent words 
subsampling and negative sampling [7]. 
GloVe 

This model was released by the Stanford University [8]. Like 
Word2vec, GloVe can embed words as mathematical vectors; 
however, it differs on the method used to capture similarity 
between words, GloVe being a count-based method. The idea 
was to construct a huge co-occurrence matrix of shape V×C 
with V being the vocabulary of the corpus and C context 
examples. The probability of a word VW1 being 
close to another VW2 will increase during the training. This 
gigantic matrix is then factorized by using the log function. 
FastText 

FastText is a newly released model and comes from a new idea 
[9]. Bojanowski et al. consider that a word could be the result 
of all of the vector decomposition of this word (sub word 
model). Each word Vw can be decomposed into a set of n-grams 
vectors. For example, the word “boat” can be seen as a set of n-
gram with n = 3 as [ b + bo + boa + o + oa + oat + a + at + t 
]. Thus, each word is embedded in the vector space as the sum 
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of all vectors composing this token, incorporating 
morphological information into the representation. Like 
Word2Vec, FastText comes with the two different architectures 
(SG and CBOW). 

Related work 

For a few years, the huge interest in word embedding led to 
comparison studies. Scheepers, Gavves, and Kanoulas [10] 
compared the three word embedding methods presented here 
but the three models were trained on different datasets 
(Word2Vec on news data, while FastText and GloVe trained on 
more definitional data, Wikipedia and Common Crawl 
respectively). Bairong et al. [11] also performed a comparison 
between these three, but focused on bilingual automatic 
translation comparison (BLEU score [12]) and without human 
evaluation for all the different models. More recently, Beam et 
al. [13] produced huge publicly available word embeddings 
based on medical data, however they didn’t compare FastText, 
only Word2Vec and GloVe. Finally, Wang et al. [14] compared 
word embedding training set influence on models utilization, 
and its impact on different NLP tasks related to medical 
applications. 
Moreover, many different teams or companies have released 
pre-trained word embedding models (e.g., Google, Stanford 
University, etc.). However, in a clinical context, the vocabulary 
coverage of those embeddings is quite low regarding the words 
used. Indeed, many misspells, acronyms of specific 
abbreviations are regularly found in the documents produced in 
the hospital. Thus, a local training on specific data is often 
needed, especially with languages other than English. 

Contributions 

The objective here is to compare these five different methods 
to obtain the best possible words embedding (Word2Vec SG 
and CBOW, GloVe, FasText SG and CBOW). This 
representation will then be used as the input of deep learning 
models constructed to improve the annotating phase actually 
performed by the ECMT in the SHDW. This NER phase will 
be the first step toward a multilingual and multi-terminologies 
concept extractor. The influence of the number of documents in 
the training set will also be assessed. 

Methods 

Corpus 

The corpus used in this study is composed of health documents 
from the SHDW of the RUH, France. All these documents are 
in French. They are also quite heterogeneous but their type is 
stored in the SHDW: discharge summaries, surgery or 
procedure reports, drug prescriptions and letters from a general 
practitioner. All these documents are written by medical staff 
in the RUH. 

Document de-identification 

These documents were then de-identified to protect each 
identity of every patient or doctor from the RUH. Every of the 
first and last name stored in the RUH main databases were 
replaced by non-informative tokens such as <doctor>, 
<firstname> or <lastname>. Moreover, other tokens have been 
used such as <email> or <date>. 

Pre-processing 

Texts have been split into token lists, the data has been lowered 
(meaningless to make distinction), the punctuation was 
removed, and the numerical values were replaced by a meta-
token <number>. We chose to not remove stop words, due to 
their negligible impact on the context. Indeed, their multiple 

apparitions in many different contexts will just create a cluster 
of stop words in the middle of the VSM. 

Training 

Models have been trained on a server powered by four XEON 
E7-8890 v3 and 1To of RAM located on the RUH. We based 
the tuning of the models’ hyper-parameters on the literature and 
on our own experience [15]. All chosen values are listed on 
Table 1. The minimum count parameter was set higher than 
usual settings due to the large quantity of data in the training 
set. 

Table 1— Hyperparameters Used to Train the Five Word 
Embedding Models 

Parameter Model Value 
epochs All 100 

Min. count All 20 
Window size All 7 

Learning rate All 2.5 x 10-2 
Embedding size All 80 

Alpha rate All 0.05 
Negative 
sampling 

Word2vec/FastText 12 

Subsampling GloVe 1e-6 
 

Evaluation 

Cosine similarity 

We compare how similar the embeddings for a pair of concepts 
are by computing the cosine similarity of their corresponding 
vectors, and then using this similarity to assess whether or not 
the two concepts are related.  
We used two well-known validations set UMNSRS-Similarity 
and UMNSRS-Relatedness, containing 566 and 588 manually 
rated pairs of concepts respectively [16]. However, since our 
corpus was in French, we used the translated and aligned 
version of the MeSH (Medical Sub-Heading) terminology 
stored in the ECMT to translate these two sets. The result 
provides a number of 308 pairs for the UMNSRS-Sim and 317 
for the UMNSRS-Rel. 
Mathematical operations 

Mikolov’s paper presenting Word2Vec showed that 
mathematical operation on vectors such as additions or 
subtractions are possible. Mathematical operations covering a 
wide range of possible subjects found in the selected documents 
(hospital departments, human tissues, biology, drugs) were 
defined. 
Odd one out 

The odd one out similarity task tries to measure the model's 
accuracy by giving three different words to the model. Two of 
them are known as linked, not the third one. Then, the model 
has to output the word vector which does not cluster with the 
two others [17]. To create such a validation corpus, 53 pairs of 
concepts potentially linked in a medical text have been 
defined from the MeSH terminology. Then, 53 words 
appearing more than 1,000 times in the corpus have been 
randomly selected to be used as odd terms. 
Human evaluation 

A formal evaluation of the five methods was performed by a 
medical doctor (SJD). A list of 112 terms has been extracted 
from the Medical Sub Heading (MeSH) terminology, covering 
every possible branch. SJD then assessed the relevance of the 
top five closest word vectors returned for each of the 112 
concepts by the five created models. Retrieved citations were 
assessed for relevance according to a three-point modality scale 
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used in other standard information retrieval test sets: bad (0), 
partial (1) or full relevance (2). 

Training set influence 

To go further, models are going to be trained twice. First by 
randomly selecting 5% of the total amount of available 
documents in the RUH (~600K) and all evaluation tasks were 
performed against the five models. Then, the entire corpus 
(~12M) was used as a training set, and those evaluation tasks 
were assigned to these newly trained models. 

Results 

Corpus 

In total, 641,279 documents for the first phase and 11,762,100 
for the second one had been extracted from the RUH. They had 
been de-identified and pre-processed. Regarding the 
vocabulary, 355,597 unique tokens are found in those 12M of 
documents. However, this number can be pondered with 
170,433 words appearing less than 5 times in the entire corpus 
(mainly misspells, but also geographic locations or biological 
entities like genes, proteins, etc). In total, 50,066 distinct words 
are found more than 20 times in the corpus, thus present in the 
models (minimum count parameter set to 20). On average, each 
document contains 281.26 words (sd = 207.42).  
These documents were decomposed using the Term-Frequency 
Inverse-Document-Frequency (TF-IDF) algorithm, results in a 
frequency matrix. Vectors have been used to clusterize those 
documents with a kMeans algorithm (number of classes K = 5). 
To visualize their distribution on two dimensions, the t-SNE 
algorithm has been used (figure 1). 
 

Figure 1— Two-Dimensional t-SNE Projection of 10,000 
documents Randomly Selected Among Main Classes in the 

HDW  

The five different colors correspond to the five types of 
documents selected (discharge summaries (green), surgery 

(blue) or procedure (purple) reports, drug prescriptions 
(yellow), letters from a general practitioner (red)). 

 
Those main classes are well separated, the vocabulary itself 
contained in the documents from the HDW being sufficient to 
clusterize each type of text. However, discharge summaries, 
surgery or procedure reports are a bit more mixed because of 
the words used in these kind of contexts (short sentences, 
acronyms and abbreviations, highly technical vocabulary...). 
Regarding drug prescriptions and letters to a colleague or from 
a general practitioner, they present more specific vocabulary 
(drugs and chemicals, and current/sustained language 

respectively), involving more defined clusters for these two 
groups. 

Training 

Regarding the training time, models are very different. GloVe 
is the fastest algorithm to train with 18 min to process the entire 
corpus of 600K documents (Table 2). 

Table 2— Algorithms Training Time (minutes) Regarding the 
Number of Documents  

All time are given in minutes. GloVe is the fastest algorithm to 
train. 

Algorithm 600K documents 12M documents 
Word2Vec SG 182.0 497.9 

Word2Vec 
CBOW 

33.4 308.8 

GloVe 17.5 65.9 
FastText SG 1678.1 5573.8 

FastText CBOW 1577.0 4974.0 
 
GloVe performs much better in terms of computational time 
due to the way it handles the vocabulary. GloVe is stored as a 
huge co-occurrence matrix and thanks to its count-based 
method, which is not computationally heavy, it can be highly 
parallelized. It was expected that FastText would take a lot of 
time to train, due to the high number of word sub-vectors it 
creates. However, for Word2Vec, the difference between the 
two available sub-architectures is highly significant (33 min to 
3h02 for 600K documents). This difference could come from 
the hierarchical soft-max and one-hot vector used by the 
CBOW architecture, which reduces the usage of the CPU. With 
SG, the minibatch parsing of all the context / target pairs highly 
increases the time to go through all possibilities. 

Evaluation 

Cosine similarity 

The percentages of validated pairs from the UMNSRS datasets 
are presented in Table 3. FastText SG performed this task with 
the highest score (3.89% and 5.04% of valid pairs found for 
UMNSRS-Sim and UMNSRS-Rel respectively with 600K 
documents, 6.43% and 7.13% with 12M documents). The very 
low scores indicate that this kind of published dataset is useful 
to validate models trained on more academic texts, not those 
written in natural language. Some words will never be found 
because of the use of an acronym by health practitioners 
(“HTA” instead of “HyperTension Artérielle”) or because of the 
informal form, mainly used in these kinds of documents. 

Table 3— Percentage of Pairs Validated by the Five Trained 
Models on Two UMNSRS Evaluation Sets 

 600K documents 12M documents 
U-Sim U-Rel U-Sim U-Rel 

W_SG 2.92 4.10 4.73 6.92 
W_CBOW 3.57 4.10 5.12 6.92 

GloVe 1.29 0.94 1.35 0.94 
F_SG 3.89 5.04 6.43 7.13 

F_CBOW 3.89 3.79 6.43 6.65 
 

Mathematical operations 

A list of six mathematical operations has been defined with the 
help of a medical doctor and a university pharmacist (listed in 
Table 5). Each operation consists in verifying if ( term_1 – 
term_2 ) + term_3 ~ term_4 is true. 
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Table 4— Logical Operations on Words Having to be 
Retrieved with the Different Trained Models  

Each is listed in English but has been performed against 
models in French. 

1 (cardiology - heart) + lung ~ pneumology 
2 (melanoma - skin) + gland ~ adenoma 
3 (corpuscle - blood) + immune ~ immunoglobulin 
4 (furosemide - kidney) + heart ~ fosinopril 
5 (limb - lower) + upper ~ arm 
6 (morphine - opioid) + antalgic ~ perfalgan 

 
The number of validated operations performed by each model 
is presented on Table 4. Word2Vec SG gets the highest score 
on this task (5/6, regardless of the number of documents in the 
training set), while GloVe gets the lowest one (2/6). 
Interestingly, no operation has been failed by the five models, 
indicating that none of them is simply not logical or just too 
hard to perform. 

Table 5— Score for Mathematical Operation Tasks on Six 
Point Maximum for Each of the Five Trained Models 

Algorithm 600K documents 12M documents 
Word2Vec SG 5 5 

Word2Vec 
CBOW 

3 3 

GloVe 2 3 
FastText SG 3 4 

FastText CBOW 3 3 
 

Odd one similarity 

Regarding the odd one similarity task, Word2Vec SG is the best 
so far with 65.38% (600K documents) and 75.5% (12M 
documents) of odd-one terms correctly found (Table 6). 
Regarding the sub-architectures presented by both Word2Vec 
and FastText, the SG always performed better than the CBOW, 
possibly due to the negative sampling. In fact, the studied 
corpus is quite heterogeneous, and a word can be listed as items 
(e.g., drugs in prescriptions) instead of being used in correct 
sentences. Sometimes, the complete update of vectors’ 
dimensions generates non-sense in the models. 

Table 6— Percentage of Odd One Tasks Performed by Each 
of the Five Trained Models 

Algorithm 600K documents 12M documents 
Word2Vec SG 65.4 75.5 

Word2Vec 
CBOW 

63.5 69.8 

GloVe 18.5 39.6 
FastText SG 44.4 45.8 

FastText CBOW 40.7 41.3 
 

Human Evaluation 

The evaluation focused on 2800 terms (5 vectors × 112 MeSH 
concepts × 5 models), and was performed by two evaluators, 
CM and SJD, on models trained with 600K and 12M 
documents. First, the accordance between CM and SJD was 
assessed with a weighted kappa test (k = 0.6133). According to 
the literature, the agreement between the two evaluators can be 

considered as substantial [17]. This agreement can be retrieved 
in figure 2. The accord is stronger for the extreme scores (0 and 
2) while the agreement about the middle score of 1 is least 
pronounced.  
Moreover, to assess if human evaluators remained consistent 
regarding the cosine score computed by each model, we 
compared the average note given by the two evaluators with the 
average of the cosine distance computed for each model (table 
7). Word2Vec with the SG architecture performed the highest 
score, regardless of the evaluator (1.469 with 600K documents 
and 1.420 with 12M). Interestingly, GloVe computes the 
shortest cosine distance in averages (0.884 on the 112 given 
concepts), while both evaluators gave it the lowest grade.  

 

Figure 2— Global Representation of the Notation Accordance 
between the Two Evaluators (CM and SJD).  

Notes attributed to a model output are going from 0 (bad 
matching) to 2 (good matching). Colors are ranging from 

light green (very similar) to red (completely different). 

 

Table 7— Comparison between Cosine Distance Computed by 
each Model and the Human Evaluation Performed  

Notes and distances are in averages on the top-5 closest 
vectors for 112 queries on every model. 

Algorithm 600K documents 12M documents 
Cos Eval Cos Eval 

Word2Vec 
SG 

0.731 1.469 0.785 1.420 

Word2Vec 
CBOW 

0.776 1.215 0.716 1.33 

GloVe 0.884 0.703 0.692 1.27 
FastText 

SG 
0.728 1.156 0.963 0.25 

FastText 
CBOW 

0.748 1.131 0.930 0.466 

Discussion 

In this study, the three most famous word embeddings have 
been compared. Word2Vec SG got the best score for three out 
of the four rated tasks (FastText SG is the best regarding the 
cosine one). These results are coherent with those obtained by 
Muneeb et al., which compared Word2Vec and GloVe with the 
cosine similarity task [19]. GloVe had the worst grade, however 
it’s the fastest to train so far. Regarding FastText, it is interest-
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ing to note that the morphosyntactic similarities are kept in ac-
count in the vector space creation. Moreover, the sub-vector de-
composition of words allows this kind of model to be queried 
by words absent from the original training corpus. We can im-
agine this model being used for orthographic correction or ac-
ronym disambiguation.  
Interestingly, the size of the training set does not heavily 
influence Word2Vec (Table 7), but GloVe seems to improve its 
quality according to the human annotators. In fact, designed 
with a count-based method, this algorithm is directly affected 
by the amount of available data to train. FastText is highly 
degraded with more documents. The relevance of the returning 
vectors remained low because of the high proportion of 
morphosyntactic similarities between the sent and the returned 
tokens. 
The corpus used as a training set comes from a real work 
environment. Finding a good evaluation for embedding 
produced in such a context is a hard task, and the performances 
shown by some models trained on scientific literature are often 
biased. 
Future work will assess whether the best embedding method 
could help for semantic concept enrichment. 

Conclusion 

In our case, Word2Vec with the SG architecture got the best 
grade regarding three of the four rated tasks. 
Any end user is now able to query the word embedding models 
produced on a dedicated web site  as well as to download high 
quality dimension reduction images and test sets (URL: 
https://cispro.chu-rouen.fr/winter/) . 
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Abstract 

In this paper, we trained a set of Portuguese clinical word 
embedding models of different granularities from multi-
specialty and multi-institutional clinical narrative datasets. 
Then, we assessed their impact on a downstream biomedical 
NLP task of Urinary Tract Infection disease identification. 
Additionally, we intrinsically evaluated our main model using 
an adapted version of Bio-SimLex for the Portuguese language. 
Our empirical results showed that the larger, coarse-grained 
model achieved a slightly better outcome when compared with 
the small, fine-grained model in the proposed task. Moreover, 
we obtained satisfactory results with Bio-SimLex intrinsic 
evaluation. 

Keywords:  

Natural Language Processing; Electronic Health Records 

Introduction 

The Electronic Health Record (EHR) was mainly designed to 
digitally store patients’ data and improve healthcare operational 
efficiency. Moreover, researchers found it a rich source to 
support several clinical informatics applications such as 
medical concept extraction, disorder reasoning, and patient 
history summarization [1]. 

Natural Language Processing (NLP) and Machine Learning 
(ML) techniques are widely used to extract, identify, and 
summarize EHR data, despite their dependency on laborious 
manual annotation and hand-crafted features [2,3]. Recently, 
many studies applied Deep Learning (DL) approaches to 
process EHR data [4–6], achieving better performance than 
traditional NLP/ML methods and requiring less time-
consuming feature engineering. 

An important component of DL for NLP methods is the use of 
Word Embeddings (WE) to represent each word as a vector in 
a low dimensional space [7] and employ this vector as an input 
feature. The resulting word vectors can be used to address many 
other NLP-related problems like sentiment analysis [8] and 
paraphrase detection [9]. Several studies used WE to solve 
health-related tasks like drug name recognition [10], semantic 
similarity [11], biomedical named entity recognition (bio-NER) 
[12], and patient outcome prediction [6]. 

To the best of our knowledge, only a few studies have applied 
WE to the Portuguese language in the biomedical domain (e.g., 
[13,14]). Three main studies made a WE repository available 
for both European and Brazilian Portuguese (pt-br) languages 

using a multi-genre corpus with data from Wikipedia, 
GoogleNews, etc. [15–17]. 

Despite the success of WE in the clinical NLP domain, it is 
difficult to find large, representative corpora to address relevant 
tasks, especially based on EHR data. Wang et al. [18] provided 
a comprehensive set of WE training experiments from distinct 
resources, namely clinical notes, biomedical articles, 
Wikipedia, and news. They found that the WE trained from 
EHR had the best results in clinical information extraction 
tasks. The semantic similarity captured by the EHR 
embeddings is closer to human experts’ judgments on all 
datasets and, together with PubMed WE, the EHR embedding 
model finds more relevant similar medical terms. 

Roberts [19] evaluated the trade-offs between small (and 
representative) corpora against large (but unrepresentative) 
corpora for training a WE model for clinical NLP tasks. It is not 
easy to decide between a huge, general-purpose corpus and a 
small, highly-representative corpus. For instance, one can 
choose a medium-sized clinical notes corpus instead of a corpus 
of a varying set of documents, a large scientific corpus, or even 
a combination of both. They found that merging multiple 
corpora is the best option when generating embeddings. 

Thus, there exists a gap in building Portuguese clinical WE 
models for research: we could not find a clinical WE model 
available for NLP tasks in Portuguese. However, to provide a 
consistent WE model, a set of experiments are required to prove 
the usefulness of the model. It is possible to evaluate the model 
extrinsically by applying it to a downstream task, or 
intrinsically by measuring the innate quality of word 
representations through syntactic and semantic analogies 
[15,20,21].  

Chiu et al. [22] developed two comprehensive resources, Bio-
SimLex and Bio-SimVerb, targeting the intrinsic evaluation of 
word representations in biomedicine. Bio-SimLex is a list of 
988 word pairs  (nouns) in English and their respective 
similarity score (defined by a group of expert annotators), 
which can be used to compare the similarity scores between a 
WE model and the ones defined in Bio-SimLex. As some 
studies affirm that intrinsic and extrinsic evaluation scores do 
not always correlate [23–25], the authors claim that their 
evaluation resources can serve as a predictor of performance on 
downstream tasks. This is especially true for the Bio-SimLex 
set and bio-NER task, which were highly correlated.  

In this paper, we address the identified research gap in pt-br 
clinical WE model generation and investigate an important 
research question: can a clinical WE model trained with multi-
specialty and multi-institutional clinical narratives achieve 
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good results in downstream biomedical NLP tasks? We trained 
a preliminary multi-institutional and multi-specialty clinical 
WE model and assessed its performance by (i) checking if a 
large, coarse-grained model applied to a Deep Learning 
algorithm performs as well as a small, fine-grained model for 
predicting a specific disease and (ii) analyzing the results on 
Bio-SimLex evaluation set. 

Methods 

In this section, we describe our training process for the pt-br 
clinical WE model, including the dataset, preprocessing steps, 
and parameter space; the deep learning algorithm used to 
identify Urinary Tract Infection disease (UTI); the Bio-SimLex 
pt-br adaptation process; and the experimental setup.  

Data 

To generate the WE model, we used a collection of de-
identified clinical narratives obtained from a group of three 
hospitals in south Brazil written from January 2013 to 
December 2017. These narratives include 745,731 documents 
of different types (nursing notes, discharge summaries, and 
ambulatory records) and various medical specialties 
(Cardiology, Nephrology, Endocrinology, etc.). We will call 
this entire collection: GROUP-ALL. We classified GROUP-
ALL as coarse-grained because of the generalized nature of its 
data, which does not contain data specific to one type of 
document, specialty, or institution. 

As we intended to run an algorithm to detect UTI disease and 
compare the results between a fine- and coarse-grained WE 
model (see next sections for details), we used a subset of data 
from GROUP-ALL. All narratives that contained a disease 
name corresponding to the ICD-10 code N.39, which denotes 
UTI, or corresponding subclass codes were filtered for 
inclusion, forming the new dataset called GROUP-UTI. 

Additionally, we obtained another dataset from a hospital in 
southeast Brazil to train the UTI disease detection algorithm 
(see the following sections). This dataset, named ANN-UTI, 
consisted of narratives annotated with corresponding ICD-10 

codes related to UTI diseases. We present a few sample 
narratives and dataset statistics in Table 1 and Table 2. 

Preprocessing 

We preprocessed the narratives of GROUP-ALL dataset using 
the following steps sequentially: (1) sentence parsing, (2) 
sentence tokenization, (3) lowercasing, (4) accentuation 
removal, (5) numeric characters removal, and (6) stopwords 
removal (using NLTK stopwords). 

Embedding Parameters 

To train a preliminary WE model, we followed 
recommendations and guidelines provided by prior studies that 
deeply analyzed the impact of hyperparameters on word vector 
quality. Unlike Beam et al. [26] who strictly reproduced the 
parameters of Levy et al. [27], we opted to select values from 
clinical WE studies as the default algorithmic configuration 
when there were inconsistencies among the guidelines 

CBOW vs. Skip-gram: Several studies affirm that, in general, 
Skip-gram model performs better than CBOW [26,28,29]. 
Hence, we used Skip-gram to train our model. 

Negative sampling: Levy et al. [27] recommended using 
multiple negative samples [30] when using Skip-gram. We used 
8 negative samples based on Boag and Kané’s [31] work on 
training WE based on a Clinical Metathesaurus. 

Minimum count: Chiu et al. [28] showed the limited effect of 
this parameter on overall scores. Therefore, we used the default 
value of 5, which reduced the GROUP-ALL vocabulary size to 
56,195 unique tokens, GROUP-UTI to 5,125, and ANN-UTI to 
3,203. 

Sub-sampling: Chiu et al. [28] described that this parameter 
does not have a significant impact on extrinsic evaluation, so 
we set the default value of 1e-3. 

Context-size: Similar to Boag and Kané [31], we set the 
context/window size to 8. 

Vector dimension: Following Boag and Kané [31], we used 300 
as the dimension size of the vectors since Chiu et al. [28] and 
Fanaeepour et al. [32] found little improvement using 200. 
Furthermore, 300 corresponds with the configuration 

Table 1– Example narratives from each dataset and their granularity. Note that, narratives from ANN-UTI contains an ICD-10 
code at the beginning of the note, which is the result of expert annotation i.e. labeling with the corresponding diagnosis 

Dataset Sample Narrative Granularity 
GROUP-
ALL 

# RETORNO PARA REAVALIAÇÃO DE GLAUCOMA 
# GPAA EM USO DE DUO TRAVATAN E BRIMONIDINA - EM USO 
IRRGEULAR! 
# DMRI SECA AO 
- PACIENTE ESTÁ USANDO TRAVATAN A NOITE E LACRIFILM 3X/DIA 
AV CC 20/60 - 20/40 PIO 21/16 
AO ESCAVAÇÃO DE 0,9, DRUSAS EM POLO POSTERIOR 
ORIENTO NECESSIDADE DE USO DOS COLIRIOS - CIENTE DO 
PROGNOSTICO 
PRESCREVO NOVAMENTE DUOTRAVATAN (E FORNEÇO MAIS UMA 
AMOSTRA GRATIS) + BRIMONIDINA 12/12 + LACRIFIM AO  
SOLICITO NOVO CAMPO VISUAL. RETORNO EM 1 MÊS PARA REAVALIAR 
PIO 

Coarse-grained: 
Various medical 
specialties and 
institutions 

GROUP-
UTI 

PACIENTE 62A, COM QUADRO DE INCONTINÊNCIA URINÁRIA DE ESFORÇO 
ASSOCIADA A URGÊNCIA HÁ APROXIMADAMENTE 01 ANO, PCTE RELATA 
TER INFECÇÃO DO TRATO URINÁRIO NÃO TRATADA 
ENCAMINHO A SEU MÉDICO 
SOLICITO EPU 

Medium-grained: 
Narratives that contain 
ICD-10 N39 group of 
diseases, multi-
institutional. 
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requirements of the GloVe model (that is the UTI detection 
algorithm baseline). 

DeepCoder: An Algorithm to Identify Urinary Tract 
Infection 

UTI is defined as “an infection anywhere in the urinary tract 
(urethra, bladder, ureters, or kidneys)” [33] or “the clinical 
syndromes of acute, uncomplicated, urinary infection” [34]. 
ICD-10 reserves a specific class for such problems: “N39 - 
Other disorders of urinary system” and 7 subclasses (N39.0, 
N39.1, N39.2, N39.3, N39.4, N39.8 and N39.9) to provide 
more detailed information for clinical evaluation. 

DeepCoder was developed using a GloVe-trained WE model as 
input, based on ANN-UTI texts following the preprocessing 
steps and hyperparameter configuration described in previous 
sections. The algorithm is composed of a neural network 
architecture formed with an embedding layer as input with 500 
dimensions (e), four convolutional layers with kernel = 128 (k), 
a Rectified Linear Unit (ReLU), and window sizes of 5, 8, 10, 
and 12. Between each convolutional layer, there exists a 1-max 
pooling layer, a global max pooling layer, and a dropout of 0.2 
(d) that feeds a 128-sized Dense (i) layer and softmax activation 
with 8 possible outputs (7 for the ICD-10 N39 subclass codes, 
and 1 for a generic non-UTI code).  

Experimental Setup 

We based our experiments on an extrinsic evaluation using the 
DeepCoder algorithm. In order to predict the model 
performance in other biomedical NLP downstream tasks, we 
performed an intrinsic evaluation using the Bio-SimLex set. 

Extrinsic Evaluation 

The Word2Vec models trained with GROUP-ALL, GROUP-
UTI, ANN-UTI datasets, and the original DeepCoder GloVe 
model (trained with ANN-UTI) were utilized in DeepCoder  to 
perform the extrinsic evaluation and compare relative 
performance. All results were calculated using a 10-fold cross-
validation. Figure 1 presents the extrinsic experimental setup 
overview. 

 

Figure 1 – Extrinsic experimental setup: each dataset was 
used to obtain different WE models using Word2Vec and 

GloVe algorithms. We used the four pre-trained WE models to 
create input embeddings for DeepCoder 

Intrinsic Evaluation and Bio-SimLex Adaptation 

To perform the intrinsic evaluation, we used the Bio-SimLex 
evaluation set and associated semantic similarity and 
relatedness scores. To evaluate a WE model, we calculated the 
Spearman’s correlation coefficient between the similarity 
ratings found in the model versus the ratings defined by experts 
and available in Bio-SimLex. 

Two researchers (one with a medical background, the other 
with a health informatics background) translated and adapted 
the terms to pt-br, observing the following instructions: 

� Check if the English term exists in the Unified 
Medical Language System (UMLS) and has a pt-br 
translation. If not, discuss the best possibility between 
the two translators. If yes, then pick the preferable 
option. If multiple options, then prioritize terms: 

� Labeled as ISPREF=’Y’ 

� With a higher number of occurrences in 
GROUP-ALL dataset 

� Label the word pair as General, EHR, or Biomedical – 
where the first stands for words from the general 
domain, the second represents words seen in EHR 
texts, and the third category contains words that are 
not present in EHR but are used in biomedical context 
(e.g., biomedical articles). 

In Table 3 we present some translation examples. 

It is important to highlight some issues found during the 
translation process, including: (i) the difficulty to translate 
ambiguous terms that have multiple meanings or translations, 
depending on the context (e.g., abstract) and (ii) word pairs 
without well-known synonyms in pt-br, like hindbrain and 
rhombencephalon, which we found only one possible word to 
translate both (rombencéfalo). In this case, we removed the 
word pair to avoid equal words in the evaluation set. 

Due to the differences between the general domain, biomedical 
literature, and EHR texts, we performed three separate intrinsic 
evaluation runs: one using all the translated Bio-SimLex data; 
another with word pairs categorized as Biomedical and EHR, 
excluding the General category; and using only the word pairs 
labeled as EHR. By doing this, we tried to fairly evaluate our 
model which was trained exclusively with EHR text data. 

Results 

We summarize the results from our extrinsic evaluation in 
Table 4. It is possible to verify that the scores are very similar 
across all models. The GROUP-ALL model is the largest and 
least representative compared to the gold standard, and ANN-
UTI is the smallest and most representative (because it contains 
texts from the same dataset as the gold standard). This suggests 
that the GROUP-ALL model takes advantage of its size to yield 
good performance for the UTI identification task. Likewise, the 
ANN-UTI models (Word2Vec and GloVe), as the more 

Table 2 – Dataset sizes by number of tokens and sentences 

Dataset #Sentences #Tokens #Unique tokens 
GROUP-

ALL 
2,412,055 32,023,244 287,495 

GROUP-
UTI 

26,719 319,203 17,518 

ANN- 2,030 205,318 11,494 

Table 3 – Bio-SimLex translation examples 

Term1 Term2 Score Type 
therapy/terapia treatment/tratamento 9.32 EHR 
oxide/óxido sucrose/sacarose 0.00 BioM 
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representative models, achieve good results as expected. The 
GROUP-UTI embeddings yielded an inferior result, most likely 
due to less representative texts of less than medium-size. 

The results of the intrinsic evaluation of the GROUP-ALL 
model, using three subsets of the Bio-SimLex are shown in 
Table 5. The Spearman’s correlation coefficient increases when 

we use more specific subsets (Biomedical and EHR). Using 
only the word pairs labeled as EHR our model achieved a 
correlation score of 0.6419, which is similar to the results 
obtained by Chiu et al. [22] with their Skip-gram and PubMed-
w2v models, varying 0.07 and 0.05 respectively. 

Discussion 

The results from our empirical extrinsic evaluation confirm 
previous findings [19] suggesting that we have indeed a trade-
off between corpus size and similarity when it comes to WE. 
The results imply that the answer to our research question is: 
yes, a large coarse-grained WE model can yield good results for 
a downstream biomedical NLP task.  

We can highlight a few limitations of this study and 
consequently propose some future work. For example, the 
models were extrinsically evaluated for one task only; and to 
overcome this limitation we opted to use Bio-SimLex to 
emulate the results to another variety of bio-NLP tasks. But due 
to the difficulties found in the translation process, we think that 
the evaluation set lost some of its reliability, then would be 
better to build a specific evaluation resource for EHR pt-br data, 
although the obtained results are similar to Chiu et al. [22]. 

We would also explore hyperparameter tuning and other WE 
algorithms such as fastText [35], and wang2vec [36] in the 
future. 

In this paper, we explored WE models trained with words only, 
although it is possible to use several approaches that focus on 
enhancing WE with clinical knowledge by concatenating extra 
information to the vector space [11,21,26,31,37,38]. It is also 
worth noting that despite the existence of various approaches to 
generate clinical embeddings, there is limited consensus among 
researchers on what is the state-of-the-art for each bio-NLP 
task. 

Besides some authors [39] discuss the reliability on ICD-10 
coding, our work relied on a simple annotation process 
containing only one disease and its specializations, which did 
not lead us to uncertainties and the complex ICD environment 
that build-up in some cases. 

We also plan to enlarge our corpus by adding biomedical 
publications, Wikipedia, and other open source datasets in 
Portuguese. 

Conclusions 

In this study, we built WE models with different granularities 
and extrinsically evaluated them using a disease prediction 
algorithm (DeepCoder) to assess performance variation due to 
different word embeddings. We used an adapted version of the 
Bio-SimLex set to intrinsically evaluate a large, coarse-grained 
model in order to predict the model’s performance in other 
biomedical downstream tasks. 

We conclude that it is possible to achieve similar results using 
a large, coarse-grained WE model and a small, fine-grained 
alternative to facilitate a bio-NLP task. However, robustness of 
our models could be ensured by applying them to a wide range 
of clinical prediction tasks, as the Bio-SimLex adaptation to pt-
br has some limitations and reliability issues. 
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Abstract 

Secondary use of electronic health records using data 
aggregation systems (DAS) with standardized access interfaces 
(e.g. openEHR, i2b2, FHIR) have become an attractive 
approach to support clinical research. In order to increase the 
volume of underlying patient data, multiple DASs at different 
institutions can be connected to research networks. Two 
obstacles to connect a DAS to such a network are the 
syntactical differences between the involved DAS query 
interfaces and differences in the data models the DASs operate 
on. The current work presents an approach to tackle both 
problems by translating queries from a DAS using openEHR’s 
query language AQL (Archetype Query Language) into queries 
using the query language CQL (Clinical Quality Language) 
and vice versa. For the subset of queries which are expressible 
in both query languages the presented approach is well 
feasible. 
Keywords:  

Electronic Health Records, Data Warehousing, Information 
Systems  

Introduction 

The secondary use of electronic health records (EHR) has 
become an important field in medical informatics [1]. Routine 
clinical data is reused for various scientific purposes, like 
prospective estimation of study cohort sizes or support of study 
cohort acquisition. When this routine data is scattered in various 
data sinks in various heterogeneous data formats, it is difficult 
to access. In order to improve access to the EHR, solutions have 
been developed to aggregate the routine data and to make it 
accessible via a standardized interface. Two paradigms are 
possible when constructing such a data aggregation system 
(DAS): The first method is to leave the data in its original place 
and to provide a standardized access by aggregating the 
requested data chunks on the fly using appropriate extraction 
transformation load (ETL) pipelines. SMART on FHIR [2] 
projects for example realize this paradigm by aggregating 
requested FHIR resources on the fly. This approach works well 
for patient centered access (i.e. queries operating on the data of 
a single patient). However, for population centered access (i.e. 
queries operating on data of all patients) this approach lacks 
indices covering the involved data sources. Without such 
indices, query speed performance does not scale related to the 
amount of queried patient data. On large volumes of EHR data 
this would heavily afflict the usability of FHIR related query 
languages like FHIR-REST-API1 or CQL (Clinical Quality 
Language)2. The second method to provide access to 
                                                           
1 https://www.hl7.org/fhir/search.html 
2 https://cql.hl7.org 

aggregated routine data is to provide an additional data sink 
with a generic data model, into which the heterogeneous routine 
data is persistently transferred via an ETL pipeline. The data 
sink is supplied with appropriate indices, so it can be efficiently 
queried via a standardized query language. Examples of this 
architecture are i2b2 [3], openEHR [4] or OMOP [5]. HAPI3 
and VONK4 are data sink servers that do not only use FHIR as 
an access interface in patient centered mode, but they also use 
it as the data model in which the EHR data is stored, so it can 
be queried in population centered mode using query languages 
like FHIR-REST-API or CQL. 

Clinical Research Networks 

In order to increase the volume of underlying patient data for 
larger and thus more expressive query results, DASs at different 
institutions can be connected to clinical research networks. 
Examples for such networks are PCORnet, the OHDSI research 
network or EHR4CR. In a DAS network a query is distributed 
to connected nodes, where it is independently evaluated. Each 
node’s results are returned and combined to an aggregated 
result. Systems like SHRINE [6] for i2b2 or SNOW [7] for 
openEHR perform the query distribution and result aggregation 
automatically. Each network, however, only allows DASs 
having the same query language to be part of the network. If a 
DAS with a different query language is intended to be 
integrated into the network, the data from that DAS has to be 
transferred (like in [8]) into a new dedicated DAS supporting 
the networks query language. However, parallel support of 
multiple DASs containing the same redundant data at one 
institution creates an overhead in support and hardware. 
An alternative approach is to translate queries of an 
incompatible DAS into the query language required by the DAS 
network. The current work examines the feasibility of 
translating queries formulated in the query language CQL into 
AQL (Archetype Query Language, the query language of 
openEHR) and vice versa. To accomplish this task, the query is 
first translated into an intermediate query graph model, then 
potentially necessary graph transformation are applied on the 
query graph and, finally, the graph is translated into the desired 
target query language. 

Methods 

Query Languages 

Before going into detail about the translation process, the two 
languages shall be briefly introduced: 
CQL is a functional query language. A CQL script is defined as 
a so called library in which, besides the actual queries, also 

3 http://hapifhir.io 
4 https://fire.ly/vonk/vonk-fhir-server 
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meta information related to the queries can be defined. CQL is 
independent of a concrete data model, as the model to be used 
is explicitly defined in each CQL library. The CQL data model 
elements can be composed of the following data types: 
primitives (Booleans, Strings, numbers and timestamps), 
clinical codes, quantities, intervals, lists and structured types. 
Structured data objects, which can again contain other 
structured data objects, can be accessed with a path syntax (e.g. 
patient.contact[0].name.family). Besides the data model, a 
CQL library can define its search context, which is either 
Patient or Population centered. The main functional part in a 
CQL library are the statements. Each statement can be seen as 
an individual query. Usually a statement defines which data 
sources the query is operating on (e.g. [Patient] A or 
[Observation] B), how the elements of the queried sources are 
constrained (e.g. B.valueString = ‘x’), how the various data 
sources have to be related to each other (e.g. [Patient] A with 
[Observation] B such that B.subject = A) and which elements 
of potential matches have to be returned as results (e.g. Return 
Tuple {id:A.identifier, B.valueString}). CQL provides a rich 
repertoire of operators (e.g. comparison, logical, arithmetic, list 
access, aggregation) to perform calculations on the data model. 
OpenEHR’s query language AQL is SQL-inspired and as well 
a functional language. It operates on a data model that is defined 
by the openEHR data modeling language ADL. OpenEHR’s 
root data model elements are called archetypes. An archetype 
can be composed of the following data element types: 
primitives (Booleans, Strings, numbers and timestamps), other 
archetypes and generic container structures (e.g. lists). 
Structured data objects are accessed via a path syntax. An AQL 
query mainly consists of three parts: The FROM part defines 
which archetypes are queried and how these archetypes are 
related to each other concerning meronymity relations (e.g. 
EHR A contains Observation B). The WHERE part constrains 
the archetype elements (e.g. B/value > 1). The SELECT part 
defines which elements have to be returned in the results (e.g. 
select A/ehr_id, B/value). Compared to CQL, AQL provides a 
smaller set of operators (comparison, logical, matches, exists). 
For the sake of brevity archetype names in the following 
chapters are shortened (e.g. openEHR-EHR-
OBSERVATION.LabResult.v1 → Observation[LabResult]). 
Currently, the CQL translation has the following constraints: 1. 
The CQL queries may only contain a single statement and 2. 
The CQL queries are defined in the context Population. If a 
CQL query with context Patient has to be translated to AQL, 
the given patient identifier has to be integrated into the CQL 
statement as a constrained Patient.identifier. 

Queries as Graphs 

Queries can be seen as graphs. In order to perform the query 
translation, the CQL/AQL (depending on the translation 
direction) query to be translated is transformed into an 
intermediate graph model. The graph is subsequently translated 
into the desired target query language. The graph model is 
depicted in Figure . A graph contains a set of data model 
elements that are connected via relations. Although the type of 
these relations is not specifically defined, they could be 
interpreted as meronymity (i.e. contains) relations. 
Additionally, a graph contains a set of operators, which contain 
as parameters either other operators, data model elements or 
literals. A similar same approach has already been applied in 
[9] where AQL was translated into the query language of i2b2. 
For parsing AQL queries the parser from the AQL-processor of 
the EtherCIS project5 was taken and combined with a graph 
builder written by the authors. The parser for CQL libraries was 

                                                           
5 http://ethercis.org 

taken from the cql-2-elm project6 and combined with a graph 
builder also written by the authors. The graphs retain 1. the 
structure of data model elements mentioned in the query, 2. the 
constraints and operators on data element values and 3. which 
data elements have to be contained in the returned results. 
Whenever elements in a query are named with an alias, all 
references to that alias create IsRelatedTo/ HasParameter 
relations to the graph node identified with that alias. 

 
Figure  – Model of graphs, which are used as intermediate 

data model during query translation. 

Graph Transformations 

Because of properties of CQL/AQL that do not exist in the 
respective other language or non-matching properties of the 
incorporated data models, the graph has to be appropriately 
transformed, in order to fit all required properties of the target 
language. Currently there exist the following types of 
transformations: Meronyminity-Equality-Transformations and 
their reverse, Path-Transformations, Concept-Code-Mappings, 
Operator-Mappings, Resolve-Quantity-Transformations, 
Resolve-Interval-Transformations (see Figure ). 

 

Figure  – Query graph transformations 

Meronyminity-Equality-Transformations 

Meronyminity-Equality-Transformations are needed because 
in CQL the connection between two root data model elements 
is represented by an equality constraint between one root 
element and a child element of the other root element (e.g. 
[Patient] A with [Observation] B such that B.subject = A). The 
definition of both involved element types ([Observation] and 
[Patient]) determine the type for the element B.subject, which 
would otherwise not be specified. In contrast, in AQL the main 
mechanism to define structural relationships between data 
model elements are meronymity relations, which also define the 
type of the contained elements (e.g. Ehr A contains 
Observation[LabResult] B). Meronyminity-Equality-
Transformations are parameter free. The transformation looks 
for any three data model elements A, B and C, with a relation 
between B and C and an Equals operator containing A and C as 
parameters. The element C and the Equals operator are deleted 
and the element A gets connected to the element B. The reverse 
Equality-Meronyminity-Transformation requires a 
parametrization because only a defined set of related elements 
A and B should be transformed and the name of the newly 

6 https://github.com/cqframework/clinical_quality_language 
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created element C has to be given. For all directly connected 
elements A and B the connection gets removed and instead a 
new element C gets created and connected to B. Furthermore, a 
new Equals operator gets created receiving A and C as 
parameters. 
Path-Transformations 

Path-Transformations provide the possibility to shorten or 
lengthen data model element paths. They are needed because 
elements from the source data model, which have to be mapped 
to their semantically identical counterparts in the target data 
model, might be encapsulated in additional element wrappers. 
These wrappers have to be removed if they do not exist in the 
target data model. E.g. the intermediate element valueQuantity 
in Observation.valueQuantity.value (FHIR) has no counterpart 
in Observation[LabResult]/value (openEHR). The 
transformation can be configured to either shorten or lengthen 
a path. In order to shorten a path, the transformation searches 
for nodes Q and R connected by a list of nodes B and removes 
the intermediate nodes. The reverse transformation introduces 
new intermediate nodes B into the graph between two directly 
connected nodes Q and R. 
Concept-Code-Mappings 

Concept-Code-Mappings map element identifiers of the source 
data model to element identifiers of the target data model by 
renaming nodes. 
Operator-Mappings 

Operator-Mappings map operators of the source query 
language to operators of the target query language by renaming 
nodes. 
Resolve-Quantity-Transformations 

AQL does not contain quantities as build in types. Therefore, 
operators on quantity types have to be exchanged by and-
connected clauses that check the requested value as well as the 
requested quantity type (e.g. days, cm) (e.g. [Encounter] A 
where A.length > 120 days → [Encounter] A where 
A.length.value > 120 and A.length.unit = ‘days’). The 
transformation looks for data model elements A contained as a 
parameter in an operation Op (with potential further 
parameters). The node A get connected to two newly created 
data model elements value and unit and gets removed from the 
parameters of Op. Additionally, a new equals operator is 
created which gets the new unit node and a newly created literal 
Y as parameters. The value of Y has to be given as a 
transformation configuration and defines the unit of the 
quantity to be computed. The new equals node and the Op node 
get connected in a newly created and. 
Resolve-Interval-Transformations 

Similar to quantity types, AQL does not contain intervals as 
build in types. Operators on interval types have to be exchanged 
by and-connected clauses, that check the requested constraints 
(e.g. [Patient] A where A.birthDate in 
A.contact[0].address.period → [Patient] A where A.birthDate 
> A. contact[0].address.period.low and A.birthDate < A. 
contact[0].address.period.high). 

Graphs to Queries 

After all necessary graph transformations have been executed, 
the graph can be translated into the desired target query 
language via respective Graph2QueryString writers 
implemented by the authors. 
The proposed method was tested on manually designed 
AQL/CQL queries and on queries contained in the AQL/CQL 
documentation. A query was (when translatable) translated into 
its respective counterpart and re-translated into its original 
language. The original query was compared for semantic 

equality to its translated counterpart as well as to its re-
translation into the original query language. 

Results 

Translations Constraints 

The proposed methodology using the currently available set of 
graph transformations allows the translation of all CQL/AQL 
queries having the following properties: A query has to contain 
the data type Patient (EHR in AQL) as a query source. The 
query may contain an arbitrary amount of additional data 
sources of arbitrary type. A query may return an arbitrary subset 
of query sources or data model elements that are reached from 
the data sources via paths. The paths can have arbitrary length. 
Data model elements can be constrained using the logical 
comparators listed below, parametrized with literals or with 
other data model elements. A query may contain the data types 
Boolean, String, Integer, Decimal, Timestamp, Date, 
DateTime, Quantity and Interval. Data model elements or 
literals can be processed with operators from the set of mutual 
operators listed below. 
Translations are only possible for queries containing 
exclusively operators which exist in both query languages with 
the same semantics and the same interface. These operators 
(using their CQL-displaynames) grouped into operator 
categories are:  

� Boolean operators { and, or, not } 
� comparator operators on numeric/date/timestamp 

types { =, <, <=, >, >=, != } 
� comparator operators on Strings { =, !=, matches }  
� operators on lists/iterators { in, exists, with, without }. 

All other operators either have to be substituted by appropriate 
graph transformations or render a query untranslatable. 
CQL does not contain an equivalent to AQL’s contains 
operator. This operator, which performs a type matching on a 
given to be contained data type, returns the matched child data 
element. The operator is substituted by Meronyminity-
Equality-Transformations. 
The mutual set of operators is reduced by the following 
limitations of the two languages, which could not be substituted 
by graph transformations: 
AQL contains no arithmetic operators (e.g. +, -, *, /). AQL 
comprises a limited set of list operators (e.g. first, last, sort, 
count do not exist). It is only possible to access specific list 
elements via a given index or via the matches operator. The 
contains operator can only be used to constrain the data model 
structure and not to check the containment of a single element 
in a list (e.g. [ProcedureRequest] A where A.notes contains 'x'). 
AQL allows no aliased valueset definitions. All valuesets have 
to be directly given as parameters to the operator using them, 
instead of having the possibility to reference a previously 
defined valueset with an alias. CQL, on the other hand, allows 
only valueset aliases based on valueset ids but no definition of 
valuesets by listing their contained codes. As the current 
implementations is restricted to CQL statements instead of 
CQL libraries, the usage of valuesets or therein contained codes 
still has to be resolved. 

Table 1 shows a selection of example queries that have been 
automatically translated given proper graph transformation 
configurations. 
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[Patient] A where A.active = true 
and A.gender = ‘male’ 

select e from EHR e where e/active = 
true and e/gender = ‘male’ 

[Patient] A where exists(A.name 
B where B.given = ‘John’) 

select e from EHR e contains 
composition a[HumanName] where 
a/given = ‘John’ 

[Patient] A with [Encounter] B 
such that 
not(exists(B.discharge)) and 
B.subject = A 

select e from EHR e contains 
composition a[Encounter] where not 
exists a/content[Discharge] 

[Patient] A with [Observation] B  
such that B.code = ‘Calcium’ and  
B.valueQuantity > 10’mg’ and 
B.subject = A 

select e from ehr e contains 
observation a[LabResult] where 
a/code = ‘Calcium’ and 
a/valueQuantity/value > 10 and 
a/valueQuantity/unit = ‘mg’ 

 
Figure  pictures an example of an CQL query being 
transformed into AQL. The query represents a request for 
patients having at least one Calcium laboratory measurement 
with a value of more than 10. The CQL query is parsed into the 
uppermost graph depicted in Figure . Successively, 
Meronymity-Equality-Transformations, Path-Transformations 
and Concept-Code-Mappings are applied to the graph 
(parametrized with the configurations from Table 1, CQL → 
AQL). The Meronymity-Equality-Transformation links the 
Patient node with the Observation node, which is the required 
representation in AQL. The Path-Transformation removes the 
valueQuantity node, because in the openEHR data model the 
value element is a direct child element of the LabResult 
archetype. The Concept-Code-Mappings rename the nodes 
Patient and Observation as Ehr and Observation[LabResult], 
as those are the semantically equivalent data elements in the 
openEHR data model. Finally, the transformed graph is 
translated into an AQL query String. 

Table 2 – Manually defined configurations used in the 
example in Figure . The column headings reference the 

nodes from Figure . 

CQL → AQL 
Path-Shorten-Transformations 
Q B R 

Observation[LabResult] {valueQuantity} value 
Concept-Code-Mappings 

Q R 
Ehr Patient 

Observation[LabResult] Observation 
AQL → CQL 

Equality-Meronymity-Transformations 
A B C 

Patient Observation subject 
Path-Lengthen-Transformations 
Q B R 

Observation[LabResult] {valueQuantity} value 
Concept-Code-Mappings 

Q R 
Ehr Patient 

Observation[LabResult] Observation 

 
Figure  – Translation of an CQL query into AQL. Underlined 

nodes denote elements that have to be included in the result  

The translation from AQL to CQL goes accordingly with the 
transformation configurations from Table 1, AQL → CQL. It is 
noted that the order of the execution of the different 
transformation types remains the same, so the re-translation is 
not according to the reverse direction in Figure , which has to 
be considered in the transformation configurations. The AQL 
query is first parsed into a graph. Subsequently the Equality-
Meronymity-Transformation creates the child node subject, 
connects it to the Observation[LabResult] node, removes the 
relation between Ehr and Observation[LabResult] and adds a 
new Equals operator with subject and Ehr as parameters. The 
Path-Transformation adds the node valueQuantity between 
Observation[LabResult] and value. The Concept-Code-
Mappings rename the nodes Ehr and Observation[LabResult] 
as Patient and Observation. Finally, the graph is translated into 
a CQL query String. 

3

3

3
2

3

3

Table 1 – Automatically translated example queries  

CQL AQL 
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Discussion 

The approach to translate a query into another query to improve 
or facilitate its evaluation is known as query rewriting [10]. The 
early work on query rewriting is related to view-based 
relational database querying and deals with the translation of 
queries formulated in the same language for both, source and 
target. In recent years query rewriting was as well used in 
conjunction with graph data query system, e.g. [11] resembles 
the presented approach, whereas there XQuery was translated 
into SPARQL. 
The discussed graph model and the graph transformations have 
been specified and implemented by the authors. Both elements 
could be exchanged by a standard from the graph computing 
community like e.g. Owl to model graphs and graph 
transformation frameworks like GROOVE to model the 
transformations.  
Although the used graph model is similar to the parser graphs 
produced by each of the systems, it was more convenient for 
the authors to use a separate model in order to be independent 
of possible system specific modeling paradigms. 
The concept-mappings and path-transformations could be 
substituted by a mechanism using FHIR ConceptMaps, which 
encode the mappings from elements of one data model to 
equivalent data model elements in a target system. 
When applying the presented approach on productive data 
models, the configuration of the various transformations could 
become cumbersome when the data models are large. It would 
be beneficial if some configurations could be automatically 
deduced by an analysis of the source and the target data model. 
When both data models are annotated with terminology codes, 
the configuration of concept-mappings could be deduced 
automatically by identifying equivalent data model elements 
annotated with the same codes. 
An issue that could appear when applying query translations in 
combination with concrete query engines system 
implementations could be that the translations are semantically 
equivalent, but they can contain differences in their syntactical 
structure. E.g. the two CQL queries [Patient] A with 
[Encounter] B such that B.patient = A and [Patient] A where 
exists [Encounter] B where B.patient = A are semantically 
equivalent, but a query execution engine could handle the 
execution of a with-such-that expression differently than a 
where-exists with a nested sub query. 
An aspect not yet covered by the presented approach is the 
translation of valueset, concept, code and codesystem 
definitions. Due to the omnipresence of valueset references in 
the query examples of both query languages, the presented 
approach could have difficulties to be applied in productive 
systems without this issue being solved.  
A further aspect not tackled in the presented approach is how 
query results are returned by the respective systems. Both 
systems have their own method and syntactical encoding for 
delivering results. For that topic, proper adapters would have to 
be developed as well. The example from Figure  for example 
returns complete patient objects, which are serialized 
differently by the respective systems. In order to prevent 
differences in serializations, the return types of translatable 
queries could be restricted to primitive types (e.g. patient ids 
instead of complete patient objects). 
As the presented approach is still work in progress, it can be 
extended whenever the query language specifications are 
changed or extended and thus set of mutual operators grows. 
E.g. the AQL specification already contains announcements of 
future language elements like arithmetic operators, an extended 
matches operator or alias definitions (i.e. let). 

Conclusions  

An approach was presented to translate Clinical Quality 
Language (CQL) queries into Archetype Query Language 
(AQL) queries and vice versa. Several examples were shown to 
illustrate the capabilities of the presented apprach and for one 
example the translation process was illustrated in detail. As 
CQL and AQL do not comprise the same sets of operations, the 
translation capabilities of the presented approach are restricted 
to a subgroup of possible queries, which have to be composed 
of a set of common operators of both query languages. Despite 
this limitation, queries expressible in both languages can be 
automatically translated, which would allow both query 
systems to be transparently included in a distributed research 
network of the other type. 
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Abstract 

Laboratory data collected in the electronic health record as 

part of routine care can be used in secondary research. For 

example, the US Department of Veterans Affairs maintains a 

data warehouse covering over 20 million individuals and 6.6 

billion lab tests. However, data aggregation in such a data 

warehouse can be difficult. In order to retrieve all or nearly all 

of one type of lab result with a high degree of precision, we 

perform clinical concept adjudication, which is the process of 

an expert determining which database records correspond to a 

target clinical concept. In this work, we develop an interactive 

machine learning tool to "extend the reach" of expert 

laboratory test adjudicators. Our tool provides access to 

automatic laboratory classification in a user-facing front end 

that covers all steps in an adjudication workflow, in order to 

lower barriers to collaboration, increase transparency of 

adjudication, and to promote efficiencies and data reuse. 

Keywords:  

Clinical Laboratory Information Systems; Systems Integration; 

Supervised Machine Learning  

Introduction 

Clinical laboratory data are crucial to medical research, 

including retrospective studies and clinical trials. Laboratory 

data collected in the electronic health record (EHR) during the 

care process can be used in research (termed "secondary use") 

[1]. For example, serum creatinine lab test results, collected 

during routine clinical care, serve as safety endpoints for a 

"point of care" trial comparing the efficacy of antihypertensives 

[2]. Research requires all serum creatinine results to be 

retrieved using a unique database identifier, but reality is not 

this simple. 

The United States Department of Veterans Affairs (VA) 

maintains a data warehouse covering 20 million individuals and 

6.6 billion lab tests (as of 2014) [3], but as others have noted 

"data aggregation across the VHA is highly problematic" [4]. 

As one example, if we search for "creatinine" in the 

warehouse's LabChemTest dimension table, we find >1000 

matching lab test types, many of which are not truly serum 

creatinine. If the query requires "creatinine" followed by 

"serum," it retrieves a shorter (64 lab types) and much more 

specific list, but many true positives are missed. Therefore, in 

order to retrieve all or nearly all the serum creatinine results 

with a high degree of precision, we perform clinical concept 

adjudication, which is the process of an expert determining 

which database records correspond to a target clinical concept. 

The clinical concept adjudication process currently used in our 

research center has been previously described [5] and is 

designed to harmonize lab test results from 144 independent 

VA clinical laboratories (Figure 1). In brief: (1) Clinical subject 

matter experts (SMEs) design a search for appropriate 

laboratory test names. For example, if hemoglobin is the target 

concept, search terms might include "HGB" or "Hemoglobin", 

and several Logical Observation Identifiers Names and Codes 

(LOINCs). (2) Database technicians retrive candidate database 

records. For each record, the technicians also pull associated 

metadata, including specimen types (e.g. whole blood, urine, 

cerebrospinal fluid), units, distribution of numeric results, and 

laboratory test names. Many SMEs do not have technical 

expertise to perform a database pull, or they do not have 

permission to execute such a pull. Database technicians deliver 

these results to SMEs using an Excel spreadsheet that can be 

sorted and filtered (Table 1). (3) Two SMEs label each record, 

evaluating for appropriate specimen types, units, distribution, 

and test names. (4) SMEs resolve disagreements, producing a 

consensus labelling. (5) Database IDs and consensus labels of 

Figure 1– Sequence diagram. The workflow between 

subject matter experts, data technicians, the database, and 

the study team is illustrated. 
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"yes" or "no" for each record are stored in a new database table, 

and the spreadsheet is stored for future reference. Note that 

steps (1)-(3) are often iterated if the search terms need 

refinement. 

Several drawbacks to this process exist. First, several steps in 

this process are time-consuming. Step (2) can take hours to run, 

because it may require computing on millions of values for each 

database ID. Step (3) requires SMEs ultimately to address each 

row (often about 1000) of a spreadsheet. The current process 

requires manual transmission of information and requires the 

SME and database technician to wait on each other. Second, the 

adjudicated concept can go out-of-date as new database records 

are added. Third, it is difficult for the final consumer (i.e. the 

study team performing  analyses) to understand, validate, or 

adapt the new database table that contains the final adjudicated 

concept. This is partly because of the manual transmission of 

work products, which can result in the initial search terms (or 

other work products) being lost, or at least not available to final 

consumers. 

Therefore, we sought to develop a machine learning tool to 

"extend the reach" of expert laboratory test adjudicators, so that 

they do not need to classify each data element manually. We 

aimed to provide access to automatic laboratory classification 

in a SME-facing front end for continued use by adjudicators. 

We intend our tool to cover all steps in the workflow (including 

the initial search for laboratory test names, the consensus 

process, and the database storage of SME decisions), in order 

to lower the barrier to collaboration among the group, to 

increase transparency of the adjudication process, and to 

promote efficiencies and reuse of adjudicated laboratory tests 

across the entire VA. 

Prior work. Previous authors have faced similar lab result 

harmonization problems. For instance, the LOINC standard has 

been developed to identify clinical laboratory test results [6], 

and previous authors have described mapping their local data to 

this standard [7], but mappings of local laboratory tests to 

LOINC may be erroneous [8]. In another example, the Mini-

Sentinel program received laboratory results from twelve data 

partners and encountered inconsistent units and LOINC 

availability, among other challenges, many of which were 

addressed by manual quality checking [9]. As an example from 

VA data, we found LOINC wrongly coded as body fluid 

sodium (2950-4) when it should be coded as serum/plasma 

(Table 1). This means that LOINC alone cannot be used to 

accurately retrieve all test types for a single clinical concept. 

Early work has shown that lexical comparison of test names 

followed by subject matter expert review can integrate a more 

detailed set of laboratory test codes (LOINC) with a less 

detailed one (SNOMED procedures) [10]. To facilitate the 

mapping of local lab terms to LOINC, The Regenstrief LOINC 

Mapping Assistant (RELMA) was developed [11,12]. As a 

practical example of lab test harmonization, a large group of 44 

European hospitals developed an internal  dictionary of 

laboratory observations and mapped it to LOINC, but they 

found that some tests were not referenced in LOINC [13]. More 

advanced work has been been done to share results for LOINC 

mapping, to take advantage of "crowdsourcing"  [14,15], and to 

perform automated mapping to LOINC using machine learning, 

which assigned about 70-80% of local terms to the correct 

LOINC [16]. Finally, work has been performed to address 

laboratory unit conversions [17] and standardizing laboratory 

test results across multiple institutions, as distinct from 

standardizing simply the type of test [18]. 

In our data warehouse, lab tests are already mapped to LOINC, 

but imperfectly. We also often need to aggregate several 

granular LOINCs into one more general concept. Our current 

lab adjudication process accomplishes this, but with many roles 

and manual steps (Figure 1). 

Methods 

We developed a machine learning system to predict whether a 

candidate lab test type clinically belongs within the concept of 

interest, based on a set of lab tests already labelled by SMEs as 

belonging or not. Seven lab tests were studied: alkaline 

phosphatase (ALP), alanine transaminase (ALT), albumin 

(ALB), high-density lipoprotein cholesterol (HDLC), sodium 

(Na), magnesium (Mg), and hemoglobin (HGB). We chose the 

following initial features for use by these algorithms. We used 

a bag-of-words encoding for longer textual fields like the test 

name, topography, component, and specimen. We used a 

categorical encoding for short textual fields, including the VA 

hospital site identifier, the lab result units, and the LOINC. We 

used as-is the numerical fields describing the number of results 

and their distribution. We included as a feature a Kolmogorov-

Smirnov statistic that compares, for one lab test type, the 

distribution of its results to the distribution of all positive 

training examples' results [19]. 

Table 1– Example data used in adjudication. The task is to label each row, identified by the ID column, with a label, shown in the 

SME Label column, based on data in the remaining columns. The Lab Test Name, Topography, and LOINC columns identify the 

name and specimen type of the lab test. The Count column shows the number of lab test results associated with the ID, and  p1, 

p50, and p99 (as well as others not shown) describe the first, 50th, and 99th percentiles of values of these results. 

ID SME 

Label 

Lab Test Name Topography LOINC Count p1 p50 p99 

1 Yes SODIUM SERUM Missing 115053 126 140 149 

2 No RANDOM URINE 

SODIUM 

URINE Missing 734 6 52 194.1 

3 No SODIUM URINE Missing 89 5 49.5 155.9 

8 Yes SODIUM SERUM 2947-0 126 133.2 140 144.7 

9 No SODIUM URINE,24HR 2947-0 98 13.8 150 877.7 

92 No SODIUM PERITONEAL 2950-4 10 124 132 138.8 

461 Yes SODIUM*IA BLOOD 2950-4 714 125 139 170.9 
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We evaluated this basic system using seven datasets that had 

been already adjudicated by VA experts (Table 2), and using 

three algorithms: logistic regression with an L1 penalty (also 

known as the least absolute shrinkage and selection operator, or 

LASSO), support vector machines (SVM), and random forests. 

Initial development and testing of learning algorithms was 

performed in Python using the scikit-learn package [20]. We 

used 10-fold cross validation to evaluate the accuracy of the 

system using each algorithm. 

After the basic learning system was developed and validated, 

an interactive adjudication interface was implemented as a web 

application, as described in detail below. This system is 

available to VA SMEs in a hosted environment, as well as to 

the public at https://github.com/nfillmore/active-adjudication. 

Results 

Machine learning 

Ten-fold cross-validation accuracy was high for all seven 

laboratory tests, and for all three methods (Table 2). For 6 out 

of 7 laboratory tests, random forests achieved the top cross 

validation accuracy, and LASSO achieved second place or 

better. Random forests achieved the fastest convergence per 

training example, and LASSO consistently achieved >90% 

cross validation accuracy at 100 or fewer training examples 

(Figure 2). 

Operationalizing as web application 

After the basic learning system was developed, an interface was 

designed as a web application, with a front-end written in 

JavaScript (Figure 3). We implemented the back-end (including 

LASSO) entirely in Java, which we found removes the need for 

any research group to install their own machine learning 

pipeline. The application covers the the laboratory adjudication 

workflow from initial assignment of the lab concept to a SME 

and generating search terms, to saving the final consensus 

adjudication for study use. The web application is hosted in a 

secure environment where VA SMEs can access it, and its 

source code is available for use by the public at 

https://github.com/nfillmore/active-adjudication. 

Support for search term generation 

Recall that in the current process for lab adjudication, data pull 

personnel must wait on SMEs to generate search terms, and 

SMEs then wait to receive an Excel spreadsheet. In order to 

avoid this inefficiency, we integrated the initial search into our 

interactive tool. The SME specifies search terms and can see 

results immediately. We accelerate this process with pre-

computed value percentiles for all lab test identifiers in the VA 

system (this took over a month of wall clock time). After 

refining the search terms, the SME can begin labelling 

examples, although the query can be modified later without 

losing any labels already input. 

Support for adjudication 

The labeling interface allows SMEs to view both the original 

table of data elements and the feature matrix for the learning 

algorithm. These tables can be viewed separately or side-by-

side, with support for sorting by any column. As the SME labels 

examples, statistics are recomputed in real time. The default 

feature matrix is as described above for the basic system, but 

SMEs may add or remove any features (a process termed 

feature engineering), including features corresponding to a 

 

Figure 2– Learning curves for LASSO (LR), random 

forests (RF) and support vector machines (SVM) 
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Table 2– Machine learning results (accuracy) for each of 7 lab tests, using 3 different learning methods: LASSO (LR), support 

vector machines (SVM), and random forests (RF). Also shown are the total number of database IDs, the number of IDs labelled 

positive in the “ground truth” SME labelling, and the number of associated observations (lab test results). 

 

Data Set Number of 

Database 

IDs 

Number of 

Positive 

Database 

IDs 

Number of 

Observations 

LR SVM RF 

ALP 1588 747 38,297,131 0.98 0.97 0.98 

ALT 716 341 84,180,150 0.98 0.94 0.92 

ALB 3351 601 114,613,056 0.97 0.92 0.98 

HDLC 742 358 79,767,824 0.98 0.91 0.98 

Na 322 153 7,821,081 0.97 0.98 0.99 

Mg 2066 502 17,768,685 0.97 0.95 0.99 

HGB 1737 830 135,382,741 0.97 0.95 0.99 
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single word or phrase. For example, if the SME needs to 

retrieve measurements of serum immunoglobulin free light 

chains, the phrase "free light" is more specific than either "free" 

or "light" by itself, and thus the SME may want to add this two-

word feature, which is not available to the learning system by 

default. 

Support for consensus labelling 

The current adjudication process requires SMEs to resolve 

labelling conflicts. Our application facilitates this by displaying 

any conflicts and prompting for a consensus label. As in the 

main labelling interface, the application uses machine learning 

to predict the consensus label. 

Support for finalizing and sharing results 

Because lab adjudication does not involve any protected health 

information, adjudicated labels can be freely shared among 

different researchers, but there is currently no simple 

mechanism to do this within VA's nationwide network of 

researchers. Therefore, our tool offers such a mechanism. Each 

adjudication can be published to a searchable list of "Completed 

Adjudications", tagged with the target lab, the group that 

carried out the adjudication, the date of completion, and other 

information. These adjudications can be viewed and exported 

for use in individual research projects. In some cases, an 

adjudication might be close to what a research group is looking 

for, but not an exact match for their target concept. Thus, the 

tool also allows published adjudications to be "forked", i.e., 

copied into a new adjudication instance, where labels and 

search criteria can be modified as needed, exactly as if the 

adjudication had been created from scratch by the new 

researcher. The lineage of forking is tracked and displayed to 

users, to promote appropriate credit as well as transparency. To 

promote division of labor, even incomplete adjudications are 

viewable and forkable by other researchers, but these are clearly 

marked as incomplete. 

Discussion 

We have developed a tool that uses interactive machine 

learning to assist lab adjudication experts. Among the three 

learning methods tested, LASSO performed nearly as well as 

the others, with the advantage that it is easier to interpret the 

model's predictions. We found no large differences in classifier 

performance among the seven lab tests for which we simulated 

annotation. Because of the rapid convergence of the learning 

methods, only about 100 lab data elements need to be 

adjudicated, and the rest (about 1000, depending on the lab test) 

can be inferred with high accuracy, which is theoretically a 10-

fold improvement in adjudication time. In practice, the expert 

could label all data elements with > 1000 observations and 

allow the system to predict the rest. 

SMEs within the VA now have access to machine learning 

assistance for laboratory data integration, without the need to 

implement a learning pipeline. In addition, we have 

precomputed and stored percentiles of numerical laboratory 

values, so these are available rapidly to SMEs. Our web 

application covers all steps of the laboratory adjudication 

workflow (Figure 1, Figure 3), including capturing the initial 

query, and writing to the database for future use.  

Our system can also be used by SMEs outside the VA, after 

creation of an appropriate backing database of precomputed 

metadata and percentiles of laboratory values. Creating such a 

database is straightforward and instructions are available with 

the software. 

We envision several feasible improvements to our system. First, 

a quantitative study of SME time saved could be undertaken. 

To facilitate this, we have already incorporated time-stamp 

logging of user actions into the software. Second, we could 

adapt the system to monitor the database for updates and ask 

for new labels as appropriate to keep concepts up-to-date. 

Third, we could use an approximation scheme for streaming 

computation of percentiles, so that the precomputed numerical 

distributions do not go out of date as new observations are 

collected [21]. 

In comparison to RELMA, we incorporate collaboration among 

multiple roles (e.g. SME, database technician), and we 

incorporate the aggregation of multiple potential LOINC code 

points. Machine learning has been applied to lab data cleaning 

[16], but to our knowledge interactive machine learning has 

not. Our web application covers all parts of the clinical 

laboratory test adjudication workflow, greatly decreasing the 

work required of SMEs, and it introduces further advantages by 

capturing work products that otherwise could be lost, increasing 

transparency, and encouraging sharing.  

Conclusions 

In this work, we developed an interactive machine learning tool 

for laboratory test adjudicaton. Our tool provides access to 

automatic laboratory classification in a SME-facing front end 

for continued use by adjudicators. The tool covers all steps in 

an adjudication workflow, and in doing so, lowers barriers to 

collaboration, increases transparency of adjudication, and 

promotes efficiencies and data reuse. 
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Abstract 

Computer-based decision support systems are often used for 
dedicated tasks such as the detection of sepsis. However, 
positive predictive values for sepsis detection are reported to 
achieve only around 46%. In this paper we describe a novel 
approach to use temporal data of electronic patient records 
based on similarity measures. We apply the concept of case-
based reasoning, which is well-established in many fields of 
medical informatics. Temporal patient data are organized in a 
time-graph structure. For the quantification of similarity 
between cases, we exploit graph theory based approaches. For 
development and evaluation of our time-graph similarity frame 
we use the open MIMIC III dataset. In a later phase, we 
envision to transfer our concept from sepsis to other diseases. 
Keywords:  

Medical Informatics, Computer-Assisted Decision Making. 

Introduction 

Computer-based clinical decision support systems (CDS) are 
important elements for improving the quality of patient care. A 
relevant clinical example is the early detection and management 
of sepsis. Sepsis is a systemic reaction of the human body 
against inflammatory infections with approximately 154,000 
diagnosed cases in Germany per year leading to as many as 
56,000 deaths per year [1]. Early detection and start of 
treatment are crucial factors for improving survival and 
complete recovery [2]. 
CDS have been a field of research in medical informatics for 
several decades. In recent years, the field was complemented 
by data science approaches analyzing vast amounts of patient-
related and disease-related data in order to build computer 
models of diseases. Terms commonly used for such concepts 
are systems medicine, personalized medicine, or precision 
medicine. One of the ideas that are currently under discussion 
in systems medicine is to identify similar patients or cohorts 
within comprehensive patient-related databases such as 
electronic health record (EHR) systems [3]. However, the 
concept of providing clinical decision support on the basis of 
treatment experiences made with past patient cohorts has been 
established in medical informatics as case-based reasoning 
(CBR) already in the 1980s based on previous works in 
cognitive sciences [4, 5]. 
Currently, temporal data are rarely used in similarity-based 
decision support systems. To change this, it would be necessary 
to bring existing temporal data into a form that supports 
reasoning on these data. For CBR, the case of a patient would 
have to be described considering all relevant temporal events. 
Such a temporal profile or network of different event values 
over time could be used to find a similar patient in the case base, 
whose case shows a similar sequence of temporal events in 
addition to the similarity of attribute values. This could lead to 

improved clinical conclusions for diagnosis and therapy or 
medication. For our example of sepsis, this would mean to 
compare the course of disease of current patients with those 
who had developed a sepsis in the past in order to detect sepsis 
in an early stage to save time until treatment is started. 
Since there are no established approaches for temporal 
similarity in CBR, we describe a possible model for the 
development of such a similarity measure in the course of this 
manuscript. This includes potential forms of representing 
temporal data for similarity and reference data sets for the 
development process. 

Patient Similarity and CBR 

Technically, historic treatment information is represented as a 
patient case. Each case is described by a set of attributes, often 
represented as structured fields in the database of an EHR 
system. To quantify similarity of two individual cases, a so-
called local similarity measure is defined to compare the values 
of a certain attribute for the two cases. Global similarity 
between two cases is gained by computing and weighting the 
importance of attributes and merging local similarity measures 
into a single value. Great care has to be taken to choose an 
appropriate similarity measure that takes into account the 
characteristics of the respective attributes. For example, the 
similarity of the body weights of two patients might be 
calculated as the Euclidian distance between the values. For 
attributes with discrete value domains, such as ABO blood 
groups, the context for which similarity is being calculated has 
to be considered. For example, when looking at the risk of 
developing coronary heart disease (CHD), blood group values 
of A, B, and AB might be considered more similar to each other 
than compared to O. The reason is that bearers of blood group 
O seem to have a significantly lower risk to develop CHD than 
bearers of the other groups [6]. For other diseases, a different 
assumption of similarity might be more conclusive. In these 
cases, value distributions or expert knowledge can be used to 
establish a numeric similarity value. 
Due to the development of big data analysis initiatives, more 
and more patient related data sources are expected to become 
available in a structured way for research on clinical decision 
support systems. Using these sources for finding similar 
patients is only possible if suitable similarity measures exist and 
are correctly chosen for the respective attributes.  
Our group has conducted research on similarity measures in a 
systems medicine research project on multiple myeloma. For 
this project we developed an IT architecture for systems 
medicine applications that rely on the concept of patient 
similarity. As one result we established a novel similarity 
measure that considers survival data (e.g., progression free 
survival, or overall survival) as they are measured in clinical 
trials for the computation of similarity. However, in the course 
of our research we found additional aspects of patient similarity 
that have not been taken into consideration sufficiently so far 
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due to the lack of appropriate similarity measures. Specifically, 
these additional aspects are temporal relations among 
symptoms and events like diagnostic and therapeutic measures. 
In the everyday life of a physician it is often essential to know 
the sequence of such events to get an appropriate diagnosis [7]. 

Decision Support for Sepsis Diagnosis 

Supporting early diagnosis and management of sepsis has been 
subject to previous studies. Corfield et al. describe a single, not 
computer-based, score as an early warning sign for sepsis [8]. 
In terms of computer-based CDS, one approach is to generate 
sepsis alerts if a number of criteria is met by entries in the 
electronic medical record of a patient [9]. While this system had 
no false negative results, its positive predictive value was only 
44.7%. Amland et al. report on a similar system with a likewise 
positive predictive value of 46% [10]. Such results suggest the 
necessity for further research to improve accuracy of computer-
based CDS for sepsis. Considering temporal aspects might help 
to fill this gap [11]. 

Temporal Abstraction 

Temporal abstractions are qualitative representations of 
temporal intervals with respect to a specific context [12]. Such 
abstractions are used to derive higher level concepts from raw, 
quantitative data. For example, individual measurements of 
body temperature could be aggregated to intervals and labelled 
with qualitative descriptors like “normal temperature” or 
“hyperthermia”. A widely used set of temporal abstractions has 
been defined by Allen [13, 14]. He describes a system of 
thirteen basic relations such as “before”, “overlaps”, or 
“during”, covering all relations that are possible between two 
temporal intervals. Temporal abstractions can be used to reduce 
complexity when working with temporal dependencies. 

Temporal Data Structures 

Temporal relations among health related events could be an 
important source of information for diagnosis and prognosis of 
patients. Thus, such relationships in patient data are in focus of 
many research activities such as temporal mining. A basic 
question for the development of a temporal similarity measure 
is how data should be organized and stored for efficient 
processing. Traditionally, medical events are recorded in the 
form of tables either as paper charts or electronic database 
tables. To support temporal information, the 2001 edition of the 
SQL standard query language for relational databases supports 
temporal tables. However, this extension does not focus on 
working with temporal relations among entities, but provides 
means to model the time when entries are valid in the real-world 
context. This is similar to conserving the state of a database into 
a snapshot which makes it possible to reproduce the data for 
time points in the past. So the word ‘temporal’ has a different 
meaning in the SQL standard. As a consequence, temporal 
relations have to be implemented outside the database 
management system into an application with the potential 
requirement to transfer large amounts of data. The goal of such 
an application should not be to save different states of database 
tables over time but to save and compare temporal data like 
patient events in a timeline. 

Time-Graphs 

An intuitive representation of temporal relationships among 
medical data might be graphs or networks. Medical events 
could be presented as nodes while edges show the temporal 
relations among them. Interestingly, the term temporal network 
is widely used in computer science, but usually not in the sense 
that the network shows temporal sequences. Instead, the term 
describes the research on the development of networks over the 
time. In research on social networks, for example, it is 

investigated how the contacts of a person change by comparing 
the respective network at different points in time [15]. 
To avoid confusion with such temporal developments of 
graphs, the term time-graph is used for sequential graphs 
throughout this proposal. 
A graph-based representation of temporal EHR data has been 
shown to work by Liu et al. in a paper on temporal phenotyping 
[16]. They introduce temporal phenotypes as a set of basis 
graphs that are combined to construct an observed temporal 
graph. The authors describe the application of similarity-based 
regularization for calculating the temporal phenotypes. 
However, the aim of their work is not to identify similar patients 
in the sense of CBR but to predict medical events such as the 
onset risk of heart failure.  
Thus, additional research is necessary to establish time-graphs 
for the use of finding patients with similar temporal disease 
development. This could be achieved by calculating the 
similarity of time-graphs each representing one patient. 

Graph Similarity 

Graphs have been studied for a long time in graph theory. One 
problem related to comparing two graphs is the task of 
determining their structural identity or the existence of an 
isomorphism between them. In addition, quantifying the 
similarity of graphs and subgraphs has been of interest in many 
application areas like analyzing the world wide web, business 
process models (BPM), timetables, schema matching, or 
chemical structures [17–21]. Comparable results have not yet 
been researched for time-graphs. No specific time-graph 
similarity approach is known to the authors. Nevertheless, there 
are some approaches that are related to graph similarity, but it 
has not been investigated yet, if they can be applied for medical 
time-graphs.  
One generic approach that has been demonstrated to work with 
BPM, for example, is the graph edit distance. It is capable of 
measuring similarity between two graphs by assessing the 
number of modifications necessary to transform one graph into 
the other [22]. A different method for quantifying similarity 
among two graphs is using an iterative framework based on the 
idea that two nodes or edges are similar if their neighbors are 
similar. Since similarity is propagated to adjacent elements 
during iterations, this method is also called similarity flooding 
[20]. Another method is NetSimile, which calculates different 
node-specific values, like the number of neighbors, the 
clustering coefficient of a node, and others. These attributes are 
finally aggregated into one value that describes the similarity of 
two graphs using the Canberra Distance [23]. These graph 
similarity approaches are candidates for being transferred to 
time-graphs. 

Graph-Based Temporal Similarity 

Taking up the concept of case-based reasoning, we develop a 
computer-based CDS for early detection of sepsis aiming for 
high accuracy. Specifically, we will develop a novel measure 
for calculating temporal similarities of disease progress among 
patients. This measure relies on graph-theory concepts. Later, 
we plan to extend our approach to other disease patterns. 

Methods 

The main research question of our project is as follows: How 
could temporal medical data of different patients be used to 
identify patients with a similar temporal profile for clinical 
decision support systems?  
This question is divided into three sub-questions: 

1. How can medical data be represented as a time-graph? 
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2. What similarity measure can be used on time-graphs? 
3. How can time-graphs be stored efficiently? 

To answer these questions, our objective is to develop a new 
approach of making temporal aspects of medical data available 
in decision support systems, especially with respect to 
similarity-based approaches like case-based reasoning. We aim 
to establish graphs of clinical events as an innovative 
representation of temporal relations among these events. Here, 
we will consider concepts like networks, directed/undirected 
graphs, weights of edges, trees, and the significance of cyclic, 
i.e. reoccurring parts. The challenge is to find a graph-based 
representation of temporal medical data that provides an 
optimized basis for similarity quantification. To support case-
based reasoning, a novel graph-based similarity measure for 
time-graphs in the form of a framework of methods is part of 
this approach. For this framework we investigate graph-
theoretical approaches for the assessment of graph similarity. A 
set of criteria to classify these methods for applicability in the 
medical CBR context is established. As part of this 
development, graph similarity methods are tested in various 
disease-specific scenarios.  
Finding the most similar patient with respect to his time-graph 
in a big case base can be very time-consuming, making efficient 
management of graph-based data structures essential. Thus, we 
investigate which kind of database management systems could 
form an appropriate basis for storing time-graphs. Specifically, 
we compare relational data base systems with temporal index 
structures with dedicated graph-based database systems. The 
exact requirements towards such database systems depend on 
the characteristics of the graph-based similarity measure. 

Results 

Our concept is comprised of three major blocks, corresponding 
to our research questions. First, research on the graph-based 
representation of temporal medical data is performed. Second, 
a novel similarity measure for temporal data in a graph 
representation is developed. In a third block, existing database 
technologies for efficient storage and similarity retrieval of 
graph-based temporal data are reviewed. 
In addition, a user interface for temporal queries on the database 
is part of the concept. For research and testing of our approach, 
we use the MIMIC III database [24]. This dataset provides data 
of approximately 40,000 patients who were treated in an 
intensive care unit (ICU). All data are annotated with 

timestamps making them ideal for temporal research in clinical 
context. 

Time-Graph Representation of Temporal Medical Data 

As the first step, the MIMIC III database is analyzed with data 
mining tools for cases that can be used as blue prints for the 
development of a time-graph representation of the case 
documentation. In this phase, we consider cases suitable, if the 
temporal relation between events is known a priori. Medical 
treatment guidelines are helpful to identify such cases. For 
example, the guidelines for diagnosis and treatment of sepsis 
list a number of conditions that have to be met within a certain 
timespan. Thus, we will mine the database for patients who are 
diagnosed for sepsis and other diseases commonly occurring in 
an ICU context with temporal aspects. This will result in a set 
of reference cases with typical temporal disease progress is 
identified in the MIMIC III dataset. 
Further, an appropriate graph-based representation for patient 
cases is established. Existing approaches will be reviewed: The 
most straight-forward approach is to form a timeline where all 
data entries are lined up in order of the respective timestamps. 
In this approach, each node has one edge pointing to the 
subsequent node. A timeline already allows to compare the 
temporal developments of different cases. However, in this 
naïve approach no difference is made between different classes 
of events. As a consequence, we will investigate more complex 
representations that also consider different classes of nodes. 
Nodes within each class have a linear temporal order, but are 
interwoven with nodes of other classes. In contrast to a timeline, 
such additional edges might help to better represent event-
specific temporal relations. For example, known cause-effect 
relations such as the administration of antipyretics and the 
consecutive decrease of body temperature are modelled into the 
graphs. 
Further research is made regarding the most suitable topology 
of the resulting graph. Possible topologies include directed 
graphs with or without cycles, weighted graphs, and trees. 

Time-Graph-Based Similarity Measure 

We investigate methods described in the literature for 
calculating the similarity between two graphs for their 
applicability on time-graphs. Aspects to be considered are the 
topology of the graphs and the possibility to work with sub-
graphs. This is important, since the time-graph of medical 
events of a newly diagnosed patient is likely not as extensive as 
that of a patient who has finished treatment. We investigate 
similarity methods of different categories such as graph 

Efficient graph-based maintenance of 
temporal medical data

Time graph-based similarity measure

"2101-10-25 04:05:00",16302,"Do Not Resuscita",...

"2101-10-25 04:05:00",16302,"Occasional",...

"2101-10-25 04:05:00",16302,"PVC's",...

"2191-03-16 09:16:00",18692,"Sl. Limited",…

...

Time-Graph representation of 
temporal medical data

Figure 1 – Main Parts of the Time-Graph Similarity Framework. 
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isomorphism (e.g., edit distance based measures [22]), iterative 
methods like similarity flooding [20], and feature extraction 
methods like NetSimile [23]. 
The base methods for graph-based similarity are adapted to 
fulfil requirements of temporal graphs. For this development 
process, cases of the MIMIC III database are used as models 
and test cases. Criteria for the successful development of the 
similarity measure are defined during this task. They are based 
on plausibility checks and correlation analysis of the cases 
determined as similar by the new similarity measure. The 
graph-based temporal similarity measure developed in this 
work packages can be used by itself, but also in combination 
with conventional similarity measures based on attribute 
values. In this task, we investigate, how such different types of 
similarity measures can be combined to calculate a 
comprehensive similarity value. The approach will be based on 
the paradigm that global similarity is comprised as a 
combination of weighted local values. In this task, a suitable 
algorithm for combining the different similarity measures into 
one global value will be researched. 

Efficient Graph-Based Maintenance of Temporal Medical 
Data 

Electronic health record data are usually stored in relational 
databases with no specific focus on temporal data retrieval. 
Graph databases are potentially good candidates for high 
efficiency, especially in combination with a time-graph data 
model. In addition, in this kind of databases not only the raw 
data is saved like it is the case in traditional relational databases 
but also the connections between the different entities of the 
raw data are saved. This aspect makes graph databases 
potentially more efficient than relational databases but it still 
has to be investigated if this is still true for temporal data like it 
is used in our case. 
We investigate if relational databases such as PostgreSQL can 
be used as an efficient storage for time-graphs. Specifically, we 
assess if existing SQL standard extensions support our graph-
oriented similarity measure. We also evaluate proprietary 
temporal extensions that exist for some open-source database 
management systems. Further we investigate if dedicated index 
tables can support queries for similarity retrieval. The idea for 
such index tables is to pre-calculate temporal relations 
(respecting temporal abstractions) within cases to allow for fast 
retrieval without the need of calculating temporal relations at 
query time. 
In contrast to relational databases, graph databases are designed 
to store graph data structures. In this task, we will investigate 
open source graph databases such as neo4j for their 
applicability in our context. Special focus lays on the efficient 
retrieval of similar cases. We will compare the respective query 
possibilities for retrieving cases based on subgraphs. One 
criterion for the assessment of the database management 
systems is the availability of features for efficient similarity 
retrieval. Further, the query times are compared for the different 
approaches. 
For using the database system selected in tasks 3.1 and 3.2, data 
have to be prepared first. To do this, we will follow the extract, 
transform, and load (ETL) approach that is well-established for 
example in the context of data warehouses. Thus, we will 
develop ETL processes to make a subset of MIMIC III data 
available in our temporal database. Depending on the specific 
database management system, we will use open-source ETL 
software such as Talend Open Studio or KNIME to automate 
this process.  

Discussion 

In this manuscript, we present a comprehensive approach for 
the establishment of a graph-based similarity measure temporal 
patient data. The first step will be the development of a time-
graph representation for temporal medical data as basis for the 
remaining parts. Further, efficient storage approaches and 
graph-based temporal mining are investigated. 
In this phase, the development will be performed on the well-
established open data set MIMIC III for patients suffering from 
sepsis. Being ICU derived data, this data set has a rather fine-
grained temporal resolution compared to other fields of EHR 
data. After establishing this primary application, we are going 
to extend our research to other ICU related disease patterns as 
well as to other clinical areas, where documentation frequency 
and data types differ from ICU data. In addition, we are going 
to validate our findings with other clinical data sets. 
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Abstract 

Severe maternal morbidity (SMM) is broadly defined as 

significant complications in pregnancy that have an adverse 

effect on women’s health. Identifying women who experience 

SMM and reviewing their obstetric care can assist healthcare 

organizations in recognizing risk factors and best practices for 

management. Various definitions of SMM have been posited, 

but there is no consensus. Existing definitions are further 

limited in that they 1) are often rooted in existing clinical 

knowledge (which is problematic as many risk factors remain 

unknown), leading to poor positive predictive performance 

(PPV), and 2) have limited scalability as they often require 

substantial chart review. Thus, in this paper, a machine 

learning framework was introduced to automatically identify 

SMM and relevant risk factors from electronic health records 

(EHRs). We evaluated this framework with EHR data from 

45,858 deliveries at a large academic medical center. The 

framework outperformed a state-of-the-art model from the U.S. 

Centers for Disease Control and Prevention (AUC of 0.94 vs. 

0.80). Specially, it improved upon PPV by 59% (CDC: 0.22 vs. 

our model: 0.35). In the process, we revealed several novel 

SMM indicators, including disorders of fluid or electrolytes, 

systemic inflammatory response syndrome, and acidosis. 

Keywords:  

Electronic health records, machine learning, severe maternal 

morbidity.  

Introduction 

Severe maternal morbidity (SMM) is a physical condition that 

results from, or is aggravated by, pregnancy and has an adverse 

effect on a woman’s health. [1] SMM is an umbrella for various 

phenomena, including but not limited to, cardiomyopathy, 

hemorrhage, organ failure, pregnancy-induced hypertension 

and embolism, pulmonary embolism sepsis, seizure shock, 

severe amniotic fluid embolism, and uterine rupture. SMM can 

be considered a near miss for maternal mortality because, 

without in-time identification and treatment, these conditions 

can lead to maternal death [2; 3]. Thus, SMM is utilized as a 

new indicator of the quality of maternal health. [4] Its 

prevalence has steadily increased in low- and middle-income 

countries, as well as the developed world. [4-6] It now affects 

around 60,000 women in the U.S each year. [6] At the same 

time, the U.S. Department of Health Resource and Services 

Administration has increasingly focused on reducing the rate of 

SMM and improving its survival rate [7]. 

Identifying women who experience SMM and reviewing their 

obstetric charts can enable clinicians and healthcare 

organizations, more generally, to better understand the primary 

etiologies and contributing factors of SMM. In doing so, this 

can lead to a refinement of care management practices to 

prevent SMM or improve the quality of its management. 

However, there are major challenges in identifying SMM, 

which partially arise due to the lack of a consensus definition. 

For instance, the Centers for Disease Control and Prevention 

(CDC) has provided a definition based on 25 SMM indicators 

in the form of diagnosis and procedure codes [1]. The CDC 

definition is straightforward to specify and, thus, easy to 

implement in that International Classification of Disease (ICD) 

codes are readily available in hospital discharge data. However, 

it does not indicate the severity of maternal morbidity and, as a 

result, its application leads to many false positives and 

negatives. [8] 

Another popular definition of SMM has been proposed by 

experts from the American College of Obstetricians and 

Gynecologists (ACOG) and the Society for Maternal-Fetal 

Medicine (SMFM). This definition is a guideline that allows for 

each birthing facility to determine their own SMM criteria [8; 

9]. The guidelines are based on two primary factors: i) 

admission to an intensive care unit (ICU) or ii) transfusion of 

four or more units of blood. [7] These may be supplemented by 

other factors, such as intubation for at least 12 hours, organ 

system failure, and unanticipated surgical intervention [8]. 

Although SMM identification approaches built upon the 

guidelines can achieve high levels of performance [8], they 

have several deficiencies. First, the approach designed for one 

facility cannot be directly applied by another facility. This is 

because the risk factors used are often facility-specific and are 

unique unto a facility. [6] Second, the process of SMM 

identification requires substantial manual effort in the form of 

in-depth chart reviews, which incurs a nontrivial amount of 

time and effort. 

Recent studies have shown that machine learning algorithms 

along with data in electronic health records (EHR) can be 

leveraged to identify or predict a variety of diseases [10-11]. 

For example, supervised machine learning algorithms were 

applied to identify different types of cancers and their 

progression pathways [11]. Another example [10] is the 

application of deep learning algorithms to predict Alzheimer’s 

disease in its early stage. To identify SMM during delivery 

hospitalizations, we introduce a machine learning framework 

that incorporates data in EHRs. This framework has several 

notable benefits in that 1) it leverages standardized clinical 

terminologies as inputs, and thus models developed under the 

framework can be applied in EHRs of other facilities; 2) it can 

deal with over a thousand clinical concepts with reduced 

manual effort; and 3) it allows for the discovery of novel factors 

to identify SMM.  
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Methods 

We begin this section with a description of the data workflow 

as shown in Figure 1. First, before feeding data into the 

classification model, we annotate EHRs as SMM cases and 

controls. The classification model is then evaluated in terms of 

area under the receiver operating characteristic (ROC) curve 

(AUC). Lastly, risk factors are ranked according to odds ratios 

and their contributions to the performance of the classification 

models. 

 

Figure 1– Data workflow 

Dataset 

We collected 13 years of data (2005 to 2018) from the 

Vanderbilt University Medical Center (VUMC) EHR system, 

which includes 45,858 deliveries for obstetric inpatients. This 

dataset includes patient demographics (e.g., age and race), 

admission notes, discharge summaries, and clinical concepts in 

the form of diagnoses (ICDs) and procedures (CPTs). A 

summary of the medical concepts and demographics are 

provided in Tables 1 and Table 2, respectively. We note that the 

diagnosis and procedure codes were transformed into standard 

terminologies defined under the Observational Medical 

Outcomes Partnership (OMOP) common data model, operated 

by the Observational Health Data Sciences and Informatics 

(OHDSI) consortia [12]. All these codes in this study are called 

medical concepts. 

In Table 1, it can be seen that deliveries with SMM have more 

assigned diagnoses and procedures than those without SMM. 

This implies that deliveries with SMM are more complicated. 

There was a total 3,972 unique diagnosis concepts and 1,581 

unique procedural concepts. In Table 2, it can be seen that there 

was a greater percentage of black women experiencing SMM 

(24%) than those without (18.5%). 

Cohort construction 

Table 1– Summary statistics of diagnosis and procedural 

concepts assigned to patients 

Class Statistiscs 

# of 

Diagnoses 

Assigned 

# of 

Procedures 

Assigned 

SMM Mean 31.3 22.7 

Median 27 20.5 

IQR 22 16 

Non-SMM 

 

Mean 9.7 8.1 

Median 8 8 

IQR 6 5 

IQR: inter-quartile range 

 

We use the criteria four or more units of blood transfusion or 

ICU admission developed by the ACOG to identify SMM 

candidates [8]. Using this criterion, 594 SMM candidates were 

identified. Obstetricians then reviewed the charts for these 

candidates and excluded 182 candidates who did not experience 

SMM. Our final cohort contained 412 SMM cases (0.9% of all 

deliveries). We assume that all of the remaining deliveries were 

controls. We acknowledge that the controls may contain a small 

number of SMM cases that cannot be captured by the ACOG 

criteria. A recent study [8] shows the number of missed cases 

is likely too small to impact the performance of identification 

models. 

SMM identification models 

Feature engineering 

For each instance, we extract their assigned diagnoses and 

procedures represented by medical concepts using the OMOP 

common data model. Each medical concept is treated as a 

binary feature, where 1 indicates a patient was assigned the 

concept during the delivery and 0 otherwise.  

Since the number of diagnoses (3,972) and procedures (1,581) 

is substantially larger than the number of positive instances, 

which may influence the performances of machine learning 

models. As such, we aim to do feature selection before applying 

machine learning models. To orient the system to be more 

generalizable, we adopt a filter feature selection algorithm 

without using class information (i.e., SMM vs. Non-SMM) and 

machine learning models. The feature selection algorithm ranks 

the concepts according to their frequency occurring in the 

investigated patient population. We incrementally add top 

ranking features into the machine learning models. Specifically, 

we train models using the top 10%, 20%, 40%, 80% and 100% 

of the features 

Table 2– Summary statistics of patient demographics 

Class Age (years) Race (%) 

SMM 

 

Mean 28.1 White 259 (62.9%)

Median 28 Black 99 (24.0%)

Q1 23 Asian 13 (3.1%)

Q3 33 Other 41 (10.0%)

 

No 

evidance 

of SMM 

 

Mean 28.1 White 30,626 

(67.4%)

Median 28 Black 8,396 (18.5%)

Q1 24 Asian 2,316 (5.1%)

Q3 32 Other 4,108 (9.0%)

Q1: first quartile; Q3: third quartile 

 

Balanced versus unbalanced cohorts 

As noted earlier, the dataset is highly imbalanced - less than 1% 

of the women experienced SMM. As such, learning models 

based on the observed case to control ratio could lead to bias in 

the model. To mitigate this problem, we randomly sample 

controls (Non-SMM) from the data to investigate case:control 

ratios in the form of 1:1, 1:4, 1:16 and 1:64. In addition, we 

evaluated how the ratio impacts the performance of machine 

learning models to identify SMM from the natural case:control 

ratio.  

Regularized logistic regression models 

We train four types of models:  

M0: 〈CDC-25, no learning〉 The CDC model, which leverages 

25 indicators to identify SMM. This model is considered as the 

baseline. 

M1: 〈diagnoses, ridge logistic regression〉 The features are 

diagnosis concepts and ridge logistic regression (L2) is used as 

machine learning models. Under this category, we train 

regression models using top 10%, 20%, 40%, 80% and 100% 

of the diagnosis codes, and datasets with case:control ratios as 

1:1, 1:4, 1:16 and 1:64. 

M2: 〈procedures, ridge logistic regression〉 The features are 

procedural concepts and ridge logistic regression is used as 

machine learning models. We use the same strategy in M1 to 

train the regression models. 
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M3: 〈diagnoses and procedures, ridge logistic regression〉 The 

features are diagnosis and procedural concepts and ridge 

logistic regression is used as machine learning models. We use 

the same strategy in M1 to train regression models. 

For each model, we apply 10-fold stratified cross-validation. 

The performance of models is measured in terms of sensitivity 

(SN), specificity (SP), positive predictive value (PPV), and 

AUC. 

Medical concept ranking algorithm  

To determine which medical concepts play more important 

roles in identifying SMM, we use the following equation to 

rank concepts:  
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 is the overall importance of the �
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is the coefficient of the �

�

 concept for the �

�

 cross-validation 

model. The medical concept importance is adjusted by the 

model performance (AUC) and the importance of a concept 

within a model (coefficient). The larger the value of ����

�
 is, the 

more important the �

�

 concept is. For instance, imagine we 

train two models m1 and m2 on two medical concepts c1 and c2, 

such that the AUC of the models was 0.8 and 0.9, respectively. 

It was found that the coefficients of the two concepts in m1 and 

m2 was (0.6, 0.4) and (0.8, 0.2) respectively. According to our 

approach, the importance of medical concept c1 is (0.8 / (0.8 + 

0.9)) × 0.6 + (0.9 / (0.8 + 0.9)) × 0.8, or 0.71.  

We learn a logistic regression model based on the medical 

concepts with the largest importance scores, along with age and 

race. Odds ratios are calculated for each feature in the SMM 

and non-SMM classes along with their corresponding p-values. 

The OR was adjusted for age and race and the p-value was 

subject to a Bonferroni correction.  

 

   

(a) AUC                                                                       (b) Specificity 

        

                   (c) Sensitivity                                                             (d) Positive Predictive Value 

Figure 2– SMM recognition performance as a function of the number of features in the logistic regression model 
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Results 

Influence of the number of features 

We use the natural proportion of cases to controls to train and 

validate models using the top 10%, 20%, 40%, 80% and 100% 

of concepts. The performance (in terms of AUC, SN, SP, and 

PPV and the corresponding 95% confidence interval) is 

depicted in Figure 2.  

In Figure 2(a), it can be seen that M1, M2, and M3 outperform 

the baseline M0. Their performance improves as more features 

are added into these models, with an increase in AUC from 

0.919 to 0.937. At each percentage of features, model M3 

exhibits the best performance of all three models. Model M3 

with 80% of features achieves the best AUC of 0.937, which is 

18.6% better than M0 (0.790). 

Figures 2(b) and 2(c) show the specificity and sensitivity with 

respect to the percentage of features considered. It is observed 

that the best specificity is achieved at 10% of the features for 

M1, improving by about 1% over the baseline model M0, while 

the sensitivity improves by 25% from 0.614 for M0 to 0.765 for 

M3 (which occurs when 80% of the features are used). Figure 

2(d) shows the PPV for the models. The PPV clearly improves 

through M1, M2, and M3, where M2 has the best PPV 0.347 

(which occurs when 80% of the features are used), which is 

57% better than that achieved by the baseline M0. 

Influence of the case:control ratio 

Figure 3 shows the identification performance under different 

case:control ratios with all the features. It is notable that the 

performance does not always improve as the sampling ratio 

increases. M1 and M3 achieve the best AUC for the 1:64 

sampling ratio while M2 achieves the best AUC at 1:4. 

Important concepts 

We rank features using M3 with 80% of concepts because it 

exhibits the best AUC under a natural ratio of cases and 

controls. Out of 5,553 concepts, the top 10 positive concepts are  

 

reported in Table 3. The ranks of these features are reported, 

along with their concept names and odds ratios. 

The concepts in Table 3 can be categorized into three groups. 

The first group is respiratory-related, including the 4
th

 concept. 

This has face value as patients with acute respiratory failure 

may need to be intubated or are dependent on ventilation. This 

leads to the second group, which includes the 1
st

, 2
nd

, and 5
th

 

concepts. These concepts indicate that most of the patients who 

are intubated or need ventilation assistance experience SMM. 

The procedural concept “Critical care, evaluation and 

management of the critically ill or critically injured patient” 

(3
rd

 concept) is positively associated with SMM.  

In addition, three novel risk factors (7
th

, 8
th

, and 9
th

 concepts) 

were found to be associated with SMM in this study. Most of 

the patients that were assigned these concepts experienced 

SMM. To the best of our knowledge, these concepts have not 

been reported in the literature nor are they in the CDC 

definition.  

 

Figure 3– AUC performance as a function of  SMM 

case:control ratio 

Table 3– The most important concepts that are positively associated with SMM (p-values smaller than 10
-7

) 

Rank Concept Name Type OR (95% CI) 

Patients with 

this concept 

SMM Patients 

with this concept 

1 Dependence on ventilator Condition 1938.9  

(388.3 – 35217.1)

16 15 

2 Intubation, endotracheal, emergency 

procedure 

Procedure 1461.1  

(428 – 9151.5)t

25 23 

3 Critical care, evaluation and management of 

the critically ill or critically injured patient; 

first 30-74 minutes 

Procedure 1735.4  

(1076.8 – 2969.8) 

184 166 

4 Acute respiratory failure Condition 1272.3  

(644 – 2892.8)

80 72 

5 Ventilation assist and management, hospital 

inpatient/observation, initial day 

Procedure 1232.5  

(663.6 – 2557.3)

95 85 

6 Trauma and postoperative pulmonary 

insufficiency 

Condition 1007.1  

(486.4 – 2444.6)

62 55 

7 

Disorders of fluid and electrolytes 

Condition 685.4 

(261.3 – 2351)

27 23 

8 Systemic inflammatory response syndrome Condition 561.3 

(229.1 – 1682.8)

12pt 23 

9 Acidosis Condition 325.8 

(201.4 – 544.4)

82 59 

10 Sepsis Condition 308.2 

(162.5 – 617.8)

44 31 
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Discussion and Conclusions 

SMM often leads to adverse outcomes, including prolonged 

length of stay and an increased rate of postpartum readmission. 

The machine learning-based framework introduced in this 

paper can enable the automatic identification of SMM events, 

based on diagnosis, procedural and demographic features, and 

provide intuition into risk factors associated with SMM. In 

particular, this work has two notable findings.  

First, the framework shows that the machine learning approach 

outperforms the baseline model (CDC criteria) in terms of 

AUC, positive predictive value and sensitivity. As such, we 

believe that a greater number of SMM cases can be identified 

through our framework, with a smaller false positive rate, than 

that is currently achieved through current best practice. This 

should substantially reduce the amount of manual effort to 

identify SMM instances. In addition, since we rely on the 

OMOP common data model, the proposed framework is likely 

to be generalized to other institutions.  

Second, our model uncover potentially novel concepts that are 

positively associated with SMM.  85% (23 of 27) patients 

diagnosed with fluid and/or electrolytes disorder experienced 

SMM during their delivery hospitalization. Similarly, 82% (23 

of 28) patients diagnosed with systemic inflammatory response 

syndrome developed SMM.  

Despite these findings, it should be recognized that this is a pilot 

study and there are several limitations that need to be addressed 

as this line of research moves forward. 

First, we assumed that our constructed control group does not 

contain any SMM cases; however, this is not guaranteed. It is 

challenging to solve such a limitation in a pilot study. This is 

because it would require substantial effort to review all  45,446 

control instances to identify missed SMM cases. A recent study 

indicates that there may exist  1 SMM cases per 10,000 samples 

in the control group [9]. Still, given to the small missed-

case:control ratio (1:10000), this situation likely has little 

impact on the performance of the SMM identification models. 

Second, we only applied the simplest machine learning 

algorithm-logistic regression in this study and many other 

advanced machine learning algorithms are missing. We 

anticipate adding neural networks, decision tree, support vector 

machine (SVM), and gradient boosting classifier in our next-

step study to improve SMM identification performances. 

Third, more advanced feature selection algorithms can be used 

to preselect candidate features feeding the machine learning 

models. In this study, we preselected candidate features feeding 

machine learning models based on their frequency occurring in 

the patient population, which does not consider correlations 

between features. The performance of machine learning models 

can be improved by removing duplicated features.  

Fourth, we only considered diagnosis and procedural features 

and neglected many other important features including 

laboratory variables, medications, and vital signs, which may 

be related to SMM.  

Fifth, the concepts assigned to patients were considered in an 

atemporal fashion. It can potentially boost identification 

performance to model temporal relation between concepts. Yet 

chronological information between concepts reflects how 

SMM develops and is handled. Such information would be 

useful for characterizing how at-risk patients were managed.  
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Abstract 

Severe maternal morbidity (SMM) encompasses a wide range 
of serious health complications that would likely result in death 
without in-time medical attention. It has been recognized that 
various demographic factors (e.g., age and race) and medical 
conditions (e.g., preeclampsia and organ failure) are 
associated with SMM. However, how medical conditions 
develop into SMM is seldom investigated. We hypothesize that 
SMM has a progression path, which is associated with a 
sequence of risk factors rather than a set of independent 
individual factors. We implemented a data-driven framework 
that leverages electronic health records (EHRs) in the 
antepartum period to learn the temporal patterns and measure 
their relationships with SMM during the delivery 
hospitalization. We evaluate the framework with two years of 
data from 6,184 women who had delivery hospitalizations at 
Vanderbilt University Medical Center. We discovered 69 
temporal patterns, 12 of which were confirmed to be 
significantly associated with SMM.  
Keywords:  

Electronic health records, Pregnancy Risk Factors 

Introduction 

Severe maternal morbidity (SMM) such as severe hemorrhage, 
uterine rupture, organ failure, embolism, pulmonary embolism, 
and seizure is a physical condition that either result from or is 
aggravated by pregnancy and has an adverse effect on a 
woman’s health.[1] It has been recognized that women with 
SMM often have a longer length of stay, higher medical cost at 
the time of delivery, and potentially worse neonatal and 
postpartum outcomes than those without SMM [2]. SMM has 
been utilized as an indicator of the quality of maternal health 
and the cost of healthcare.[3; 4]  
Although the definitions of SMM are different from one study 
to another, its prevalence has steadily increased worldwide. [4; 
5] Around 60,000 women are now affected in the US every 
year. [6; 7] Learning the risk factors of SMM, and predicting it 
early can potentially improve the quality of women’s health and 
reduce healthcare costs. 
Given the complexity of SMM and its worldwide prevalence, 
health practitioners and researchers at the national and state 
level have made considerable progress to learn the risk factors 
for SMM [9; 10]. It has been recognized that various factors 
including demographics (e.g., age and race), lifestyle (e.g., 
tobacco use and alcohol consumption), and medical conditions 
(e.g., preeclampsia and eclampsia, gestational diabetes 

mellitus, and prior cesarean section) are related to SMM. Yet 
almost all studies to date relied on hypothesis-driven 
approaches to learn risk factors, which have several drawbacks. 
First, they only investigated a small number of predetermined 
risk factors and neglected many other factors which may 
contribute to SMM. This is due to the fact that these studies 
relied on experts’ experiences to determine candidate risk 
factors which can cost a huge amount of manual effort. Second, 
most studies did not consider the temporal relationships 
between risk factors. This is important because women with 
SMM, rarely transition directly from a healthy state to SMM or 
death. Rather they tend to progress along a continuum from one 
health status to another and, eventually, to severe morbidity or 
death.  
To overcome these drawbacks, we introduced a data-driven 
framework to learn the progression path for SMM in the 
antepartum period (i.e., pregnancy before delivery). We 
focused on this period because our aim was to discover 
temporal patterns of risk as early as possible so that appropriate 
interventions could be applied to prevent SMM or reduce harms 
caused by SMM. In addition, this framework is built using on-
the-shelf data and, thus,considered a large number of candidate 
risk factors with minimal manual effort. In particular, we 
leveraged data in electronic health records (EHRs) to learn 
temporal patterns between maternal conditions, in terms of 
International Classification of Disease (ICD) codes and 
measure the relationships of the temporal patterns with SMM. 
This work is notable because it shifts the investigations of SMM 
risk factors from atemporal to temporal manner.  

Methods 

 
Figure 1. An overview of the data-driven framework to learn 
temporal patterns related to SMM. 
Our data-driven framework consists of three components: i) a 
data mining algorithm to learn temporal relations between 
diagnoses in antepartum period, ii) a statistical model to 
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identify temporal patterns from temporal relations, and iii) a 
regression model to identify SMM related temporal patterns. 
An overview of the framework is depicted in Figure 1. 
Dataset 

Table 1. Statistics of age, race, and length of EHR for patients 
with and without SMM 

Factor SMM 
N = 69 

Non-SMM 
N = 6,115 

Age (mean ± SD) 29.1 ± 5.3 28.9 ± 5.5 
Race (%)   

White 43 (62.3%) 4,129 (67.5%) 
Black 16 (23.2%) 1,020 (16.7%) 
Asian 7 (10.2%) 393 (6.4%) 
Other 3 (4.3%) 573 (9.4%) 

Length of EHR 
(in weeks) 78.2 ± 73.1 73.9 ± 68.8 

The data is based on 6,184 obstetric patients who had a delivery 
encounter at Vanderbilt University Medical Center (VUMC) 
between 2015 to 2017. For each patient, the data documents: 1) 
demographics (age and race), and 2) clinical concepts during 
antepartum and delivery encounters. For each encounter, we 
have admission and discharge dates and the set of ICD-9 codes. 
The data in the antepartum encounters were leveraged to learn 
temporal relations between ICD-9 codes and the data in the 
delivery encounters were used to determine if a patient 
experienced SMM or not. We used 25 SMM indicators in the 
form of ICD-9 codes, as defined by the Centers for Disease 
Control and Prevention (CDC) to identify SMM cases [1]. 
Summary statistics of patients with and without SMM are 
shown in Table 1. 

Encounter: An encounter corresponds to a hospital visit, which 
has the admission and discharge date. Encounters in this paper 
are denoted as . 
Code: A diagnosis is specified as an ICD-9 code or procedure 
code. ICD-9 codes are used for billing services and are assigned 
to EHRs by physicians in patient care or by medical coders after 
the discharge of an encounter. The time when an ICD code is 
assigned to EHRs of a patient within an encounter does not 
necessarily represent the exact time when the patient received 
the corresponding diagnosis. However, ICD-9 codes across 
encounters should have temporal relations. For instance, if code 
648.01 was assigned in one encounter ranging from February 3 
to February 4, and code 655.83 was assigned in another 
encounter ranging from March 3 to March 5, then 655.83 was 
diagnosed after 648.01, and the temporal relationship exists 
between them. We denoted a code as . If an encounter  has 
m different codes, then we will represented all codes in the  

as . 
Code sequence: A code sequence is an ordered series of codes 
coming from disparate encounters. For example, as shown in 
Figure 2, this patient has three antepartum encounters with 4 
code sequences: 

. 

 
Figure 2. An example of four temporal perinatal encounters of 

a patient. Codes were assigned in each of the three 
antepartum encounters. 

  
Figure 3. An example of learning temporal relations from six code sequences extracted from five encounters 

Building Temporal Relations 

We designed a sliding window-based algorithm to build 
temporal relations between diagnosis codes. The ordered 
relation between a pair of codes within a code sequence as: 

                      (1) 

where  is the position of a code  in a code sequence and 
 is the window size. The position of the first code of a 

sequence is set as 1 and the position of the last code is the length 
of a sequence. 

Figure 3 shows an example to illustrate the algorithm. There are 
two patients P1 and P2, with 2 and 3 encounters, respectively. 
Each encounter has several diagnosis codes assigned. For the 
first patient, the first encounter contains one code  and the 
second encounter contains three codes . The code 
sequences for the first patient are . It is 
notable that  is not included in code sequences because 

 appears in both encounters and  does not convey any 
temporal information between encounters. The code sequences 
for the second patient are 

. If we set window size  is 1, we can 
learn the strength of temporal relation for each pair of codes 
within a code sequence via Eq. (1). The total strength of the 
temporal relation for a pair of codes is the summary of temporal 
strength of that pair of codes across all sequences.  Temporal 
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relations and their strengths are depicted in Figure 3c  For 
instance  appears in two code sequences and the its 
temporal strength in each of the code sequence is 1 accoridng 
to Eq. (1), and thus its total strength is accumulated across the 
two sequences.  
Discover temporal patterns 

We applied statistical matching methods [12] along with 
statistical models to identify temporal patterns from the learned 
temporal relations. For an investigated temporal relation 

, we defined patients containing  as cases, and patients 
without containing  as controls. We selected most similar 
controls and cases in terms of age, race and EHR length. Based 
on the selected cases and controls,  we used a Chi-square test to 

test the significance of  after Bonferroni correction. A 
code relationship was considered a temporal pattern when the p 
value was smaller than 0.05. 
Learn relationships of temporal pattern with SMM  

We used logistic regression to model relationships between 
antepartum temporal patterns and SMM during delivery 
hospitalization. Age, race, and length of EHR are included in 
the model as confounders. For each temporal pattern, logistic 
regression is applied to evaluate its adjusted relative risk (aRR) 
on SMM. The significant temporal patterns are reported with 
the 95% confidence interval of aRR. 
 

Table 2. Temporal patterns related to the fetal abnormality 

Subcategories Temporal Patterns Summary of the Pattern 

Diabetes mellitus 648.01 � 655.83 Antepartum diabetes may lead to 
suspected fetal abnormality 

Cervical shortening 649.73 � 644.03 Cervical shortening increases the risk 
of threatened premature labor 

Fetal growth 
retardation 764.90 � 656.53 Fetal growth retardation may affect 

the management of mother 

Uterine size date 
discrepancy 649.63 � 656.53 Uterine size date discrepancy is 

associated with poor fetal growth 

Fetal abnormality 656 � 655.81 Suspected fetal abnormality and 
placental problem 

Advanced maternal 
age 659.61 � 660 Women with advanced maternal age 

tend to have obstructed labor 

Antepartum 
complication 644.03 � 655.73, 648.93 � 644.03 

The antepartum complication may 
lead to threatened premature labor that 

is associated with decreased fetal 
movements 

Result 

Temporal relation patterns 

Sixty-nine temporal patterns were found in the study. These 
patterns were categorized into two groups: i) fetus abnormality 
(Table 2) complicating pregnancy (Table 3). An example of a 
mother’s conditions leading to fetus abnormality is 648.01 
(Diabetes mellitus) � 655.83 (suspected fetal abnormality), 
which implies that a mother with antepartum diabetes tends to 
have an abnormal fetus. An example of a mother’s health 
conditions leading to complicating pregnancy is 649.73 � 
644.03, which indicates cervical shortening increases the risk 
of threatened premature labor.   
Temporal patterns were further categorized into a set of 
subtypes including obesity, type 2 diabetes, hypertension, 
opioid dependence, tobacco use, abdominal pain, advanced 
maternal age, urinary tract infection, hypothyroidism and 
historical delivery condition such as previous cesarean section.  
Drug addictions lead to complicating pregnancy. In addition, 
mothers with drug addictions usually suffer from posttraumatic 
stress disorder (309.81), viral diseases (647.63) and mental 
disorders (648.43). 
Obesity, diabetes mellitus, and hypertension are correlated with 
each other (642.03 (Benign essential hypertension) � 648.03 
(diabetes mellitus) and 642.23 (transient hypertension) � 
649.13 (obesity complicating pregnancy)), and they together 
complicate pregnancy. Abdominal pain (789.09), advanced 

maternal age (659.63), urinary tract infection (599.0), 
hypothyroidism (244.9) and historical cesarean section 
(654.23) also complicate pregnancy. 
Temporal patterns related to SMM 

Among the 69 temporal patterns, 12 (or 17.4%) were 
significantly associated with SMM. The degrees of the 
associations between the 12 patterns and SMM are depicted in 
Figure 4. For example, women that had antepartum drug 
dependence and mental disorder had greater than 8-fold risk of 
SMM in their delivery. Similarly, antepartum conditions 
hypertension and diabetes (642.03 � 648.03, 648.03 � 642.03 
and 648.03 � 642.23) increase the risk of SMM. Other 
temporal patterns that may lead to SMM include obesity, 
advanced maternal age, viral disease, and tobacco use disorder. 

Discussion  

Severe maternal morbidities (SMM) during delivery often 
results in adverse outcomes, including a prolonged length of 
stay and an increase of postpartum readmissions. In this study, 
we introduced a data-driven framework to infer temporal 
relational patterns between diagnoses during the antepartum 
period and analyzed their associations with SMM. This work 
has two notable findings. 
First, we demonstrated that there are temporal patterns that 
suggest progression paths for SMM. For instance, pre-existing 
health conditions including hypertension, diabetes mellitus, and 
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obesity appeared to develop into comorbidities in the 
antepartum period, complicating pregnancy. Additionally, 
lifestyle factors, such as drug/opioid-dependence and tobacco 
use disorder, may also complicate pregnancy. It was also found 

that the well-being of a fetus is associated with adverse 
antepartum conditions. For instance, mothers with diabetes 
mellitus tend to have abnormal fetus.

Table 3. Temporal patterns related to complicating pregnancy 

Subcategories Temporal patterns Summary of the Pattern 

Obesity 

278.01 � 649.11, 278.01 � 649.13, 
648.01 � 649.11, 278.00 � 649.13, 
649.12 � 648.83, 642.93 � 649.13, 
659.63 � 649.13, 642.23 � 649.13, 
642.03 � 649.13, 649.13 � 642.03 

Obesity, especially morbid obesity, 
complicating pregnancy 

Hypertension 

796.2 � 642.23, 796.2 � 649.13, 
401.1 � 642.03, 401.9 � 642.03, 

648.03 � 642.03, 642.03 � 649.13, 
642.23 � 649.13, 250.00 � 642.23, 
648.03 � 642.23, 796.2 � 642.33, 

796.2 � 649.13 

Pre-existing hypertension, elevated blood 
pressure reading, antepartum hypertension 

complicating pregnancy 

Diabetes Mellitus 

250.01 � 648.01, 250.00 � 648.01, 
250.00 � 648.83, 250.00 � 642.23, 
250.00 � 648.03, 648.01 � 649.11, 
790.29 � 648.83, 642.03 � 648.03, 
648.03 � 642.23, 648.01 � 649.11 

Type I and II diabetes with abnormal 
glucose tolerance complicating pregnancy; 

antepartum diabetes may cause some 
suspected fetal abnormality 

Drug/opioid Dependence 

304 � 648.31,304 � 648.30,  

304.00 � 648.30, 304.00 � 648.33, 
304.00 � 648.43, 304.00 � 649.03, 
304.01 � 648.31, 304.01 � 648.30, 
304.01 � 648.33, 648.31 � 649.01, 

648.33 � 647.63 

Drug dependence and opioid dependence 
are related, together complicating 

pregnancy; drug/opioid dependence is 
associated with mental disorder 

Tobacco 
648.31 � 649.01, 305.1 � 648.30, 
649.03 � 648.30, 304 � 649.03, 

648.33 � 649.03 

Tobacco use disorder is associated with 
drug/opioid dependence; both could 

complicate pregnancy 

Other 

309.81 � 648.30 
Other conditions such as posttraumatic 

stress disorder, thyroid dysfunction, urine 
infection complicating pregnancy, pain 

244.9 � 648.13, 244.9 � 648.91 

599.0 � 646.63 

 
Figure 4. The adjusted relative risk of relationships between temporal patterns and SMM. 

Second, we found that antepartum drug dependence and mental 
disorder are strongly related to SMM. Early identification of 
these high-risk mothers and adopt appropriate intervention 
strategies may improve care quality of SMM management and 
reduce harms caused by SMM. 

At the same time, we note that this is a pilot study, and there are 
several limitations that need to be addressed.  
First, we investigated a small number of SMM instances, which 
may limit our findings in this study. For instance, many 
potential temporal patterns may be missed in our investigated 
patient population.  In addition, we only considered diagnoses 
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within antepartum periods, which may miss risk factors of 
SMM ahead of the antepartum period.  
Second, we only studied temporal patterns between diagnosis 
codes and neglected other rich health information including 
medications, vital signs, and labs which could provide insights 
into SMM. 
Third, this study was conducted in a single institute and should 
be expanded in many other institutes to conclude more general 
recommendations about managing SMM. 
Fourth, we used a simple and natural temporal relation learning 
algorithm to learn temporal patterns. More advanced temporal 
pattern mining algorithms including Allen’s algebra and graph 
neural networks can be applied in future studies. 

Conclusion 

This research broadens our current knowledge of the continuum 
of maternal health in the United States by inferring the 
association between antepartum comorbidities and SMM. Our 
work suggests that mothers with drug dependence, 
hypertension, diabetes mellitus, viral disease, and tobacco use 
disorder have an increased risk of SMM. While further 
investigation is needed, we believe that healthcare 
organizations should focus their attention on childbearing 
women with these conditions in the antepartum period.  
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Abstract 

We describe the process of creating a User Interface 
Terminology (UIT) with the goal to generate a maximum of 
German language interface terms that are mapped to the 
reference terminology SNOMED CT. The purpose is to offer a 
high coverage of medical jargon in order to optimise semantic 
annotations of clinical documents by text mining systems. The 
first step consisted in the creation of an n-gram table to which 
words and short phrases from the English SNOMED CT 
description table were automatically extracted and entered. 
The second step was to fill up the n-gram table with human 
and machine translations, manually enriched by POS tags. 
Top-down and bottom-up methods for manual terminology 
population were used. Grammar rules were formulated and 
embedded into a term generator, which then created one-to-
many German variants per SNOMED CT description. 
Currently, the German user interface terminology contains 
4,425,948 entries, created out of 111,605 German n-grams, 
assigned to 95,298 English n-grams. With 341,105 active 
concepts and 542,462 (non FSN) descriptions, it corresponds 
to an average of 13 interface terms per concept and 8.2 per 
description. An analysis of the current quality of this resource 
by blinded human assessment terminology states equivalence 
regarding term understandability compared to a fully 
automated Web-based translator, which, however does not 
yield any synonyms, so that there are good reasons to further 
develop this semi-automated terminology engineering method 
and recommend it for other language pairs. 
Keywords:  

Natural Language Processing, Systematized Nomenclature of 
Medicine, Translations 

Introduction 

In medical documentation, user interface terminologies (UITs) 
bridge between the language in use by clinicians and the 
standardised language of reference terminologies. Interface 
terms vary between specialties, professional groups and 
dialects and undergo constant evolution due to medical 
progress and dynamics of language [1]. We present a cost-
effective, manual, incremental approach to acquire and create 
interface terms with the goal to map them onto a reference 
terminology (SNOMED CT), both using bottom-up and top-
down approaches.  
Health care terminologies are crucial resources for semantic 
interoperability. Despite their differences in architecture and 
scope (e.g. ICD-10 as a classification system for diseases vs. 
SNOMED CT as an ontology for all aspects of electronic 
health record (EHR) content), there is a principal distinction 
between: 

� Labels (fully specified names, reference terms), which 
aim at providing self-explaining descriptions of the 

meaning of concepts, often paralleled by formal 
definitions in ontologies or text definitions in thesauri.  

� Interface terms (non-preferred synonyms), which 
represent the jargon used by clinical practitioners in 
their daily documentation and communication.  

Take the SNOMED CT preferred term "Primary malignant 
neoplasm of lung" as an example. This term is precise but 
artificial. Screening the complete PubMed corpus yields no 
single occurrence of this term, and it would be very unlikely 
be found in clinical documents either. Its popular synonym 
"lung cancer", retrieves 120,682 documents from PubMed and 
is common in clinical documents and problem lists. Another 
example is "EKG", an acronym-term we retrieved 12,208 
times in a corpus of cardiology discharge summaries, while 
the full term “Elektrokardiogramm” does not occur a single 
time. Reference terms are characterised by precision; interface 
terms by brevity. This highlights the need for interface terms, 
wherever content is automatically extracted from texts [2]. 
This has recently been emphasised by the European project 
ASSESS CT (Assessing SNOMED CT for Large Scale 
eHealth Deployments), which recommended broad efforts to 
be invested into UITs [3] linked to reference terminologies 
like SNOMED CT, rather than into translations proper. For 
humans, the possible fuzziness and ambiguity of interface 
terms (in this case, it may not be quite clear whether lung 
metastases are in the scope of "lung cancer") is a minor 
problem due to context and implicit understanding within a 
user group, whereas word sense disambiguation is still a major 
problem for machines. 
A major use case for UITs is the provision of dictionary 
entries for natural language processing (NLP) systems. Other 
use cases are related to structured data entry using data 
acquisition forms, whenever the terms should be close to the 
user's language preferences. Limitations of UITs lie in the 
conceptual content of the underlying reference terminology (in 
this case SNOMED CT). There is still a substantial amount of 
interface terms that cannot be precisely mapped to terms of a 
corresponding domain terminology.  
Interface terms can be single words like "pancreas" or 
"dermatology", compound words like "lymphangiosarcoma", 
acronyms like "ARDS" or multi word terms like "hereditary 
factor VIII deficiency disease". Possible sources of interface 
terms include: 

� Automatic and manual term translations  
� External, generally accessible corpora of the target 

language (e.g. books, publications, articles etc.); 
� Institution-specific value sets and term collections; 
� Clinical corpora constituted by EHR narratives 

(privacy protection must be taken into account). 
Lexical ambiguity (e.g. "delivery" in "drug delivery" vs. 
"delivery of a baby") is characteristic for interface terms, and 
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it rarely runs parallel between languages (e.g. in German, 
words for the delivery of goods, substances or babies are 
completely distinct). Especially short acronyms are prone to 
ambiguities (e.g. "MI" means "myocardial infarction" in 
cardiology, but "macular ischemia" in ophthalmology; "DM" 
may be expanded to "diabetes mellitus", "diameter", "disease 
management", or "dermatomyositis" according to its context. 
Only long acronyms like "NSTEMI" can be expected to have 
a unique meaning. Ambiguous acronyms are mostly 
unproblematic once they occur as constituents of a longer 
term, in which they are univocal (example: "type 2 DM").  
In the following we describe the ongoing construction of a 
German UIT for SNOMED CT, which uses the English 
SNOMED CT description table for the semi-automated 
construction of German-language interface terms. 

Material and Methods 

SNOMED CT 

SNOMED CT [4] is the most comprehensive healthcare 
terminology on the globe, with use in over 50 countries. The 
current international SNOMED CT version (July 2018) 
consists of 340,659 active representational units, known as 
SNOMED CT concepts. They have an exclusive meaning and 
a unique machine-readable identifier. SNOMED CT 
Descriptions include a Fully Specified Name (FSN) for each 
concept, together with one or more synonyms. FSNs 
represents the concept with an official, ideally self-explaining 
name. Synonyms share meaning with FSNs but find more 
common use in displaying or selecting a desired FSN. The 
meaning of SNOMED CT concepts is, in addition, delineated 
by text definitions and formal axioms in Description Logics. 
E.g., Gastritis is defined as logically equivalent to a disorder 
with inflammatory morphology that is located at some 
stomach structure.  
SNOMED CT's increasing adoption in German-speaking 
countries (with Switzerland and Austria already being 
members of SNOMED International, whereas Germany is still 
negotiating) prioritises harmonisation with local language and 
terminologies. This has motivated the authors to develop a 
semi-automatic, resource-aware and pragmatic method for 
creating an experimental German UIT linked to the current 
international version of SNOMED CT. The methodological 
framework developed might be applied to other languages [5]. 
This UIT feeds the currently largest SNOMED CT use case in 
the German-speaking country, viz. semantic annotations of 
clinical texts within the hospital information system of the 
Austrian healthcare provider KAGes, using natural language 
processing [6]. 

Procedure 

The starting point of the interfacing process was the set of 
over 700,000 English SNOMED CT terms ("Descriptions") 
from the international version. This list contains, apart from 
the official labels (Fully Specified Names), one preferred term 
(dependent on the release) and zero-to-many synonyms. 
SNOMED CT terms are characterised by many repetitive 
substrings, exemplified by the term "magnetic resonance 
imaging of hip". That there are 1,620 occurrences of 
"magnetic resonance imaging" and 1,239 occurrences of "of 
hip" in SNOMED CT shows the potential of a modular 
approach to term translation.  

N-gram Table as Core Translation Resource 

In order to harvest such repetitive passages, a language-
specific rule set was created and implemented in Python 3 to 

chunk decomposed terms down into shorter units, constituting 
word n-grams with n ranging from 1 to 6. Here "word" 
encompasses, to a minor extent, also sub-word entries needed 
for single-noun composition, which is particularly common in 
German. SNOMED CT terms therefore can be constituted by 
one to many n-grams, e.g. "Escherichia coli" is a 2-gram, 
which can equally stand alone, or occur in a longer term like 
"Escherichia coli antibody". In addition to the n-grams with n 
> 1, also all single words were added. In summary, n-grams 
include complete and partial constituents of the SNOMED CT 
labels and descriptions. The result was an .xlsx table with 
currently enclosing close to 550,000 English-language n-
grams, ranked by their decreasing frequency in the source, i.e. 
the SNOMED CT’s description table. It is structuredin the 
following collumns: 

� "ID" – n-gram identifier code;  
� "N-gram English": from words to n-grams, (n < 7);  
� "Length": number of tokens in the n-gram (n); 
� "Count": n-gram frequency in the source SNOMED 

CT description file; 
� "N-gram German 1", "N-gram German 2"... German 

translations of English n-grams.  
We started populating this table with German terms, started 
four years ago with limited resources (one part-time 
terminologist and several medical students). Along time it has 
been subject to constant optimization and quality 
improvement heuristics. The description of some of these 
heuristics (mostly developed as a sequence of trial-and-error 
cycles) will occupy the remainder of this section. The main 
goal of this description is to outline a general methodology for 
modular and incremental CIT developments for new language 
with limited resources.  

Translation Heuristics 

The first step was to tackle large amounts of easily machine 
translatable content. Method of choice was Google Translate. 
For surprisingly many more common medical terms, for 
example "arm", "status", or "hormone", but also 
“cholecystectomy” or "tendon sheath", useful translated 
content could be harvested. Several limitations were observed: 
(i) each translation only yielded one target n-gram (no 
synonyms are provided when inserting source terms in a 
batch), (ii) single English words were often undefined in terms 
of POS (part of speech, e.g. noun, adjective, verb), like "set", 
"back", "general" and therefore ambiguous, (iii) the 
translation of numerous words did not correspond to the 
medical meaning (e.g. "delivery" translated into "Lieferung" 
and not into the translations relevant to medical context like 
"Entbindung" or "Gabe"), (iv) less common medical or 
chemical terms were not translated, and the untranslated term 
was returned, instead (which then was preserved, waiting for 
manual correction).  
Given SNOMED CT's richness in concepts for biological 
organisms, for which Latin terms are common and identical 
across languages, we harvested a large number of terms that 
occurred identically in the English and Spanish versions, 
assigned to the same concepts (e.g. "Homo sapiens", "Ascaris 
lumbricoides", Angina pectoris", "Anorexia nervosa"). Thus, 
they could be safely added to the German version. 
For the left-over of untranslatable content, manual input was 
required. It required mainly addition of new German n-grams 
and modification of the existing human or machine generated 
ones, addition of synonyms (e.g. "Leber- " to "hepatisches"), 
as well as appending grammar tags to both manual and 
machine created words (e.g. "hepatisches|JJ" to mark it as an 
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adjective and "-" to mark "Leber-" as a prefix-like morpheme). 
Humans also revised the machine generated terms by 
evaluating randomly sampled sets of the generated terms, 
often revealing major systematic errors in the machine 
translation. Mistranslations are deleted and revised, 
untranslated terms grouped by certain patterns (e.g. ending 
with "acid" and changed to the German ending "säure" by 
repetitive search / replace actions). Manual work was 
prioritized according to the guiding principles: (i) n-gram 
frequency; (ii) clinical relevance; and (iii) single words.  
To ensure all SNOMED CT concepts get covered in one 
primary form, we set the goal of at least one translation for 
every single word n-gram (n=1), Such atomic units represent 
individual interface terms or parts of larger composite 
interface terms. Semantic composition is not robust multiword 
n-grams. Therefore, we considered multi word n-grams down 
to a frequency of eight. Less frequent n-grams were left out, 
because of the enormous amount of  multiword n-grams. The 
decision in favour of manual translating multiword terms was 
positive whenever:  

� The formation of a multiword term in the source 
language was not paralleled by a translation in the 
target language. E.g. "malignant neoplasm" translates 
not only into "maligne Neoplasie" but also into 
"Malignom"; and "oral solution" does not translate 
into "mündliche Lösung", but into "Lösung zur oralen 
Einnahme".  

� One component of a multiword term was ambiguous 
and could be disambiguated in the composition. E.g. 
"back pain" in "Rückenschmerzen" ("back" = 
"Rücken"), and "back door" into "Hintertür" ("back" 
= "Hinter-").  

The application of these rules often results in a labour-
intensive walkthrough of the whole n-gram table.  

Addressing German Language Features Like Inflection 
and Composition 

German word inflections heavily depend on gender, tense, 
person, number, declination type and case. All entries, be they 
manual or automatically made, need therefore to be reviewed 
and enriched with grammatical information. This task relies 
mainly on human editing, using however machine support for 
pattern-based search-replace actions. Automated term creation 
with correct inflection suffixes requires a distinction between 
nouns, adjectives, verbs, prepositions and determiners, 
yielding the following tagging suffixes:  

� Singular gender or plural tags for nouns (|NN|N, 
|NN|F, |NN|M, NN|P) 

� Cases for verbs (|VV|N, |VV|G, |VV|D, |VV|A) 
� Markers for adjectives (|JJ) 
� Preposition tags depending on case (|PP|N, |PP|G, 

|PP|D, |PP|A) 
� Definite and indefinite articles (|DET|D, |DET|I) 
� Noun tags of Latin words or other nouns for which 

single-noun composition is not allowed (|NL|N, |NL|F, 
|NL|M, |NL|P) 

Tags can be omitted in multi word entries where, e.g. due to a 
preposition, the inflection case is already determined.  
In addition, all numbers were substituted by placeholders (ð, 
ðð, ððð etc. depending on number of digits and decimals) in 
the n-gram table. (While the decimal denominator in English 
is point in German comma is used.) 
Single word composition is an important feature of the 
German language, e.g. with "[Fracture] of the big toe" 

translated into "Großzehen[fraktur]". Such composition 
patterns are characterised by inversion (with the head 
morpheme trailing) and by inconstant addition of infixes to the 
modifying morphemes. This requires the addition of 
translations to English prepositional phrases starting with "of", 
which not only translates to a structurally similar German 
genitive construction ("der Großzehe"), but also to morpheme-
like prefixes like "Großzehen...", tagged by bracketing 
underscores ("_Großzehen_"). In certain instances, we use the 
additional tag "%VOID%". "%VOID%" is used as an empty 
word and can be suffixed with tags and thus gaining an 
inflection attribute. It also prohibits noun compositions (which 
are otherwise standard between neighbouring nouns). The 
German n-gram "zur Benutzung%VOID%|PP|G" (to use) 
illustrates how %VOID% can avoid unwanted word 
composition, while enforcing the next phrase set into genitive 
case. If "%VOID%" were absent, the German word 
"Benutzung" would potentially be attached to a noun right to 
it, resulting in a disallowed nominal compound. Other tags are 
%SWAP% and %RIGHT%, with the former swapping the 
right and the left portion of a phrase (due to different word 
order in German), and the latter putting a word to the end of a 
phrase, typically a separable verb prefix, e.g.: "stops" � "hört 
mit|PP| %RIGHT% auf". 

Top-down and Bottom Up Term Harvesting 

Both top-down and bottom-up term harvesting has been used. 
Top-down means an intellectual effort of enriching English n-
grams with additional translations. E.g., when encountering 
the English term "diabetes mellitus" (together with the 
identical German term) the editor might remember that there 
is a synonym "Zuckerkrankheit" to be added. One problem of 
this method is that it requires extensive manual editing, and is 
only performed when a manual reviewer goes through the list 
checking for missing synonyms (starting at very frequent and 
relevant terms), requiring an excellent command of medical 
terminology. 
Bottom-up describes lexicon population starting with content 
from representative corpora (clinical texts, biomedical 
literature, existing terminologies in the target language), from 
which terms are extracted and mapped to corresponding n-
grams in the source language. The advantage of this method is 
the adjustment of the interface term vocabulary to preselected 
document genres, covering specific jargon. N-gram hit lists 
(ordered by decreasing frequency) extracted from these 
corpora are excellent sources of commonly used terms in the 
context that is to be covered. One source prepared for our 
project was a hit list with 4,000 de-identified dermatology 
summaries, which resulted in 24,000 n-grams ( n ≥ 3 ). After 
filtering out entries already included in the master n-gram 
table (and their inflectional variants), terminologists walk 
through the hit list and try to identify a corresponding English 
term for each entry in the master n-gram table.  
In cases of doubt, translations are marked for further analysis 
and discussion. Translation resources such as and offline 
dictionaries, online translation tools (web search for usage 
frequency and contexts, various online dictionaries, Linguee, 
Oxford German Dictionary, DUDEN Wissennetz), term 
clusters retrieved from the UMLS metathesaurus as well as 
German titles of Medline-indexed citations (marked as [tt] in 
the Medline records) have proven useful.  

Tooling 

Appropriate tooling for distributed, cooperative terminology 
work is still a desideratum. N-gram editing and maintenance is 
currently done via a Microsoft Excel table, shared via a 
repository, which assures that only one instance of this table 
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can be edited at a time. This Excel n-gram was enriched by 
macros written in the VBA script language. E.g. the 
"exploration macro" and "modify and add macro". The former 
retrieves already existing word and sub-term translations for a 
given n-gram. The addition of synonyms is supported by a 
"Modify and Add Macro". It allows batch additions of 
synonyms. When entering an n-gram (e.g. "Neoplasie|NN|F") 
with a synonym (e.g. "Neubildung|NN|F") it iterates through 
the complete n-gram list and suggests additions (e.g. 
"Basalzellen-Neubildung" to "Basalzellen-Neoplasie"). Other 
macros are used for plausibility checking, e.g. identifying 
disallowed tags.  

Term Generation 

Term generation is done with a series of language specific 
Python 3 scripts. In a nutshell, they take the chunked English 
description table, translate each chunk by n-gram table 
lookups, thus collecting n-gram translations and assembling 
them into complete SNOMED CT description translations. In 
this process, the tagged words are interpreted by a variant 
generator, which generates inflectional variants, following an 
inbuilt noun phrase grammar. It also produces single word 
compounds, using specific tags and rules as explained above. 
The problem of this generative approach is its combinatorial 
explosion: if a SNOMED CT term consists of four n-gram 
chunks, each of which with 3 translations, 34 = 81 terms are 
generated. To mitigate the growth of generated terms, as well 
as to improve quality we pursued two approaches. To increase 
translation of longer n-grams, in order to avoid uncommon 
term associations, and complete translations of very long 
terms, which are unlikely to occur in clinical texts, such as 
FSNs resembling textual definitions1.    

 
Figure 1 –Interface Term Generation 

Quality Checks and Updates 

Due to the large size of the UIT, only random samples are 
regularly quality-checked, assuming that frequent systematic 
errors also surface in these samples. Errors are traced back, 
either to the n-gram table or to the inflection and composition 
routines in the Python scripts. A challenge is also the biannual 
update of the n-gram table, together with the resulting 
interface term list, when a new international SNOMED CT 
version is released. Changes include addition, alteration and 
removal of concepts. During each version release, we have 
observed a growth of the n-gram resource. This opens the 
opportunity to fill in terms, e.g. more detailed 
pharmacological ingredients that previously were missing.  

                                                           
1 Such as "pT2: Tumor invading two subsites in a single 
region or extending to involve an adjacent region within the 
nasoethmoidal complex, with or without bony invasion (nasal 
cavity and ethmoid sinus) (finding)" 

Validation Study 

The last 2018 version of the UIT was used for a blinded 
validation study. 200 concepts were randomly selected, and 
for each of them, one of the German UIT entries – together 
with the English description in original from – was randomly 
selected. For each English description, an alternative 
translation was created using DeepL [7], a machine translation 
website based on neural networks. For each of three 
terminologists, a custom translation list with 200 term 
translations, 100 from DeepL, and 100 from the German UIT 
was generated. The selection was done by chance, and the 
terminologists were not informed about the source. For each 
translation four pieces of information were required: (i) 
assessment of Content comprehensibility (regardless of style 
and grammar), (ii) Grammar (regardless content errors or bad 
word choices), (iii) Style & Spelling, for each of which using a 
five-point Likert scale (1 - very bad, 5 very good). Finally, an 
"ideal" manual translation for the term was added by each 
terminologist.  

Results   

The German User Interface Terminology currently 
encompasses 4,425,948 entries, automatically generated from 
a core vocabulary of 111,605 German n-grams, assigned to 
95,298 English n-grams. With 341,105 active concepts and 
542,462 (non FSN) descriptions, this corresponds to an 
average of 13 interface terms per concept and 8.2 per 
description.   

1
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Figure 2 –Distribution of Synonym Sets in UIT. Logarithmic 
axes:x-Axis: size of synonym set, y-axis: frequency of sets of 

this size 

Fig. 2 shows the distribution: most sets have one to 10 
members, but there were outliers with more than 10,000 
members, due to term compositionality. Table 1 provides the 
rating results.  

Table 1 –Likert Scale Rating of Translations (Arithmetic 
Means of 300 Human Ratings per Category) 

SNOMEC CT User Interface 
terminology (UIT) 

DeepL  
machine Translator 

Content Grammar Spelling / 
Style 

Content Grammar Spelling 
/ Style 

4.6 4.7 4.4 4.6 4.9 4.6 

These results need to be interpreted in the light of the fact that 
DeepL provided only one translation per concept, whereas the 
UIT produced much more (mean: 12.1, median 3 translations 
per term). Whereas the DeepL result can be assumed to 
correspond to the most popular translations, our sampling 
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algorithm had picked out the UIT completely randomly. 
However, the results show clear deficits regarding grammar, 
spelling and style issues of the current state UIT. Finally, a 
case insensitive, spelling variation tolerant match between the 
translation suggested by the users and the UIT entries 
occurred in 299 of 600 cases.  

Discussion  

Is it worthwhile investing in terminology acquisition as well 
as UIT maintenance, in the light of ever increasing 
performance of machine translation tools? Already in 2013, 
we had found rather surprising translation results proposed by 
Google Translate [8]. We suggested a combination of 
translations done by medical students and done by machine 
translations; the method we have been using in the described 
UIT project. Still, machine translation systems have problems 
with the generation of compound nouns, as well as with the 
production of sufficient numbers of term variants and 
combinations. Also, their power depends on the amount of 
training data they are fed; good results can therefore not be 
expected for rarely used terms or languages that have less 
content on the Web.  
We are currently supporting the construction of an interface 
terminology for Portuguese, using the Spanish version from 
SNOMED International as source language. For this language 
pair, the power of web-based machine translation systems 
seems to be much poorer than for German / English.  
The advantage of interface terminologies is obvious when re-
structuring narrative content of the EHR in terms of 
SNOMED CT. This opens up the ability to be linked with 
aggregation terminologies, such as the International 
Classification of Diseases (ICD-10 or the upcoming ICD-11) 
[9]. Apart from classification systems of diseases and 
procedures, such semantic standards are rarely used in routine 
documentation. As long as interface terminologies act in the 
background, where they are only used by text mining 
software, their size and their tendency to over-generate term 
variants (most of which are never found in any text) do not 
constitute a problem. This changes if interface terms are to be 
used by humans; here, uncommon terms should be filtered out 
before use in order to limit the variety of terms per concept. 
Such filter criteria could use large clinical corpora together 
with a general corpus such as Wikipedia and require that a 
generated term was used at least once. This may, however, 
obviate the translation of long artificial terms like the one 
cited above, which are unlikely to be found in any clinical 
document.  
Extracting them from a narrative can be thought of as a result 
of fuzzy matching between the narrative and multiple term 
candidates, an approach to be exploited, especially with new, 
powerful word embedding methods and deep learning.  
Another route for translating medical terms capitalises on the 
fact that large parts of them derive from Latin or Greek roots 
and share a regular morphology. Such terms can be 
automatically translated by rewriting rules [10,11]. A machine 
learning process can learn from two language sets, identify 
letter-based patterns and apply these rules for the automatic 
translation of new terms. The word "bronchoscopy" ending 
with "-oscopy" would be such an example that could be 
detected by this method and automatically translated by 
inferring rewriting rules ("Bronchoskopie"). The accuracy of 
this method depends on how many pairs of terms get 
compared. 

Conclusions 

We presented an approach to acquire interface terms from 
SNOMED CT reference term translations and data from 
various clinical corpora and map these interface terms onto 
SNOMED CT reference terms. During the process we focused 
on frequent words both in SNOMED CT and in clinical texts 
with the goal to cover all commonly used medical terms and 
their synonyms, integrating them into our system. An analysis 
of the current quality of the UIT by blinded human assessment 
terminology states equivalence regarding term 
understandability compared to a fully automated Web-based 
translator. This tool, however, yields much less synonyms, so 
that there are good reasons to further develop our semi-
automated technology and recommend it for other language 
pairs.   
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Abstract  

Emergency department (ED) overcrowding has been a pain 
point in hospitals across the globe. “Frequent flyers,” who 
visited the ED at a much higher rate than average, account for 
almost one third of ED visits even though they represent only a 
small proportion of all ED patients. In this study, we used data-
mining methods to cluster ED frequent flyers at a large 
academic medical center in the US. The objective was to 
identify distinct types of frequent flyers, and the common 
characteristics associated with each type. The results show that 
the frequent flyers at the ED have three subgroups each 
exhibiting distinct characteristics: (1) the elderly with chronic 
health conditions, (2) middle-aged males with unhealthy 
behavior, and (3) adult females who are generally healthy. 
These findings may inform targeted interventional strategies 
for patients of each subgroup, who likely have distinct reasons 
for visiting the ED frequently, to reduce ED overcrowding. 
 
Keywords:  

Data Mining; Hospital Emergency Service; Cluster Analysis 

Introduction 

ED overcrowding has long been an issue in hospitals across the 
world [1–3]. Frequent flyers, which are generally defined as 
patients who visit the ED four or more times per year [4,5], 
represent as little as 4.5% to 8% of all ED patients but account 
for as much as 28% of all ED visits [6]. Accordingly, hospitals 
have a vested interest in characterizing their populations of ED 
in order to determine how to reduce their impact on ED 
operations.  

Researchers in the field of emergency medicine have written 
extensively about the typical characteristics of ED frequent 
flyers. However, there is still too much variation; frequent 
flyers simply are not a homogenous group. Within the 
literature, there is a general consensus that three factors are 
associated with the number of times a frequent flyer visits the 
ED per year: mental illness, substance abuse and dependence, 
and alcohol abuse [7–9]. Additionally, employment status and 
government insurance are often correlated with high ED use 
[6,10,11]. For instance, younger age groups were also 
implicated in ED overuse due to the characteristics of the 
neighborhood surrounding the hospital or the type of hospital 
from which the data was acquired [6,7]. In some cases, 
researchers observed a bimodal age distribution with increased 

risks in frequents users who were either 25 to 44 years old or 
over 64 years old [7]. Similarly, research has generally found 
that males and minorities tend to use the ED more frequently, 
but findings are sometimes inconsistent. For example, a 2005 
study conducted by Blank et al. concluded that the sex and race 
composition of their ED frequent flyer population did not differ 
substantially from that of their general ED population, which 
was 51% female and 57% white [10]. Another study conducted 
by Milbrett and Halm indicated that the frequent flyer 
population at their “large Midwestern urban hospital” was 
“commonly” female, middle-aged and white [11]. 

Thus, there is no “one-size-fits-all” list of characteristics that 
apply to all hospitals. In order to support hospital-level decision 
making, a different approach to uncovering these subgroups is 
necessary. There is a need to identify hospital-specific 
subgroups and characteristics of frequent flyers. Clustering, or 
the process of organizing objects or measurements into groups, 
is a promising method. It differs from mere classification in that 
the groups used in classification are pre-defined groups, 
whereas the groups exposed by clustering do not exist 
beforehand [12]. As an automated unsupervised method, it is 
also less labor-intensive than manually identifying subgroups 
in a population and therefore is realistic to be implemented in 
real-life settings. In previous work, clustering techniques have 
been used on ED data to both predict patient outcomes or 
characterize ED usage. In 2007, Huang et al. used the K-means 
algorithm to cluster patients according to medical utilization, 
discovering that their population of frequent flyers also tended 
to utilize other medical services more often [13]. In a similar 
vein as Huang, Hastings et al. used latent cluster analysis (LCA) 
to reveal medical utilization clusters among elderly ED patients 
[14].  

In this paper, we performed cluster analysis on 1748 unique 
patients who have visited the ED more than 4 times in a year at 
an UC medical center to identify characteristics of subgroups. 
We applied two commonly used cluster methods that are able 
to handle mixed data types: the K-prototypes algorithm and 
Partition-Around-Medoid (PAM). Finally, we discuss the three 
subgroups of frequent flyers that emerged from our analysis and 
the implications for using subgroup level interventions to 
reduce ED misuse.  
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Methods 

Data description and processing 

The data received from UCI Medical Center consisted of 
records of 1748 unique patients. Some data was derived from 
other data elements; for instance, blood pressure and height 
were used to yield a computed hypertension, which was cross-
referenced against patients’ medical history. Computed 
hypertension is used in the final analysis in lieu of both blood 
pressure and height. Patient medical history was also used to 
determine whether the patient had any history of substance 
abuse, mental illness, or cancer. The data contains both 
categorical attributes and continuous attributes. Categorical 
attributes include: hypertension, Diabetes, Binge drinking, 
tobacco, gender, employment, insurance, substance abuse, 
other mental illness, and cancer. Continuous attributes include: 
age, Body Mass Index (BMI), average emergency severity 
index (ESI), heart rate (HR), blood pressure (RR), temperature 
(TempC) and oxygen saturation (SpO2). Table 1 provides 
descriptive statistics of our dataset. Decimals in the table 
indicate percentages for categorical variables.  

Table 1-Descriptive statistics  

Variables Mean (SD) 
Demographic  

Gender (Male=1) .52 
Age 46 (18) 
Race (Hispanic) .47 
Race (White) .36 
Race (Black) .05 
Race (Asian) .08 
Race (Others) .04 

Medical history  
Cancer (Yes=1) .18 
Diabetes (Yes=1) .16 
Other mental illness (Yes=1) .33 

Health indicators  
BMI 28 (7.3) 
HR 91 (16) 
RR 18 (2.2) 
TempC 37 (.27) 
SpO2 98 (1.9) 
Hypertension (Normal) .21 
Hypertension (Prehypertension) .44 
Hypertension (Stage1) .26 
Hypertension (Stage2) .07 
Hypertension (ZHT Crisis) .02 
Binge Drinking (Daily or almost 
daily) 

.21 

Binge Drinking (Weekly) .09 
Binge Drinking (Monthly) .07 
Binge Drinking (Less than monthly) .17 
Binge Drinking (Never) .57 
Substance Abuse (Yes=1) .12 

 

Cluster methods 

While K-means is often regarded as the most widely used 
cluster method, it can only handle numerical data [15]. Though 
categorical data can be transformed through techniques such as 
one-hot encoding, important information may be lost in the 
process. Another commonly used cluster method, K-modes, 
can only handle categorical data, and similarly, while we can 
condense numerical attributes into categorical ones, how the 
intervals are defined is also in question. Therefore, to handle 

the mixed data type we have, we choose the K-prototypes 
algorithm. To validate the resulting clusters produced by the K-
prototypes algorithm, we used PAM on the same dataset. For 
each attribute, we performed the Kruskal-Wallace test to see if 
there exists any statistically significant difference across the 
three clusters. To sketch an overview of the subgroup 
characteristics, we combined several sub-categories, for 
instance, for tobacco use, “never” and “former” are combined 
to be “no”. Since cluster analysis is unsupervised, we do not 
know how much natural clusters exist in the dataset. Therefore, 
we computed the Silhouette coefficient as well as the gap 
statistics to decide how many clusters we should expect from 
our dataset. 

K-prototypes 

K-prototype was first proposed by Huang in 1998 [16]. It 
differs from k-modes in that k-prototypes allow clustering of 
datasets with mixed data attributes, utilizing a combined 
dissimilarity measure. Another feature of K-prototypes is that 
for each resulting cluster, the algorithm returns a real data point 
from the original dataset as the “prototype” or the 
representation of the cluster. Cluster methods such as K-means 
usually return an averaged centroid instead of a real data point.  

PAM 

PAM, also known as the k-medoids algorithm, clusters data 
according to medoids [17]. The user inputs the desired number 
of clusters and the algorithm selects a random set of k items to 
be the set of starting medoids. Then, the algorithm constructs 
clusters by iterating through the remaining observations and 
assigning them to the “closest” medoids. “Closeness” in a PAM 
analysis is determined by a distance function. Euclidean 
distance is frequently used in k-means and similar clustering 
techniques where the data being clustered is entirely 
continuous. However, because our dataset contains several 
categorical variables, we used Gower distance, which is capable 
of handling dichotomous, continuous, and categorical data [18].  

Optimal number of clusters: The Silhouette Coefficient & 
The Gap Statistic 

To select the optimal number of clusters to feed into PAM, we 
used silhouette width. Silhouettes allow users to visualize the 
quality of a specified number of clusters [19]. When the data 
has been partitioned in a manner that closely tracks the 
“natural” cluster, silhouette width is generally high. As Figure 
1 shows, when there are 3 clusters, the Silhouette coefficient 
reaches the peak, which indicates that more natural clusters can 
be produced. The gap statistic is another way to decide the 
optimal number of clusters, which is illustrated in much detail 
in Tibshirani et al.’s paper [20]. Simply put, the higher the gap 
statistic is, the more natural the resulting clusters will be. Figure 
2 shows the gap statistic where there are local peaks at k = 3 
and k = 5. However, the Silhouette coefficient hits a local 
minima at k = 5 but peak at k = 3. Balancing the Silhouette 
coefficient and the Gap statistic, we decided to use k = 3 as the 
number of clusters for the following cluster analysis. 
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Figure 1 – The Silhouette Coefficient  

 

Figure 2 – The Gap statistic 

Results 

In Table 2, we present the demographical characteristics of the 
three clusters produced by K-prototypes and PAM. In Table 3, 
we present the medical history features of the subgroups. In 
Table 4, we present the health indicator features of the 
subgroups. The p-values of the Kruskal-Wallace test are 
marked next to each attribute. The results of K-prototypes are 
listed on the left of each column, and the results of PAM are on 
the right. For attributes that contain multiple categories, we 
only report the categories that are of the majority within the 
clusters.  

Table 2 – Demographical features of subgroups (*: p< 0.001) 

Attributes Cluster 1 Cluster 2 Cluster 3 
   Size 379 399 685 520 684 829 

Gender* 
(Male=1) 

.44 .64 .62 .73 .36 .24 

Age* 72.9 67.1 49.7 43.8 30.3  39.6 
Race* 
(Hispanic) 

  .55 .72 

Race (White) .48 .55 .33  .58  
Employment* 
(Retired) 

.69 .61   

Employment* 
(Unemployed) 

 .76 .76 .71 .72 

Table 3 – Medical history features of subgroups 

Attributes Cluster 1 Cluster 2 Cluster 3 
   Size 379 399 685 520 684 829 

Cancer* 
(Yes=1) 

.38 .37 .16 .09 .09 .14 

Diabetes* 
(Yes=1) 

.28 .24 .18 .13 .07 .14 

Mental  
illness* 
(Yes=1) 

.39 .37 .31 .37 .32 .29 

Table 4 – Health indicators of subgroups 

Attributes Cluster 1 Cluster 2 Cluster 3 
   Size 379 399 685 520 684 829 

BMI  26.1 26.0 28.4 27.8 28.0 28.6 
HR* 84.3 87.8 87.4 92.7 98.9 92.0 
RR* 17.9 17.9 17.8 17.8 17.9 17.9 
TempC* 36.8 36.8 36.8 36.8 36.9 36.9 
SpO2* 97.3 97.4 98.0 98.0 98.4 98.3 
Binge  
Drinking 
(Yes=1)* 

.27 .23 .49 .83 .30 .28 

Tobacco 
Use 
(Yes=1)* 

.10 .07 .37 .70 .32 .12 

Substance 
Abuse 
(Yes=1)* 

.06 .07 .15 .25 .13 .07 

 

Next, we summarize and describe the distinguishable 
characteristics of the three subgroups that have emerged from 
the cluster analysis. The two algorithms seem to diverge in 
deciding the Binge Drinking and Tobacco Use categories for 
cluster 2, but if we compare them across different subgroups, 
they still remain meaningful. Overall we observed differences 
that are statistically significant across the three groups through 
the Kruskal-Wallace test.  

The Elderly Subgroup 

The two cluster algorithms all clearly identified the elderly 
subgroup, whose members have an averaged age of 67.1~72.9. 
More than 62% of this subgroups are retired and primarily 
white. Members in the elderly subgroup also have relatively 
healthy habits and normal BMI, with the highest proportion 
(73%~77%) that has never engaging in binge drinking, the 
highest proportion (90%~93%) of currently non-smokers, and 
the highest proportion (93%~94%) without substance abuse 
problems. However, the elderly subgroup has a larger 
proportion that have cancer (38%) and diabetes (28%), 
compared to the middle-aged subgroup where the proportion of 
having cancer is 16% and diabetes is 18%, and the adult 
subgroup (where the proportion of having cancer is 9% and 
diabetes 7%).  

The Middle-aged Subgroup 

The largest proportion of the middle-aged subgroup are 
unemployed (76%) and male (62%~73%) with an averaged age 
of 44~49 years old. Compared to the elderly subgroup, the 
middle-aged subgroup has a lower proportion with cancer 
(16%) and diabetes (18%). However, the middle-aged subgroup 
has less healthy habits in general – 30%~66% are current 
tobacco smokers and 15%~25% have substance abuse issues, 
which are higher than the elderly subgroup (6%~7%). The 
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middle-aged subgroup also has higher BMI are considered as 
overweight concerning their age groups.  

The Adult Subgroup 

This subgroup consists of primarily unemployed (72%) females 
(64%~76%) that are generally below 40 years old (younger than 
the middle-aged subgroup). They have the least proportion of 
having cancer (9%) and diabetes (7%). Compared to the 
middle-aged subgroup, they have healthier habits – less 
proportion are current smokers (12%~32%) and only 7%~13% 
have substance abuse issues. This subgroup also has higher than 
average BMI and are considered obese concerning their age 
group.  

Discussion 

While the two algorithms have some slight discrepancies in 
deciding certain characteristics, many of their results are 
consistent. Comparing across the three subgroups, our findings 
are consistent with previous literature that older population, 
unemployed population and patients with mental illnesses are 
more likely to become frequent flyers. However, one significant 
contribution of our study is that the frequent flyer population 
consists of subgroups that are substantially different from each 
other. If only looking at a macro level, these subgroup 
characteristics may be easily obfuscated. For instance, the 
general characteristics such as chronic health conditions simply 
do not apply to all subgroups – the middle-aged subgroup and 
the adult subgroup seem to have other concerns that lead to their 
overuse of the ED resource. In addition, the adult subgroup that 
has the lowest proportion of having chronic health conditions 
and unhealthy behaviors also takes up a large part of the 
frequent flyer population, and reasons behind this are rarely 
explored in existing literature. More investigation needs to be 
done for the adult female subgroup in order to understand their 
concerns. Unemployment and burdens of child raising could be 
factors that contribute to this subgroup’s overuse of ED 
resource. The elderly group who need to cope with chronic 
health conditions may have difficulty commuting to the right 
medical facility, and ED may be the most feasible choice in 
such situations. For the middle-aged male subgroup, less 
healthy behaviors such as binge drinking and substance abuse 
may play a bigger role in overusing the ED resource. Thus, 
simply implementing interventions that are built upon the 
general frequent flyer characteristics is not able to address the 
concerns faced by the those different subgroups. Hospitals may 
consider first investigate what subgroups of frequent flyers 
constitute the patient populations at their EDs, why certain 
subgroups are more likely to make repeated visits to EDs, and 
devise separate intervention programs that target at those 
subgroups to address their varying needs.  

The frequent flyer population at different locations may differ 
significantly, and our study has suggested cluster analysis as a 
feasible and promising exploratory stage to understand which 
subgroups constitute their frequent flyer population at a 
particular site. Simply borrowing intervention programs from 
hospitals at different locations or of different settings may fail 
to suit the needs of the particular frequent flyer subgroup at one 
hospital. 

Limitations and Future Work 

Our analysis was based on the structured Electronic Health 
Records of patients at a single academic medical center, and 
therefore the results may not be generalizable to hospitals at 

other locations or of other settings. In addition, while our 
analysis was able to reveal the subgroups of the frequent flyer 
population of the study site, the data we used lacks the 
explanatory power to uncover why these three groups become 
frequent flyers of ED. It is our future work to extend the 
analysis to clinical notes that contain richer information of 
patients’ visits. 

Conclusions 

We performed cluster analysis on 1748 frequent flyers at an 
academic Medical Center. Three subgroups with substantially 
different characteristics have emerged from our analysis: the 
elderly subgroup with chronic health conditions, the middle-
aged male subgroup with unhealthy behaviors and the adult 
female subgroup that are generally healthy. Our findings 
suggested that the commonly used general characteristics may 
not apply to all subgroups and different subgroups may face 
varying challenges in reaching out the right medical resource. 
Our study sets the stage for more tailored subgroup-level 
interventions to reduce ED overuse in hospitals across the 
world.  
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Abstract 

As the problem of drug abuse intensifies in the U.S., many 

studies that primarily utilize social media data, such as postings 

on Twitter, to study drug abuse-related activities use machine 

learning as a powerful tool for text classification and filtering. 

However, given the wide range of topics of Twitter users, tweets 

related to drug abuse are rare in most of the datasets. This 

imbalanced data remains a major issue in building effective 

tweet classifiers, and is especially obvious for studies that 

include abuse-related slang terms. In this study, we approach 

this problem by designing an ensemble deep learning model 

that leverages both word-level and character-level features to 

classify abuse-related tweets. Experiments are reported on a 

Twitter dataset, where we can configure the percentages of the 

two classes (abuse vs. non abuse) to simulate the data 

imbalance with different amplitudes. Results show that our 

ensemble deep learning models exhibit better performance than 

ensembles of traditional machine learning models, especially 

on heavily imbalanced datasets. 

Keywords:  

Machine Learning, Social Media, Substance-Related 

Disorders  

Introduction 

Misuse and abuse of prescription drugs and of illicit drugs have 

been major public health problems in the United States for 

decades. A “Public Health Emergency” declared in 2016 [1] 

and several official surveys [2] all show that the problem has 

been getting worse in recent years. For example, the most recent 

reports from the National Survey on Drug Use and Health 

(NSDUH) [2] estimate that 10.6% of the total population of 

people ages 12 years and older (i.e., about 28.6 million people) 

have misused illicit drugs in 2016, which represents an increase 

of 0.5% over 2015. According to the Centers for Disease 

Control and Prevention (CDC), opioid drugs were involved in 

42,249 known deaths in 2016 nationwide [3] . In addition, the 

number of heroin-related deaths has been increasing sharply 

over five years and has surpassed the number of firearm 

homicides in 2015 [4] . The emerging new problems, such as 

the epidemic of illicitly manufactured fentanyl (IMF) [5] , 

marijuana-related traffic accidents [6] , and marijuana use 

among adolescents [7] are posing further increasing threats to 

public health.  

To fight this epidemic of drug abuse, methods of social media 

monitoring with wider scope and shorter response time are 

needed. Social media, such as Twitter, have been proven to be 

sufficient and reasonably reliable data sources for social-level 

detection and monitoring tasks [8] . Twitter is a popular social 

media platform that has 100 million daily active users and 500 

million daily tweets [10] (messages posted by Twitter users), 

most of which are publicly accessible, on a wide range of 

topics. 

We are using algorithms for filtering and classification for 

acquiring abuse-related tweets for analysis and monitoring. 

Filtering is the very first and most basic step toward extracting 

potentially useful tweets from the large number posted every 

day. Filtering, by itself, even with standard drug names (e.g. 

heroin), generally does not suffice to produce a dataset pure 

enough for practical use. Thus, machine learning classifiers 

have to be trained to further identify tweets that are related to 

drug abuse. However, most abuse-related Twitter datasets have 

the problem of imbalanced class distributions. Typical datasets, 

collected with only the names of drugs, may have 5% to 30% 

of positive (abuse-related) tweets, due to the topic diversity and 

language irregularity of tweets. The percentage of positive 

tweets decreases sharply when more keywords, especially slang 

names for drugs (e.g., snow) and abuse behavior keywords 

(e.g., snorting), are included in a tweet dataset. The imbalanced 

class distribution and the noisy nature of the Twitter data make 

it hard to train a classifier with good performance. 

In this paper, we propose an ensemble of two types of deep 

learning-based methods as better options, among classifiers, for 

situations in which the collected data is inevitably imbalanced, 

because they are more robust than traditional machine learning 

models. Our ensemble deep learning model combines word-

level CNN models and character-level CNN models to perform 

classification. We compare our models with baseline models on 

a dataset we collected, where we can configure the class 

distribution of positive versus negative tweets in the training 

data and test data. By changing the percentage of positively and 

negatively labeled data in the dataset, we can simulate the 

imbalanced datasets that were collected by different means. We 

validate the performance of different models in a variety of 

settings to gain a clearer picture of how imbalanced data affect 

classification performance. 

Related Works 

Large scale surveys, such as NSDUH [2] , Monitoring the 

Future [11] , the MedWatch program [12] , and the results 

derived from these surveys [13] , clearly show that there is an 

epidemic of drug abuse across the United States. However, a 

recent report [14]  states that the estimated number of deaths 

due to prescription drugs could be inflated due to the difficulties 

in determining whether a drug is obtained by prescription or 

not. We assert that the ambiguities highlighted in this new 

report raise questions about the reliability of the earlier surveys, 

MEDINFO 2019: Health and Wellbeing e-Networks for All
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and thus, such a report illustrates the potential value of social 

media-based studies. 

In fact, several studies found positive correlations between 

Twitter data and real world data. Chary et al. [15]  performed 

semantic analysis on 3.6 million tweets with 5% labeled and 

found significant agreement with the NSDUH data. Hanson et 

al. [16]  conducted a quantitative analysis on 213,633 tweets 

discussing Adderall, and found positive geo-temporal 

correlations. Furthermore, Shutler et al. [17]  performed a 

qualitative analysis of prescription opioid-related tweets and 

found that indications of abuse were common. On the other 

hand, several studies focused on designing machine learning 

models to preform tweet classification. Mahata et al. [18]  

performed a comprehensive study on using deep learning 

models to identify mentions of drug intake in tweets. Katsuki et 

al. [20]  trained support vector machine (SVM) on a dataset of 

1,000 tweets for classification of tweets for relevance and 

favorability of online drug sales. Hu et al. [19]  showed the 

potential of applying deep learning models in a drug abuse 

monitoring system to detect abuse-related tweets. Sarker et al. 

[9]  proposed an ensemble of traditional machine learning 

models to classify drug abuse tweets and non-abuse tweets of 

certain drugs. Other studies focus on social media users, such 

as Fan’s work [26] utilizes user interaction networks to identify 

opioid users on Twitter. In this paper, we will be developing 

ensemble deep learning models to expand the classification of 

tweets to a border scope of drugs and their abuse behaviors with 

better performance in the unbalanced class distribution settings.  

Methods 

In this section, we present the definition of the drug abuse-

related risk behavior detection problem, our methods for 

collecting tweets, our methods for labeling tweets, and our 

ensemble deep learning approach. 

Problem Definition 

In this paper, our first goal was to build a Twitter dataset 

consisting of tweets that are related to drug abuse risk behaviors 

(positive tweets), and tweets that are not (negative tweets). The 

“drugs” in the term “drug abuse risk behaviors” in this study 

include Schedule 1 and Schedule 2 drugs and their derivatives 

[21] , including marijuana, heroin, cocaine, fentanyl, etc. The 

reasons we included marijuana even though it is legalized in 

several states are that: (1) Marijuana is still a controlled 

substance in the federal law, whether for medical use or 

recreational use; and (2) Marijuana can still cause harm to 

adolescents [7] , can cause “use disorder” [13] , and is related 

to traffic fatalities [6] . The term “abuse risk behavior” can be 

defined as “The existence of likely abusive activities, 

consequences, and endorsements of drugs.” Tweets that contain 

links to or summarize news and reports related to drug abuse, 

and tweets that merely express opinions about drug abuse, are 

counted as negative in this study. Our main goal in this paper is 

to train a model that can accurately classify positive and 

negative tweets in a highly imbalanced (drug abuse) dataset. 

Data Collection 

Although there are human-labeled drug abuse Twitter datasets 

(e.g. Sarker’s dataset [9] ) available, due to Twitter’s data 

policy, which prohibits the direct sharing of tweet contents, by 

the time we access the tweets in that dataset, more than 40% of 

tweets are either removed or hidden from the public. This 

significantly affects the quality and integrity of existing 

publicly available datasets. Therefore, we need to build a new 

dataset from scratch. In our framework, raw tweets are 

collected through a set of Application Programming Interfaces 

(Twitter APIs) via keyword filtering. By defining a set of 

keywords, the API will fetch tweets that contain any of the 

keywords from either the real-time stream of tweets or from 

archived tweets. For a more complete coverage of drug-related 

topics, we selected three types of keywords: (1) Full and official 

names of drugs, e.g. marijuana, cocaine, OxyContin, fentanyl, 

etc.; (2) Slang terms for drugs, e.g. pot, blunt, coke, crack, 

smack, etc.; and (3) Drug abuse-related behaviors and 

symptoms, e.g., high, amped, addicted, headache, dizzy, etc. 

The number of keywords we used is limited to 400 by the 

Twitter APIs.  

Data Annotation 

We built a comprehensive guide, accessable at https:// 
goo.gl/tqWddS, based on Sarker’s guide [9] . Each one of the 

three members in our research team with experience in health 

informatics annotated the 1,794 tweets from Hu et al.’s study 

[19] independently following the guide. A final label for each 

seed tweet is determined by majority voting from the three 

labels. 

To acquire annotated tweets rapidly, at low cost, and with 

increased percentage of positive tweets, we (1) used these 

labeled tweets as “seed” tweets to train a SVM classifier; (2) 
ran the SVM classifier on the unlabeled dataset, and randomly 

sampled 5,000 machine labeled tweets that have a prediction 

probability (esitmated with Platt scaling) > 0.8; and (3) posted 

the 5,000 tweets (without identification information) onto the 

Amazon Mechanical Turk (AMT) crowdsourcing platform for 

annotation. AMT is a well-known crowdsourcing platform 

where Posters can post Human Intelligence Tasks (HITs) and 

Workers finish HITs for micro-payments. A literature study 

[22] evaluated AMT as a thrustworthy platform to obtain 

human labeled data. The same guide is used to guide the 

Workers on how to annotate the tweets. Each tweet is posted as 

one HIT that requires the Worker to label it as positive or 

negative following the guide. Each HIT is replicated as three 

assignments to be completed by three individual Workers. We 

set the price of each assignment to be $0.05, a very generous 

price compared to what was reported in Buhrmester’s work [22] 

All HITs are completed within hours after being posted. The 

final label of each tweet is aggregated from the three labels by 

majority voting. We also label 1,000 tweets randomly sampled 

from the 5,000 tweets with our annotator as a measure of quality 

check. 

Feature Extraction 

Machine learning models require numerical features to work. 

Feature extraction transforms text features into numerical 

features in the form of vectors. To cover the content ambiguity 

in drug abuse-related tweets, a variety of feature extraction 

methods are used in this study. In our word-level, CNN models, 

we use pre-trained word embedding models that were trained 

on large corpora to transform words into dense vectors. We 

tested several pre-trained models as Mahata’s work [18]  

suggested. With our word-level CNN model, the Drug Chatter 

embedding had the best average performance on our dataset; 

thus, it was chosen as the pre-trained, word embedding model 

for this study. The details of the tested, word embedding models 

are shown in Table 1. Each tweet is converted to a sequence of 

400-dimensional vectors. Considering that the length limit of 

each tweet nowadays is 280 characters, the sequence length is 

set to 40. In our char-level CNN, the preprocessing step only 

turns all characters to lower case as suggested by [23] . Each 

char. is then converted into a 128-dimensional trainable 
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randomly-initialized vector. Instead of being fixed, the 

character embeddings are trained along with other layers in the 

model.  

Table 1. Details of Pre-Trained Word Embedding 

Name Model Corpus Dimension 

GoogleNews Word2vec ~100 billion 

words 

300 

Glove Common Glove ~42 billion 

words 

300 

Godin Word2vec ~400 million 

tweets 

400 

Drug Chatter Word2vec ~1 billion 

tweets 

400 

We also replicated the features extracted in Sarker et al. study 

[9] , including: (1) The tokenization process; (2) The abuse-

indicating term features, consisting of the presence and the 

counts of abuse-indicating terms obtained from Hanson et al. 

[16] ; (3) The drug-slang lexicon features, consisting of the 

presence and the counts of terms longer than five characters 

found in an online drug abuse dictionary [24] ; (4) The word 

cluster features, represented by 150-dimensional one-hot 

vectors, were constructed by identifying words that belong to 

certain word clusters in a dataset [9]  that contains 150 drug-

related word clusters; and (5) The synonym expansion features, 

accomplished by identifying all synonyms of all nouns, verbs, 

and adjectives in the tokenized tweets using WordNet [25] . 

An Ensemble Deep Learning Model for Drug Abuse 

Detection in Sparse Twitter-Sphere 

In this section, we present our novel, ensemble deep learning 

model for drug abuse risk behavior detection by integrating 

extracted features from tweets into CNN models. Our ensemble 

model takes the outputs of multiple prediction models, word-

level CNN (W-CNN) and char-level CNN (C-CNN) [29]  in 

our case, and feed them to a meta-learner that provides the final 

predictions. We designed W-CNN and C-CNN for this task. In 

fact, both the W-CNN and the C-CNN share a similar structure 

as shown in Figure 1.  

 

Figure 1. Ensemble CNN Model Structures 

The inputs of our W-CNN are vectors of shape [40, 400] where 

40 is the maximum sequence length (number of words allowed) 

in an input tweet, and 400 is the length of the pre-trained word 

embeddings. The input of our C-CNN is shaped as [280, 128] 

where 280 is the maximum possible length of a tweet, and 128 

is the length of the vector representation of each character in the 

charset. The auxiliary features in the input include: (1) The 

synonym expansion features in the form of synonymous words 

are directly concatenated with the input tweets (before they are 

transformed into vectors); and (2) The remaining auxiliary 

features, in the form of 154-dimensional vectors, are 

concatenated to the last hidden layer of the dense layers. For 

each convolution kernel size, the W-CNN model has two 

convolution layers with ReLU activation functions stacked 

together. Each is followed by a max-pooling layer.  

The C-CNN model has one convolution layer for each 

convolution kernel size with Tanh activation function, followed 

by a global-max-pooling layer that performs max-pooling over 

all outputs of convolution layers with different kernel sizes. 

Both models have one dense layer block, consisting of two 

dense layers with 1,024 hidden units each, and one Softmax 

output layer with two units. The activation functions are slightly 

different, as the W-CNN model uses ReLU, while the C-CNN 

model uses SELU. The output of the last hidden layer is 

concatenated with vectors of abuse-indicating term features, 

drug-slang lexicon features, and word cluster features, before 

being fed into the output layer.  

Finally, a number of independently trained CNN models of both 

types are ensembled together by using majority. Model 

ensembles were also used in Sarker et al. study [9] to reduce 

variability and bias, in order to improve prediction 

performance. We apply the same ensemble strategy to both our 

deep learning models and the baseline models.  

Experimental Design 

Our main objective in this experiment was to directly compare 

the performances of the ensemble traditional machine learning 

model and the ensemble deep learning model. For the ensemble 

traditional machine learning model, two of each type of 

baseline models, six in total, are trained and ensembled 

together. For the ensemble deep learning model, six models of 

three types (two for each type) are used. The three types are 

denoted as follows. (1) “char_aux” is the char-level CNN 

model with auxiliary features. (2) “char_cnn” is the plain char-

level CNN without any auxiliary features. (3) “word_aux” is 

the word-level CNN model with all auxiliary features. For deep 

learning models, it is extremely easy to overfit, due to the rather 

small number of training and test data elements; thus, the model 

is saved at each training epoch, and the best epoch is found 

among the saved models. For each class distribution scenario, 

each model is trained with the same six sets of training data and 

tested on the corresponding test data. All results reported are 

averaged results from the 6-fold cross-validation. 

Experimental Results 

Data Annotation Results 

From Jan 2017 to Feb 2017, we collected 3,265,153 tweets in 

total. The “seed” dataset that we annotated to be used to train 

the pre-filter consisted of 1,794 tweets, including 280 positive 

labels and 1,514 negative labels. Our annotator achieved the 

agreement score of 0.414, measured by Krippendoff’s Alpha. 

For the AMT labeled dataset, we removed duplicate tweets 

from it, with a resulting dataset containing 4,736 tweets with 

2,657 positive labels and 2,079 negative labels. The agreement 

score is 0.456 measured by Alpha, which can be considered as 

a reliable result in our study as demostrated in [27] , since: (1) 

We are performing data annotation with data aggregation to 

reduce variability, instead of typical content analysis [28]; (2) 
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The Krippendoff’s Alpha is sensitive to data imbalance; and (3) 
We focus on sparse and imbalanced data distributions. For the  

1,000 tweets for quality check, we received the Kappa score of 

0.910 between our final labels and the labels we obtained from 

AMT. This is showing that our annotation guide was followed 

consistently by both our annotators and AMT Workers. 

To simulate the data imbalance scenarios, we configured the 

class distribution and pre-sampled the dataset into six blocks 

for each distribution scenario, for 6-fold cross-validation. Each 

model was trained and tested on the same sets of training and 

test data to ensure a fair comparison. The number of data points 

included in each distribution scenario was maximized, but it 

was inevitably different between scenarios. Table 2 shows the 

dataset in each class distribution scenario.  

Table 2. Dataset Variants 

Class distribution 
(positive: negative) 

# of training 
data items 

# of test data 
items 

50:50 split 3450 690 

40:60 split 2850 570 

30:70 split 2450 490 

20:80 split 2150 430 

10:90 split 1900 380 

Drug Abuse Detection Results 

Table 3 shows the results for all individual models and two 

ensemble models. The ensemble model results are separated 

from the individual models for easier viewing. The highest 

value of each measure is marked in bold font. There is an 

interesting trend in the results of the ensemble models. When 

the data is balanced or nearly balanced, the traditional ensemble 

machine learning model has a better performance than the 

ensemble deep learning model. At 50:50 and 40:60 splits, the 

ensemble machine learning model is superior over the ensemble 

deep learning model for most of the criteria. This is partially 

due to the relatively small dataset size. When the data becomes 

more imbalanced, e.g., at a 30:70 split, the ensemble deep 

learning model becomes better and has a higher F1-score for 

positive labels, compared with the traditional ensemble 

machine learning model. At 20:80 and 10:90 splits, the 

ensemble deep learning model takes the lead, most significantly 

in each measure for positive labels. The larger model capacity 

and the ability of the deep learning models to learn more 

complex non-linear functions, can better distinguish the 

semantic differences between positive tweets and negative 

tweets, when the distribution of classes is heavily imbalanced. 

Looking at individual machine learning models, Random 

Forest and SVM showed a strong performance on all datasets, 

and they perform well when the dataset is balanced. Naïve 

Bayes also has a good performance on a balanced dataset, but 

on an imbalanced dataset, it is heavily biased towards negative 

labels and has a poor performance for positive labels. Deep 

learning models generally have more stable performance, 

compared to traditional machine learning models, across all 

datasets, and a smaller difference between precision and recall, 

but their peak performances are not as good. Comparing 

between deep learning models, auxiliary features do not 

provide C-CNN significant performance boost, and W-CNN 

performed worse than the C-CNN model. However, in 

additional results that are not shown in this paper due to space 

limitations, auxiliary features give the plain W-CNN model a 

performance boost.  

By investigating the performance of each individual model and 

the ensemble model that includes it, we can see that our 

ensemble strategy works well for deep learning models, as most 

Table 3. Experimental Results 

Class Distribution: 50:50 split

Measure Ensemble 

CNN 

Ensemble 

ML 

char_aux char_cnn word_aux SVM Random 

Forest 

Naive Bayes 

Accuracy 0.8510 0.8575 0.8506 0.8477 0.8466 0.8415 0.8586 0.8384

Precision_p 0.8468 0.8350 0.8315 0.8240 0.8198 0.8063 0.8404 0.8319

Recall_p 0.8575 0.8918 0.8797 0.8845 0.8894 0.9000 0.8860 0.8493

F1_score_p 0.8520 0.8623 0.8549 0.8531 0.8529 0.8504 0.8624 0.8402

Class Distribution: 40:60 split 

Measure Ensemble 

CNN 

Ensemble 

ML 

char_aux char_cnn word_aux SVM Random 

Forest 

Naive Bayes 

Accuracy 0.8567 0.8582 0.8528 0.8563 0.8430 0.8444 0.8494 0.8427

Precision_p 0.8079 0.8047 0.8007 0.8055 0.7818 0.8104 0.7770 0.7862

Recall_p 0.8428 0.8531 0.8421 0.8454 0.8443 0.7982 0.8746 0.8341

F1_score_p 0.8249 0.8280 0.8207 0.8248 0.8113 0.8041 0.8229 0.8093

Class Distribution: 30:70 split

Measure Ensemble 

CNN 

Ensemble 

ML 

char_aux char_cnn word_aux SVM Random 

Forest 

Naive Bayes 

Accuracy 0.8599 0.8595 0.8522 0.8507 0.8483 0.8429 0.8537 0.8452

Precision_p 0.7402 0.7426 0.7253 0.8223 0.718 0.7467 0.7137 0.7218

Recall_p 0.8231 0.8163 0.8209 0.8180 0.8158 0.7234 0.8583 0.7914

F1_score_p 0.7792 0.7771 0.7695 0.7666 0.7635 0.7336 0.7789 0.7538

Class Distribution: 20:80 split

Measure Ensemble 

CNN 

Ensemble 

ML 

char_aux char_cnn word_aux SVM Random 

Forest 

Naive Bayes 

Accuracy 0.8674 0.8508 0.8624 0.8568 0.8506 0.8384 0.8475 0.8527

Precision_p 0.6416 0.5908 0.6325 0.6128 0.5965 0.5640 0.5838 0.6261

Recall_p 0.7713 0.8295 0.7558 0.7868 0.8023 0.8547 0.8295 0.6609

F1_score_p 0.7001 0.6900 0.6878 0.6878 0.6823 0.6792 0.6850 0.6425

Class Distribution: 10:90 split 

Measure Ensemble 

CNN 

Ensemble 

ML 

char_aux char_cnn word_aux SVM Random 

Forest 

Naive Bayes 

Accuracy 0.8728 0.8636 0.8638 0.8664 0.8445 0.8355 0.8592 0.8961

Precision_p 0.4338 0.3975 0.4112 0.4153 0.3760 0.3609 0.3875 0.4762 

Recall_p 0.7281 0.6754 0.7368 0.7346 0.7171 0.8114 0.6776 0.2939

F1_score_p 0.5389 0.4999 0.5243 0.5275 0.4882 0.4990 0.4925 0.3611
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of the measures for the ensemble model are higher than for any 

of its components corresponding measures. This effect was 

only observed a few times for traditional machine learning 

models. We expect that, by using more complicated ensemble 

strategies, deep learning has the potential to reach an even 

better performance level.  

Conclusions 

In this study, we investigated how the data imbalance issue 

influences the performance of classifiers that are trained for 

identifying tweets that are related to drug abuse. We first 

collected a dataset with a broad selection of drug abuse-related 

keywords and slang terms. We explored the use of the Amazon 

Mechanical Turk platform as a reliable source for acquiring 

human-labeled tweets, and we obtained a solid dataset. We 

designed an ensemble deep learning classification model with 

both word-level and char-level CNNs, and we conducted a 

direct comparison with traditional machine learning models on 

our dataset, with simulated class imbalance. Experimental 

results show that our ensemble deep learning models have 

better performance than traditional machine learning models 

when the data is off-balance. Results also show that the 

ensemble strategy we used is effective for improving deep 

learning models. Finally, our analysis of the collected three 

million tweets, labeled by our model, shows an interesting 

temporal pattern that agrees with our intuition. 
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Abstract 

Early detection of Alzheimer’s disease (AD) has become 

increasingly important. Healthy monitoring technology 

focusing on behavioral changes is a promising approach in 

this vein. Among such technologies, handwriting features 

measured by digital tablet devices have attracted attention as 

potential indicators for detecting AD and mild cognitive 

impairment (MCI). However, previous studies have mainly 

investigated features in single tasks, and it remains unclear 

whether combining the features of multiple tasks could 

improve the performance of detecting AD and MCI. In this 

study, we investigated features in five representative tasks 

used in neuropsychological tests collected from 71 seniors 

including some diagnosed with MCI and AD. We found that 

our three-class classification model improved diagnosis 

accuracy by up to 11.3% by combining features of multiple 

tasks, for a final accuracy of 74.6%. We also suggested that 

drawing behaviors during multiple tasks might be useful for 

estimating disease progression simply by utilizing the labels of 

disease groups. 

Keywords:  

Dementia, Handwriting, Classification 

 

Introduction 

As the world’s elderly population increases, the number of 

people living with dementia is rising rapidly, making dementia 

an increasingly serious health and social problem. According 

to a previous survey, around 47 million people globally were 

living with dementia as of 2015, corresponding to about 7.6% 

of the world’s over-65-year-olds [1]. At the same time, 

diagnostic coverage worldwide remains low and dementia is 

often undiagnosed. Even in high-income countries, only 40–

50% of dementia sufferers have received a diagnosis [2, 3]. 

The low diagnosis coverage makes it difficult for many 

patients and their families to receive appropriate support and 

care. In addition, while dementia affects the individuals with 

the disease, it also affects their supporters—including relatives 

and the wider society—because people with dementia require 

constant and costly care for years. In fact, healthcare costs 

have risen significantly, reaching over $818 billion USD in 

2015, and this figure is estimated to rise to $2 trillion USD by 

2030 [4]. One strategy to reduce some of this cost is early 

intervention at the mild cognitive impairment (MCI) or 

preclinical stages. In fact, longitudinal studies suggest the 

possibility of early intervention at the MCI stage to reduce the 

progression to dementia [5]. An intervention that could delay 

the onset of Alzheimer’s disease (AD) by five years is 

estimated to result in a 57% reduction in the number of AD 

patients and to reduce 45% of the projected Medicare costs 

[6]. 

Health monitoring technology focusing on behavioral features 

is expected to help improve diagnosis coverage and to detect 

AD at an earlier stage by expanding opportunities for 

receiving assessment from the clinical setting to more varied 

situations including everyday situations. For example, 

previous lab studies have suggested that behavioral features in 

gait, speech, and eye movement can be useful indicators for 

identifying AD and MCI [7]. Being able to infer AD and MCI 

from these behaviors with better accuracy and wider 

applicability would be tremendously useful. 

One promising behavior to explore is drawing behavior. An 

advantage of this approach is ease of data collection brought 

about by the popularization of portable devices such as tablets 

and smartphones. Drawing behavior assessments such as the 

Clock Drawing Test (CDT) [8] and the Trail Making Test 

(TMT) [9] have proven useful for measuring cognitive decline 

and detecting AD and are commonly used in conventional in-

clinic neuropsychological tests. Recent research on drawing 

behaviors using tablet devices has shown the possibility of 

automatic detection of patients with cognitive or motor 

impairments [10–22]. For example, [10] extracted pressure 

and kinematic features during several tasks including the 

CDT, while [11] investigated frequencies, velocities, and 

temporal features during a variant of the TMT. These features 

have been shown as differentiating healthy subjects and AD 

patients. Although previous studies have demonstrated how 

we can build a model for detecting AD and/or MCI by using 

behavioral features during individual drawing tasks, whether 

and how we can improve the model performance by 

combining behavioral features during multiple tasks remains 

unexplored. In addition, most of these studies focused on 

developing a classification model for differentiating patients 

with MCI and AD. Being capable of inferring disease 

progression on a scalar or ordinal scale defined by in-clinic 

cognitive assessment scores or biomarkers such as amyloid 

beta and tau deposition would extend the scope of application, 

for example, through visualization of the effects of 

intervention and prevention. 

In this study, we investigated drawing behaviors during five 

representative tasks used in in-clinic neuropsychological tests 

collected from 71 Japanese seniors including some diganosed 

with MCI and AD. We extracted a series of drawing 

behavioral features including pressure, velocity, acceleration, 

jerk, and in-air and on-screen durations and then built a three-

class classification model to distinguish healthy controls 

(HCs), patients with MCI, and patients with AD. Through 
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comparison, we found that the model using features in all five 

tasks could improve accuracy by up to 11.3% by combining 

the features of multiple tasks, achieving a final accuracy of 

74.6% (chance rate 40%). We next investigated using the 

model for inferring disease progression on a continuous scale. 

Specifically, we first trained our model to differentiate three 

groups using only drawing features and disease labels (HC, 

MCI, and AD), and then we investigated whether the model 

could estimate in-clinic cognitive assessment scores. The 

results showed that the scores estimated by the model were 

significantly correlated with in-clinic cognitive assessment 

scores, even though we did not use the assessment scores 

themselves. These results indicate that our approach focusing 

on drawing behaviors during multiple tasks might be useful 

for inferring AD progression. 

Materials and Methods 

Participants 

A total of 71 participants were enrolled by the University of 

Tsukuba Hospital. Ten participants were patients with AD, 25 

were patients with MCI, and 36 were HCs. All participants 

were evaluated with the Mini-Mental State Examination 

(MMSE), a screening measure of global cognitive functioning 

[23]. Table 1 shows the number of participants (female), mean 

age, and mean MMSE score for the HC, MCI, and AD groups.  

None of the participants in the HC group were diagnosed as 

having MCI or dementia before the experiment. The defini-

tions of the MCI and AD groups were based on diagnosis by 

psychiatrists through medical examinations including structur-

al magnetic resonance imaging, blood tests, and neuropsycho-

logical tests. More specifically, the doctors followed the 

guidelines and criteria in [24] for MCI and [25] for AD. In-

formed consent was obtained from all participants in accord-

ance with a procedure by the ethics committee, the University 

of Tsukuba Hospital (H29-65). 

Apparatus 

A digital drawing tablet (Wacom Cintiq Pro 16) was used to 

acquire handwriting movements. The detailed specifications 

of the tablet are as follows: external dimensions (width × 

depth × height) 410 × 265 × 17.5 mm, spatial resolution 3840 

× 2160 dots, pixel size 0.090 × 0.090 mm, temporal resolution 

30 ms, and pressure levels 8,192.  

The data include 3D coordinates (x, y, z) and the pressure of 

the pen-tip, altitude and azimuth of the pen, a binary variable 

(1 for writing state and 2 for erasing state), and timestamp. 

When the stylus touches the start button, the software starts 

acquiring the data, and a black line reproducing the written 

trace appears. Thus, participants can monitor in real-time what 

they are writing. 

 

 

Figure 1 – Example of writing a spontaneous sentence. 

 

Experimental procedure 

Participants were seated on a chair with the digital tablet 

placed on a desk and could freely adjust the position of the 

device. Each participant was asked to perform five tasks:  

1. Writing spontaneous sentences. This task is included in 

the Mini-Mental State Examination (MMSE) [23]. 

Paticipants are asked to write any complete sentences 

on a sheet. 

2. Drawing crossed pentagons. This is also a part of the 

MMSE. At first, participants see a figure of two 

intersecting pengagons. Then they are asked to draw 

the same figure as shown on a sheet. 

3. Trail Making Test (TMT) part A. This task requires 

participants to draw lines connecting consecutive 

numbers randomly distributed on a sheet [9]. 

4. TMT part B. This is similar to the TMT part A, but 

instead of just linking numbers, participants are 

required to draw lines connecting numbers and letters 

alternately in their respective sequence [9].  

5. Clock Drawing Test. This test asks participants to draw 

an analog clock-face showing 10 minutes after 10 on a 

blank sheet [8]. 

Figure 1 shows an example of writing a spontanous sentence 

on our tablet device.  

Data analysis 

Pressure profiles were obtained from the apparatus as a raw 

dataset. Numbers of segments were counted to characterize 

the handwriting behaviors. As kinematic parameters, velocity 

(m/s), acceleration (m/s
2

), and jerk (m/s
3

) of the pen-tip 

movements over the 2D coordinates (x, y) on the tablet surface 

were computed. The durations (s) of on-screen and in-air sty-

lus pen movements were considered as timing parameters. 

Figures 2 and 3 show examples of the handwriting behavioral 

features. 

After completion of all five tasks, a three-class classification 

analysis using the handwriting parameters calculated to distin-

guish HC, MCI, and AD was performed. To investigate 

whether the model can be used to estimate in-clinic cognitive 

assessment scores, correlation analysis between MMSE scores 

and our model scores was also conducted. 

 

Table 1 – Demographics of participants. 

Status No. of 

participants 

(Female) 

Mean age 

(SD) 

Mean 

MMSE score 

(SD) 

HC 36 (21) 70.0 (5.0) 28.3 (1.5) 

MCI 25 (15) 75.9 (5.3) 26.8 (3.1) 

AD 10 (7) 76.7 (6.0) 18.8 (3.9) 
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(a) Left: final outcome and right: extracted on-screen (black) 

and in-air (blue) trajectories 

 

(b) On-screen pen-tip velocity and in-air duration 

 (shaded area) 

Figure 2 – Example of handwriting behavioral features of an 

MCI patient in TMT part A. 

 

 

(a) Disturbed pressure history of MCI 

 

(b) Smooth pressure history of HC 

Figure 3– Example of a difference of pressure  features during 

circle drawing in CDT between MCI and HC regardless of the 

similarity of the final outcomes. 

Results 

Three-class classification models 

On the basis of the extracted handwriting features, classifica-

tion analysis using a generalized linear model with a logit link 

function was performed. In order to differentiate HC, MCI, 

and AD, we assigned 0, 1, and 2 as targeted values, respec-

tively. Explanatory variables were selected by means of a 

stepwise method to optimize the Akaike’s Information Crite-

rion (AIC). We evaluated three-class classification perfor-

mances of the models using features of single tasks and all 

tasks.  

Tables 2 and 3 show the accuracy and the selected features of 

the resultant classification models. As shown, the model that 

used features of all tasks improved the diagnosis accuracy by 

up to 11.3% and achieved an accuracy of 74.6% (chance rate 

40%). The classification performance of this best model is 

presented in Table 4. 

Table 2 – Classification performance. 

Tasks Accuracy (%) 

MMSE sentences 67.6 

MMSE pentagons 66.2 

TMT part A 69.0 

TMT part B 63.3 

CDT 67.6 

All tasks 74.6 

Table 3 – Selected variables in classification models. 

Tasks Selected variables 

MMSE sentences Age, mean velocity, and mean 

pressure 

MMSE pentagons Age, mean pressure, CV of pressure, 

in-air duration, and mean velocity

TMT part A Age, in-air duration, and CV of 

acceleration 

TMT part B Age, CV of pressure, CV of jerk, 

and on-screren duration

CDT Age, number of segments, in-air 

duration, and CV of jerk

All tasks Mean velocity and mean pressure 

(MMSE sentences), mean pressure 

(MMSE pentagons), on-screen 

duration (TMT part A), CV of 

pressure (TMT part B), and number 

of segments, in-air duration, and 

mean pressure (CDT) 

Table 4 – Classification performance of the model using 

features from all tasks. 

 Actual

HC MCI AD

 

Estimated 

HC 35 11 1 

MCI 1 10 1 

AD 0 4 8 

 

 

Estimation of in-clinic cognitive assessment scores from 

the classification models 

We next investigated whether the three-class classification 

model could estimate in-clinic cognitive assessment scores. 

Specifically, we explored the relationship between a parameter 

in the classification model and the MMSE score.  

The generalized linear model with the logit link function 

estimates a continuous and ordinal score that can be 

interpreted as a probability parameter of a Bernoulli trial. 

Here, we may regard this as a predicted disease progression 

score of AD. A correlation analysis was performed between 

the disease progression scores predicted with the models and 

the MMSE scores. According to the Pearson’s correlation 

coefficients, our predicted disease progression score obtained 

from the model combining features of multiple tasks was most 

strongly correlated with the MMSE scores among all models 

(r = –0.70, Table 5).  

Figure 4 shows the best predicted scores according to the 

labels of the groups. Figure 5 indicates the relationship 

between the best predicted scores and  MMSE scores. 
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Table 5 – Pearson’s correlation coefficients between 

predicted disease progression scores and MMSE scores. 

Tasks r p-value 

MMSE sentences –0.38 <1.0 × 10
-3 

MMSE pentagons –0.51 <1.0 × 10
-5

 

TMT part A –0.59 <1.0 × 10
-7

 

TMT part B –0.60 <1.0 × 10
-7

 

CDT –0.65 <1.0 × 10
-9

 

All tasks –0.70 <1.0 × 10
-11

 

 

Discussion 

As stated in the introduction, healthy monitoring technology 

focusing on behavioral changes has shown promise for early 

detection of AD. Among these technologies, handwriting be-

haviors measured by digital tablet devices are attracting atten-

tion as potentially useful indicators. The objectives of the 

present study were to investigate the effectiveness of combin-

ing behavioral features of multiple drawing tasks for detecting 

AD and MCI and the possibility of estimating disease pro-

gression by using such features. We collected and analyzed a 

series of behavioral features of five representative handwriting 

tasks used in MMSE, TMT, and CDT from 71 participants 

including some diagnosed with MCI and AD.  

First, although the selected predictive features in our analysis 

were different depending on the tasks, we found tendencies 

that features relating to fine motor controls such as velocity, 

acceleration, and pressure were selected for the MMSE tasks 

and features relating to attention or cognitive performances 

such as durations and number of segments were selected for 

the TMT and the CDT. These results may reflect the 

characteristics of the different tasks and suggest that 

exploiting the combined features of multiple tasks may 

improve the performance of predictive models. We 

demonstrated that our three-class classification model 

combining features of multiple tasks improved the accuracy.  

Next, we demonstrated that the classification model can also 

estimate in-clinic cognitive assessment scores via correlation 

analysis between the model estimated score that can be 

regarded as a predicted disease progression and the MMSE 

assessment score. It should be noted that the predicted disease 

progression scores were obtained just from the labels of 

disease groups and behavioral features without any 

progression measures. A more accurate validation of disease 

progression might require biomarkers such as amyloid beta in 

the brain and tau in cerebrospinal fluid (CSF), especially when 

we attempt to build a model for detecting patients at the 

preclinical AD stage. It would be difficult or impossible to use 

these biomarkers for training a model, considering the cost 

and/or invasiveness for assessing positron emission 

tomography (PET) and CSF. Our approach, which attempts to 

predict the level of disease progression by using just disease 

stage information instead of these biomarkers, should reduce 

the amount of required sample data (e.g., just validation data 

would be needed).  

Some limitations exist in this study. First, since the number of 

participants was relatively small, generalizability of our results 

may be limited. Further study with a larger number of partici-

pants is our future work. Second, we evaluated the handwrit-

ing features using just disease labels and neuropsychological 

assessment scores. Further study is needed to investigate 

whether our model for estimating scores can predict known 

biomarkers for AD such as amyloid beta and tau deposition. 

 

Figure 4 – Strip plot of predicted disease progression scores 

obtained from model combining multiple tasks. 

 

Figure 5 – Scatter plot with the line of best fit between the 

predicted disease progression scores obtained from the model 

combining multiple tasks and MMSE score. 
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Abstract 

Frequent utilization of the Intensive Care Unit (ICU) is 
associated with higher costs and decreased availability for 
patients who urgently need it. Common risk assessment tool, 
like the ASA score, lack objectivity and do account only for 
some influencing parameters. The aim of our study was (1) to 
develop a reliable machine learning model predicting ICU 
admission risk after elective surgery, and (2) to implement it 
in a clinical workflow. We used electronic medical records 
from more than 61,000 patients for modelling. A random 
forest model outperformed other methods with an area under 
the curve of 0.91 in the retrospective test set. In the 
prospective implementation, the model achieved a sensitivity 
of 73.3% and a specificity of 80.8%. Further research is 
essential to determine physicians’ attitudes to machine 
learning models and assess the long term improvement of ICU 
management. 
Keywords:  

Electronic health records; Intensive care units; Machine 
learning 

Introduction 

In the last decade there has been a distinct increase in life 
expectancy among the older population that is accompanied 
by a progression in morbidity rate. For this reason many 
patients need the specialised health care facility that is offered 
by an Intensive Care Unit (ICU). Intensive care beds in 
Austria comprise a higher proportion of total hospital beds in 
comparison to other European countries. As the availability of 
this resource varies throughout time, a constant analysis of 
appropriateness of ICU use is needed [1]. Moreover, frequent 
utilization of the ICU does not decrease hospital mortality, but 
is associated with higher costs and decreases the access for 
those patients who may profit more from the intensivists' 
expertize [2]. Therefore, patients likely to benefit from ICU 
admission and those who are at risk for severe postoperative 
illness have to be identified preventively.  
The most common method used to stratify preoperative risk in 
anaesthesia is the “American Society of Anaesthesiologists –
 Physical Status (ASA) tool”. This world-wide used 
instrument allows classifying and grading the physical 
condition of a patient before surgery. It allows estimating 
possible intraoperative and postoperative anaesthetic 
complications associated with the patient’s preoperative 
condition. However, one of the disadvantages of the ASA tool 
is its subjectivity that may lead to only moderate inter-rater 
reliability when comparing ASA scores estimated by two 
physicians for the same patient [2]. 

In a recent published paper, Chan et al. combined the ASA 
score with electronic medical records (EMR) into the CARES 
model to predict the need for ICU admission 
postoperatively [3]. They extracted routinely collected EMR 
data of more than 90,000 patients and developed a 
multivariable regression model. The CARES model 
outperformed the ASA score in the prediction results with an 
area under the receiver-operating characteristic curve 
(AUROC) of 0.84 (0.81 - 0.87). However, their final model 
was based on seven variables only, including the ASA score 
and a surgical risk classification parameter. 
Considering the increasing amount of available health care 
data, models based on machine learning (ML) are becoming 
an alternative way for risk prediction. Through ML methods, 
more variables can be evaluated for the purpose of generating 
newer, more precise models. 
Recently, an ML model predicting major complications and 
death after surgery was published by Bihorac et al. [4]. One of 
the analysed complications was an ICU admission greater than 
48 hours. The authors used a generalized additive method 
(GAM) for model development, as this method had 
outperformed other prior ML methods for anlayses (e.g. 
logistic regression and support vector machine) [5]. The 
AUROC for the prediction of ICU admission with GAM was 
0.88 (0.87 - 0.89), with a sensitivity of 0.76 and a specificity 
of 0.83. Utilisation of this prediction model could be 
beneficial for managing ICU capacities in general, but in 
routine work it is more crucial to accurately estimate the risk 
of short term ICU patients.  
Several ML-based risk prediction models have been published 
during the last few years, but only few of them made their way 
to clinical practice. In order to ensure highest performance of 
a prediction model and patient safety respectively, research in 
real clinical settings is needed. Prediction results might differ 
between validation on retrospectively collected data and 
prospective validation with real-time prediction.  
KAGes (Steiermärkische Krankenanstaltengesellschaft) is the 
biggest health care provider in Styria, a federal state of 
Austria. Due to the coverage of more than 90 % of all hospital 
beds in Styria, KAGes has access to approximately two 
million longitudinal patient histories. This large amount of 
clinical data forms a highly valuable basis for modelling and 
the use of ML methods. KAGes runs several subsidiary 
hospitals, one of them being the hospital Hochsteiermark – 
Bruck an der Mur (abbreviated BRU). Hospital BRU has a 
total of 330 inpatients beds, including twelve beds in the ICU 
with mechanical ventilation, and eight beds in the intensive 
monitoring unit without mechanical ventilation. Prior to 
surgery, patients undergo at least one assessment by an 
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anaesthesiologist. In 2017, the anaesthesiologits conducted 
4,606 preoperative consultations on 3,881 patients. Of these 
preoperative assessments, 4,370 (94.9 %) cases underwent a 
surgery, of which 462 (10.6 %) cases were admitted to ICU 
postoperatively. 
During preoperative assessment, anaesthesiologists estimate 
the patients’ risk of ICU admission after surgery, based on 
patient histories and ASA score classification. This risk 
estimation is crucial for preoperative anaesthetic management, 
and ICU bed management respectively. However, due to the 
subjectivity of the ASA score the accuracy of this assessment 
may vary between patients. Another problem concerning the 
accuracy of risk estimation is the large amount of information 
in some patients’ medical histories and having to review all 
diagnostic findings that were collected in the past. 
To overcome this challenge, objective assessment methods are 
required that support anaesthesiologists in their risk 
estimation. In clinical practice, such methods will only be 
helpful when many more variables are integrated than current 
common surgery risk tools offer. Most of the prediction 
models published in recent years have shown good results on 
validation of test data, but little of them have been validated 
during a real-time scenario. However, a model’s usefulness 
can only be determined through a validation on real-time data. 
Therefore, our goal in the underlying study was to develop a 
reliable ML-based model predicting the risk of an ICU 
admission after an elective surgery and implement the model 
within a user-friendly interface in the routine clinical 
workflow.  

Methods 

The development and implementation of the study received 
approval from the Ethics Committee of the Medical University 
of Graz (30-146 ex 17/18). We used the TRIPOD 
statement [6] as a guideline for the development, validation 
and reporting. The data process and modelling design of the 
study are shown in Figure 1. 

Data Set 

The routine clinical data of KAGes was stored in the Hospital 
Information System (HIS) openMEDOCS, which was based 
on IS-H/i.s.h.med information systems, and implemented on 
SAP platforms. For data analysis, the data warehouse platform 
SAP HANA was used for controlling and quality issues. All 
analyses including pre-processing and modelling were 
performed using the R software environment. 
The predicted outcome of our classification model was the 
admission to ICU within five days after an elective surgery. 
The time of prediction was defined as the last preoperative 
assessment of a patient before undergoing the elective surgery. 
Cohort Building and Feature Set 

For the first step, we extracted a retrospective cohort of 
hospitalised patients from the hospital BRU and a second 
KAGes-hospital, the hospital LEO. In this cohort, we included 
all patients that had undergoe a preoperative assessment in one 
of the two hospitals between 1st of January, 2010, and 31st of 
March, 2018. We excluded all patients for whom the elective 
surgery was not executed after the assessment, as well as 
patients younger than 18. The final cohort resulted in 61,864 
patients. 
For the second step, we extracted routinely stored EMR data 
for the whole cohort. These records included structured 

information, such as demographic data, ICD-10 diagnosis 
codes, current Austrian procedures codes, lab data, patient 
transfer data and nursing protocols. We considered 
information in lab data from the last 30 days and ICD-10 
codes from the last three years. ICD-10 codes for chronic 
diseases like diabetes, chronic kidney disease, asthma etc. 
were used without any exclusion. In order to handle rather 
infrequent ICD-10 codes, we computed groups of related 
chapters, e.g. the feature ICD_E10_E14 that covered any 
diabetes code for the patient. This strategy also helped us to 
handle coding errors for ICD-10 codes which we had detected 
in our previous research [7]. In addition, we calculated several 
indices like the Charlson Comorbidity Index [8], length of last 
inpatient stay or total number of stays. The data extraction and 
pre-processing resulted in 630 features summarised in Table 1. 
In previous studies we had examined the impact of data 
imputation for EMRs used for modelling [9]. As those studies 
had shown no improvement in model performance when using 
imputation methods, we decided against the imputation of 
values based on population measurements. Instead, we solely 
performed last-observation-forward imputation for lab data 
over the last 30 days and for nursing protocols from the last 
hospital stays.  

Table 1 – Modelling Features (n = 630) Extracted from 
Electronic Medical Records for Prediction of an ICU 

Admission. 

Feature group Examples n  
Demographic 
Data 

Age, sex, mother tongue, 
additional private insurance 

30 

Diagnosis 
Codes 

ICD-10 codes,  
groups of ICD-10 codes 

345 

Procedure 
Codes 

X-ray, MRI, physiotherapy, CT, 
endoprosthesis implantation 

103 

Laboratory 
Data 

CRP, cholesterol, gamma-GT, 
haemoglobin,  

46 

Nursing 
Protocols 

Respiratory problems, sleeping 
disorder, body mass index 

96 

Administrative 
Data, Indices 

Transfers, hospital admissions, 
Charlson comorbidity index  

10 

 

Modelling and Calibration 

In order to choose the best model for our prediction, we 
compared various ML methods. We computed all pre-
processing and modelling steps in R, using the caret package 
[10] and associated packages for modelling. For a deep 
learning model we used the mxnet package [11]. We split the 
data set into 75 % training data (n = 46,460) and 25 % test 
data (n = 15,404). After splitting, we trained all models on the 
same training data with a five times repeated 10-fold cross 
validation and used AUROC as a metric to select the optimal 
model. To overcome the problem of imbalanced data, we 
applied up- and down-sampling during training. Finally, we 
calculated model performance parameters for each model 
(accuracy, sensitivity, specificity and precision) on the 
remaining test data using the “closest topleft” threshold of the 
ROC. 
The compared models included linear discriminant analysis 
(LDA), logistic regression (GLM), feed-forward neural 
networks with single hidden layer (NN), deep neural networks 
(MXNet), stochastic gradient boosting (GBM) and random 
forest (RF).
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Figure 1 – Data process design for the development of a machine learning (ML) based prediction model for the risk of an ICU 
admission after surgery, and its prospective validation after an implementation in the HIS. 

Based on the results of the area under the receiver operating 
characteristic curve (AUROC) and accuracy in the test data, 
we selected the best performing model for further calibration. 
We chose the thresholds with respect to the characteristics of 
the department. The aim of the calibration was to avoid over-
alerting and to map the patients’ risk probabilities to three 
categories: low risk, high risk and very high risk. In order to 
determine the best thresholds for these categories, we 
evaluated the number of available ICU beds and discussed the 
distributions with the hospital’s senior physicians.  

Prospective Validation in Clinical Practice 

The best performing prediction model was implemented in the 
HIS during a pilot phase starting on 1st of May, 2018, and 
ending on 31st of August, 2018. For every patient who 
underwent a preoperative assessment by an anaesthesiologist, 
an individual risk of ICU admission was calculated in real-
time.  
During those four months, the anaesthesiologists were able to 
review the latest predicted risk for the patients. A traffic light 
symbol integrated in the HIS represented the patients’ risk: 
high risk presented in yellow and very high risk in red. A click 
on the symbol revealed details on the prediction. The 
information integrated in a user interface was designed to 
support clinical reasoning and highlight the underlying health 
records that influenced the model’s outcome. To increase 
usability, the presented features were ordered using the 
calculated variable importance of the model. 
After the implementation phase, we analysed the performance 
of the model in real-time prediction and compared it to the 
performance in the test data. To calculate the sensitivity and 
specificity of the validation data, we combined the two 
categories high risk and very high risk, and defined them as a 
positive prediction of ICU admission, For every patient we 
considered the prediction result just before the preoperative 
assessment. If more than one preoperative assessment was 
available, only the latest prediction was evaluated. 
In addition, the anaesthesiologists in our group examined all 
patients who were classified into a wrong category. Patients 

with an ICU stay and a prediction of low risk, as well as 
patients without ICU stay and a prediction of high risk were 
defined as incorrectly classified. We analysed their patient 
histories and further information of the hospital stay including 
surgical procedures, lab data etc. 

Results 

The demographic data of the three data sets are presented in 
Table 2. The percentage of ICU admissions was 7.7 % in the 
training set and 7.3 % in the test set. For ICU patients, the 
length of stay was comparable between the two test sets with a 
median stay of 50 hours and 49 hours, respectively. 
Distributions of sex and age were comparable between 
training and test data set, too. 

Table 2 – Descriptive Statistics for the Training, Test and 
Validation Data. (Values of categorical variables are 

presented in absolute frequencies and column percentages). 

 
Training 
(n = 46,460) 

Test 
(n = 15,404) 

Validation 
(n = 628) 

ICU 3,573 
(7.7 %) 

1,131 
(7.3 %) 

60  
(9.6 %) 

Non-ICU 42,887 
(92.3 %) 

14,273 
(92.7 %) 

568 
(90.4 %) 

Length of ICU 
stay in hoursa 50.3 (91.9) 49.0 (73.6) 24.5 (24.6) 

Male 22,733 
(48.9 %) 

7,533 
(48.9 %) 

343 
(55.1 %) 

Female 23,727 
(51.1 %) 

7,871 
(51.1 %) 

280 
(44.9 %) 

Ageb 56.8 (18.3) 56.8 (18.4) 63.2 (15.1) 
a reported in median (IQR) and for ICU patients only 
b reported in mean (standard deviation) 
 
 
 
 

Implementation in HIS

Cohort hospital BRU and LEO 
(n = 61,864)

Training data 
(n = 46,460)

Test data 
(n = 15,404)

Calibration data 
Hospital BRU 

(n = 5,906)

Chosen ML  
model

Various
ML models

Tested and
calibrated ML  

model

Prospective analysis
(1st of May – 31st of August, 2018)

Retrospective analysis
(1st of January, 2010 – 31st of March, 2018)

Validation data 
Hospital BRU

(n = 628)
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Table 3 – Modelling Results for Different Machine Learning Methods Predicting an ICU Admission after Surgery                            
(If not otherwise indicated, down-sampling was used to account for imbalanced data). 

Model  R-package Parameters AUROCa Accuracy Sensitivity Specificity Prec. 

GBM  gbm n.trees=500, 
maxTreeDepth=9, 
shrinkage=0.075, 
minNodeSize=10 

0.883 (0.875 - 0.892) 0.801 0.815 0.801 0.223 

GLM  glm type=classification 0.823 (0.811 -  0.835) 0.757 0.771 0.756 0.182 
LDA mass tol = 1.0e-12 0.830 (0.818 - 0.842) 0.762 0.771 0.762 0.185 
NN  nnet size(hiddenUnits)=1, 

weightDecay=2 
0.842 (0.831 - 0.853) 0.779 0.781 0.779 0.199 

NN-upb  nnet size(hiddenUnits)=1, 
weightDecay=2 

0.846 (0.835 - 0.857) 0.770 0.801 0.768 0.195 

MXNet mxnet nLayers=3, 
activation=softrelu 

0.793 (0.781 - 0.805) 0.718 0.763 0.714 0.158 

RF  randomForest ntree=1000, mtry=√630 0.888 (0.879 - 0.897) 0.799 0.823 0.797 0.222 
RF-upb  randomForest ntree=500, mtry=√630 0.911 (0.903 - 0.919) 0.828 0.833 0.827 0.253 
a Area under the receiver operating curve; values in parenthesis present the 95 % confidence intervals; b upsampling was used instead of 
downsampling. Note: Prec.: precision; mtry: number of randomly chosen predictors for each split. 

Modelling and Calibration 

The model performance of the different ML-based methods on 
the test data is summarized in Table 3. Comparing the 
methods, RF with up-sampling performed better than all other 
models with the highest AUROC (0.911), and accuracy 
(0.828).  
The calibration of the RF model on the test data resulted in 
two thresholds dividing all predictions into three risk 
categories. The lowest 82 % of the predicted risk scores were 
classified to the low risk category, the following 11 % to high 
risk, and the upper 7 % of all predictions to the very high risk 
category. 

Prospective Validation in Clinical Practice 

During the four months of implementation in clinical 
workflow, 628 patients had an elective surgery with an 
antecedent preoperative assessment (see Table 4). 
The thresholds set during calibration split the predictions 
accurately into the three risk categories with the category of 
high risk being slightly bigger for validation than for 
calibration (17 % compared to 11 %). The AUROC for the 
validation data was high with 0.843 (0.798 - 0.887), as well as 
the accuracy with 80.3 %. The sensitivity of the prediction in 
the validation data was 73.3 %, and the specificity 80.8 %. 
We performed qualitative checks on 42 wrongly classified 
patients. The false negative group consisted of 16 ICU patients 
with a low risk prediction at the preoperative assessment. For 
nine patients out of the 16, little information of the patient 
histories was stored in the HIS. In some cases, there were no 
ICD-10 codes available at all. 

Table 4 – Real-time Prediction of an ICU Admission for All 
Patients with Preoperative Aassessments 

 Predicted Risk Category 
ICU  
admission Low High Very high Total 

No 459 (80.8) 83 (14.6) 26 (4.6) 568 
Yes 16 (26.7) 26 (43.3) 18 (30.0) 60 
Total 475 (75.6) 109 (17.4) 44 (7.0) 628 
Note: The numbers in parentheses show rounded row percentages. 
 

The false positive group included 26 non-ICU patients with a 
very high risk prediction. All 26 patients underwent non-
severe surgeries, e.g. percutaneous transluminal angioplasty 
(PTA), shunt procedures, cataract surgeries, or lipoma 

surgeries. Due to the performed procedures those patients 
were highly unlikely to be admitted to ICU, although 21 of 
them were classified as ASA 3, and three of them as ASA 4. 

Discussion 

In this study, we developed a ML-based classification model 
to predict an ICU admission after an elective surgery. We used 
the EMRs of more than 61,000 patients for the modelling 
process and validated the model on more than 600 patients 
prospectively during a real-time prediction. In retrospective 
test data, our model achieved a higher performance than prior 
published comparable models. Our best performing model, a 
random forest method, resulted in an AUROC of 0.91, while 
the previously published multivariable regression model 
CARES reported an AUROC of 0.84 only [3]. Our literature 
review revealed only one published ML model predicting a 
postoperative ICU stay [4]. This model predicted an ICU 
admission with a stay greater than 48 hours and resulted in an 
AUROC of 0.88. However, these results are only to some 
extent comparable to our model, as we focused on any ICU 
admission independent of the length of stay. 
In addition, we offered new insights into the implementation 
of ML-based prediction models and their performance in 
prospective settings. During a period of four months, we 
predicted the risk of ICU admission in real-time just before the 
preoperative assessment for all patients of one KAGes 
hospital. The risk for each patient was presented to the 
anaesthesiologists within the HIS. As expected, in the 
prospective evaluation the performance of the model 
decreased compared to the performance in the test data. 
Nevertheless, the result was satisfying with an AUROC of 
0.84 and an accuracy of 80.3 %. 
With the goal to improve the prediction model and to find 
possible deficits in the development, we checked all wrongly 
classified patients. Interestingly, all patients in the false 
positive group had surgeries with quite simple procedures, e.g. 
cataract or lipoma surgery. To overcome this bias in future 
model development, two additional features should be added: 
(1) the information of the severity of an elective surgery 
assessed by an anaesthesiologist, and (2) the type of 
anaesthesia. This information might improve the prediction for 
certain groups of patients. One group that might benefit from 
such an extension is are patients that undergo a severe elective 
surgery only due to a vital indication. The model assumes that 
these patients undergo non-severe surgeries only, and 
therefore have no need for an ICU bed. However, in the 

S. Jauk et al. / Development of a Machine Learning Model Predicting an ICU Admission for Patients with Elective Surgery176



validation data we could not distinguish well between elective 
surgeries and emergency ones due to missing real-time 
information, and, thus, might have underestimated the risk for 
emergency patients with highly severe surgeries. In future 
work we will need to address this limitation in order to 
provide the best prediction. 
Some other limitations of our study should be considered 
when interpreting the results. First, all analyses are based on 
data from a HIS. Although most of the patient histories in the 
HIS of KAGes are quite comprehensive, the availability of 
structured information caused some problems in our study. 
For some of the wrongly classified patients, no coded 
diagnoses were found in their history, although free-text 
diagnoses were available in the discharge letters. Future data 
extraction might include natural language processing methods 
in order to make use of unstructured information. 
Second, we did not consider the length of an ICU stay in our 
risk prediction, but rather focused on any admission to ICU 
after surgery. Bihorac et al. [4] had predicted ICU admissions 
with a stay greater than 48 hours. This prediction is not 
enough to ensure a precise ICU bed management, as almost 
50 % of our ICU patients have a stay with less than 48 hours. 
It might be useful to combine various prediction models for 
ICU admission: First, predict any admission to ICU for all 
patients, and then, predict the length of ICU stay for patients 
with a previous positive result. 
In this study, we focused on the quantitative results of the 
prediction model. Future work on the model should include an 
evaluation of the users’ experience, especially attitudes and 
fears towards the use of ML models for prognosis in health 
care as well as the satisfaction with the results in real-time 
prediction. In addition, the usability of the implementation in 
the HIS could be improved through the users’ feedback. 

Conclusions 

We developed a machine learning model that predicts the risk 
of ICU admission after elective surgery. There is a high need 
for precise ICU bed management in order to avoid 
unnecessary costs, improve healthcare for patients, and to 
support decision makers. We implemented our ML-based 
prediction model in a clinical workflow to support 
anaesthesiologists in their clinical reasoning, and 
prospectively evaluated the model's performance. Further 
research is essential to determine physicians’ attitudes to 
machine learning based on risk prediction, and to assess the 
long-term improvement of ICU management and patient 
outcomes when using ML-based prediction models.  
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Abstract 

The Electronic Data Interchange (EDI) medical procedure 
code is the code used for health insurance claims in Korea. We 
mapped Korean EDI codes to SNOMED CT to explore the 
global interoperability of health insurance claims data. We 
developed rules for mapping based on the mapping guideline 
provided by SNOMED CT International. The first and second 
authors mapped 726 EDI codes used to claim reimbursement in 
five specialty areas to SNOMED CT. Eight subject matter 
experts reviewed the mapping results. Out of 726 procedure 
codes, 82.5% were exactly or partially mapped to SNOMED 
CT. An EDI code was mapped to an average of 2.04 SNOMED 
CT concepts. Twenty-one attributes were identified in the EDI 
codes mapped to SNOMED CT concepts. We identified 
strategies to improve the EDI code in this study. They include 
introducing hierarchical structures, adding inclusion and 
exclusion criteria for procedure codes, and improving EDI 
code labels. 

Keywords:  

Systematized Nomenclature of Medicine, Health insurance 
reimbursement, Health information interoperability  

Introduction 

Korea introduced universal health care coverage in 1989. As of 
2016, 97.1% of the population is covered by the National 
Health Insurance (NHI) and 2.9% by Medical Aid [1]. The NHI 
is managed comprehensively in a form of social insurance, and 
financed by contributions from the insured and their employers 
(84.3%), government subsidies (9.2%), and tobacco surcharges 
and others (6.5%) [2]. A single payer-system was introduced in 
2000 and all healthcare providers in the country are required to 
enroll in the National Health Insurance System (NHIS) to get 
reimbursed. 

The NHIS serves as the insurer, and the Health Insurance 
Review and Assessment Service (HIRA) as the reviewer of the 
claims and quality of healthcare services [3]. The 
reimbursement process starts with the healthcare institutions 
filing claims for medical fees to HIRA. Most claims (99.7%) 
are submitted electronically using the Medical Claim Portal 
Service (MCPoS) or Electronic Data Interchange (EDI) system. 
HIRA reviews and assesses the claims; it notifies the NHIS of 
the result for the medical cost payment, and notifies healthcare 
institutions for verification. Fee-for-service is the main 
payment system in Korea, covering 99.7% of outpatient care 
and 80.7% of inpatient care [4]. 

There are two categories of medical services in the NHIS: 
‘covered’ services in which patients are responsible for only 
part of the cost and ‘uncovered’ services in which patients are 
responsible for the entire cost. Lists of covered and uncovered 
services are determined by the Ministry of Health and Welfare 
and maintained by the HIRA. The medical fee schedule is 
determined by multiplying the resource-based relative value 
scale (RBRVS) of each medical service by the unit price of the 
service [3].  

As of August 2017, there are 9,252 items of medical services 
including treatments and surgical procedures, tests, long-term 
care, medical images, basic treatments, dental services, hospice 
care, emergency services, anesthesia, traditional medicine, 
meals, and pharmacy [3]. Out of 9,252 items, 8,759 are covered 
by the National Health Insurance. The national standard code, 
also known as the ‘EDI code,’ was assigned to each medical 
service. The EDI code is the basic structure for reimbursement 
claims of medical services in the fee-for-service system, and is 
used as a major component of patient classification for the 
DRG-based payment system covering seven groups of diseases 
or operations. 

As use of ICT in healthcare increases, opportunities of sharing 
and exchanging health information between different 
healthcare institutions and countries have increased. This led to 
interest in standard healthcare terminologies and 
classifications. The Korean Classification of Diseases (KCD), 
which was modified from the ICD, has been used in Korea for 
the classification of medical diagnoses since 1952. However, 
there is no standard classification of medical procedures used 
in Korea, just as there is no global standard for medical 
procedures as widely used as the ICD. Even though WHO has 
been developing the International Classification for Health 
Interventions (ICHI) for reporting and analysing health 
interventions for statistical purposes since 2007, there are 
concerns around some aspects of its operationalization. [5,6]. 

Even though the EDI medical procedure code has been used for 
more than 20 years in Korea to file claims for reimbursement, 
it has a few limitations to be qualified as a classification. For 
example, the code has no consistent hierarchical structure, even 
though it contains some medical procedures organized by 
anatomy. The levels of granularity of the EDI procedure code 
vary by domain, and sometimes even within the same domain. 
Thus, it is not easy to use the current EDI code as a means to 
exchange and share information among the stakeholders. There 
have been efforts to improve the EDI code as a standardized 
medical procedure classification interoperable with the global 
classification by benchmarking ICHI, and ICD-10-PCS in 
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Korea [7,8]. However, the results of these efforts have not been 
fully implemented in the EDI procedure code. 

SNOMED CT is one of the most widely used standard reference 
terminologies for information exchange across EHR systems 
globally [9]. Clinical databases differ in both purpose and 
design. EHRs are aimed at supporting clinical practice at the 
point of care, while claims data are built for the insurance 
reimbursement processes. SNOMED CT as a standard 
terminology is used to describe clinical conditions and medical 
procedures in EHRs. SNOMED CT has one of the most 
extensive coverages among biomedical vocabularies in the 
world with 340,659 active concepts contained in the July 2018 
release [10]. SNOMED CT concepts are defined with the rules 
called the SNOMED CT concept model with permitted 
attributes and values that may be applied to each concept. 
SNOMED CT is used in more than 50 countries and managed 
by SNOMED International, a non-profit international 
organization with 35 member countries [11]. Mapping the 
procedure codes such as CPT and ICD-10-PCS toward 
SNOMED CT is a useful and rather common exercise [12,13]. 

In this study, we mapped the EDI medical procedure code to 
SNOMED CT concepts in order to explore ways to improve the 
global interoperability of Korean health insurance claims data. 

Methods 

We developed methods and rules for mapping based on the 
mapping guideline provided by SNOMED International [14].  

Mapping Materials 

The source of mapping is the Korean EDI procedure code 
updated in 2017, and the target of mapping is the SNOMED CT 
concept within the 'Procedure' top-level hierarchy released by 
SNOMED International in July 2017. A total of 726 medical 
procedure codes used to claim reimbursement for treatment and 
surgery in five specialty areas -- Internal Medicine, Colorectal 
Surgery, Ophthalmology, Orthopedics and Pediatrics -- were 
mapped. These specialties were selected due to their broad 
content coverage and the active participation of the subject 
matter experts in the use of clinical terminology.  

Mapping Procedure 

Using the SNOMED International SNOMED CT Browser, the 
first and second authors searched and identified the SNOMED 
CT concept that has a synonymous relationship with an EDI 
medical procedure within the 'Procedure' top-level hierarchy 
[15]. The identified SNOMED CT concept was used as a lead 
term for the browse-up and down approaches. In the browse-up 
approach, parent concept(s) of the identified concept were 
examined. This helped us to examine if any other children 
concepts of the parent concept were also relevant and should be 
included. 

For instance, ‘Anal sphincteroplasty for obstetrical laceration’ 
was first identified for the EDI medical procedure code 
‘Sphincteroplasty without levatorplasty’. Browsing up from the 
SNOMED CT concept ‘Anal sphincteroplasty for obstetrical 
laceration’ yields a parent ‘Repair of anal sphincter’. 
Examination of the siblings of ‘Anal sphincteroplasty for 
obstetrical laceration’ under ‘Repair of anal sphincter’ reveals 
some siblings can be included as a relevant concept of 
‘Sphincteroplasty limited to anal sphincter’, such as ‘Post-anal 
repair’, while other siblings such as ‘Construction of anal 
neosphincter’ cannot be included. 

In the browse-down approach, descendant concepts of the 
identified concept were examined to see if any of the 
descendant concepts should be excluded. For instance, for the 
EDI medical procedure code ‘Primary repair of mesentery’, the 
child concepts of ‘Repair of mesentery’ such as ‘Mesentery 
closure’, ‘Repair of mesentery of colon’ or ‘Repair of 
mesentery of small intestine’ can be included. However, 
‘Mesentery reconstruction’ and ‘Plication of mesentery’ cannot 
be included. 

The browse-up and down sequence of the search was repeated 
as needed to look for other relevant SNOMED CT concepts. 
Then, included concepts were numbered from 1 to n. The 
Boolean logic of the map was provided if necessary. We 
mapped to concepts with the same meaning, considering use 
cases. Definition of the EDI medical procedure code, as well as 
the formal definition, fully specified name and synonyms of the 
SNOMED CT concept were examined during each mapping. 

During the mapping, we identified the attribute relationships of 
the source concept and the values of the attributes. The attribute 
relationships will contribute to the definition of the source 
concept by associating them with the values. We also identified 
strategies to improve the structure and label of the EDI medical 
procedure code to improve the global interoperability of the 
claims data submitted using the EDI code.  

Classification of Map 

Each map was classified as either an ‘exact’ or ‘partial’ map 
according to the level of correspondence between the EDI 
medical procedure code and SNOMED CT concept(s). Since 
the EDI code is used for reimbursement purpose, a single EDI 
code can have multiple anatomical sites or multiple procedures. 
An EDI code with more than one site or more than one 
procedure was dissected to express different  meaning of the 
code and then mapped to multiple SNOMED CT concepts.  

For a EDI medical procedure with a single anatomical site and 
a single procedure, if the identified SNOMED CT concept was 
equivalent with the EDI medical procedure code, it was 
classified as an exact map. If the identified SNOMED CT 
concept was less specific than the EDI code, it was classified as 
a broad map. For a broad map, post-coordination of SNOMED 
CT concept can be introduced to represent the EDI code. 
Otherwise, it was classified as a narrow map.  

For a EDI medical procedure with more than one anatomical 
site or more than one procedure, all of the identified SNOMED 
CT concepts were equivalent with the dissected EDI medical 
procedure code, it was classified as an exact map. Otherwise it 
was classified as a partial map. Partial maps were further 
classified as a broad, a narrow or a mixed map. If all of the 
identified SNOMED CT concepts was less specific than the 
dissected EDI medical procedure code, it was classified as a 
broad map. For a broad map, post-coordination of SNOMED 
CT concepts can be introduced to represent the EDI code. If all 
of the identified SNOMED CT concepts was more specific than 
the dissected EDI medical procedure code, it was classified as 
a narrow map. If the identified SNOMED CT concepts were 
less specific, more specific or equivalent with the dissected EDI 
medical procedure code, it was classified as a mixed map.  
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Table 1– Type of Map 
Type Description 
Exact The identified SNOMED CT concept(s) is equivalent 

with the EDI medical procedure code. 
Partial Broad The identified SNOMED CT concept(s) is less specific 

than the EDI medical procedure code. 
Narrow The identified SNOMED CT concept(s) is more 

specific than the EDI medical procedure code. 
Mixed The identified SNOMED CT concepts are either less 

specific, more specific or equivalent with the dissected   
EDI medical procedure code.  

No map There is no appropriate SNOMED CT concept to 
represent the EDI medical procedure code. 

 

For each map, the cardinality of the map between the EDI 
medical procedure code and SNOMED CT concept(s) was 
counted. If all descendant concepts of an identified SNOMED 
CT concept were included as relavant concepts of an EDI 
medical procedure code, only the parent concept was counted. 

Validation of Mapping 

Eight subject matter experts from five specialty areas reviewed 
mapping results to see if SNOMED CT concepts validly 
represent EDI medical procedure codes. They received five 
hours of training and education on SNOMED CT before the 
review. We posed questions to the reviewers based on 
SNOMED CT concepts and descendants. An example question 
is ‘Should ‘Excision of diverticulum from large intestine’ or 
‘Excision of diverticulum of small intestine’ be included in 
‘Diverticulectomy’ according to the definition of the EDI 
code?’ If the experts do not agree with the mapping, a 
consensus building process was introduced. The reviewers 
were also asked to explore ways to improve global 
interoperability of the claims data collected using the EDI 
procedure code during the validation. 

Results 

Mapping examples of EDI medical procedure codes with 
SNOMED CT concepts are presented in Table 2. 

The mapping rates of 726 EDI medical procedure codes to 
SNOMED CT concepts are presented in Table 3. Overall, 
82.5% of the EDI codes were exactly or partially mapped, 
ranging from 76.9% to 100% by specialty. The mapping rate of 
the EDI medical procedure codes in Colorectal surgery was 
higher than those of other specialties in exact maps (73.8%). 

We did not attempt to map 79 EDI codes to SNOMED CT since 
they are not the codes describing medical procedures. Such 
examples are EDI codes used to claim reimbursement for 
objects (dialyser, tubing set, guide wire, IV set, syringe, needle, 
and catheter) and substances (heparin and normal saline) for 
extracorporeal dialysis of ascitic fluid. 

Out of 726 EDI procedure codes, 48 codes were not mapped 
since there was no SNOMED CT concept describing these 
medical procedure codes. For example, the EDI code ‘Ultra-
Low anterior resection with Intersphincteric Resection’ was not 
mapped. Another example is ‘Transaortic approach for 
transcatheter aortic valve implantation’. SNOMED CT does not 
have any concept describing this procedure even though there 
were two SNOMED CT concepts describing transcatheter 
aortic valve implantation - ‘Transapical approach for 
transcatheter aortic valve implantation’ and ‘Transfemoral 
approach for transcatheter aortic value implantation’.  

Table 2– Examples of EDI medical procedure code mapped to 
SNOMED CT concepts with boolean logic 

EDI Code SNOMED CT concepts 
#of 

SNOMED 
CT concepts 

Bool-
ean 
logic 

Type of 
map 

Radio-
frequency 
Ablation of 
Supra-
ventricular 
Arrhythmia 
through 3D 
Mapping 

1. Radiofrequency ablation 
operation for arrhythmia 
(procedure) 
2. Percutaneous transluminal 
three dimensional 
electroanatomic mapping of 
conducting system of heart 
(procedure) 

2 1  
AND  

2 

Broad 

Diverti-
culectomy 

1. Excision of diverticulum 
from large intestine 
(procedure)  
1.1 Excision of diverticula 
of colon (procedure)  
2. Excision of diverticulum 
of small intestine 
(procedure)  
2.1 Diverticulectomy of 
duodenum (procedure)  
2.1.1 Excision of 
diverticulum of ampulla of 
Vater (procedure)  
2.2 Excision of Meckel's 
diverticulum (procedure) 

2 1     
OR     
2 

Exact 

Primary 
Repair of 
Mesentery 

1. Mesentery closure 
(procedure)  
1.1 Suture of mesentery 
(procedure)  
2. Repair of mesentery of 
colon (procedure)  
3. Repair of mesentery of 
small intestine (procedure) 

3 1     
OR     
2 

OR     
3 

Exact 

 

Table 3– Result of mapping by specialty 

Type of 
map 

Internal 
Medicine 

Colo-
rectal 

Surgery 

Ophthal
-mology 

Ortho-
pedics 

Pedia-
trics Total 

Exact 72 
(50.3%) 

76 
(73.8%) 

61 
(50.4%) 

91 
(25.9%) 

4 
(50.0%) 

304 
(41.9%) 

Broad 35 
(24.5%) 

19 
(18.4%) 

14 
(11.6%) 

39 
(11.1%) 

4 
(50.0%) 

111 
(15.3%) 

Narrow 4 
(2.8%) 

- 25 
(20.7%) 

140 
(39.9%) 

- 169 
(23.3%) 

Mixed 7 
(4.9%) 

4 
(3.9%) 

4 
(3.3%) 

- - 15 
(2.1%) 

Not 
mapped 

19 
(13.3%) 

4 
(3.9%) 

17 
(14.0%) 

8 
(2.3%) 

- 48 
(6.6%) 

Did not 
map 

6 
(4.2%) 

- - 73 
(20.8%) 

- 79 
(10.9%) 

Total 143 
(100%) 

103 
(100%) 

121 
(100%) 

351 
(100%) 

8 
(100%) 

726 
(100%) 

 

In total, 726 EDI codes mapped to 1,481 SNOMED CT 
concepts with an average of 2.04 SNOMED CT concepts per 
EDI code. The cardinality of the maps is provided in Table 4. 
There were 352 EDI codes mapped to one SNOMED CT 
concept, and 247 EDI codes mapped to more than one 
SNOMED CT concept with a maximum of 19 concepts. Some 
of EDI codes do not have a separate code describing surgical 
procedure with laparoscopic approach such as ‘Laparoscopic 
appendectomy’. Healthcare providers in Korea claim 
laparoscopic appendectomy using the EDI code for 
‘Appendectomy with open approach’. Thus, we mapped an EDI 
surgical procedure which can be performed with an open or 
laparoscopic approach to two SNOMED CT concepts, one for 
the open approach and the other for the laparoscopic approach. 
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Table 4– Cardinality of maps by specialty  
Spe- 

cialty Internal 
Medicine 

Colorectal 
Surgery 

Ophthal-
mology 

Ortho-
pedics 

Pedia-
trics Total 

0 25 4 17 81 0 127 (17.5%) 
1 70 28 79 167 8 352 (48.5%) 
2 23 12 12 62 0 109 (15.0%) 
3 5 24 6 19 0 54 ( 7.4%) 
4 9 9 2 14 0 34 ( 4.7%) 
5 4 9 1 5 0 19 ( 2.6%) 
6 0 3 0 1 0 4 ( 0.6%) 
7 0 3 0 1 0 4 ( 0.6%) 
8 7 1 1 1 0 10 ( 1.4%) 
9 0 1 0 0 0 1 ( 0.1%) 

≥10 0 9 3 0 0 12 ( 1.7%) 
Total 143 103 121 351 8 726 (100%) 

 

In total, 21 attribute relationships were identified in Table 5. 
They are Procedure site, Procedure site - Direct, Procedure site 
- Indirect, Procedure morphology, Direct morphology, Indirect 
morphology, Method, Procedure device, Direct device, Indirect 
device, Using device, Using access device, Access, Surgical 
approach, Direct substance, Using substance, Priority, Has 
focus, Has intent, Revision status, Route of administration, and 
Using energy. For example, the EDI code ‘Fusion of joint of 
lumbar spine with internal fixation by anterior approach’ has a 
‘procedure site - direct’ relationship to the concept ‘lumbar 
spine joint structure’, ‘method’ relationship to the concept 
‘fusion - action’, ‘surgical approach’ relationship to the concept 
‘anterior approach’, and ‘using device’ relationship to the 
concept ‘Orthopedic internal fixation system, device’. Attribute 
relationships of the source code identified in this study can be 
used in the data retrival process where the meaning of a concept 
is needed to determine whether the EHR record matches the 
query criteria and advanced analytics. 

Table 5– A list of attributes identified in SNOMED CT 
concepts mapped to EDI codes 

 
Internal 
Medicine 

Colorectal 
Surgery 

Ophthal-
mology 

Ortho-
pedics 

Pedia
-trics 

Procedure site 10/3 39/10 20/12 17/8 - 
Procedure site - Direct 150/27 515/58 170/40 444/170 4/3 
Procedure site - Indirect 121/22 37/22 47/20 92/56 1/1 
Procedure morphology - 6/2 4/1 - - 
Direct morphology 64/12 117/26 66/12 149/26 2/2 
Indirect morphology 3/2 14/1 1/1 4/2 - 
Method 315/36 590/42 238/51 565/47 5/4 
Procedure device 2/2 - - - - 
Direct device 110/22 5/4 11/7 81/32 1/1 
Using device 70/21 32/5 21/7 66/9 1/1 
Using access device 61/14 35/3 - 11/2 - 
Access 33/1 5/3 1/1 21/2 2/1 
Surgical approach 6/3 63/7 10/5 4/2 - 
Direct substance 3/2 19/4 6/5 28/6 - 
Using substance 11/3 5/3 2/2 - - 
Priority - 7/4 - - 2/1 
Has focus 22/2 7/4 34/4 7/2 2/1 
Has intent 23/1 - - - 3/1 
Revision status 2/1 7/2 2/1 53/2 - 
Route of administration - - 2/1 - - 
Using energy - - 1/1 - - 

 

Table 5 shows the number of attribute relationships identified 
in the SNOMED CT concepts mapped to EDI codes with the 
number of unique values for each attribute in each specialty. 
‘Method’ was the most popular attribute, followed by the 
‘Procedure site - Direct’, ‘Direct morphology’ and ‘Procedure 
site – Indirect’ attributes. 

Discussion 

We attempted to map 726 medical procedure codes in five 
specialty areas by identifying relevant SNOMED CT concepts 
using the browser-up and down search sequence. With this 
approach, we were able to identify all relevant SNOMED CT 
concepts for eligible medical procedures to claim with a 
specific EDI code. Thus, it was possible to achieve the similar 
mapping results to the map of SNOMED CT concepts to EDI 
medical procedure codes. Overall, 82.5% of the EDI codes were 
exactly or partially mapped to the SNOMED CT concepts, 
which is a slightly lower than that of ICD-9-CM Procedure 
Codes to SNOMED CT map [12].  

Out of 726 EDI medical procedure codes, 79 codes used to 
claim reimbursement for medical procedures with additional 
comorbidity or accompanying surgeries for higher payment, 
and materials or drugs used in medical procedures were not 
mapped. There were 48 medical procedures for which we could 
not identify appropriate SNOMED CT concepts. They fall 
broadly into two categories; one category includes EDI medical 
procedure codes with mismatching body sites or approaches. 
An example of this is ‘Intravenous catheterization for 
hemodialysis in the subclavian vein and internal jugular vein 
with cut-down method.’ A cut-down approach may be used 
when inserting an implantable port into the cephalic vein or 
external jugular vein. The second category includes medical 
procedures not modelled in SNOMED CT yet. An example of 
this is ‘Repair of nonunion or malunion in fingers or toes’. This 
procedure can be modelled in SNOMED CT with two concepts: 
‘Repair of nonunion of phalanges’ and ‘Repiar of malunion of 
phalanges’.  

During the mapping process, we identified strategies to 
improve the interoperability of the claims data collected using 
the EDI medical procedure code. First, we would like to suggest 
introducing a hierarchical structure to the EDI medical 
procedure code. We mapped the EDI medical procedure 
‘Hemorrhoidectomy’ to the SNOMED CT concepts ‘Closed 
hemorrhoidectomy’, ‘Open hemorrhoidectomy’ and 
‘Submucosal hemorrhoidectomy’. However, the EDI code 
‘Hemorrhoidectomy’ is used for a claim for the simultaneous 
removal of three primary hemorrhoids. There is no EDI code to 
claim the removal of less than three hemorrhoids. Physicians 
use the EDI code of ‘Excision of thrombosed hemorrhoids’ for 
this claim. This issue can be resolved by introducing a 
hierarchical structure to distinguish between different types of 
hemorrhoidectomy. EDI codes used to claim for materials, 
medication or medical procedures with additional qualifiers 
such as acuity of patient, co-morbidity or co-treatment can be 
better organized with the introduction of a hierarchical structure 
to the EDI code. A list of attributes identified can be used to 
move the current enumerated EDI medical procedure code to a 
structured classification. 

Second, we would like to suggest revising labels of EDI 
medical procedure codes to reflect the meaning of the 
procedure as accurately as possible. ‘Enucleation’ -- a general 
surgical technique that removes a mass without cutting into or 
dissecting it -- was used to describe the removal of an eyeball. 
‘Enucleation of eyeball’ could be a better term to describe this 
procedure. 

Third, we would like to suggest removing EDI medical 
procedure codes being used rarely for claims. ‘Extracoporeal 
Ascites Dialysis’ is being used seven times since 2013 in Korea. 
This procedure can be removed from the EDI medical 
procedure code list. 

Specialty 

Cardinality 

Cardi- 
nality 
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Fourth, we would like to suggest adding examples or synonyms 
to each EDI medical procedure code as an additional guide to 
help healthcare providers. For instance, ‘Laparoscopic 
appendectomy’ can be added as an example of the EDI code 
‘Appendectomy’. 

We recognize the following limitations in our study. We only 
focused on EDI medical codes used to claim treatments and 
surgical procedures in five specialty areas. The EDI code 
includes other types of medical procedures such as laboratory 
tests, and imaging studies. Thus, the results may not be 
generalizable to the medical procedures in other specialties and 
other type of medical procedures. 

Conclusions 

The findings of this study will be used to improve the Korean 
EDI medical procedure code so that global interoperability of 
health insurance claims data can be improved. The EDI 
procedure code can be improved by introducing a hierarchical 
structure, standardizing EDI procedure code labels, and 
providing better coding reproducibility by clarifying inclusion 
and exclusion criteria for each procedure code. The global 
interoperability of health insurance claims data will be 
improved with the mapping between the EDI medical 
procedure code and SNOMED CT. 

We will extend the mapping project to the EDI codes used in 
other specialty areas so that claims data can be used for national 
and international comparison and healthcare research. We hope 
that this work will trigger the use of SNOMED CT in the EHR 
system in Korea just as the EDI system had triggered the 
introduction of health information systems throughout Korea in 
the early 1990s. If healthcare providers use SNOMED CT when 
they collect clinical information at different stages of patient 
care, automated generation of reimbursement claims will be 
possible with data documented in the EHR system. This will 
make it possible to monitor the utilization of resources. 

In the future, the findings of the mapping between the EDI 
procedure code and SNOMED CT concepts can be used for 
linking the EDI procedure code to the ICHI developed by WHO 
so that we can produce high quality, valid, comparable and 
sharable health insurance claims data meeting global standards.  
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Abstract 

Background. Establishing trends of drug overdoses requires 
the identification of individual drugs in death certificates, not 
supported by coding with the International Classification of 
Diseases. However, identifying drug mentions from the literal 
portion of death certificates remains challenging due to the 
variability of drug names. Objectives. To automatically identify 
individual drugs in death certificates. Methods. We use 
RxNorm to collect variants for drug names (generic names, 
synonyms, brand names) and we algorithmically generate 
common misspellings. We use this automatically compiled list 
to identify drug mentions from 703,106 death certificates and 
compare the performance of our automated approach to that of 
a manually curated list of drug names. Results. Our automated 
approach shows a slight loss in recall (4.3%) compared to the 
manual approach (for individual drugs), due in part to 
acronyms. Conclusions. Maintenance of a manually curated 
list of drugs is not sustainable and our approach offers a viable 
alternative. 

Keywords:  

Death Certificates; Drug Overdose; RxNorm  

Introduction 

Recent mortality trends show a substantial increase in drug 
overdose death rates in the United States. From 2010 to 2015, 
the rate of drug overdose death has increased from 12.3 to 16.3 
per 100,000 in the U.S. population [1]. Researchers have 
devoted a significant amount of effort to describing drug 
overdose trends and to identifying the population at risk, as 
attempts to address this public health crisis [1–3]. 

Mortality data are a valuable source of information for 
establishing drug overdose trends. Causes of death are 
classified in accordance with the International Classification of 
Disease, Tenth Revision (ICD-10). ICD-10 codes X40-X49 
identify unintentional drug poisoning or overdose deaths, while 
drug-specific overdose deaths are identified by the contributory 
causes of death indicated by “T” codes (e.g., T40.1 indicates 
death due to poisoning by, adverse effect of and underdosing of 
heroin). ICD-10 codes have been used to facilitate the drug 
overdose trends analysis [4–6]. 

While ICD-10 codes support consistent coding of the 
underlying causes of death, they do not provide enough 
granularity especially when it comes to reporting drug overdose 
at the level of individual drugs. While some drugs are assigned 
a unique ICD-10 code, most of them are not. For example, drug 
overdose cases caused by heroin and methadone are assigned 
distinct ICD-10 codes (T40.1 and T40.3 respectively), but drug 
overdose cases caused by fentanyl and tramadol are clustered 
together and assigned the same code (T40.4 - poisoning by 

synthetic narcotics). This issue also affects all the other opioids 
(T40.2), as well as barbiturates (T42.3) and benzodiazepines 
(T42.4). 

To mitigate the granularity issue, researchers have utilized the 
literal portion of death certificates (i.e., a short textual 
description of the cause of death) to identify the contribution of 
a specific drug to drug overdose cases [7]. The death certificates 
in which a specific drug is mentioned can be retrieved and used 
for establishing specific drug overdose trends. Yet, identifying 
drug mentions in death certificates is not a trivial task as drug 
entities are often denoted by different terminology variants, 
including generic names, brand names and synonyms. 
Moreover, drug names are sometimes misspelled in death 
certificates. Therefore, it is important to identify these variants 
in order to have complete and accurate retrieval of death 
certificates in which drugs are mentioned. 

Trinidad et. al. [8] manually inspected death certificates over a 
5-year period (2010-2014) and identified a list of search terms 
for drugs. These search terms were partially populated from 
Substance Abuse and Mental Health Services Administration’s 
(SAMHSA) Drug Abuse Warning Network (DAWN) Drug 
Reference Vocabulary (DRV) and complemented by drug 
mentions identified manually from the literal portion of death 
certificates. These search terms consist of various terminology 
variants, including synonyms, abbreviations, brand names, and 
misspellings. A study team trained in pharmacy and pharmaco-
epidemiology then organized these search terms into their 
corresponding drug entities (around a “principal variant”), as 
illustrated in Figure 1. We refer to this list as the Manually 
Curated List (MCL). 

This list covers a large number of drugs involved in the death 
of decedents but requires a significant amount of manual effort 
from domain experts for its curation. Manual curation is time-
consuming and does not constitute a scalable and sustainable 
approach as new drugs are marketed and new variants appear 
in death certificates. Moreover, while terminology variants for 
a given drug entity were grouped together, the type of variant 
(e.g., brand name, misspelling) was not documented, making it 
impossible to study the specific contribution of each type of 
terminology variant. 

The objective of this study is to explore an automated approach 
to generating a list of search terms for drugs to support the 
identification of individual drugs in death certificates. We 
assess the performance of our Automatically Compiled List 
(ACL) against the Manually Curated List (MCL) for the 
retrieval of death certificates. The main contribution of our 
work is to address the scalability and sustainability of drug 
identification in death certificates, by proposing an automated 
approach to generating the drug list. 
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Figure 1 –Example of drug entity in the Manually Curated 
List with the “principal variant” (top), and the set of 

terminology variants. 

Methods 

We use RxNorm to collect variants for drug names (generic 
names, synonyms, brand names) and we algorithmically 
generate common misspellings. We use this automatically 
compiled list (ACL) to identify drug mentions from death 
certificates and compare the performance of our automated 
approach to that of the manually curated list (MCL) of drug 
names. (Figure 2). 

 

Figure 2 – Overview of the methods. 

Drug List Compilation 

The first stage focuses on compiling the list of search terms for 
drugs from RxNorm. 

Collecting Drug Names from RxNorm 

RxNorm is a normalized naming system for generic and 
branded drugs from a collection of commonly used public and 
private drug vocabularies [9]. The present study leverages 
RxNorm for populating drug names due to its comprehensive 
coverage of clinical drugs. We collected all names for drug 
entities from the following three RxNorm categories: 

� Ingredients (IN) - a compound or moiety that gives the 
drug its distinctive clinical properties. Ingredients 
generally use the United States Adopted Name 
(USAN), e.g., Fluoxetine. 

� Precise Ingredient (PIN) - a specified form of the 
ingredient that may or may not be clinically active. 

                                                           
1 https://www.wordfrequency.info/free.asp 

Most precise ingredients are salt or isomer forms, e.g., 
Fluoxetine Hydrochloride. 

� Brand Name (BN) - a proprietary name for a family of 
products containing a specific active ingredient, e.g., 
Prozac. 

The rationale for focusing on these three categories is that they 
are sufficient for identifying drug mentions in death certificates. 
While brand names generally correspond to prescription drugs 
(e.g., oxycontin), generic names for ingredients in RxNorm may 
also include substances for which no prescription drugs are 
available (e.g., rofecoxib). Other RxNorm categories, such as 
‘Semantic Clinical Drug’ contain additional information (e.g., 
dose form and strength), usually not mentioned in death 
certificates and not essential for the retrieval of death 
certificates. We collect all synonyms from RxNorm for every 
drug name. 

Eliminating Undesirable Drug Entities 

RxNorm includes drug entities that are not of interest for 
identifying drugs in death certificates and will possibly generate 
false positives in retrieval, e.g., micro-organisms found in 
vaccines or used for allergy testing. We utilized semantic 
categorization (semantic type information) in the Unified 
Medical Language System (UMLS) [10] for filtering 
undesirable drug entities. All drug concepts from RxNorm are 
part of the UMLS Metathesaurus. For the purpose of retrieving 
death certificates, we only consider RxNorm concepts with the 
following UMLS semantic types: 

� T109 - Organic Chemical 

� T116 - Amino acid, peptide or protein 

� T121 - Pharmacologic Substance 

� T126 - Enzyme 

In practice, we search in the UMLS Metathesaurus every 
RxNorm drug concept collected in the previous step and filter 
out those for which the semantic type is not one of the four 
listed above. 

Another practical issue in identifying drug mentions in death 
certificates is that some drugs have brand names that 
correspond to frequently used English terms (e.g., Prevail, 
Thrive, Today). When found in death certificates, these terms 
generally do not denote a drug and will generate false positives 
in retrieval. In practice, we used the list of the top-5000 words 
from Word Frequency Data1 computed from the Corpus of 
Contemporary American English2 to filter out from our drug list 
any brand name that is present in this list. 

Generating Misspellings 

Some drug names are misspelled in death certificates. These 
misspellings indicate the mentions of drug entities but are often 
missed out in retrieval processes. We generated potential 
misspellings using an algorithm inspired by Pimpalkhute et. al. 
[11]. There are two phases in the algorithm: generation phase 
and filtering phase. 

We first generated all variants with an edit distance of 1 (i.e., 
differing from the original by one character through insertion 
[bupropion / buproprion], deletion [fluoxetine / fuoxetine] or 
substitution [Prozac / Prosac]). We did not generate 
misspellings for chemical names (e.g., 1,1,2,2-
tetrafluoroethane) or drug names smaller than 5 characters (e.g. 

2 https://corpus.byu.edu/coca/ 
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Agar, Urea, Tums) to avoid proliferation and ambiguity, 
respectively. 

Misspelling generation has the potential to create a large 
number of variants. Further filtering (phoneme, lexical and 
semantic) is needed to select the most relevant misspellings. 
Phoneme filtering helps to reduce the spelling variants 
generated to a manageable number. Lexical and semantic 
filtering helps to avoid generating ambiguous variants that 
would likely generate false positives in retrieval. 

1. Phoneme filtering helps select misspellings that sound 
like the original term, which are the most likely to be 
found in text. We use the metaphone algorithm to 
identify spelling variants of the original drug name 
with similar pronunciation (see [11] for details). The 
other spelling variants generated in previous steps are 
discarded. 

2. Lexical filtering eliminates existing or potentially 
ambiguous variants. Short variants are discarded 
(variants of 4 characters or less) because short words 
tend to be ambiguous. Variants that correspond to 
existing English words are discarded because their 
mention in text most likely denotes an entity other than 
the drug. Finally, variants that correspond to existing 
drug names are discarded, because they are already 
covered by the main drug list. 

3. Semantic filtering eliminates variants that correspond 
to existing biomedical concepts outside the drug 
domain for the same reason we eliminate variants that 
correspond to existing English words. In practice, we 
use the filter developed for eliminating undesirable 
drug entities (see above). 

Automatically Compiled List of Drug Names 

For the purpose of identifying drug mentions in death 
certificates, we organized the Automatically Compiled List 
(ACL) of drug names around RxNorm ingredients (IN). In 
practice, we grouped RxNorm precise ingredients (PIN) and 
brand names (BN), along with their synonyms and spelling 
variants, together with their corresponding ingredient. For 
example, mentions of Prozac (brand name for fluoxetine) and 
fluoxetine hydrochloride (precise ingredient, salt form of 
fluoxetine) are counted as mentions of fluoxetine. However, we 
keep track of the specific type of terminology variant (e.g., 
brand name) for each variant. 

Evaluation 

We use this automatically compiled list to identify drug 
mentions from death certificates and compare the performance 
of our automated approach to that of the manually curated list 
of drug names. We use a corpus of death certificates from 
Washington State. This corpus spans a period of 14 years (from 
the year 2003 until 2016) and comprises a total of 703,106 death 
certificates. After indexing the death certificates with the 
Elasticsearch search engine, we used the automatically 
compiled list (ACL) and the manually curated list (MCL) to 
query the corpus of death certificates and retrieved one set for 
each list. Counts of death certificates are aggregated by 
ingredient (ACL query) or by principal variant (MCL query). 
For the purpose of comparing ACL and MCL, we normalized 
terms from the MCL to RxNorm using the RxNorm API. 

Results 

Drug List Compilation 

Collecting and Filtering Drug Names from RxNorm 

A total of 22,161 drug names are collected from RxNorm. After 
eliminating undesirable drug entities, 21,459 drug names 
remain (11,396 ingredients, 2714 precise ingredients, 5887 
brand names and 1462 synonyms). 

The 702 variants eliminated are described below. 
� UMLS filtering: 689 RxNorm concepts were 

eliminated because their UMLS semantic type was 
outside the drug domain. Examples include Adenine 
(T114 Nucleic acid), Air (T167 Substance), Apple 
Juice (T168 Food), Candida albicans (T004 Fungus) 
and Human poliovirus (T005 Virus). Additionally, 
five obsolete drug names could not be mapped to the 
UMLS and were eliminated. 

� Eight brand names corresponding to frequently used 
English terms (Legend, Prevail, React, RID, Thrive, 
Today, Tomorrow and Triumph). 

Generating Misspellings 

Our algorithm generated a total of 3,255,198 spelling variants, 
but most of them were eliminated during the filtering phase 
(Table 1). A total of 903,831 spellings variants was retained. 

Table 1 - Number of variants eliminated at each step 

Filtering step 
Number of 
variants 
eliminated 

Number of 
remaining 
variants 

Examples of 
variants 
eliminated 

Phoneme 
filtering 2,343,923 911,275 azciximab, 

prozaw 
Short variant 
filtering 7132 904,143 born, corhd, 

parox, dylan 
Existing 
English word 
filtering 

242 903,901 captain, watery, 
concert 

Existing drug 
name filtering 63 903,838 

butabarbital, 
nexavar, 
protamine 

Semantic types 
filtering 7 903,831 phosphide, 

ostium, ocular 
 

Automatically Compiled List of Drug Names 

The Automatically Compiled List (ACL) of drug names, after 
eliminating undesirable drug entities and generating 
misspellings, comprises 925,290 variants organized around 
11,396 main drug entities. Figure 3 shows the terminology 
variants for the drug entity diphenhydramine. 

Evaluation 

Overall Retrieval of Death Certificates 

A total of 37,215 unique death certificates were retrieved with 
the ACL query and 49,163 with the MCL query. Of these, 
35,822 death certificates were retrieved by both queries, leaving 
1,393 death certificates retrieved only with the ACL query and 
13,341 retrieved only with the MCL query. The total number of 
death certificates retrieved with any query is 50,556, of which 
the ACL query retrieved 73.6% and the MCL query 97.2%. The 
difference in recall between ACL and MCL (23.6%) was 
expected, since MCL contains non-drug substances and drug 
classes, while ACL is restricted to drug names by construction. 
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Figure 3 –Example of a drug entity from ACL with different 
types of variants. 

Retrieval of Death Certificates for Individual Drugs 

Quantitative evaluation. There are 1654 drug entities present 
in both MCL and ACL. To assess variant generation in ACL, 
we specifically compared the number of death certificates 
retrieved for those drug entities in common between the two 
lists. A total of 35,674 unique death certificates were retrieved 
with the ACL query and 37,278 with the MCL query. Of these, 
35,633 death certificates were retrieved by both queries, leaving 
41 death certificates retrieved only with the ACL query and 
1,645 retrieved only with the MCL query. The total number of 
death certificates retrieved with any query is 37,319, of which 
the ACL query retrieved 95.6% and the MCL query 99.9%. The 
difference in recall between both lists, when restricted to 
individual drugs, is only 4.3% (i.e., much lower than the loss in 
recall observed overall). Given the significant amount of 
manual effort involved in curating MCL, the slight loss in recall 
is indicative of a strong performance for the ACL query. 
Moreover, the fact that the ACL query retrieved 41 death 
certificates not retrieved with the MCL query (for variants 
including alteplace, remicaide, and gentamycin) demonstrates 
the benefit of a systematic, algorithmic approach to collecting 
drug names and spelling variants. 

Qualitative evaluation. To assess whether ACL and MCL 
would identify similar trends in drug-related mortality, we 
compared the top-20 drug entities retrieved by MCL and ACL 
in death certificates. Table 2 shows that both lists essentially 
identify the same top-20 drugs. Among the top-20 drug entities 
in both lists, 19 overlaps. (Cholesterol is inappropriately 
identified as a drug in ACL, but not MCL.) The ranking of these 
drug entities is also identical in both list, except for the 
permutation of Citalopram and Alprazolam, whose frequencies 
are very close. 

Discussion 

Specific Contribution of Variant Types 

Table 3 shows the overall frequency of death certificates 
retrieved by each type of terminology variant from the ACL. 
While ingredient names account for the vast majority of drug 
mentions, brand names and misspellings also contribute to the 
retrieval of death certificates. 

Table 4 presents the top-5 brand names mentioned in death 
certificates. Overall, the usage of brand names constitutes 3.6% 
(1323/37,215) of all drug mentions. One exception is Coumadin 
(926 mentions) , the brand name of Warfarin (788 mentions). 

Table 2 - Top-20 drug entities identified by MCL and ACL. 

MCL ACL 
Drug entity Freq. Drug entity Freq. 
Ethanol 4561 Ethanol 3588 
Methadone 3377 Methadone 3375 
Methamphetamine 2964 Metamphetamine 2946 
Heroin 2456 Heroin 2446 
Cocaine 2171 Cocaine 2166 
Oxycodone 2100 Oxycodone 2093 
Warfarin 1712 Warfarin 1709 
Morphine 1412 Morphine 1404 
Hydrocodone 1043 Hydrocodone 1037 
  Cholesterol 970 
Diphenhydramine 955 Diphenhydramine 944 
Alprazolam 886 Citalopram 879 
Citalopram 884 Alprazolam 876 
Diazepam 828 Diazepam 827 
Oxygen 814 Oxygen 814 
Nicotine 685 Nicotine 685 
Amitriptyline 623 Amitriptyline 622 
Acetaminophen 555 Acetaminophen 552 
Iron 533 Iron 533 
Hydromorphone 508 Hydromorphone 497 
Fentanyl 469 Fentanyl 468 

Table 3 - Overall frequency of death certificates retrieved by 
each type of terminology variant. 

Drug  
category 

Variant type 
 

Aggregated number of 
death certificates* 

Ingredient 
Drug Name 35,916 

36,007 

Total = 
37,215 

Synonyms 48 
Misspellings 398 

Precise 
Ingredient 

Drug Name 122 
122 Synonyms 0 

Misspellings 0 

Brand 
Name 

Drug Name 1,299 
1,323 Synonyms 1 

Misspellings 25 
* Some death certificates are counted multiple times here 
when more than one drug is mentioned. 

Table 4 - Top-5 brand names mentioned in death certificates. 
Brand 
name 

Generic  
name 

Number of death 
certificates retrieved 

Coumadin Warfarin 926 
Plavix Clopidogrel 57 
Tylenol Acetaminophen 35 
Adriamycin Doxorubicin 33 
Lovenox Enoxaparin 16 

Error Analysis 

The error analysis reveals the search terms that lead to loss in 
recall. Table 5 shows the top-10 drug entities which have the 
highest difference in retrieval performance. These drug entities 
explain 61.2% (1007/1645) of the loss in recall. Most of the 
search terms responsible for the loss in recall are abbreviations 
(e.g., ETOH for ethanol). This particular term is responsible for 
52.9% (870/1645) of the loss in recall. Adding this one term 
into ACL would decrease the loss in recall from 4.30% to 
1.97%. 

Upon inspection of the top-20 drug entities, we observed that 
some drug entities (from both ACL and MCL) tend to generate 
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false positive results, i.e., retrieve death certificates for which 
the drug mentioned is not the cause of death (e.g., Iron, 
mentioned in the context of ‘iron deficiency anemia’, not iron-
related overdose). Most of these drug entities have the semantic 

type of ‘T196 Element’ (e.g. iron, oxygen, gold, helium) and 
could easily be eliminated if it is confirmed that they yield false 
positives. 

Table 5 - Top-10 drug entities which have the highest difference in retrieval performance. The search terms are only present in MCL 
and responsible for the loss in recall. Only the most significant search terms are listed, along with their terminology variant types. 

Drug entity 
Number of death certificate 
retrieved Difference Search terms (Number of death 

certificates not retrieved with ACL query)  MCL ACL 
Ethanol 4561 3588 973 Abbreviation - ETOH (870) 
Cannabis Sativa Subsp. Indica Top 107 0 107 Synonym - Marijuana (29) 
1,1-difluoroethane 78 0 78 Abbreviation - Difluoroethane (51) 
Alteplase 37 5 32 Abbreviation - TPA (32) 
Dronabinol 31 3 28 Abbreviation - THC (5) 
Isopropyl Alcohol 33 7 26 Synonym - Isopropanol (10) 
Bupropion 271 248 23 Misspelling - Buproprion (1) 
Cyclobenzaprine 345 326 19 Misspelling - Cyclobenzapine (1) 
Methamphetamine 2964 2946 18 Abbreviation - Meth (7) 
Dextromethorphan 213 196 17 Misspelling - Nyquil (1) 

Sustainability 

RxNorm is updated monthly. Since ACL is built 
programmatically, it can be easily updated when new versions 
of RxNorm are released. Unlike MCL, the updated ACL will 
identify mentions of new drugs in death certificates. The 
algorithm used for generating misspellings is fast and could be 
run easily on new versions of RxNorm. 

Limitations 

Our study only focused on drug identification. Assessing 
whether drug mentions in death certificates actually correspond 
to drug-related deaths is beyond the scope of this investigation. 

Substances mentioned in death certificates are sometimes non- 
drugs (e.g., fumes, cigarette, asbestos) or drug class names 
(e.g., opiates, narcotics, antipsychotic, steroid) and are not 
covered by RxNorm. If ICD-10 is not sufficient for coding 
these substances, other sources can be investigated (e.g., drug 
classifications systems).  

In this preliminary retrieval study, we only included the 184 
misspellings that appear in our corpus of death certificates. 
Restricting misspellings to this small subset would not support 
the identification of different spelling variants in another corpus 
of death certificates. However, given the performance of the 
search engine, using the complete list of misspellings would not 
be a major issue. 

Conclusions 

In this study, we explored an automated approach to compiling 
a list of search terms for identifying drug mentions in death 
certificates. We showed that the automatically compiled list 
(ACL) has a competitive retrieval performance for individual 
drugs compared to the manually curated list (MCL), with only 
a slight loss in recall, and can reproduce similar drug overdose 
trend analysis results. Importantly, unlike the manual approach, 
our automated approach is dynamic, scalable and sustainable. 
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Abstract 

PICO (Population/problem, Intervention, Comparison, and 
Outcome) is widely adopted for formulating clinical questions 
to retrieve evidence from the literature. It plays a crucial role 
in Evidence-Based Medicine (EBM). This paper contributes a 
scalable deep learning method to extract PICO statements from 
RCT articles. It was trained on a small set of richly annotated 
PubMed abstracts using an LSTM-CRF model. By initializing 
our model with pretrained parameters from a large related 
corpus, we improved the model performance significantly with 
a minimal feature set. Our method has advantages in 
minimizing the need for laborious feature handcrafting and in 
avoiding the need for large shared annotated data by reusing 
related corpora in pretraining with a deep neural network. 
Keywords:  

Natural Language Processing, Evidence-Based Medicine, 
Randomized Controlled Trial  

Introduction  

Evidence-Based Medicine (EBM) is the conscientious, explicit, 
judicious and reasonable use of modern, best evidence in 
making decisions about the care of individual patients [1]. 
However, the evidence base has been growing exponentially. It 
is practically impossible to catch up with the explosion of the 
biomedical scientific literature and realize fast and effective 
evidence retrieval and decision making for EBM practitioners 
[2; 3]. Evidence adoption at clinical practice remains 
suboptimal due to poorly formulated clinical questions, 
ineffective evidence search strategies, and disconnected 
databases preventing access to the best evidence. 
Successfully retrieving relevant evidence begins with a well-
structured question. Thus, the ability to question formulation is 
fundamental to locate and synthesize related resources . PICO 
(Population/problem, Intervention, Comparison, and Outcome) 
is widely adopted for formulating clinical questions to retrieve 
evidence from the literature. PICO stands for : 
P – Population/Problem. What are the most critical 
characteristics of the enrolled population? What is the 
primary disease? 
I – Intervention. What is the primary intervention considered? 
C – Comparison. To what the intervention is compared? 
O – Outcome. What are the anticipated measures, 
improvements or effects? 
The PICO framework is specialized to help break down the 
need for evidence into searchable keywords and to formulate 
answerable research questions [4]. A prior study has shown that 
utilization of the PICO framework can improve evidence search 
against PubMed [5]. However, due to high demands for 
technical skills and medical domain knowledge for using PICO, 
practitioners and the general public who require searching 
evidence may find it either time consuming to incorporate into 

their busy clinical workflow, or difficult to learn.  Automatic 
extraction of PICO statements in the biomedical literature is 
desired to facilitate evidence retrieval, appraisal and synthesis 
by clinicians and the public [6; 7].  
Natural language processing (NLP) in particular promises to 
help us achieve this goal. Previous work has explored the use 
of NLP techniques to identify PICO elements in biomedical 
text. During the last decade, the primary solutions have evolved 
from knowledge-based to statistical-based such as Support 
Vector Machine (SVM) and Conditional Random Field (CRF) 
[8-11]. However, this area has attracted less attention than it 
should have from the NLP community, primarily caused by the 
lack of publicly available, annotated corpora [12], and systems 
almost all heavily rely on laborious handcrafted features 
including those specifically designed to incorporate domain 
knowledge. 
In practice, there also lacks modularized fundamental NLP 
tools to support different aspect of evidence synthesis and 
EBM, such as tools for Named Entity Recognition (NER) to 
recognize PICO elements and their attributes in literature for 
indexing, information extraction (IE) systems for parsing and 
structuring study design and results from free-text literature, as 
well as information retrieval (IR) tools based on the PICO 
framework to support effective searching in literature.  
With rapid advances in neural network and deep learning, 
recent state-of-the-art NLP systems have been developed using 
neural models, including some for the biomedical domain. For 
the Named Entity Recognition (NER) task, the best 
performance is achieved by biLSTM-CRF [13-15]. And 
transfer learning attracts increasing attention to solve high 
demand of large data for training neural networks [16; 17].  
Recently a corpus of 5000 RCT abstracts with multi-level 
annotations of Patient, Intervention, and Outcomes was 
published, enabling new NLP application development for 
EBM research [12]. 
Compared to prior work, our PICO extraction method makes 
the following three significant and innovative contributions. 
First, it is the initial publicly available open-source NLP system 
for recognizing PICO elements and their attributes/measures in 
RCT abstracts. PICO elements are normalized with UMLS 
CUIs (https://github.com/Tian312/PICO_Parser). Second, this 
tool is developed with the minimum human labor but achieves 
comparable and even better performance in some categories: 
only a small size of gold standards is created with high inter-
annotator agreement; only word feature, and no laborious 
handcrafted features, is used. Third, we contribute a method to 
reuse a large related corpus [12] under annotation guidelines 
different from ours to improve our model performance.  

Methods 

Our PICO statement extraction tool processes RCT literature 
following these steps: 1) Named Entity Recognition for PICO 
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elements and attributes; 2) UMLS encoding; 3) XML output 
formatting. An overview of our workflow to develop the model 
and tool is shown in Figure 1. 

 
Figure 1 - Overview of the PICO recognition tool 

development. We compared two optional ways for training the 
LSTM-CRF model (in blue): 1) with random initialization of 

model parameters (green, on the left); 2) “pretrain” the model 
with the same architecture on EBM-NLP corpus, resulting in a 

better parameter initialization. 

Data Collection 

Small Size of Gold Standards from Manual Annotation  

We randomly retrieved 170 RCT publications using indexed 
metadata from the MEDLINE database. Abstracts were 
retrieved from the articles and prepared in brat, a web server 
based collaborative annotation tool [18]. One medical 
professional (ZS) and one informatic researcher (TK) designed 
the annotation guideline for entity and attribution using an 
iterative process. Entity classes included in the annotation: 
Population, Intervention (Comparison is merged with 
Intervention as a subclass), and Outcome, each strictly 
following standard definition from the PICO framework [4].  
The context for PICO elements consists of 2 types of attributes: 
Qualifier, a qualitative description of PICO elements (e.g., 
“difference”, “similar”, “higher”), and Measure, a 
quantitative description of PICO elements (e.g., “138 +/- 13 mg 
daily”). During the annotation process, both annotators 
followed the guideline for asking answerable research question 
[19]: each RCT abstract is first classified into one of 5 common 
clinical question types: Treatment, Prevention. Diagnosis, 
Prognosis, and Etiology, then annotated with PICO elements 
based on research type. Attributes are also identified in order to 
form PICO statements in entity-operator-value triplets. Each 
abstract is annotated at least twice by two annotators in order to 
ensure it strictly follows the guideline. As a rule, annotators 
skip annotating background and implication sections in 
abstracts since those parts do not usually describe study design 
or report objective results. An example annotation interface in 
brat is shown in Figure 2. This step is aimed to create a small 
size of annotation with a high inter-annotator agreement and 
high quality, serving as gold standards and core training set.  
A Related, Large Publicly Available Corpus 

A corpus of 5000 abstracts with multi-level annotation of PIO 
(C is categorized as a subclass in I as well) has recently been 
published by a group of EBM researchers [12] (referred as 
EBM-NLP corpus later in this paper). The annotation was 
generated primarily by laypersons from Amazon Mechanical 

Turk (AMT) and a small part by medical professionals. The 
average inter-annotator agreement is measured by F1 score as 
0.3, 0.18, 0.1 in span annotation and 0.5, 0.6, 0.69 in the 
hierarchical annotation for P, I, O classes, respectively. After 
reviewing this corpus, we decided that this annotated corpus 
cannot be directly used for our task for two major reasons. First, 
the annotation guidelines, primarily in part of defining element 
boundary and granularity, are different. In the EBM-NLP 
corpus, identified PICO tend to be the longest description 
within a sentence. While our guideline is designed to break 
down abstracts into the most basic elements, which can be used 
as “building block” for PICO statements and encoded to 
represent study design and results of each RCT article. For 
example, “Seventy-two consecutive anti-HBe-positive chronic 
hepatitis B patients (59 male and 13 female, median age 41 yr 
)” (PMID 10235220) was annotated as one Population element 
in EBM-NLP. While in our annotation, we recognize 
“consecutive anti-HBe-positive chronic hepatitis B”, “male”, 
“female” and “median age” as 4 independent Population 
entities, and “59”, “13”, “41yr” as measures. Second, as 
aforementioned, the EBM-NLP corpus combines measured 
values descriptive statistics with the PICO terms, while we have 
separated classes. Instead of directly training on this corpus, we 
believe it can be helpful for modeling a similar context as a 
pretrain and guide the next model training on our small gold 
standards. 

 

Figure 2 – Example of our annotation in brat 

Base model learning and pretraining  

We model the task to identify PICO statements, which comprise 
PICO elements and their attributes in the biomedical literature, 
as a sequence labeling task for Named Entity Recognition 
(NER).  NER is fundamental in general text mining, as well as 
in biomedical domain, e.g., recognizing problems, drug names 
in clinical notes, or protein, gene names in literature. As deep 
learning based approaches to this tasks have been gaining 
attention in recent years, NLP researchers now tend to prefer 
those methods over traditional models alone such as Support 
Vector Machine (SVM) or Condition Random Field (CRF) 
since the parameters can be learned end-to-end without the need 
for hand-engineered features [15]. This is particularly true in 
biomedical domain where traditional biomedical NLP systems 
heavily rely on hand-made rules and ontologies in order to 
reach a good performance. Deep learning methods also start 
attracting biomedical NLP researchers. However, these 
approaches are usually built upon large, high-quality labeled 
data, which is expensive to obtain especially in the biomedical 
domain because labeling biomedical text requires special 
medical training.  
To address the lack of training corpus, recent researches start 
focusing on training multi-task models [20], and conducting 
data augmentation or transfer learning [16; 17]. Inspired by 
their work, we explore the feasibility and the potential way to 
overcome such two challenges (i.e., hand-engineered features 
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and large, high-quality data) in a small training set and simple 
feature with the help of the public data. We adopt the 
bidirectional Long short-term memory (LSTM), a kind of 
recurrent neural network as our base model, and decode with a 
linear chain CRF in the output layer (biLSTM-CRF). This 
architecture now achieves state-of-the-art performance in NER 
tasks. The model details are illustrated in Figure 3. We use 
classical “BIO” tags to represent the boundary of terms of 
interest: “O” means it is outside the target terms. “B” represents 
the beginning word, and “I” tags all the inside words. We 
compare the results trained with raw tagging to BIO tagging 
methods. Tagged output for the example in Figure 3 is: 

� Pre-operative/B-Intervention short-term/I-
Intervention pulmonary/I-Intervention 
rehabilitation/I-Intervention for patients … 

 

Figure 3 - Base model detailed architecture. It's used to train 
both PICO recognition model and EBM-NLP corpus. 

The base model is similar to [14], and is also used in EBM-NLP 
corpus paper to generate task baseline for identifying PICO 
span. The dark green in Fig. 3 represents modules learned 
during training. While the light green, namely word embedding 
is pretrained on an entire collection of abstracts on PubMed 
from 1990-2018 using word2vec toolkit [21]. During the 
learning phase, the model first generates a character-based 
representation of each word and concatenate it with pretrained 
word vectors. In other words, each input word is represented by 
two concatenated vectors in both word level and character level. 
In the next step, each sentence as sequenced word vectors is 
then fed into a bidirectional LSTM to extract the contextual 
representation of each word.  

At this step, we can get a likelihood at word level through a 
decoder layer. A significant drawback of optimizing by word-
level likelihood is that it doesn’t consider dependencies 
between neighboring in the sentence. Thus, a CRF layer is 
added to model the entire sentence structure. CRF is a log-linear 
graphical model that additionally considers the transition score 
from one tag to the next. This characteristic makes it a classic 
model in traditional NER tasks. After decoding by CRF, the log 
likelihood is maximized for the entire sentence in order to select 
the best tag for the target word. Like in Figure 3, when the target 
word is “pulmonary”, all the neighbor words in a window are 
considered to generate the tag. Only word features, i.e., word 
vectors and character vectors, are used in this model, without 
any feature engineering.  

Without pretraining, biLSTM in the base model is randomly 
initialized and then optimized using the Adam optimizer. For 
pretraining, we use the entire 5000 abstracts in EBM-NLP 
corpus with “starting span” annotation (only in PICO level, no 
further hierarchical labeling) in the same model architecture, 
and then transfer the learned weights to the PICO recognition 
model. Next, we fine-tune the PICO recognition model to reach 
the best performance. All models are trained using TensorFlow 
(https://www.tensorflow.org/). 

Concept Normalization and Output Structuring 

We select the best model as the backend support of our PICO 
recognition tool. Given one or a set of free text abstracts as 
input, the tool automatically recognizes Patient, Intervention 
(including Comparison), Outcome elements and corresponding 
attributes. In order to support further computational tasks, the 
recognized PICO elements are encoded with the Unified 
Medical Language System (UMLS, 
https://www.nlm.nih.gov/research/umls/), an integrated 
biomedical terminology, by applying a UMLS concept 
extraction tool QuickUMLS [22]. Extracted semantics are 
further organized into a structured format. The default output 
format is XML, while users can also choose JSON, as more 
recently published APIs use JSON as standard data format. 

Results 

Descriptive Statistics of the Annotated Corpus 

We created a sharable, finely annotated corpus for PICO 
extraction with its descriptive statistics provided in Table 1.  

Table 1. Descriptive statistics of the annotated corpora 

 
The inter-annotator agreement is evaluated by cohen’s κ 
statistic. The overall agreement between the two annotators for 
5 categories is 0.83. The category-specific κ measures is 
reported in Table 1. Our goal in this step is to create a corpus of 
high-quality annotation with high agreement. Thus, our 
annotation team spent much time on iterative annotation 
guideline design and test run in sample corpus for multiple 
rounds to resolve discrepancies between annotators and arrive 
at consensus understandings for each class and required 
granularity. Compared to the related NLP work, we have a 
relatively small corpus to minimize human labors. We plan to 
achieve satisfactory performance with such small corpus.  

Model Performance  

For evaluation purpose, 6-fold cross-validation is applied. 170 
abstracts are equally divided into 6 groups. Among each run of 
model learning and testing, 4/6 of the data used as training set, 
1/6 as validation set and 1/6 as test set. We report the 
performance on test sets.  
Classic evaluation metrics are generated for evaluating NER 
tasks: precision, recall and, F1 score, to evaluate model 
performance in two different levels: word level and token level 
and use represent the two by span and trunk. In word level or 
span evaluation, the basic unit is the word, while in trunk 
evaluation, basic unit is a token. Using an intervention element 
with BIO tagging as an example, “short-term/B-Intervention 
pulmonary/I-Intervention rehabilitation/I-Intervention”, in 
span evaluation, there are 3 predictions for each word. A true 
positive is counted when both BI tag and class are predicted 
correctly. There are 3 true positives at most. While in trunk 
evaluation, “short-term pulmonary rehabilitation” is counted as 
one token, 1 true positive is counted only if both boundary and 
class of this token are correctly predicted.  
The model performance is reported based on the test set in 
Table 2. We test performance with different tagging methods 
(raw/BIO tagging) and pretrain or not. For each model setting, 
we report the best evaluation among 6 sets for cross-validation 

 Entity class Attribute class 
 P. I. (+C.) O. Qualifier Measure 
Count 1185 2027 2140 766 904 
Agreement 0.916 0.844 0.727 0.955 0.954 
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and also averaged measures. In summary, using BIO tagging 
and pretrain can both improve model performance. In word-
level, span evaluation, the best performance comes from the 
model using pretrain and raw tagging with 0.78 in averaged F1 
score, and the best F1 in the subset is 0.89. Compared to the 
model setting with raw tagging as well but using no pretrain, 
the F1 score has been improved about 10%. With pretrain and 
BIO tagging, the performance is also improved, but not as much 
as using raw tagging. It’s a reasonable result as in BIO tagging 
a word is counted as true positive requiring both BI tags and 
class are correct while raw tagging only require class 
prediction. On the other hand, BIO tagging provides more 

information for learning to help identify the boundary of each 
element. This is reflected by the evaluation in trunks/token 
level. The best performance in token level is generated by 
model with pretrain and BIO tagging (average F1 score 0.62, 
best 0.64). Compared to the two model only trained on 170 
abstracts (0.52/0.54 for average F1), pretraining on EBM-NLP 
corpus and transferring learned parameters also help improve 
the model performance significantly by 10%. Therefore, 
applying pretrain and BIO tagging can best improve the 
recognition of PICO elements boundaries and predicting PICO 
classes.

Table 2. Model performance in different training settings. 

  No Pre + Raw No Pre + BIO Pre + Raw Pre + BIO 
  Best Ave. Best Ave. Best Ave. Best Ave. 
Test set (Span) Precision 0.78 0.76 0.84 0.85 0.93 0.87 0.86 0.83 

Recall 0.62 0.63 0.68 0.66 0.80 0.70 0.71 0.7 
F1 score  0.69 0.66 0.75 0.74 0.89 0.78 0.78 0.73 

Test set (Trunk) Precision 0.54 0.52 0.58 0.53 0.74 0.61 0.63 0.63 
Recall 0.53 0.51 0.56 0.52 0.74 0.56 0.64 0.61 
F1 score 0.53 0.52 0.57 0.54 0.74 0.58 0.64 0.62 

 

We further analyzed the individual performance from one of 
the 6 sets using the best model setting (Pre+BIO). The details 
are shown in Table 3. As evaluated by F1 score, entities with B 
tags are generally better than I tags, indicating the model is 
better at predicting if there is an entity, but need to be improved 
to predict the span of it. I tag prediction is especially poor in 
evaluation for Modifier, with F1 score only 0.25. We retrieved 
raw prediction results for Modifier class. We found due to the 
fact that we have a small gold standard set, and only 1/6 used 
for testing, there are only 166 Modifier tokens in the test set, 
among which only 6 are not unigram (have I tags). Modifiers 
are usually one-word token such as “higher”, “rise”, and 
“similar”. Among 6 modifiers with I tags in the test set, the 
model predicts 2 I-modifier tags and 1 of them is correct. Thus, 
precision/recall is 0.5/0.16 and F1 is calculated as low as 0.25, 
but actually caused by its small total number in entire corpus. 

Table 3. Detailed evaluation for one set in PICO/attribute 
 B-Pop. I-Pop. B-Int. I-Int. B-Out. I-Out. 

Precision 0.82 0.84 0.82 0.78 0.88 0.85 

Recall 0.68 0.65 0.70 0.50 0.75 0.42 

F1 score 0.75 0.74 0.75 0.61 0.81 0.56 

 B-Mea. I-Mea. B-Qua. I-Qua.   

Precision 0.77 0.85 0.91 0.5   

Recall 0.65 0.65 0.60 0.17   

F1 score 0.71 0.74 0.72 0.25   

 

Sample output 

The models are trained with following parameters: mini batch 
(size of 5) and Adam optimizer are selected for training; the 
dimensions of the word and character vectors are 200 and 100; 
the learning rate is set as 0.001with a decay of 0.9. Pretrain 
converges within 50 epochs and the training on 170 abstracts 
within 10 epochs. A sample recognition result in XML format 
is shown in Figure 4 It contains rich parsed semantic and 
positional information that can support further computational 
tasks such as relation extraction and information retrieval. 
Sample JSON output can be found in our github repository. 

 
Figure 4 - Sample output for our PICO extraction method 

Discussion 

Error Analysis 

The most common error happens when multiple PICO terms 
appear in conjunction. For example, an RCT paper titled 
“Perioperative enteral nutrition and quality of life of severely 
malnourished head and neck cancer patients: a randomized 
clinical trial”, and one Population entity recognition result is: 
<entity class=Population UMLS='C0278996:head and neck 
cancer,C0162429:malnourished,C0205082:severely' 
index='T3' start='8'> severely malnourished head and neck 
cancer </entity> 

Although we define the PICO elements to be the annotated as 
the most basic concepts (should be “malnourished” and “head 
and neck cancer” the two P entities in this case), there was 
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variance in what annotators considered, also causing 
inconsistency when calculating inter-annotator agreement. 

Comparative Performance Evaluation Results 

In the EBM-NLP corpus, the best performance for the baseline 
model trained on 5000 abstracts for P, I, O classes are 0.71, 0.65 
and 0.63 by F1 score respectively (mathematical mean: 0.66) at 
the word level. In contrast, with a small gold standard set (170 
abstracts) and without any hand-engineered features, our model 
reaches 0.78 for the best average F1 score at word level and 
0.62 at the token level. Our results prove the effectiveness of 
pretraining in minimizing human efforts in annotation and 
features engineering while reaching satisfactory performance. 

Future Work 

We have not yet related the attributes to their PICO elements 
nor distinguished PICO elements by arms. To further complete 
the structured information, negation and semantic relations 
need to be identified. We will progressively complete the 
functions of this tool, and eventually turn it to comprehensive 
information extraction system to computationally represent 
abstracts describing RCTs. 

Conclusions 
In this study, we demonstrate the early promise of pretraining 
to improve model performance tuned on a small training set, 
with only word feature, and we achieve better performance than 
conventional machine learning models trained on a larger 
corpus. This result is significant in showing the feasibility of 
overcoming the challenges in the dearth of annotated data and 
laborious feature handcrafts in biomedical NLP. We also 
contribute an open source NLP tool to automatically recognize 
PICO elements and their attributes from RCT abstracts. This 
tool, can be used to structure study design and results and can 
further enhance evidence retrieval and synthesis from 
biomedical literature to facilitate evidence-based medicine.  
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Abstract 

This study focuses on the extraction of medical problems 
mentioned in electric health records to support disease 
management. We experimented with a variety of information 
extraction methods based on rules, on knowledge bases, and on 
machine learning, and combined them in an ensemble method 
approach. A new dataset drawn from cancer patient medical 
records at the University of Utah Healthcare was manually 
annotated for all mentions of a selection of the most frequent 
medical problems in this institution. Our experimental results 
show that a medical knowledge base can improve shallow and 
deep learning-based sequence labeling methods. The voting 
ensemble method combining information extraction models 
outperformed individual models and yielded more precise 
extraction of medical problems. As an example of applications 
benefiting from acurate medical problems extraction, we 
compared document-level cancer type classifiers and 
demonstrated that using only medical concepts yielded more 
accurate classification than using all the words in a clinical 
note.  

Keywords:  

Medical Informatics, Natural Language Processing, Neural 
Networks 

Introduction 

Computerized physician order-entry systems with decision 
support have been implemented as a solution to reduce medical 
errors, but these systems rely on structured and coded 
information in the electronic health record (EHR). 
Unfortunately, a substantial proportion of the information 
available in the EHR is only mentioned in narrative clinical 
notes. Electronic lists of problems are available in most EHRs, 
but they require manual management and consequently are 
often incomplete, inaccurate, and out of date.  

To improve the completeness, correctness, and timeliness of 
electronic lists of medical problems and allergies, we are 
building on earlier efforts [26] and developing a system based 
on natural language processing (NLP) to continually extract 
relevant information from EHR notes with high accuracy [27]. 
This system is integrated with the EHR system and helps ensure 
the majority of medical problems and allergies of a patient are 
known by their healthcare providers, and are available for 
decision support and quality improvement. 

In this study, we focus on medical problem extraction (MPE) to 
identify medical problem concepts, such as disease, sign, 
symptom, and other abnormalities mentioned in EHR text 
notes. MPE makes relevant patient information available to 
improve patient data quality and disease management. The 

challenge of this task is in limited access to shared data, 
unstructured narrative text format, and heterogeneous contents 
across various healthcare providers. 

For this research, we employ a variety of information extraction 
(IE) methods including rule-based and machine-learning based 
methods. Early clinical NLP applications used rule-based 
approaches combining syntax analysis and semantic lexicons to 
identify and encode medical information [6; 10; 30]. MetaMap 
[1] is a prominent rule-based system example we also used for 
this research. It maps terms found in biomedical or clinical text 
with Unified Medical Language System (UMLS) [2; 21] 
Metathesaurus concepts. 

Most current clinical IE systems use statistical machine 
learning approaches that often achieve better performance than 
rule-based approaches. The MPE task is closely related to 
named entity recognition (NER). Over the past two decades, 
NER has applied a variety of machine learning algorithms [8; 
17; 24]. Clinical NER has advanced from general text or 
biomedical literature NER by sharing the algorithms and 
features. More recently, NER based on deep neural networks 
[7; 18; 22] has reached even higher accuracy than previous 
machine learning-based approaches. We also adopted these 
recent advances and trained long-short-term memory (LSTM) 
recurrent neural networks (RNN) [12] with the output of rule-
based systems. 

Machine learning-based approaches have been effective in 
information extraction because of their ability to automatically 
capture lexical, syntactic, or morphological patterns in the 
terms of interest and their local surroundings. However, when 
focused only on certain types of information with small 
amounts of labeled text for training, supervised learning 
methods tend to only allow for reduced accuracy. They tend to 
miss information that does not appear in training data, or extract 
false positive information that is not of interest. 

We investigate information extraction methods to identify only 
commonly recorded medical problems in EHRs. We present a 
new clinical text corpus from the EHR of patients with breast, 
lung, or gastrointestinal cancer. We focused on the 168 medical 
problems most frequently recorded at the University of Utah 
Healthcare in 2013. We annotated all mentions of the selected 
medical problems and of all directly related medical problems 
(i.e., parent or children such as “Hypertensive crisis” or 
“Systolic hypertension” with “Hypertensive disease”).  

First, we create four different MPE applications implementing 
different methods and evaluate performance with our new 
corpus. Next, we show that augmenting features derived from a 
medical knowledge-base allows for better performance, and 
using a combination of various MPE methods can yield more 
precise extraction of medical problems. 
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As another contribution of our study, we examine whether the 
MPE methods can help with document classification.  We 
trained multi-class classifiers using the words contained in the 
documents and medical problem concepts identified by the 
MPE applications. We demonstrate that cancer type classifiers 
using only medical concepts can lead to more accurate 
classification. 

Methods 

In the following paragraphs, we present an NLP system that 
extracts medical problems from clinical notes. We describe 
how we created a new clinical text corpus and examine how we 
developed four different MPE applications. 

Data Description 

For this study, we randomly selected a cohort of 154 patients 
treated at the Huntsman Cancer Institute (Salt Lake City, Utah) 
for breast, lung, or gastrointestinal cancer. For each patient, five 
most recent clinical notes of select types were used. To create a 
reference standard, nine medical experts annotated all mentions 
of the selected medical problems (i.e., 168 most frequently 
recorded medical problems at the University of Utah Healthcare 
in 2013) found  in the clinical notes. The inter-annotator 
agreement was good with an F1 score of 70% or even 90% if 
not considering detailed modifiers (e.g., negation, temporality, 
subject), allowing for a good quality reference standard. 

Our corpus was randomly split in a training subset of 495 notes 
and a test subset of 275 notes. The training subset contains 
9,337 annotated medical problem concepts and the test subset 
contains 5,360 concepts. Table 1  shows the ten most  prevalent 
medical problems in each text collection categorized by cancer 
type. Some medical concepts, such as ‘dyspneas’ and ‘swollen 
lymph nodes’, are common across all texts. However, the 
prevalence of most medical concepts varies greatly. For 
example, ‘colon cancers’ is far more common in the medical 
records of gastrointestinal cancer patients (not surprisingly).  

Medical Problem Extraction Applications 

We describe how medical problems were recognized using a 
variety of information extraction methods, including 
knowledge base, rule-based, and machine learning models. 

MetaMap 

We used MetaMapLite [9], a knowledge-based system that 
identifies UMLS Metathesaurus concepts in free text. We used 
the CUIs (Concept Unique Identifiers) assigned by MetaMap to 
select concepts of interest for our task. Once we collected all of 
MetaMap’s findings, we chose the MetaMap concepts with 

CUIs listed in our terminology subset of 16,384 UMLS 
concepts described below.  

Rule-based Application 

The rule-based system used dictionary lookup with a custom 
medical problem terminology subset. We used a modified 
version of ConceptMapper [31], an easily configurable 
dictionary annotator. We identified the longest phrase of 
contiguous word tokens that matched one of the dictionary 
entries. 

We created a medical problem terminology subset based on the 
Clinical Observations Recordings and Encoding (CORE) 
Problem List Subset of SNOMED CT [11]. For the 168 most 
frequently recorded problems, the parent and all children (i.e., 
more detailed concepts) were also included. As a result, our 
dictionary included 57,624 medical problem concepts. For each 
concept, the corresponding UMLS CUI was recorded. A CUI 
was often linked with multiple terms. For example, ‘renal 
fibrosis’, ‘kidney fibrosis’ and ‘fibrosis kidney’ were all linked 
with ‘C0151650’. 

Conditional Random Fields (CRF) Application 

We created sequential models using linear chain CRFs [17]. We 
applied the Stanford CoreNLP tool [23] to our datasets for 
tokenization, sentence annotation, lemmatization, part-of-
speech (POS) tagging, and named entity recognition (NER). To 
train the CRF models, we used Wapiti [20], a simple and fast 
discriminative sequence labeling software.  

The training data was reformatted with BIO token tags (B: at 
the beginning, I: inside, or O: outside of a concept). The feature 
set was based on our previous medical concept extraction 
studies [14; 15]. We defined features for the targeted word’s 
lexical string, lemma, POS tag, affix(es), orthographic features 
(e.g., alphanumeric, InitCaps), named entity tag (e.g., 
PERSON, LOCATION, DATE, TIME), word skip-grams, 
word embedding features, and the predictions of MetaMap and 
the Rule-based application. We used the orthographic features 
defined in McDonald and Pereira [25] with a slight 
modification. For example, “[A-Z].*” is a regular expression 
to capture whether the first letter of a word is capitalized 
(InitCaps). We performed K-means clustering for word 
embedding using word2Vec [28]. We created 1,000 clusters of 
semantically related words in the 2014 English Wikipedia data 
with word2Vec default parameters. We used the cluster 
identifier of each word in a sentence as a feature. 

We implemented four different CRF variations: without 
external system output (CRF), with MetaMap output (CRF+M), 
with the Rule-based application output (CRF+R), and with the 
outputs of both systems (CRF+M+R) as features. To fine tune 

Table 1– Ten Most Frequent Medical Problems in the Training Set 

  Count 
CUI Examples Total brCA giCA lgCA 

C0006142 breast cancer, malignant tumor of breast 360 350 4 6 
C0027497 nausea, feeling queasy 353 90 192 71 
C0007102 colon cancers, malignant colon tumor 326 17 300 9 
C0013404 dyspneas, short of breath 309 102 99 108 
C0015967 high body temperature, fevers 296 93 149 54 
C0000737 abdominal pains, bellyache 288 69 202 17 
C0042963 vomiting symptom, throwing up 227 60 128 39 
C0011991 diarrheas, loose stools 223 38 119 66 
C0497156 lymphadenopathy, swollen lymph nodes 216 62 85 69 
C0015672 fatigue, tiredness 194 37 80 77 
brCA: breast cancer, giCA: gastrointestinal cancer, lgCA: lung cancer  
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the parameters of machine learning-based classifiers, we 
randomly selected 100 documents (about 20% of the training 
set) from the training set as held-out data. Parameters were 
tuned to maximize the F1 score with the held-out data. We 
observed that CRF models performed very well with the 
parameter settings used in our medical concept extraction 
studies [14; 15]. We set the size of the interval for the stopping 
criterion to be e = 0.001. For regularization, L1 and L2 penalties 
were set to 0.005 and 0.4, respectively. 

RNN Application 

We trained RNN-based deep neural network models proposed 
by Ma and Hovy  [22]. To build BLSTM-CNN-CRF models, 
the combination of bidirectional LSTM network, character-
level CNN (convolutional neural network) and CRF decoding, 
we employed the NER system of Reimers and Gurevych [29]. 
Similarly to CRF models, we trained RNN models with or 
without the outputs of two external systems. Words and the 
output of the MetaMap and Rule-based application were used 
as inputs. We used RMSProp gradient descent method to 
produce more stable results than other optimizers. The 
RMSProp gradient descent is an adaptive learning rate method 
proposed by Tieleman and Hinton [32] and keeps the gradient 
relatively small and consistent during iterations. After 
experimenting with different values on the development data, 
we set the learning rate at 0.0001 and the models were trained 
within fifty epochs. 

As demonstrated by the experimental results of Reimers and 
Gurevych [29], non-deterministic approaches, such as LSTM 
network with random weight initialization and a random 
shuffling of the training data, can lead to statistically significant 
differences between multiple runs, even with the same 
hyperparameters. To obtain the most representative or 
consistent model among the various models, we applied the 
model selection method based on the pairwise comparison. We 
trained five different RNN models with the same 
hyperparameters and extracted medical concepts from the test 
set. We then calculated the similarity (i.e., pairwise F1 score) 
between the results of five trials and selected the model with the 
highest F1 score on average. 

Voting Ensemble Method 

A voting ensemble can provide a convenient and effective way 
to combine multiple applications without retraining the new 
model. It has been applied to several NLP tasks and has shown 
that it can outperform individual applications [4; 5; 16]. We 
created an ensemble method combining all MPE applications 
with voting from the predictions of the individual application. 
We used the ensemble method with voting that we successfully 
applied to our previous research on medical concept extraction 
[14; 15] or text de-identification [13]. The ensemble method 
collects all concept predictions from the individual MPE 
applications. 

The voting ensemble selects a concept candidate when having 
one vote for each component to determine whether the 
candidate is a medical concept. When two different concepts 
have overlapping text spans, the concept that receives more 
votes is selected. For overlapping concepts with identical vote 
counts, the one produced by the highest ranked MPE 
application is selected. To determine the ranking of the 
applications, we measured how an MPE application agreed 
with the others for medical concepts extraction. Similarly to the 
model selection method applied to the RNN, an application 
ranking was based on the F1 scores measured with the other 
applications. The higher the average F1 score, the higher the 
application was ranked. 

Cancer Type Classification 

To confirm that our MPE applications could benefit other high-
level tasks, we tackled the cancer type classification problem. 
This task involves recognizing three types of cancer: breast 
cancer, gastrointestinal cancer, and lung cancer. The classifier 
assigns one of the three cancer categories to a clinical note using 
its textual content. 

We created a multi-class OGD (online gradient descent) [3] 
classifier with words and medical problem concepts. We used 
the Vowpal Wabbit [19] online learning library to train one-
against-all models. For each word contained in the document, 
we defined 3-skip-trigrams that allow for words to be skipped. 
These lexical features were also captured for each word 
contained in the medical problem term. The number of training 
passes was set to 100 after trials with default Vowpal Wabbit 
parameters. 

Results 

We present experimental results for each MPE application and 
for the voting ensemble method. We measured recall, precision, 
and the F1 score (harmonic mean of recall and precision with 
equal weight). We present the results of exact and partial text 
span matching. With exact matching, the text span must exactly 
match the reference annotation. With partial matching, any 
overlap between the reference standard text span and the 
concept detected by the system is considered a match. We also 
assess the classification of the document for patient cancer 
types. We report the accuracy of how our multi-class model 
correctly identifies the type of cancer in each patient note. 

Evaluation of MPE Methods 

Table 2 shows the results measured with individual MPE 
applications and the voting ensemble method. MetaMap 
showed moderate performance. Filtering with the list of CUIs 
of interest allowed for a precision of 94.3%, but a relatively low 
recall of 79.7% with partial matches. Our dictionary lookup 
(Rule-based application) reached good performance with a 
recall of 87.8% and 91.6% with exact and partial matching 
respectively. It produced higher recall and F1 score than the 
CRF and RNN MPE applications. 

CRF with MetaMap (CRF+M) and Rule-based (CRF+R) 
outputs increased F1 scores by 3.3 (= 89.1% − 85.8%) and 6.6 
(= 92.4% − 85.8%) respectively. Among the four CRF models, 
the CRF+M+R system obtained the best results with an F1 score 
of 92.6% with exact matching and 95.0% with partial matching. 

Table 2– Problem Extraction Result of Each Method 

Methods Exact Partial 
P R F P R F 

MetaMap (M) 87.4 73.8 80.0 94.3 79.7 86.4 
Rules (R) 88.8 87.8 88.3 92.7 91.6 92.2 
CRF 90.3 81.7 85.8 95.3 86.3 90.6 
CRF+M 91.5 86.8 89.1 95.4 90.5 92.9 
CRF+R 93.0 91.8 92.4 95.5 94.2 94.8 
CRF+M+R 93.4 91.8 92.6 95.9 94.2 95.0 
RNN 86.3 85.3 85.8 91.5 90.5 91.0 
RNN+M 89.6 88.7 89.2 93.8 92.9 93.3 
RNN+R 92.9 91.4 92.1 95.5 94.0 94.7 
RNN+M+R 92.3 92.7 92.5 94.7 95.0 94.9 
Vote 93.8 92.1 92.9 96.0 94.3 95.1 
P = Precision, R = Recall, and F = F1 score 
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In general, RNN models achieved higher recall than 
corresponding CRF models. The RNN model with MetaMap 
and Rule-based outputs (RNN+M+R) produced the best recall 
at 92.9% and 95.0% with exact and partial matching, 
respectively.  

We evaluated the performance of the ensemble method with 
voting combining ten MPE application versions. The last row 
in Table 2 shows the results with a voting threshold of five (i.e. 
five votes are needed to annotate a concept). This voting 
ensemble method achieved higher precision than any of the 
individual classifiers, with 96.0% precision, 94.3% recall, and 
95.1% F1 score with partial matching. Using a paired t-test to 
compare F1 scores demonstrated that the voting ensemble 
method reached significantly higher accuracy than all other 
approaches at the 95% significance level with exact matching, 
but not significantly better than the CRF+R, CRF+M+R, and 
RNN+M+R models with partial matching. 

Evaluation of Cancer Type Classification 

We examined the impact of the various MPE approaches and 
how they contributed to cancer type classification. Table 3 
shows the results produced with the multi-class models using 
the combination of all words and medical problem concepts 
extracted from the clinical notes. For comparison, we also 
created two additional models with reference standard medical 
concepts. 

The model trained with only words (first row in Table 3) 
achieved 75.6% accuracy. The models with only problem 
concepts outperformed the models with the combined features 
from words and problems. The model trained with system 
detected problems (third row) reached an accuracy of 88.7%. 
This demonstrates that our MPE task has the potential to 
efficiently acquire relevant patient information for improved 
data quality and decision making. 

Discussion 

Figure 1 shows the recall, precision and F1 score measured with 
the voting ensemble method and 10 different MPE application 
versions. Note that the y-axis scale in each graph does not start 
at zero to focus on the value ranges of interest.  

Partial matching results with voting thresholds ranging from 
one to ten are presented. The voting threshold had a significant 
impact on performance. The curves show that the higher the 
threshold, the higher the precision but the lower the recall. 
When the voting threshold was set to four or five, the voting 
ensemble achieved the highest F1 score at 95.1%. 

We analyzed false negatives from the voting ensemble method. 
Table 4 shows false negative examples with the number of 
occurrences in the training data. When contextual differences 
in the words surrounding the medical concept terms were 
found, they were misclassified, although they often appeared in 
the training data. We also witnessed some false negatives 
written in a similar way to medical concept terms that are not 
our interest. Some abbreviated concepts were missed when they 

never or rarely appeared in the training data. For example, CVA 
(cerebrovascular accident) occurred only two times and SVT 
(supraventricular tachycardia) never appeared in the training 
data. 
 

Conclusions 

We demonstrated that a medical knowledge-base can improve 
information extraction when labeled data is not sufficient. Both 
CRF and RNN MPE applications benefited from a list of 
medical problems compiled from the UMLS Metathesaurus. 
Our voting ensemble outperformed individual models and its 
outputs contributed most to classifying patient cancer types. 

One avenue for further study would be applying semi- 
supervised learning that exploits large amounts of unlabeled 
clinical texts. New models can be trained through the 
acquisition of clinical notes where there are medical problems 
of our interest but not mentioned in the labeled data.  
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Abstract 

Although a number of foundational natural language 

processing (NLP) tasks like text segmentation are considered 

a simple problem in the general English domain dominated by 

well-formed text, complexities of clinical documentation lead 

to poor performance of existing solutions designed for the 

general English domain. We present an alternative solution 

that relies on a convolutional neural network layer followed 

by a bidirectional long short-term memory layer (CNN-Bi-

LSTM) for the task of sentence boundary disambiguation and 

describe an ensemble approach for domain adaptation using 

two training corpora. Implementations using the Keras 

neural-networks API are available at 

https://github.com/NLPIE/clinical-sentences. 

Keywords:  

Natural Language Processing, Machine Learning, Neural 

Networks (Computer) 

Introduction 

In contrast to general English, clinical notes have significant 

differences in structure and content. For instance, clinical text 

often contains units of thought that fit the technical definition 

of sentences that are not terminated by the standard sentence 

boundary symbols or any symbols in many cases. Structures 

such as labels, section headers, text arranged in tables, and 

lists are examples of clinical text that do not follow general 

English rules for sentence termination. Furthermore, clinical 

text contains a disproportionately high number of acronyms, 

abbreviations, and ordinal numbers frequently decorated with 

punctuation symbols and containing variable capitalization. 

Segmentation errors caused by these ambiguities are magni-

fied in downstream processing.  

Previous research has shown that transfer learning in deep 

networks can improve generalization to tasks of related prob-

lems with small data sets [1]. Ensemble methods that engage 

in meta-learning through weighted voting models such as 

boosting, bagging, and stacking also reduce the generalization 

error over standard models [2]. We utilize transfer learning 

both in the use of word embeddings, and in our method for 

domain adaptation of models trained on one corpus to a differ-

ent, but related corpus of clinical text. 

Sentence boundary disambiguation (SBD), also known as sen-

tence segmentation or sentence boundary detection, is a well-

understood and explored problem in the domain of general 

English text. In well-formed general English text, most sen-

tences are terminated by sentence boundary symbols. Ambigu-

ities caused by acronyms, abbreviations, quotations, and ordi-

nal numbers are handled by further rules, or by statistical 

methods such as maximum entropy classification of bounda-

ries. Using these methods on general English text results in 

accuracy performance above 95% [3]. Relying on sentence 

boundary symbols for SBD on the entire text of a clinical doc-

ument leads to errors in detecting non-terminated sentence 

boundaries [4]. Although deep learning is the prevailing ap-

proach for many machine learning problems, it remains under-

utilized in clinical applications, and the generalizability of 

clinical applications using current approaches is limited [5]. 

In this paper we report on applying deep neural network 

methods with the use case of sequence labeling to the SBD 

problem on the entire text of clinical notes with no prepro-

cessing or cleaning. We show that an architecture consisting 

of word embeddings enriched with character information run 

through a bi-LSTM have high accuracy in detecting sentence 

boundaries. We also explore the generalization problem of 

using a trained model for SBD on previously unseen text using 

several implementations, including combining training data, 

resuming training with data from the new corpus, and a stack-

ing method where the hidden layer results of two models 

trained separately on both corpora are summed before predic-

tion using a shared prediction layer. We show that the stacking 

method has the lowest generalization error with 96% F1 score 

for beginning of sentence tags.  

Methods 

Sentence Segmentation 

SBD is often the first step in solving any problem using natu-

ral language processing (NLP). Availability of sentence 

boundaries is necessary both for many general language tasks, 

such as part-of-speech tagging and parsing, and for domain-

specific analytical tasks such as document classification. Er-

rors in sentence detection tend to propagate to many other 

areas in a system making sentence accuracy critical for any 

downstream tasks in a text analysis system. 

In Table 1, some examples of text from Fairview Medical 

Services notes where sentences are not terminated with sen-

tence boundary symbols are shown. 
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Table 1 – Examples of sentences without termination 

Text 

RECOMMENDATIONS FOR MDs/PROVIDERS 

TO ORDER: 

Recommendations already ordered by Registered 

Dietitian (RD): 

Calorie counts reordered 

Diet: dysphagia diet level 2 mechanical, thin liq-

uids, magic cup between meals, Nepro between 

meals 

Pt reported his appetite is getting better, he likes the 

supplements 

(+) No chance of pregnancy C-spine cleared: N/A, 

no H/O Chronic pain,no other significant disability

There are several existing commonly used implementations of 

SBD that rely on or expect sentence boundary symbols and 

perform poorly in their absence. Stanford CoreNLP [6] pro-

vides a rule-based algorithm, which makes decisions based on 

the results of a tokenizer to disambiguate whether sentence 

boundary symbols indicate sentence splits. Natural Language 

Toolkit (NLTK) [7] implements SBD using a method that 

combines rules for sentence boundaries with an unsupervised 

algorithm for the detection of acronyms and abbreviations, a 

common source of errors in SBD [8]. The Apache OpenNLP 

toolkit [9] and Apache cTAKES [10] provide SBD based on 

the maximum entropy method described in Reynar, et. al [3]. 

Previous evaluations have looked at the performance of SBD 

and have noted the difficulty of the task in the domain of clin-

ical notes and have noted the performance issues on non-

terminated sentences [4]. 

Approaches to the NLP problem of sequence tagging are well-

suited for the SBD problem—which can be expressed as a 

tagging task where words beginning sentences are tagged ‘B’ 

and words internal to sentences are tagged ‘I’. The architec-

ture for sequence tagging involving recurrent neural networks 

(RNNs) has shown good results when applied to the tasks of 

part-of-speech (PoS) tagging and named entity recognition 

(NER) [11], and improvements were shown when character 

information is combined with word embeddings via a convo-

lutional neural network (CNN) [12].  

Dataset 

Source Corpora 

We created two source corpora for the sentence detection task. 

The first dataset was drawn from the MIMIC-III (Medical 

Information Mart for Intensive Care) corpus [13], which is a 

de-identified corpus of notes associated with 40,000 intensive 

care unit patients at the Beth Israel Deaconess Medical Center 

between 2001 and 2012. Our MIMIC corpus consisted of 749 

randomly sampled notes. A second, target dataset was drawn 

from the Fairview Health Services (FV) EHR system. We 

used a stratified sampling strategy, in which we created batch-

es of 56 notes made up of 16 inpatient notes and 40 outpatient 

notes. The inpatient notes were selected proportional to the 

distribution of note type (Table 2) and the outpatient notes 

were selected proportional to the distribution of department 

(Table 3). A total of 952 notes from FV were used, 17 com-

plete batches. MIMIC notes were in plaintext while FV notes 

were converted from RTF to plaintext using the BioMedICUS 

system [14]. The MIMIC corpus used in this study contains a 

total of 315,797 tokens, and the FV corpus contained 415,112 

tokens. 

 

Table 2 – Inpatient note types per FV batch 

Note Type Number 

Progress Note 3 

Plan of Care 3 

ED Notes 2 

8 other note types 1 each

Table 3 – Outpatient note departments per FV batch 

Note Type Number 

Family Medicine 5 

Internal Medicine 4 

Pediatrics 3 

Obstetrics and Gynecology 3 

Hematology and Oncology 3 

Urgent Care 3 

Physical Therapy 3 

Cardiovascular Disease 3 

13 other departments 1 each

Manual Annotation of Sentences 

The manual annotation of sentences was performed in the 

BRAT Rapid Annotation Tool [15] by a pair of trained anno-

tators. Annotators were instructed to label all complete 

thoughts, section headers, item labels, list items, and frag-

ments using a “Sentence” annotation. For any data that was 

not groupable into sentence-like units (e.g., purely numeric 

tables, lists of laboratory data, lines of vital signs measures, 

and metadata tables such as those in header information), or 

for any other areas of text for which annotators had low confi-

dence in their ability to correctly label sentences, annotators 

were instructed to use an “Unsure” annotation. After sentences 

were manually annotated, the documents were tokenized and 

converted to tagged sequences where ‘B’ was applied to the 

first token in every sentence, ‘I’ was applied to the rest of the 

tokens in the sentence, and ‘O’ was applied to all the tokens in 

the “Unsure” category. 

Cross-validation structure 

To evaluate generalization error, a cross-validation structure 

was used where 100% of the MIMIC data was used for cross-

validation with 80% as a training split and 20% as a validation 

split; for the FV data 50% was used for cross-validation (again 

using an 80-20 training-validation split) and 50% was held out 

as an unseen test corpus. For architecture and hyper-parameter 

tuning, the MIMIC validation split was used. The FV cross-

validation set was used for training models alone or augment-

ing MIMIC-trained models. During training, the validation 

data was used to provide validation loss as an estimation of 

generalization error to determine when the model has stopped 

improving and training could be halted. 

Model Architecture 

Words were tokenized according to rules that split whenever 

any whitespace, any symbols, or any digits are encountered. 

Words were represented using a 300-dimension word embed-

ding trained using the Facebook fastText software package 

[16] on the entire MIMIC-III corpus preprocessed to replace 

any symbols with spaces, to replace digits with their English 

names in separate words, i.e. “1.23” to “one two three”, and to 

lowercase all letters. These word embeddings are enriched by 

summing with the results of a convolutional neural network 

(CNN) on 30-dimension character embeddings which are 

learned during training on the SBD tagging task. The CNN is 

made up of one convolutional layer with 300 filters, each 

looking at the sequences of the embeddings of four characters, 

followed by global max pooling. The results of the CNN func-
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tion as an adjustment vector to the original word vector for the 

sentence tagging task. The input of the character CNN is all 

characters of the word (including symbols and whitespace) 

along with a context of up to seven characters between the 

previous word and the word; and up to seven characters be-

tween the word and the next word. Special characters were 

inserted for the end of the previous word, the beginning of the 

next word, the beginning and end of the word, as well as the 

beginning and end of the document if those fell into the con-

text. Using all the original characters, including whitespace, 

allows structural information about the document’s formatting 

to be used for SBD decisions. After the word representation is 

constructed the results are batch-normalized before passing to 

the next layer. The architecture of the word representation 

layer is shown in Figure 1. 

Figure 1 – Word Representation Layer 

To encode contextual word representations, we use a bi-

directional long short-term memory (LSTM) layer. LSTM 

units are iteratively run on time-series data (sequences of 

words in the case of text), maintaining an internal cell state as 

it moves from one input to the next. LSTMs are optimized 

during training to learn what information is important to re-

member from previous inputs to the cell. A LSTM layer is 

parameterized by the number of LSTM units, each contrib-

uting one output dimension. In a bi-directional LSTM layer, 

the inputs are run both ways through the layer, with one set of 

LSTM units responsible for seeing the data in order and one 

set responsible for seeing the data in reverse. Dropout and 

recurrent dropout [17] were used to provide regularization of 

the learned weights and prevent overfitting. The results of the 

bi-LSTM layer are batch-normalized before being passed to 

the inference layer. In Figure 2, computation of a bi-LSTM on 

time series data is shown, each node labeled LSTM-F and 

LSTM-R is the same set of units at different points in the time 

series, and the lines drawn between nodes represent the propa-

gation of internal memory states to the next item in the time 

series. The outputs from the forward and backward LSTMs 

are concatenated to a single contextual word representation, an 

embedding of the word and surrounding words. 

 

Figure 2 – Bi-directional LSTM 

After the bi-directional LSTM layer, a sigmoid-activated 

dense NN prediction layer is used on each contextual word 

embedding to output the log-probability that the word is the 

beginning of a sentence. Lasso or L1-norm regularization was 

used on the weights of the prediction layer to prevent overfit-

ting. The complete graph of our architecture is shown in Fig-

ure 3. 

 

Figure 3 – Complete Model Graph 

Domain Adaptation 

In addition to using models trained on each individual corpus, 

we evaluated three methods for domain adaptation of models 

trained on MIMIC to the FV hold-out test set. First, we looked 

at merging the cross-validation data from both corpora. Sec-

ond, we looked at resuming training of the network trained on 

the MIMIC cross-validation data with the FV cross-validation 

data. Third, we looked at using an ensemble stacking method 

for transfer learning where the hidden-layer contextual word 

representations of the network trained on MIMIC were 

summed with the contextual word representations of a new 

network before the sigmoid dense NN prediction layer. In this 

architecture the output of the second network functions as 

corrections to the first network for the FV training data. This 

stacked network architecture is shown in Figure 4. 

 

Figure 4 – Ensemble of Two Networks 

Training 

Based on the results of tuning using CV on the MIMIC cor-

pus, we selected the gradient descent variant ADAM (Adap-

tive Moment Estimation) [18] as the optimizer of network 

weights. During training, only models that were improvements 

on validation loss were saved, and after 5 epochs with no im-
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provement training was terminated. Binary cross-entropy loss 

was used for training, and loss values were weighted by the 

ratio between the target tag probability and an equal distribu-

tion of tags, shown in the equation in Figure 5. Mini-batching 

was used for training, sequences of 32 words were batched 

into groups of 32 for gradient optimization. 
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Figure 5 – Weighting of classes 

Results 

Manually Annotated Corpora 

On an overlap of 100 MIMIC notes annotated by both annota-

tors, ignoring “Unsure” annotations, the Cohen’s kappa of 

Sentence annotations was computed as 0.957 using the irr 

library in R version 3.4.4. The agreement between annotators 

on “Unsure” annotations was 0.646. After conversion, on the 

subset of 100 notes labeled by both annotators Cohen’s kappa 

was 0.71 for all tags and 0.95 after excluding items labeled as 

‘O’ by either annotator. Tables 4 and 5 describe the distribu-

tion of ‘B’, ‘I’, and ‘O’ tags after this conversion. 

Table 4 – Distribution of Tags in MIMIC 

Tag Count Percentage 

B 

I 

O 

23,648 

200,272 

91,877 

7.5% 

63.4% 

29.1% 

Table 5 – Distribution of Tags in FV 

Tag Count Percentage 

B 

I 

O 

43,636 

336,018 

35,458 

10.5% 

80.9% 

8.5% 

In both source corpora, sentences not terminated by sentence 

boundary symbols are highly prevalent. Section headers and 

text labels were common and often ended by the colon sen-

tence boundary symbol. Table 6 shows the quantity of sen-

tences terminated by each symbol. 

Table 6 – Sentence Termination Type 

Type MIMIC FV 

Period 12,698 (53.7%) 13,619 (31.2%)

Exclamation Point 4 19 

Question Mark 24 (0.1%) 261 (0.6%)

Semi-colon 48 (0.2%) 10 

Colon 4,855 (20.5%) 6,180 (14.2%)

Quotation 4 58 (0.1%) 

No symbol 6,018 (25.4%) 23,506 (53.8%)

Evaluation of SBD Approaches 

For our evaluation we ignored all tags that were labeled as ‘O’ 

both during training and during evaluation. Thus, the recall, 

precision, and F1 for ‘B’ and ‘I’ are symmetric, every false 

positive ‘B’ is a false negative ‘I’ and every false negative ‘B’ 

is a false positive ‘I’. We’ve reported only the ‘B’ scores as 

they are directly proportional to the overall accuracy of de-

tected sentences. The best architecture and hyper-parameter 

tuned models from cross validation achieved 98.6% F1 on 

both ‘B’ and ‘I’ tags on the MIMIC validation set and 99.2% 

F1 on ‘B’ and ‘I’ tags in the FV validation set. 

We evaluated our implementation of SBD against the 50% FV 

hold-out data set (476 notes). In addition to the architecture 

described above, we evaluated a maximum entropy / logistic 

regression classifier (listed as LR) using optimization of a 

sigmoid-activated dense NN layer on an input of 7 characters 

before, at the beginning, at the end, and following every word. 

This is an approach like, but not as tuned as individual imple-

mentations of maximum entropy SBD. The primary metrics 

used for evaluation were the precision, recall, and F1-score for 

the beginning of sentence class tag.  

In addition to models trained on MIMIC and FV individually, 

we evaluated three methods to test generalizability against the 

FV test corpus. The models trained solely against one corpus 

are listed as “MIMIC” and “FV.” The results of a model 

trained on a both corpora’s cross-validation set combined are 

listed as “MIMIC+FV.” The continued training of one net-

work is listed as “MIMIC then FV” and the ensemble model is 

listed as “Ensemble.” Results of these evaluations are show in 

Table 7 with best results in bold. 

Table 7 – ‘B’ Tag Accuracy Against FV Hold-out 

Method Precision Recall F1 

LR-MIMIC 0.511 0.840 0.636

LR-FV 0.650 0.948 0.771

MIMIC 0.829 0.971 0.895

FV 0.923 0.991 0.956

MIMIC+FV 0.919 0.995 0.956

MIMIC then FV 0.910 0.992 0.949

Ensemble 0.933 0.989 0.96 

Discussion 

The complexity, grammatic idiosyncrasies, and domain varia-

bility of clinical text lead to significant hurdles in designing 

and training generalizable models for NLP tasks. This com-

mon challenge necessitates the use high-capacity, complex 

machine learning models such as the deep neural network ap-

proach described here. Leveraging transfer learning and do-

main adaptation, such as the ensemble method used here, is an 

important tool to regularize models created from smaller do-

main-specific corpora with data from external corpora. In the 

SBD task, the clinical-specific structuring of sentences in our 

target corpus led us to applying these approaches. 

In all experiments, recall was higher than precision, which can 

be explained by the class weighting structure. Models are pe-

nalized much higher for missing a ‘B’ tag than for replacing 

an ‘I’ with a ‘B’ tag, leading to models being overeager in 

splitting sentences. Adaptation of models trained on one cor-

pus to another corpus of text show clear but relatively small 

losses in performance—we can see that the MIMIC trained 

model has an F1-score approximately 0.06 lower than the FV 

trained model. 

The ensemble method slightly improves the F1 score against 

the other domain adaptation methods, increasing precision at a 

slight cost to recall. The ensemble method was the best per-

forming overall with a 0.96 F1 score on B-tags. This F1-score 

is on par with the 0.957 Cohen’s Kappa inter-rater agreement 

on the MIMIC data that represents a “ceiling” for performance 

of SBD algorithms. As shown in the information about our 

corpora, the FV corpus has different distribution of sentence 

‘B’, ‘I’, and ‘O’ tags than the MIMIC corpus, demonstrating 

that these methods are successful in adapting to a corpus with 

significant syntactic differences. 
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There is a loss in performance in the continued training meth-

od versus the MIMIC+FV method. In this method, weights 

may not be able to recover from sub-optimal positions for 

predicting FV data from the training on MIMIC data. The gra-

dient descent may not be able to find a path from the current 

position of the weights to the more optimal position of weights 

found by the FV-only and the MIMIC+FV trained models. 

Conclusions 

Our study shows that there are improvements in SBD using 

deep networks over using traditional classification methods, 

and that these networks can perform well even against differ-

ent corpora and against corpora with large proportions of sen-

tences that are not terminated by sentence boundary symbols. 

We’ve also shown that transfer learning approaches for do-

main adaptation such as the ensemble model have lower gen-

eralization error than combining training sets or continued 

training. 

Further Work 

The generalization performance gains from using a two-

network ensemble indicate further exploration into meta-

learning and ensemble approaches may be fruitful. Further-

more, usage of this or other transfer learning ensemble meth-

ods with general-domain English corpora included as training 

data for base models remains an unexplored possibility. 

The accuracy of automatically detected sentences can have 

substantial consequences on downstream components in a 

processing pipeline. These benefits are significant on face but 

have not been formally quantified, and these effects are a po-

tential target for future research.  
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Abstract 

We devised annotation guidelines for the de-identification of 

German clinical documents and assembled a corpus of 1,106 

discharge summaries and transfer letters with 44K annotated 

protected health information (PHI) items. After three iteration 

rounds, our annotation team finally reached an inter-annotator 

agreement of 0.96 on the instance level and 0.97 on the token 

level of annotation (averaged pair-wise F1 score). To establish 

a baseline for automatic de-identification on our corpus, we 

trained a recurrent neural network (RNN) and achieved F1 

scores greater than 0.9 on most major PHI categories.  

Keywords:  

Data Anonymization, Confidentiality, Natural Language 

Processing 

Introduction 

Natural Language Processing (NLP) research, in general, has 

greatly benefited from sharing software resources (tools) and 

datasets (corpora, lexical repositories, etc.), as well as 

organizing challenge competitions to evaluate this research 

infrastructure [1]. This role model has also been adopted by 

biomedical NLP [2], including clinical NLP [3]. The i2b2 series 

of competitions
1

 mark the cornerstone for the development of 

numerous clinical datasets
2

 and the offspring of specialized 

software solutions
3

 that shape the current state-of-the-art in 

clinical NLP–yet, for the English clinical language only. Still, 

almost all of these (de-identified) datasets are accessible to the 

international research community under the legal conditions of 

Data Use Agreements (DUA) building on less restrictive data 

privacy law in the US than in many other parts of the world. 

National privacy law in Europe and the General Data Protection 

Regulation (EU) 2016/679 pose a number of obstacles on the 

way to extramural sharing clinical corpora. Yet, the minimal 

prerequisite for all shared clinical corpora is de-identification, 

i.e., the removal of any patient-identifying information from 

clinical data. In Germany, one of the top representatives of a 

particularly restrictive data privacy legislation, the heavily 

funded Medical Informatics research Initative (MII)
4

 was 

launched recently whose goal is, among others, to empower 

interoperability of and transparent access to data (including 

clinical document corpora) and software resources within and 

across different clinical sites at the national level, in 

conformance with valid data privacy regulations. Our team 

                                                           

1

 https://www.i2b2.org/ 

2

 Accessible via http://dbmi.hms.harvard.edu/programs/health-care-

data-science-program/clinical-nlp-research-data-sets 

3

 Most notably, the cTAKES system: http://ctakes.apache.org/ 

heads the NLP acitivities within one of the four funded 

consortia, Smart Medical Information Technology for 

Healthcare (SMITH)
5

 [4]. One of the early outcomes of these 

efforts is 3000PA [5], a German-language clinical corpus made 

of 3,000 discharge summaries and transfer notes from three 

national university hospitals located in Jena, Leipzig and 

Aachen. Moreover, we are also involved in developing 

automated workflows for Healthcare Integrated Biobanking 

(STAKI
2

B
2

) where de-identification of clinical corpora is a 

prerequisite when it comes to workflow validation across 

different biobanks. In this paper, we report on the de-

identification of a list of protected health information (PHI) 

categories reflecting US law criteria (Health Insurance 

Portability and Accountability Act (HIPAA)),
6

 and their 

adaptation to national requirements and clinical particularities 

in German hospitals.  

Related Work 

Many systems for automatic de-identification have been 

developed, especially for the English language, but only a few 

large de-identification gold-standard corpora are reported in the 

literature–even fewer are publicly available, typically protected 

by DUAs. In this paper, we report on our efforts in creating a 

de-identification gold-standard corpus for the German 

language. To put this work in perspective, we focus on previous 

work on the creation of corpora annotated with PHI categories. 

For clinical English, several corpora have been compiled and 

annotated for the purpose of de-identification. Building on 

manual de-identification work by Douglass et al.  [6; 7], 

Neamatullah et al. [8] assembled an automatically de-identified 

gold-standard corpus of 2,434 nursing progress notes of 

patients from intensive care units collected in the MIMIC II 

project [9]. The final corpus consists of almost 340K tokens, 

contains 1,779 instances of PHI and is available on PhysioNet.
7

 

Two different gold-standard corpora for de-identification were 

assembled for the i2b2 de-identification challenges in 2006 and 

2014. For the first challenge [10], 889 medical discharge 

summaries consisting of almost 550K tokens were annotated 

semi-automatically, with almost 20K instances of PHI. For the 

second challenge [11], a corpus of 1,304 longitudinal medical 

records consisting of more than 800K tokens was annotated, 

with more than 28K PHI items. The authors report an averaged 

token-based F1 score of 0.927 between the annotators and the 

gold standard. For the CEGS N-GRID shared task on de-

identification [12], a corpus of 1,000 psychiatric intake records 

4

 http://www.medizininformatik-initiative.de/ 

5

 http://www.smith.care/?lang=en 

6

 https://www.hhs.gov/hipaa/index.html 

7

 https://www.physionet.org/  

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190212

203



consisting of more than 1,8M tokens was annotated, with more 

than 34K PHI instances. Token-level agreement of 0.91 F1 

score between the annotators and the gold standard was slightly 

worse than for the i2b2 annotation campaign in 2014. After 

surrogate replacement, all three challenge corpora were made 

publicly available via DUAs. The 2006 i2b2 corpus (training 

set) and a carefully genre-balanced corpus from the Veterans 

Health Administration (800 documents, with 5.5K PHI items; 

test set) formed the basis for an “out-of-the-box” evaluation of 

five operational text de-identification systems [13]. 

Deléger et al. [14; 15] annotated 3,503 clinical notes of more 

than 22 different types (more than 1M tokens) with about 30K 

PHI. They report an inter-annotator agreement of 0.92 F1 score. 

In a later publication [16] they modify the corpus such that it 

can be shared for research purposes. Similar annotated corpora 

(albeit not always publicly available) exist for a few other 

languages, such as French [17] and Swedish [18; 19]; synthetic 

(fictional) data were created for Japanese [20]. 

Unfortunately, no shareable de-identified corpus exists for the 

German language–in general, there has been only little work on 

the de-identification of German clinical data. Seuss et al. 

evaluate a commercial de-identification tool on German clinical 

reports [21] and to this end assemble a large semi-automatically 

annotated corpus. They manually correct the output of the tool 

on 1,400 documents  consisting of 5M tokens, identifying more 

than 23K PHI items (in nine categories pre-defined by the tool), 

and report high recall values for the system. However, the 

manual annotation process is tightly coupled with the tool and 

there is no evaluation of inter-annotator agreement between the 

three human annotators. Recently, Richter-Pechanski et al. [22] 

presented a de-identification tool that combines an off-the-shelf 

named entity recognizer (German Stanford NER tool, retrained 

on non-medical data), regular expressions and gazetteers with 

spelling variation detection. For evaluation purposes, they 

annotated a set of 15 notes (~ 14K tokens) with ten different 

categories, identifying 680 PHI entities overall.  

Manual Annotation 

In this section, we describe in detail the manual annotation 

campaign we conducted: our data, annotation guidelines, 

evaluation measures, the rationale for several annotation 

iterations, and the final annotated corpus. All annotations were 

created using the Brat Rapid Annotation Tool (BRAT) [23]. 

Data 

Annotations were based on the Jena slice of the 3000PA corpus 

[5], a collection of 1,106 discharge summaries, short summaries 

and transfer letters. All documents were extracted from EPRs 

of deceased patients (due to privacy concerns) who were treated 

in either internistic or ICU units for at least five days between 

2010 and 2015. The extraction included a conversion from a 

proprietary data format to plain text (for details see [24]). Our 

work on this data was approved by the local ethics committee 

(4639-12/15) and the Data Protection Officer of the Jena 

University Hospital. 

Annotation Guidelines 

Our annotation guidelines are based on the 18 PHI categories 

defined in HIPAA and subsequent manual and automatic 

annotations of these PHI types, most notably as part of the i2b2 

de-identification challenges [10-12; 25]. We iteratively 

developed and updated our guidelines in three preliminary 

                                                           

8

 http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/  

annotation rounds, adjusting them to our data, common clinical 

requirements and the particularities of the German language. 

The final guidelines define eight broad categories, three of 

which are further divided into more specific annotation types: 

• Age: age of patient or relative (any age) 

• Contact: URL, IP address, email, phone or fax number� 

• Date: any date (excluding single days of the week and 

times of the day) 

− Birthdate: date of birth 

• ID: any ID or code (patient id, medical record number, 

codes with unknown semantics that might be PHI)  

− Typist: shorthand symbols for medical typists 

• Location: place names (mainly addresses, including 

street, house number, zip code, city, district, state) 

• MedicalUnit: medical units (hospital names, names of 

hospital departments and ambulant medical units) 

• Person: names of persons 

− Patient: patient names 

− Relative: names of relatives 

− Staff: names of medical staff 

• Other: any remaining PHI 

Each category is also an annotation type by default; thus, we 

come up with 13 annotation types. Annotators were required to 

select only the most specific applicable type for each entity. For 

instance, if they found the name of a physician, they were 

instructed to assign it the type Staff, not Person. Only if the 

context was unclear about whether a name belongs to a patient, 

a relative or a member of staff, or if the person denoted by a 

name belongs to neither of these three groups, the annotators 

were instructed to assign it the generic Person type. 

Our scheme collapses several of the HIPAA-defined types of 

PHI because they are infrequent or indistinguishable in our 

data: ID comprises social security, medical record, account, 

certificate/license, patient-related serial numbers, and any 

numbers or codes that may directly or indirectly identify a 

patient or member of staff. Since we work with plain texts, we 

dropped the category for photographic images. On the other 

hand, we introduced some more fine-grained distinctions, e.g., 

between names of patients, relatives and staff. The Typist 

category was introduced after the second pre-iteration (see 

below) to resolve systematic disagreement among annotators. 

Evaluation Measures 

In the following, we report inter-annotator agreement (IAA) as 

pair-wise averaged F1 score [26], both on instance level and on 

token level. An instance is a single annotation, possibly 

spanning multiple tokens, e.g., “Jane Smith” denotes one 

instance of a patient’s name comprised of two tokens. Tokens 

are based on the tokenization script of the TreeTagger
8

 with 

minor post-processing. To obtain token-based agreement, we 

annotate each token overlapping with an annotation with the 

annotation’s type, sub-token annotations are expanded to full 

tokens. Due to missing spaces, we got two annotation types per 

token in 13 cases–we kept both annotation types for each of 

these tokens when calculating agreement, but used only one as 

input to the classifier described in the second part of this paper. 

Annotation Iterations 

We ran three preliminary annotation iterations (summarized in 

Table 1) before we started the final annotation project. Iterated 

annotation rounds for building de-identification gold standard 

corpora have also been suggested by Browne et al. [27] as a 

strategy to cope with the complexities of this task that are 
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meticulously described in their paper. The number of 

annotations in this table includes redundant annotations from 

different annotators on the same documents. In the first 

iteration, eight medical students and two physicians worked on 

the full set of 1,106 documents, covering all protected health 

information with generic annotations according to a first set of 

guidelines based on the list of PHI items defined in HIPAA and 

the i2b2 de-identification challenges [11; 25]. We automatically 

pre-annotated dates with a regular expression covering standard 

numerical date representations. Annotators at this stage could 

focus on finding PHI items in the text and were not supposed to 

categorize them. These first annotations were intended to serve 

as pre-annotations for later iterations (ensuring that each 

document was checked for false negatives at least twice) and 

formed the empirical basis for a refined set of annotation 

guidelines. After a qualitative analysis of the results, we further 

specified the extent of each annotation type, defined a list of 12 

types of PHI (the types listed in the previous section, excluding 

Typist) and added illustrative examples for each category. 

Table 1 – Annotation iteration setups and results 

Annotation Pre-1 Pre-2 Pre-3 Final 

# documents 1,106 25 12 1,106 

# agr. docs 0 25 12 50 

# annotators 10 4 4 5 

# ann. types 1 12 13 13 

# annotations 40,664 4,347 2,556 51,814 

Avg. F1 (token) - 0.91 0.96 0.97 

Avg. F1 (inst.) - 0.87 0.92 0.96 

Using simple patterns and keywords, the generic annotations 

from the first iteration were automatically categorized 

according to the new guidelines. These data served as pre-

annotations for the second iteration in which four medical 

students each worked on the same set of 25 pre-annotated 

documents. Their task was to identify missing PHI items and 

correct both extent and type of the existing annotations. They 

achieved an inter-annotator agreement of 0.87 (σ = 0.02) on 

instance level and 0.91 (σ = 0.02) on token level.  

To further train our annotators and achieve even higher 

agreement values, a third pre-iteration was conducted with four 

annotators (one of the previous annotators had to leave the team 

temporarily and was replaced by a new annotator). We defined 

an additional category, Typist, for shorthand symbols 

                                                           

9

 Shorthand symbols or initials denote persons but are different from 

typical person names. 

10

 The fourth annotator received 12 new documents. 

identifying medical typists to resolve the ambiguity between ID 

and Person
9

 and added more examples to the annotation 

guidelines to resolve cases of systematic disagreement among 

annotators. Each annotator was provided with six documents 

with annotations he or she had created in the previous iteration
10

 

and six documents with semi-automatically generated pre-

annotations. Inter-annotator agreement improved on both the 

old and the new documents. For the full set of documents, the 

averaged pair-wise F1 score reached 0.92 (σ = 0.04) on instance 

level and 0.96 (σ = 0.02) on token level. 

For the main annotation, five annotators worked on the 1,106 

Jena documents of 3000PA. A subset of 50 documents (cf. 

Table 1, ‘# agr. docs’) was annotated by all five annotators and 

served as the basis for the computation of IAA which improved 

further to 0.97 (σ = 0.01) on token level and 0.96 (σ = 0.01) on 

instance level. We also noticed an increase in IAA within the 

final annotation hinting towards a training effect over time. 

Final Corpus 

The final corpus consists of roughly 1.4M tokens for which our 

annotators created more than 44K annotations, excluding 

redundant agreement annotations.
11

 Table 2 gives an overview 

of instance and token frequencies by annotation type for the 

entire corpus, as well as instance- and token-level agreement by 

annotation type on 50 multiply annotated agreement 

documents. Looking at the instance frequencies, we notice that 

almost half of the PHI items in our corpus are dates, followed 

by medical units, locations and staff names, each accounting for 

more than ten percent of all annotations. The large share of 

dates is partially a consequence of our broad definition of Date 

which only excludes days of the week without month or year 

and times of the day. At the other end of the frequency 

spectrum, we find the generic types Person and Relative. The 

fact that only few instances fall under the Person category 

indicates that most names could be assigned unambiguously to 

either Patient, Relative or Staff. The low frequency of Relative 

is probably an artifact of our data sampling criteria–most of the 

deceased patients were elderly people for which family history 

is less important, hence names of relatives occur rarely. The 

frequency distribution of tokens mirrors that of instances and 

gives information about the average length of each annotation 

type. The share of Dates is lower as they usually consist of only 

one token, whereas instances of the types Location, 

MedicalUnit and Staff often span multiple tokens, raising their 

relative frequency at the token level.  

11

 Of all annotations created for the 50 multiply annotated agreement 

documents, the final corpus only contains those created by the annota-

tor who achieved the highest IAA. 

Table 2 – Number of instances and tokens per annotation type in the final corpus. Instance-level and token-level agreement (Avg. F1) 

on 50 multiply annotated agreement documents. 

Category Type Instances Tokens 

  Frequency Avg. F1 Frequency Avg. F1

Age Age 498 1.00 500 1.00 

Contact Contact 613 0.97 2,009 0.98

Date Date 20,603 0.98 24,277 0.99

 Birthdate 1,103 1.00 1,103 1.00

ID ID 398 0.81 424 0.82

 Typist 655 0.86 1,418 0.93

Location Location 5,429 0.98 11,286 0.99

MedicalUnit MedicalUnit 6,189 0.90 12,499 0.95

Person Person 14 - 23 -

 Patient 3,180 0.99 5,167 1.00

 Relative 36 0.80 62 0.88

 Staff 5,231 0.95 10,003 0.97

Other Other 218 0.28 271 0.26

Total * 44,167 0.96 69,042 0.97
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Instance and token-level agreement lie between 0.8 and 1 for 

most annotation types. However, for Relative, Other, and ID 

each annotator found 11 or less instances on average. These 

values thus cannot be considered reliable. Person occurred 14 

times in the whole corpus, none of these occurrences are in the 

50 agreement documents. Low agreement for Other does not 

come as a surprise (independent of IAA reliability problems), 

as annotators were supposed to assign this category whenever 

they found information that they considered confidential, but 

could not match with any other annotation type. This vague 

definition led to a number of varying subjective judgements. 

For many annotation types (especially MedicalUnit, Typist, and 

Staff), token-level agreement is higher than instance-level 

agreement, indicating that there is disagreement about the exact 

extent of some annotations: partially overlapping annotations 

raise agreement on token level, but not on instance level. We 

also observe cases where one annotator decided to create one 

long annotation while another one created two short ones 

covering the same tokens. For the task of de-identification, the 

latter kind of disagreement is less severe, as we are mainly 

interested in covering all sensitive information. 

Automatic De-Identification 

In order to provide a first baseline for automatic de-identifica-

tion on our annotated data and to submit the quality of our an-

notations to an empirical test, we trained and evaluated a neu-

ral network for named entity recognition (NER) designed by 

Sterbak [28] on the final corpus. 

Methods 

We randomly sampled 80% of the documents for training and 

used the remaining 20% as test set. Splitting the corpus on 

documents rather than sentences ensures a representative share 

of out-of-vocabulary (OOV) tokens. We provide only tokens 

and characters as input. The network employs a unidirectional 

LSTM [29] to learn word representations based on character 

embeddings. These character-based representations are 

concatenated with word embeddings (all embeddings were 

initialized randomly). The resulting complex word 

representations serve as input to a bidirectional LSTM. At each 

timestep, the output of the bidirectional LSTM is fed into a 

densely connected layer of units with a softmax activation 

function. Each unit of the last layer represents one possible 

classification result (the annotation types and an additional 

outside tag, O, for non-PHI data). The softmax function 

provides a probability distribution over these possible results. 

For each token, we predict the type with maximal probability.  

To obtain reliable results despite randomly initialized weights, 

we train five different models on the same train-test split. We 

compute standard NER evaluation measures for each model and 

report averages over all five models. Additionally, we 

determine the percentage of OOV tokens for an annotation type 

T, that is, tokens that occur in the test set labeled as T, but do 

not occur in the training set with the same annotation type T. 

Results 

Table 3 yields the classifier’s precision, recall and F1 score on 

the test set, as well as the support (the number of expected 

occurrences) and the percentage of OOV tokens for each 

annotation type and the outside tag (O). Totals are averages 

over all types weighted by support. For most annotation types, 

we achieve F1 scores between 0.88 and 0.98. 14% of all PHI 

tokens are OOV, whereas only 4% of all tokens are OOV. 

Disregarding confusions between different PHI types and only 

considering the binary distinction between PHI and non-PHI, 

the classifier achieves a precision of 0.98 and a recall of 0.96.  

Table 3 – Automatic de-identification results on the test set: 

token-level precision, recall, and F1 score, support and 

percentage of out-of-vocabulary tokens per annotation type. 

Type Prec Rec F1 Supp OOV 

Age 0.885 0.910 0.897 89 25% 

Birthdate 0.959 0.992 0.975 222 68% 

Contact 0.966 0.945 0.956 435 7% 

Date 0.959 0.970 0.964 4,969 15% 

ID 0.693 0.385 0.480 95 91% 

Location 0.977 0.940 0.958 2,188 11% 

MedicalUnit 0.967 0.938 0.952 2,424 4% 

O 0.998 0.999 0.999 269,337 3% 

Other 0.592 0.384 0.463 63 46% 

Patient 0.952 0.962 0.957 990 35% 

Person 0.000 0.000 0.000 5 80% 

Relative 0.000 0.000 0.000 16 100% 

Staff 0.975 0.961 0.968 2,015 7% 

Typist 0.898 0.862 0.879 245 12% 

Total 0.996 0.996 0.996 283,093 4% 

Total w/o O 0.959 0.947 0.952 13,756 14% 

Discussion 

We observe a clear drop in performance for smaller classes, 

especially ID, Other, Person, and Relative. The latter two 

together contribute only 85 tokens in the whole corpus, 21 of 

which are in the test set. So, we cannot expect the network to 

learn these rather difficult types. The confusion matrix reveals 

that, on average, around 43 out of 95 ID tokens were 

misclassified as Dates which suggests that the internal 

representations learned by the network are rather shallow–

combinations of digits and punctuation marks may be IDs or 

Dates depending on the context–and to a large extent explains 

the low recall for ID. Furthermore, we find that low IAA scores 

are reflected in the classifier’s performance for Other and ID. 

The overall F1 score (without the outside tag O) is slightly 

below the token-level results reported by Stubbs et al. [25] 

where the best system achieves an F1 score of 0.961 for the 

i2b2-PHI categories and 0.976 for the HIPAA-PHI categories. 

However, this comparison has to be taken with a grain of salt 

since both our annotation types and the data are different. The 

percentage of OOV tokens in the last column of Table 3 gives  

an idea about the recall a lazy learner might achieve by just 

remembering tokens occurring in the training set. Since our 

dataset stems from two units of a single hospital, the percentage 

of OOV tokens for MedicalUnit and Staff is low which puts the 

results for these types into perspective. For Patient, we observe 

a high percentage of OOV tokens, but for this type of PHI we 

sometimes find clear contextual cues (e.g., German equivalents 

of Mr. or Ms./Mrs.) which facilitate automatic recognition. 

Conclusions 

We annotated 13 PHI categories on the Jena slice of the 

German-language 3000PA corpus (1,106 documents) based on 

annotation guidelines that evolved over three annotation pre-

iterations. The annotation process ensured that each document 

was checked twice for PHI and high inter-annotator agreement 

scores suggest that the resulting annotations are of very good 

quality. The neural baseline model we trained on the final 

annotated corpus achieved promising results, indicating that the 

annotation types defined in our guidelines lend themselves well 

to a data-driven approach to automatic de-identification. Future 

work will be directed at incorporating the 1,000 document 
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slices from the other two clinical sites, Leipzig and Aachen. 

With these more heterogeneous data, the classifier will be 

further tuned to maximize recall while ensuring generalizability 

to provide reasonable input for the planned pseudonymization 

engine as a resilient basis for the DUA-controlled distribution 

of a large corpus of German clinical documents. 
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Abstract 

Cultural attitudes, linguistic variation, and historical 
pathology have led to a plethora of terms concerning gender, 
sex, and sexual orientation that have caused confusion and 
uneasiness among both lay people and relevant professionals. 
For members of the LGBTQIA+ community, these negative 
reactions are compounded by identities which have historically 
and contemporarily been mistreated by medical professionals. 
In an effort to provide a reliable resource for patients and 
clinicians, we have created the Gender, Sex, and Sexual 
Orientation (GSSO) ontology, which currently includes over 
4,000 entities from multiple disciplines. The GSSO is a 
manually curated resource utilizing related glossaries from 
biology, medicine, psychology, sociology, and gender studies. 
With links to over 20 other ontology resources such as 
SNOMED-CT and MedDRA, the GSSO aims for accessibility 
and interoperability with existing systems. It is also open-
source and features an easy-to-use web interface 
(https://github.com/Superraptor/GSSO). Future work involves 
multiple language support efforts and empirical evaluation. 

Keywords:  

Linguistic, Sexual and Gender Minorities; Social 
Determinants of Health 

Introduction 

An ontology is a description of a common, shared, or otherwise 
controlled vocabulary used to explain information in a 
particular domain, such as linguistics or medicine. More often 
than not, due in part to advances in biomedical informatics and 
the rise of big data, ontologies are usually designed primarily to 
be machine-interpretable, rather than strictly human-readable 
[1]. 

Noy and McGuinness point out several reasons why ontology 
development is crucial in a general sense, including reuse of 
domain knowledge, analysis of that knowledge, and creating 
explicitness within that domain. This explicitness is especially 
important for scientific communication, namely helping the 
public understand the importance of such communication, 
especially when such communication concerns health 
outcomes. As Markides put so well in 2014 “[c]ommunication 
is the most important component of our work with patients. It 
is the cornerstone of our interaction with people” [2]. 

Clear communication is even more crucial when it concerns 
people belonging to groups that have historically and 
contemporarily experienced discrimination in healthcare and 
mistreatment by medical practitioners. If communication is 
unclear, disparaging, or otherwise offensive, patient outcomes 
can be affected [3–6]. Various forms of discrimination or 

perceived discrimination, many of which include linguistic 
components, have been strongly linked to suicide and other 
areas of mental health [7–15]. 

One such group that experiences such discrimination are 
LGBTQIA+ (lesbian, gay, bisexual, transgender, 
queer/questioning, intersex, agender/asexual, and other 
umbrella gender and sexual identity minorities) populations. 
For example, it is well documented that LGBTQIA+ 
populations have significantly higher risk of suicide than 
general population. The differences in suicidality have been 
variously attributed to social determinants of health (SDOH) 
including anti-LGBTQIA+ government policies, 
medicalization of gender and sexual nonconformity, and 
unemployment linked to LGBTQIA+ status [16–18]. 

Unfortunately, the chasm between healthcare providers and the 
LGBTQIA+ community persists, with one study suggesting 
23% of transgender respondents did not see a doctor when they 
needed due to fear of mistreatment [19]. Even well-intentioned 
providers can find reliable information difficult to access. As 
one clinician explained [20]: 

[D]espite trying to find ways to improve my expertise, 
I just didn’t know where to go or who to talk to, or 
where to get the information, and I felt really bad 
because some of my initial attempts to help these 
people—I sent them to people I wish I hadn’t sent 
them to. 

Here, we present preliminary efforts to structure information 
about gender, sex, and sexual orientation into a comprehensive 
ontology for use by healthcare professionals and patients alike, 
with potential to help mitigate communication issues and 
provide reliable, trustworthy information on LGBTQIA+ 
terminology and medical needs. 

Methods 

Ontology Development 

An iterative approach was used to manually create and expand 
the Gender, Sex, and Sexual Orientation (GSSO) ontology, 
following the procedures outlined by Corcho et al. for 
annotation [21]. These include four main steps: 1) marking, 2) 
exploring, 3) mapping, and 4) abstracting. 

First, the subject area was clearly marked as including gender-, 
sex-, and sexual orientation-related knowledge, helping to 
exclude materials in psychiatry, psychology, and other fields 
outside the purview of those fields. Second, current lists of 
terminology and vocabulary regarding these content areas were 
explored primarily using PubMed, Google Books and Scholar, 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190213

208



and the HathiTrust Digital Library, supplemented by wiki-
based sites featuring specific slang and media styleguides (such 
as those provided by LGBTQIA+ organizations like GLAAD 
and PFLAG) to provide necessary context. Examples of 
exploratory sources included The International Encyclopedia 
of Human Sexuality (2015), Encyclopedia of Gender and 
Society (2009), The Wiley Blackwell Encyclopedia of Gender 
and Sexuality Studies (2016), and several editions of the 
Diagnostic and Statistical Manual of Mental Disorders (1952, 
1968, 1980, 1987, 1994, 2013). 

Third, once a group of terms was identified, they were mapped 
onto existing terminologies available via the NCBO (National 
Center for Biomedical Ontology) BioPortal where appropriate 
(a summary of these mappings is shown in Table 1). Originally, 
terms mappings were performed automatically using full-string 
matching or near-string matching, but this process introduced 
significant false positive matching and addition of inaccurate, 
incomplete, and entirely missing annotations. Therefore, 
mapping was supplemented by a manual process to approve any 
automatic matching. Finally, these terms were “mapped up” 
using existing ontologies, moving toward higher abstractions 
(eventually running into the basic formal ontology’s [BFO] 
entity concept) [22]. Often when searching resources, web-
related documents and print periodicals would be consulted to 
approximate leveraging clinical definitions and more colloquial 
definitions. During this process, new terms appeared, 
necessitating beginning the approach from the first step. 

Table 1. Cross-references to various other ontologies. Despite 
over 1,200 mappings, over 2,000 terms are entirely new. 

Acronym Full Name # Terms 
BFO Basic Formal Ontology 19 
ChEBI Chemical Entities and 

Biological Interest 
4 

DO Disease Ontology 62 
EFO Experimental Factor Ontology 35 
FMA Foundational Model of 

Anatomy 
43 

GO Gene Ontology 32 
GOLD General Ontology for 

Linguistic Description 
13 

HPO Human Phenotype Ontology 30 
IAO Information Artifact Ontology 10 
ICD-9-CM International Classification of 

Diseases, 9th Edition 
30 

ICD-10-CM International Classification of 
Diseases, 10th Edition 

28 

LifO Life Ontology 6 
MedDRA Medical Dictionary for 

Regulatory Activities 
129 

MeSH Medical Subject Headings 261 
NCBI Taxon NCBI Taxonomy 11 
NCIT NCI Thesaurus 261 
OBI Ontology for Biomedical 

Investigations 
6 

RO Relations Ontology 6 
SCTID SNOMED-CT 241 
SIO Semanticscience Integrated 

Ontology 
116 

STY Semantic Types Ontology 16 
TA Terminologia Anatomica 3 
TE Terminologia Embryologica 30 
TH Terminologia Histologica 2 
UBERON Uber-anatomy Ontology 22 
 Total: 1416 

Construction of the GSSO is ongoing using a combination of 
this methodology and user feedback concerning necessary 
additions and terms considered missing or in need of editing. 

Ontology Evaluation 

The GSSO was evaluated using three techniques derived from 
Brank et al. [23]. These methods included comparisons and 
mappings to other ontologies (which was folded into the 
“mapping up” done during construction), usage of the MIMIC-
III database for finding patients based on GSSO terminology 
versus ICD-9-CM (automated matching/classification as part of 
an application), and preliminary feedback from experts in 
different fields affected by the GSSO. Several more 
comprehensive validation techniques are in development and 
outside the scope of the current study. 

Results 

The GSSO includes over 4,000 classes, with over 1,000 
definitions and more than 1,400 external biomedical ontology 
references (not including links to wiki-based sources, which 
would bring the total of external links to over 3,300). Over 70 
scholarly articles and 80 books are fully cited and sourced, 
covering a range of topics, from Perry M. Lichtenstein’s 
infamous “The ‘Fairy’ and the Lady Lover” (1922) to “Induced 
Lactation in a Transgender Woman” (2018). A list of all 
sources (as of 11 November 2018) is included as a Microsoft 
Excel spreadsheet on the project’s GitHub 
(https://github.com/Superraptor/GSSO/blob/master/docs/gsso_
sources_11.15.2018_v1.xlsx). In addition, as of the time of 
writing, the GSSO is the only known ontology to include its 
sources as classes in the ontology itself, a unique feature which 
allows one to analyze concept shift over time, and to drill down 
to original definitions. Generally speaking, highly connected 
relationships were prioritized, meaning terms that appeared 
more often in source materials usually ended up with more 
detailed annotations (such as transgender, visualized as a map 
in Figure 1). 

 
Figure 1. Visualization of Highly-Connected Relationships in 

the GSSO (emphasizing database cross-references and 
translations) Highly-connected networks allow for more 

complicated annotations and queries which are more 
reflective of complicated relationships in reality. 

 

More than 200 usage notes are included, discussing reclaimed 
terms (such as dyke), terms that are considered problematic in 
certain contexts (transsexual), and terms that are obsolete 
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(transgenderism). An sample entry, the term homosexual, is 
shown with such notes in Figure 2.  

Because some of these terms are slang, taboo, or only used 
within select groups, online sources played a large part in 
tracing word origins and sentiment. All of these sources were 
archived using the Wayback Machine provided by the Internet 
Archive, ensuring that they will be available in their original 
state for the foreseeable future (this includes nearly 100 online 
sources captured from the early days of Usenet to present). 

Many terms did not appear in any of the 600+ available 
biomedical ontologies, especially those relating to transgender 
health care: gender expression, non-binary gender identities, 
gender passing, and cultural gender roles (hijra, māhū, two-
spirit, etc.) were all unaccounted for.  

 

 
Figure 2. Example Annotation Showcasing Usage Notes. 

Displayed using Protégé, a free, open-source ontology editing 
framework. 

Validation efforts are ongoing, as the ontology itself is still 
growing. Exploratory efforts showed promising results. 
Preliminary feedback from experts regarding the ontology’s 
content, subject area, and resourcing has been positive based on 
discussion at the University of Cincinnati Graduate Student 
Research Forum (GSRF), the American Medical Informatics 
Association (AMIA) 2018 Annual Symposium, and the GLBT 
Museum and Archives in San Francisco, California. A mailing 
list sent by the GLBT Archives to various archivists and 
librarians across the United States yielded similar positive 
feedback. High facial validity was also shown in the 
comparison and mapping of GSSO to other ontologies. When 
identifying transgender patients in the MIMIC-III clinical notes 
database [24], only six verified transgender patients could be 
identified using ICD-9 codes alone. However, when using the 
ontology within unstructured clinical notes, the GSSO allowed 
for detection of those six, along with seven others.  

Additionally, six of these patients had an incorrect sex assigned 
at birth noted, which could only be detected after using the 
ontology to analyze the clinician’s notes specifically. Use in a 
wider clinical dataset is underway. 

Discussion 

In this project, we developed the GSSO ontology and 
demonstrated preliminary evaluation results. As previously 
stated, over 2,000 terms within the ontology are entirely new, 
having been unaccounted for in other biomedical ontologies. 
Ultimately, we hope that this ontology can be layered in with 
existing electronic health record technologies to educate 
medical professionals, without requiring additional separate 
trainings (problematic terms could be underlined and indicated 
as such without being interruptive, providing extra information 
about why a certain term is derogatory, for instance).  

Using such a system could help orient and educate patients and 
clinicians approaches biomedical ontologies from an 
uncommon perspective, building from a human readability 
standpoint first. Of course, the ontology could be used in 
machine learning or natural language processing applications, 
but having a very human readable focus is not particularly 
common among other ontology systems. For this reason, the 
paired automatic and manual approaches towards validation are 
considered especially crucial. 

LGBTQIA+ specific forums present on Reddit 
(https://www.reddit.com/) and Usenet (archived here: 
https://groups.google.com) are being analyzed to provide 
online contexts, and to see if similar results can be obtained on 
more chaotic, unstructured text present on the internet. Such an 
approach parallels that of the previously constructed Vaccine 
Misinformation Ontology (VAXMO), which aimed to collect 
misunderstandings about vaccines [25]. In the VAXMO paper, 
suggested use cases included producing datasets for machine 
learning and semantic-driven approach for misinformation 
detection, both of which the GSSO could handle in its own 
respective domain. For example, the GSSO could be used to 
identify positive and negative connotations in the LGBTQIA+ 
entity space as well as looking for information that could be 
considered medically misinformed (such as incorrect 
information regarding hormone replacement therapy or 
sexually transmitted infections). The GSSO has great potential 
to produce information that could be used to better inform 
clinicians and thereby facilitate effective patient 
communication, which is a critical first step to solve social and 
political issues faced by this underserved patient population.   

In addition to these automated approaches, we are also 
designing inclusive protocols for both patients and providers to 
evaluate the ontology in a more subjective manner, including 
the ontology’s presentation, usefulness, and potential missing 
entries. As such, the ontology is publicly available for comment 
at https://github.com/Superraptor/GSSO, with a simple search 
interface available at http://homepages.uc.edu/~kronkcj/gsso/ 
(Figure 3). 
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Figure 3. Modal Displaying Annotations for the Term, 
Transgender Youth. Interface was built entirely using 

JavaScript and provides accessibility to those not necessarily 
familiar with ontologies. 

Conclusions 

Language has more power in medicine and outside of medical 
environments than people realize. As one activist put so well: 
“To omit specific labels… is to deny the existence of the 
labelled” [26]. Since Ralph Werther became the first 
transgender person to publish an autobiography in the United 
States in 1918, it was clear that abusive language affected 
mental well-being [27,28]: 

Mean-spirited boys would call me a girl in derision, 
and twit me about my conduct of early childhood, thus 
awakening a violent desire to commit suicide. 

One hundred years later, despite over coming many significant 
hurdles, the National Transgender Discrimination Survey still 
reported that 50% of transgender patients sampled had to teach 
their medical provider about transgender care—and 19% 
reported being refused care because of their gender status [29]. 
Using ontologies as a baseline to educate both patients and 
providers helps attack the problem at both ends, potentially 
leading to better health outcomes for LGBTQIA+ patients in 
general as communication and understanding between groups 
improves. 
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Abstract 

Medical terminologies are the basis of interoperability in 
medicine. They allow connecting the various systems and data 
and facilitate searches in databases. An example is the 
MedDRA terminology, used in particular for coding drug 
adverse events. However, these terminologies are often 
complex and involve a huge number of terms. Consequently, it 
is difficult to browse them or find the desired terms. 
Traditional approaches consist of lexical search, with the 
problems of synonymy and polysemy, or tree-based 
navigation, but the user often gets “lost” in the tree. 

Here, we propose a new approach for browsing medical 
terminologies: the use of pictograms and icons, for 
formulating the query in complement to a textual search box, 
and for displaying the search results. We applied this 
approach to the MedDRA terminology. We present both the 
methods and search algorithms and the resulting browsing 
interface, as well as the qualitative opinions of two 
pharmacovigilance experts. 

Keywords:  

Terminology as Topic, Pharmacovigilance, Nonverbal 
Communication. 

Introduction 

Medical terminologies are the basis of interoperability in 
medicine [1]. They allow connecting the various systems and 
data, and facilitate searches in databases [2]. An example is 
the MedDRA terminology, used in particular for coding drug 
adverse events. Traditional search approaches are either based 
on lexical search or on the navigation in a hierarchy [3]. 
However, lexical searches suffer from synonymy, polysemy 
and metonymy, e.g. a search with “auricular” return terms 
related to both heart and ear. Navigation in a tree is usually 
complex and the user often gets “lost” in the tree [4]. Brown 
[5] described the various difficulties encountered when 
performing searches in MedDRA-coded pharmacovigilance 
database.  

In the literature, several authors suggest the use of pre-
coordination for defining terms in terminologies, i.e. the 
decomposition of disorders into anatomic location and 
morphology, e.g. “nephritis,” defined as an inflammation of 
the kidney, and post-coordination for selecting terms [6]. 
Bakhshi-Raiez et al. [7] proposed to take advantage of the 

compositional aspect of the SNOMED CT terminology to 
facilitate the searches in the terminology. Lee et al. [8] 
proposed the use of post-coordinated expressions to retrieve 
ICD codes. Third-generation, knowledge-based terminologies, 
aim at formalizing semantic relations and decompositions 
between terms, which can help with searches [9]. The use of 
semantic web standards such as RDF has also been proposed 
to facilitate data retrieval from MedDRA [10]. 

In previous works [11], we proposed an iconic compositional 
language for medical concepts. In this paper, we propose an 
iconic approach to the browsing of medical terminologies. Our 
approach uses icons at two levels: (1) for formulating the 
query, in combination with a traditional textual search box, 
and (2) for displaying the search results, by grouping similar 
terms using icons. This work is part of the Pegase project, 
which aims at helping pharmacovigilance experts with the use 
of the MedDRA terminology. 

Methods 

MedDRA is a medical classification often used for coding 
drug adverse effects and events. It has 5 levels, from the more 
general to the more specific: system organ class (SOC), high-
level group terms (HLGT), high-level terms (HLT), preferred 
terms (PT) and low-level terms (LLT). The classification is 
multi-axial: a term can have more than one parent. We worked 
on the French translation of MedDRA 19. 

VCM [11] is an iconic language for representing the patient 
main clinical conditions, including symptoms, diseases, 
physiological states (e.g. age class or pregnancy), risks and 
history of diseases, drug and non-drug treatments, lab tests 
and follow-up procedures. VCM includes a set of graphical 
primitives (colors and pictograms) and a grammar to combine 
these elements for creating icons. 

For representing clinical signs and disorders, a VCM icon is 
made of a color, a basic shape, a central pictogram and a set of 
modifier pictograms. The color indicates the temporal aspect 
of the icon: red for current states of the patient, orange for risk 
of future states, and brown for past states. The basic shape is a 
circle for physiological states or a square for pathological 
states (diseases or symptoms). The central pictogram indicates 
the anatomico-functional location (e.g. endocrine system) or 
the patient characteristic (e.g. pregnancy) involved; and 
special pictograms are available for a few specific disorders 
associated with a specific anatomico-functional location (e.g. 
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diabetes for the endocrine system). Modifier pictograms can 
be added to specify (a) a general pathological process (e.g. 
tumor or infection), and (b) a “transversal” anatomical 
structure that can be present in many anatomico-functional 
locations (e.g. blood vessels and nerves are present in most 
organs). 

The VCM ontology has been designed for formalizing the 
semantics of VCM icons [12]. This ontology includes 3 parts: 
(1) graphical concepts corresponding to VCM graphical 
primitives (i.e. the various shapes, colors and pictograms), (2) 
medical concepts (i.e. the main anatomical structures, 
biological functions, pathological processes, e.g. liver, hepatic 
function and inflammation, but not the various disorders, such 
as hepatitis), and (3) relations between the graphical and the 
medical concepts (e.g. the “liver” central pictogram is 
associated with both the liver anatomic structure and the 
hepatic biological function). In a previous work [13], we 
started to design a mapping between MedDRA and VCM. 

Model 

We designed an OWL ontology including: (1) all MedDRA 
terms with their codes, labels and parent-child relations, (2) 
MedDRA to VCM mapping and (3) decomposition of VCM 
icons in pictograms. Figure 1 shows the general model of the 
resulting ontology.  

 

 
Figure 1– General model of the ontology, as a UML class 
diagram. 

We used PyMedTermino [14] to extract the MedDRA 
terminology and to deal with VCM icons. The resulting OWL 
ontology includes 531,095 RDF triples (46 Mb) and belongs 
to the ALIF(D) family of description logics. The ontology was 
stored in an optimized quadstore based on a SQLite3 database, 
using the Owlready ontology-oriented programming module 

[15, 16] for Python. Owlready was used because it allows an 
object-oriented access to ontologies with performances similar 
to SQL databases. It also supports a full-text search. 

Search Approaches 

The proposed interface combines three approaches for 
searching terms; they are detailed in the following paragraphs. 

The full-text search approach consists of searching for one or 
more keywords in the labels of the MedDRA terms. Each 
keyword has to match the beginning of one word of the term, 
e.g. keyword “Abs” match term “Renal abscess” but not “Bile 
acid malabsorption”. We used Owlready2 to perform the 
search, which relies on the FTS5 implementation of Sqlite3. In 
the interface, keywords are entered into a search bar. 

The iconic approach consists of selecting one or more 
pictograms and searching for all terms that are associated with 
icons that include all the selected pictograms. To facilitate the 
selection of pictograms, we organized them on a schematic 
anatomical sketch, called “Mister VCM”. It shows 37 
pictograms, grouped in 6 regions: the head, the hat (for social 
medicine), the thoughts (for psychology and addictions), the 
trunk, the arm (only one limb is detailed) and the etiologies. 
The entire VCM language has more than 150 pictograms, 
however, many of them are specialized versions of a more 
general pictogram, and “Mister VCM” shows only the general 
pictograms. The user can click on a pictogram to select it, and 
the gray pictogram is replaced by a red icon. By clicking the 
same pictogram again, the user can deselect it. When several 
pictograms are selected, we consider their intersection, i.e. the 
terms have to match all the selected pictograms. 

The hierarchical approach considers the hierarchical 
structure of medical terminologies. In the present work, we 
limited this approach to the ability to filter MedDRA terms 
according to their depth level in the terminology, e.g. search 
only for PT, or for both PT and LLT, ... The interface includes 
5 checkboxes, one per MedDRA level; they allow the user to 
select the desired levels. 

The output of the search is a set of MedDRA terms, but also a 
set of VCM icons. The set of icons are be used to display the 
search results in a synthetic and visual way. Figure 2 gives the 
algorithm that combines the three search approaches. If only 
keywords are present in the query, we search for the terms of 

function lexico_icono_hierarchical_search(keywords, pictograms, selected_levels): 
      if only keywords (i.e. pictograms = ): 
            terms = { t such that MedDRA(t) and match(t.label, keyword) and t.levels  selected_levels } 
            icons = { i such that Icon(i) and  t  terms with has_icon(t, i) } 
      else if only pictograms (i.e. keywords = ): 
            icons = { i such that Icon(i) and  p  pictograms we have has_part(i, p) } 
            terms = { t such that MedDRA(t) and t.levels  selected_levels and  i  icons with has_icon(t, i) } 
            icons = { i such that i  icons and  t  terms with has_icon(t, I)} 
      else (both keywords and pictograms): 
            terms = { t such that MedDRA(t) and match(t.label, keyword) and t.levels  selected_levels } 
            icons = { i such that Icon(i) and  p  pictograms we have has_part(i, p) } 
            terms = { t such that t  terms and  i  icons with has_icon(t, i) } 
            icons = { i such that i  icons and  t  terms with has_icon(t, I)} 
      return (icons, terms) 

Figure 2– Algorithm performing the lexico-icono-hierarchical search in pseudo-code. The search takes three input parameters: a set 
of lexical keywords, a set of pictograms, and a set of selected levels in the hierarchy (e.g. {PT, LLT}). It returns two values: the set of 
icons and the set of MedDRA terms to display. We used a first-order logic syntax in the algorithm, i.e. classes are unary predicates 
and properties are two-argument predicates, e.g. “MedDRA(t)” means that it is a MedDRA term and “has_icon(t, i)” means that it 
has icon i. Finally, match() is a function that performs keyword-based string comparisons.  
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the desired levels whose label matches the keywords; then we 
search for their icons. If only pictograms are present, we 
search for the icons having these pictograms; then we search 
for the terms of the desired levels that have at least one of 
these icons; finally, we filter the set of icons to those 
associated with at least one term in the resulting set of terms 
(due to the filtering on hierarchical levels, some icons can be 
associated with no terms). When both keywords and icons are 
present, we search for terms (taking into account keywords 
and levels) and for icons (taking into account pictograms) 
independently, and then we restrict both resulting sets to the 
elements associated with at least one element in the other set. 
In addition, the proposed algorithm is designed so that each 
step involves at the most two classes out of the three in the 
model (i.e. MedDRA terms, Icons, and Pictogram). This 
improves performances of the search. 

Displaying the Search Results 

Search results can be numerous; therefore, we use icons to 
organize them. Icons are sorted by the number of associated 
terms. For each icon, we display a panel with the icon on the 
left and the list of the corresponding MedDRA terms on the 
right. LLT are displayed in gray and other levels in black. 
When more than 6 terms are present, we display only the first 
5 ones (in alphabetical order) and the total number of terms; 
the entire list of terms can be obtained by clicking on the 
panel. Whenever a given term is associated with more than 
one icon in the resulting set of icons, the term appears in 
several panels (one per icon), with a gray label indicating the 
number of icons (e.g. “2 icons”). By mouse-hovering this 
label, the user can see a popup bubble showing all the icons. 

Moreover, when there are more than 10 icons, we reduce the 
list of icons by removing all icons that are more specific than 
another. In fact, the VCM ontology defines is-a relation 
between icons. For example, the icon “renal infection” is more 
specific than “renal disorder” and “infection”. The terms 
associated with the removed icons are re-associated with their 
parent icon (if several parents are present, the terms are 
associated with all of them and will be displayed in several 
panels, as previously). When the panel of the parent icon is 
clicked, the terms initially associated with the parent icon are 
displayed, as well as other panels for the child icons. 

Preliminary Evaluation 

As a preliminary evaluation, we showed the proposed 
interface to two pharmacovigilance experts working daily with 
the MedDRA terminology. We gathered their opinions and 
their comments using a qualitative form including the 
following 7 general questions: Is the interface useful for 
finding MedDRA terms when coding a new case? when 
gathering codes for performing an exhaustive search in a 
pharmacovigilance database? Do you search mainly at the PT 
level or the LLT level? Is the iconic search interesting? alone? 
in combination with the lexical search? Is a training necessary 
for using VCM icons? 

Results 

Iconic Interface for Browsing MedDRA 

Figure 3 shows a screenshot of the proposed interface. On the 
left, the user can enter keywords, click pictograms on “Mister 
VCM” and select the desired MedDRA levels. These three 

Figure 3– Screenshot of the results of an iconic search for PT and LLT with the “eye” pictogram. 
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operations can be done in the order of his choice. The 
proposed system has a good performance: even when 
searching over the largest part of MedDRA (the tumor 
pictogram), the response time does not exceed 0.6 seconds. 

Figure 3 shows the results of an iconic search with the “eye” 
pictogram. 3,650 terms were found and grouped according to 
25 icons (more specific, children, icons exist but are not 
shown). When clicking on an icon panel, the entire list of 
associated terms is shown, as well as more specific icons. 
Figure 4 shows an example of such a panel, obtained after 
clicking on the “allergic inflammation of eye” icon on Figure 
3 (it is the icon marked with a green dot). The panel shows 2 
more specific child icons: “allergic inflammation of the optic 
nerve” and “allergic edema of eye”. 

  
Figure 4– Screenshot of the panel shown when clicking the 
“allergic inflammation of eye” icon in Figure 3 (the one 
marked with a green dot). 
 
Figure 5 shows an example of a search mixing lexical and 
iconic queries. We wanted to search for abscess in the urinary 
tract. “Abscess” is a clearly defined and specific keyword, so 
we typed it into the lexical search box. On the contrary, 
“urinary tract” is more general: many synonyms exist, and it 
also includes several subparts (e.g. ureter). Thus, we clicked 
on the “kidney” pictogram that represents the urinary system. 
The results show 2 icons with 17 terms. 

When a term is clicked, it is displayed on a page with its label, 
its MedDRA code, its icons and its position in the MedDRA 
hierarchy, including ancestors and children terms. Ancestors 
and children can be clicked. As a consequence, the proposed 
interface also allows a classical tree-based navigation in the 
terminology. 

Expert Opinions 

The purely iconic search was not found very interesting by the 
two experts. On the contrary, the combination of the lexical 
and iconic search was described by them as very interesting, 
for example when dealing with synonymy (e.g. “auricular” 
keyword + heart pictogram to avoid auricular terms referring 
to ear) or for increasing the sensibility of the search, since 
most pictograms are rather general. This second point makes 
our interface particularly appealing to them when gathering 
codes for performing an exhaustive search. Moreover, the 
ability to select the depth level allows starting at a high level 
and then going down to lower levels if there is no result on the 
higher level. 

  
Figure 5– Screenshot of a lexico-iconic search: we searched 
for PT and LLT in MedDRA with the keyword “abscess” and 
pictogram “urinary”. 
 
On the contrary, when coding a new case, experts have to 
“stick” to the diagnostic mentioned in the case, and thus a 
lexical search through LLT is more appropriate. The iconic 
interface is thus less interesting for them. However, one expert 
qualified VCM icons as an “Esperanto of medical language”. 
She considered that the iconic interface would be very useful 
for clinical research associates in the industry, because they 
are often non-specialists (i.e. not a physician or pharmacist) 
and  could benefit from the guidance of icons: they may help 
to clearly identify the anatomic location or the morphology of 
a complex pathology, e.g. VCM icons explicitly represent 
“glomerulonephritis” as an inflammation of a part of the 
kidney while it may not be obvious to a non-specialist. In 
addition, many of them have to use MedDRA in English, even 
if it is not their native language. 

Finally, both experts considered that training is needed before 
using VCM icons. 

Discussion 

In this paper, we proposed an original approach for browsing 
and searching medical terminologies, using pictograms and 
icons in addition to lexical keywords and terms. We applied 
this new approach to MedDRA. The resulting tool was found 
interesting by pharmacovigilance experts, in particular for 
gathering terms before performing an exhaustive search in a 
pharmacovigilance database, and for non-specialist users.  

“Mister VCM” was initially designed to gather and organize a 
small set (5-50) of VCM icons. Here, we used it in a very 
different way, for allowing the selection of one or more 
pictograms in order to formulate a query in a visual way. This 
is the first time we use VCM for a querying purpose. 

The icon enables a semantic search in the terminology. For 
example, the heart pictogram allows searching for all cardiac-
related terms, without having to deal with the problems of 
synonymy or polysemy, while a lexical search would have to 
consider the many existing synonyms: “heart”, “cardiac”, 
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“card-”, but also parts of the heart, such as “ventricular” or 
“coronary”, and polysemy, e.g. “cardia” is not related to the 
heart but to the stomach, despite its short lexical distance 
which “cardiac” would suggest. 

Some medical terminologies have an ontological structure that 
could be used for performing a semantic search. For instance, 
SNOMED CT relates all disorders to their finding site. These 
relations could be used to find all disorders related to the heart 
(including the heart subparts). However, the huge number of 
concepts in SNOMED CT makes this approach difficult and 
tedious to use. Moreover, ontological definitions are usually 
stricter than a human expert would expect, especially when 
performing broad search: e.g. in SNOMED CT, pericardium is 
not included in the heart because, strictly speaking, it is not a 
part of the heart. On the contrary, VCM pictograms are far 
less numerous, and they have a broader definition: e.g. the 
heart pictogram also covers the heart-related structure such as 
pericardium. 

In the literature, Massari et al. [17] proposed meta-terms based 
on medical specialties to enrich terminologies and facilitate 
searches. Meta-terms can be combined with other types of 
searches. This approach is similar to the one we proposed 
here, but neither iconic nor visual. 

Conclusions 

Icons are a new, promising approach for browsing and 
searching medical terminologies. The perspectives of this 
work are twofold. First, the proposed interface will be 
properly evaluated in pharmacovigilance settings, using 
quantitative methods. Second, it could also be adapted to other 
medical terminologies such as ICD10 or SNOMED CT and 
used for helping physicians associate coded terms to their 
patients. Applications in medical education are also possible. 
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Abstract 

De-identification aims to remove 18 categories of protected 
health information from electronic health records. Ideally, de-
identification systems should be reliable and generalizable. 
Previous research has focused on improving performance but 
has not examined generalizability. This paper investigates both 
performance and generalizability. To improve current state-of-
the-art performance based on long short-term memory (LSTM) 
units, we introduce a system that uses gated recurrent units 
(GRUs) and deep contextualized word representations, both of 
which have never been applied to de-identification. We 
measure performance and generalizability of each system using 
the 2014 i2b2/UTHealth and 2016 CEGS N-GRID de-
identification datasets. We show that deep contextualized word 
representations improve state-of-the-art performance, while 
the benefit of switching LSTM units with GRUs is not 
significant. The generalizability of de-identification system 
significantly improved with deep contextualized word 
representations; in addition, LSTM units-based system is more 
generalizable than the GRUs-based system. 
Keywords:  

Data Anonymization, Natural Language Processing, Machine 
Learning 

Introduction 

Removing identifiable information from personal data is 
important for protecting privacy. The General Data Protection 
Regulation (GDPR) in the European Union (EU) prohibits 
processing of personal data without obtaining explicit consent 
unless identifiable information is first removed from the data. 
In the United States, the Health Insurance Portability and 
Accountability Act (HIPAA) requires removal of 18 categories 
of protected health information (PHI) from electronic health 
records (EHRs) in order to protect the privacy of patients. The 
task of removing such information is often referred to as de-
identification. This task is often the first step that must be 
performed before EHRs can be shared. In this paper, we focus 
on the de-identification of EHRs for HIPAA compliance.  This 
task can be accomplished both manually and automatically. 
However, manual de-identification is non-reusable, time-
consuming, and costly. For example, Dorr et al.[1] assessed the 
difficulty and time costs of manual de-identification in clinical 
notes. On average, manual de-identification of a clinical note, 
with an average note length of 261 ± 352 words, required 87.3 
± 61 seconds. Douglass et al.[2] found that each human 
annotator could read 16,000 to 20,000 words hourly and was 
paid $50 per hour. Given the vast amount of EHRs and the time 
and financial cost of manual de-identification, fully manual de-
identification is not feasible and must benefit from automated 
methods. 
The earliest automated de-identification systems were 
primarily rule-based [3–5]. Researchers utilized external 

knowledge resources, such as lists of personal names and 
addresses, as well as medical term dictionaries. They also 
implemented regular expressions to capture morpho-lexical 
features of PHI.  
Recently, machine-learning systems have made significant 
contributions to de-identification. Most machine learning 
models interpret de-identification as a sequence-labeling 
problem [6–11]. These models can handle sequences of 
characters, words, or sentences. For the 2014 i2b2/UTHealth 
shared task on de-identification [12], Yang and Garibaldi [7] 
earned the highest F1-score among participants using a 
sequence-labeling classifier based on conditional random fields 
(CRFs) which were complemented with customized rules. All 
the systems that ranked among the top five in this shared task 
were based on CRFs. More recently, artificial neural networks 
(ANNs), which are also sequence labelers, have been used for 
de-identification. Among various architectures of ANNs, 
recurrent neural networks (RNNs) have been the most common. 
A type of RNNs, referred to as long short-term memory 
(LSTM) units combined with CRFs along with manually 
encoded rules [11] have displayed the best performance in the 
2016 CEGS N-GRID de-identification shared task [13]. 
Interestingly, the best systems in both shared tasks 
complemented their machine learning solutions with hand-
crafted rules that were optimized to their datasets. 
Independently of these shared tasks, Dernoncourt et al. [14] 
built NeuroNER, and achieved state-of-the-art performance on 
the 2014 i2b2/UTHealth dataset. NeuroNER is also based on 
bi-directional LSTM (bi-LSTM) units and CRFs but includes 
no hand-crafted features or external resources other than GloVe 
word embeddings [15]. NeuroNER implements the bi-LSTM 
units on a character-level input to get character embeddings and 
concatenates character embeddings with pre-trained token 
embeddings. The resulting character-enhanced token 
embeddings are fed into the bi-LSTM units again and the 
sequence of probabilities are then tuned with the CRF sequence 
optimizer to produce the system output. 
The success of NeuroNER prompts some follow up questions. 
The first concerns the use of different recurrent units. Although 
RNN with traditional neural units could handle sequence-based 
problems such as de-identification, they cannot effectively 
handle tasks that contain long-term dependencies. This is often 
referred to as the vanishing gradient problem. To mitigate the 
vanishing gradient problem, researchers have devised either 
enhanced learning algorithms [16] or more sophisticated 
activation functions [17, 18]. Among these activation functions, 
LSTM units are the most popular. However, in 2014, Cho et al. 
[18] proposed a different type of gating mechanism, namely the 
gated recurrent units (GRUs). Like LSTM units, GRUs can 
address the vanishing gradient problem, but they also have 
simpler structure relative to LSTM units. While LSTM units 
contain “forget,” “update,” and “output” gates, GRUs merely 
have “reset” and “update” gates. Despite this structural 
advantage and comparable performance [19], GRUs have not 
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been evaluated in de-identification. 
The second question entails the benefit of incorporating 
different combinations of embeddings. Although basic word 
representations such as GloVe [15] and Word2Vec [20] have 
become the core of most recent natural language-processing 
(NLP) research, they face challenges when handling out-of-
vocabulary (OOV) words and ambiguity, i.e., words that do not 
have an embedding (such as misspellings, dates, telephone 
numbers, and ID numbers) and words that are ambiguous (such 
as the word ‘can’ as a modal in the sentence “I can do it” and 
the same word as a noun in the sentence “this is a trash can”). 
Character embeddings could compensate for some of the 
weaknesses of these representations providing character-level 
information that can encapsulate the semantics of words. In 
their ablation test to investigate the contribution of each 
component to the performance of NeuroNER, Dernoncourt et 
al. [14] determined that their system performed reasonably well 
using only character-level embeddings (i.e., without word 
embeddings). However, both word embeddings and character 
embeddings contain limited or no information about context, 
which can be pivotal for capturing the true semantics of words. 
Recently, Peters et al. [21] devised word representations that 
can incorporate context into token embeddings. These “deep 
contextualized word embeddings” are calculated from a bi-
directional language model (biLM) and are evaluated in our 
experiments.  
Finally, despite the high performance of existing machine-
learning-based de-identification systems, these systems do not 
generalize well to new types of data. The result of the 2016 
CEGS N-GRID shared task on “sight unseen” data supports this 
observation. This task tested the performance of existing, 
unmodified de-identification systems on new types of data 
consisting of psychiatry records and was the first shared task of 
its type that utilized psychiatry data. Nine teams participated in 
this task. Each team could train their system on any data of their 
choosing. All systems were evaluated on the same previously 
unseen test data. The highest-performing team on this task 
could not reach 0.80 in terms of strict entity-based F1-
score [13].  
To reliably remove PHI from EHRs in practice, however, de-
identification systems should generalize to new types of data 
that are different from what they trained on. Systems tested on 
the 2016 CEGS N-GRID shared task on “sight unseen” data 
were each trained on different sets of data, which rendered 
comparison of generalizability of their models impossible. 
Here, we present a systematic evaluation of generalizability of 
our systems. To the best of our knowledge, this is the first use 
of GRUs and deep contextualized word representations in de-
identification and provides a systematic assessment of 
generalizability of discussed solutions.  

Methods 

State-of-the-art in de-identification was developed by 
Dernoncourt et al. [14]. This system, NeuroNER, consists of 
four layers, including a character-embedding layer, a token-
embedding layer, a label-prediction layer, and a label-
sequence-optimization layer. NeuroNER utilizes bi-LSTM 
units on character-level input to get character embeddings and 
concatenates character embeddings with pre-trained token 
embeddings. The resulting character-enhanced token 
embeddings are fed into bi-LSTM units again, and the resulting 
sequence of probabilities are then tuned with a CRF label 
sequence optimizer. 
We selected NeuroNER as our baseline model. We maintained 
its overall pipeline, and modified its components (as described 

in the following experiments) to evaluate GRUs and deep 
contextualized word representations in de-identification, and to 
assess generalizability of the resulting models. 

Datasets 
We evaluated de-identification performance on the 2014 
i2b2/UTHealth and the 2016 CEGS N-GRID de-
identification data. The 2014 i2b2/UTHealth de-
identification dataset (henceforth, the 2014 dataset) consists 
of 1,304 medical records, including discharge summaries, 
progress notes, doctor’s notes, doctor-patient 
communications from 296 diabetic patients. These records 
contain 28,872 PHI entities in 28 types (including subtypes 
for some HIPAA PHI categories) [12]. The 2016 CEGS N-
GRID de-identification dataset (henceforth, the 2016 
dataset) includes 1,000 psychiatric intake records 
containing 34,364 PHI entities with the same types [13]. 
Table 1 summarizes the statistics of each dataset. As 
indicated in the table, the 2016 dataset contains more tokens 
and PHI per record. Considering the ratio between the 
average token per document and the average PHI per 
document, the 2014 dataset is denser than the 2016 dataset. 

Both the 2014 and 2016 datasets consisted of training (60%) 
and test (40%) sets. We divided each of the training sets into 
training (40%) and validation (20%) sets. We used the training 
and validation sets for system development. We report results 
on the test sets. 

Table 1 – Overview of the 2014 and 2016 Datasets 
 2014 

Dataset 
2016 

Dataset 
Records 1,304 1,000 
Total # of tokens 805,118 1,862,452 
Average # of tokens per record 617 1,862 
Total # of PHI entities 28,872 34,364 
Average # of PHI per record 22 34 

Evaluation Metrics 
For evaluation, we used micro-averaged precision, recall, 
and F1-score computed using the following equations: 

� Precision (P) = true positives / (true positives + false 
positives) 

� Recall (R) = true positives / (true positives + false 
negatives) 

� F1-score (F1) = 2*P*R / (P+R)  
Organizers of the 2014 and 2016 de-identification shared tasks 
measured multiple versions of these metrics 
(strict/relaxed/overlap with token-based/entity-based 
matching) over two sets of PHI types (i2b2 PHI vs. HIPAA 
PHI). Strict, relaxed, and overlap measurements differ in terms 
of their acceptance of exact or inexact textual spans 
corresponding to PHI. Token-based versus entity-based 
evaluation refers to whether the complete string or individual 
words in the string are considered for de-identification. i2b2 
PHI and HIPAA PHI differ in terms of granularity of PHI.  i2b2 
categories classify the 18 HIPAA categories into sub-types 
(e.g., a location HIPAA PHI type can be classified into street, 
city, state, zip i2b2 types). In this paper, we evaluate 
performance with the strictest settings—strict entity-based 
matching over i2b2 PHI. 

System Structure 

NeuroNER serves as both the starting point and the benchmark 
for the experiments presented in this paper. Our goal is to 
improve performance of this state-of-the-art system on de-
identification and to assess its generalizability under different 
conditions. We experiment with different RNNs and 
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embeddings in order to evaluate the contribution of each to 
system performance and generalizability. 
Our system accepts tokenized narrative text as input. For this, 
the narratives are first pre-processed using spaCy [22] for 
sentence detection and tokenization. Given the pre-processed 
narratives and NeuroNER, we experimented with bi-LSTM 
units and bi-GRUs. LSTM units and GRUs are alike in that they 
both incorporate history into their predictions. But as 
previously mentioned, GRUs have simpler structure than 
LSTM units. As a result, GRUs have fewer parameters than 
LSTM units, and can converge faster [19]. In terms of their 
performance, the superiority or inferiority of either LSTM units 
or GRUs remains a matter of debate [19, 23], while the merits 
of both units relative to the traditional RNNs units (for example, 
tanh) are undeniable [24,25]. 
In order to evaluate the performance of these units, we tested 
three different types of embeddings with them. Pre-trained 
word embeddings [12,17] are widely used and have become a 
core element in recent machine-learning-based NLP research; 
however, they can fall short on OOV and ambiguous words. 
One way of resolving these cases would entail the use of 
character-enhanced token embeddings or deriving from deep 
contextualized word representations. Rather than training a 
word vector for each token, deep contextualized word 
representations train a context function that is based on two-
layer biLMs with character convolutions and that returns a 
flexible word vector [21]. This function assigns a different 
vector to each word based on its morphological features and 
context; even the same two words in the same sentence can have 
different word vectors. Deep contextualized word 
representations can mitigate both OOV and ambiguous word 
problems. We used 1,024-dimensional deep contextualized 
word representations in addition to character embeddings and 
word embeddings. We processed our datasets (using only the 
training and validation portions) with a pre-trained model 
(which is a context function trained on the 1B Word Benchmark 
[26]) to extract deep contextualized word representations. 
To investigate the contribution of different embeddings to 
different RNNs on de-identification, we experimented with all 
possible combinations of items within the four layers of 
NeuroNER architecture. The layers are summarized in Table 2. 

Table 2 � Experiment Items in Each Architectural Layer of 
NeuroNER 

Location Experiment items 
4th layer CRF label sequence optimizer 
3rd layer bi-LSTM units vs. bi-GRUs 
2nd layer word embeddings (WEs) and/or deep 

contextualized word representations (DEs) 
1st layer character embeddings (CEs) 

Training and Hyperparameters 

We tuned our hyperparameters using the training set of each 
dataset. NeuroNER accomplished its optimal performance on 
both datasets with these parameters: 

� character-embedding dimension: 25 
� character-based token-embedding dimension: 25 
� token-embedding dimension: 100 
� label-prediction dimension: 100 
� dropout probability: 0.5 

In addition to the above hyperparameters, the dimension of the 
deep contextualized word representations was 1,024. 
Therefore, the inputs to the label-prediction layer entail a 
minimum of 25 dimensions (in the case that only character 

embeddings are tested) and a maximum of 1,149 dimensions 
(in the case that all three embeddings are tested). When training, 
iteration was stopped if there was no improvement in the F1-
score on the validation set for 10 epochs. 

Results 
Performances of both LSTM units-based and GRUs-based 
RNNs are presented in Tables 3 and 4. The statistical 
significance of F1-score difference from the baseline model 
was tested using approximate randomization [27] with 9,999 
shuffles. Statistically significant F1-score differences at the 
level of 0.01 are asterisked.  
Table 3 indicates the performance of LSTM units-based RNNs 
with different combinations of embeddings. The baseline 
performance of NeuroNER is underlined, and the precision, 
recall, and F1-score of the highest-performing combination for 
each dataset is in bold font. In the 2014 dataset, the role of 
character embeddings was pivotal. Without word embeddings, 
LSTM units-based RNNs accomplished 89.70 for F1-score. 
Any combinations that included deep contextualized word 
representations significantly outperformed the combination of 
character embeddings and word embeddings, which were our 
baseline, in F1-score. Even the system that used deep 
contextualized word representations alone could outperform 
this baseline in F1-score. The highest F1-score achieved with 
LSTM units-based RNNs was 92.82, which is 1.15 higher than 
the baseline. In the 2016 dataset, the system with only character 
embeddings underperformed relative to the system with only 
word embeddings. Deep contextualized word representations 
worked effectively on the 2016 dataset as well, but it did not 
surpass the baseline system until it was combined with the other 
two embeddings. The highest F1-score was 89.00. In both the 
2014 and 2016 datasets, the optimal performances were 
observed when all three embeddings were combined. 

Table 3 � Performance of LSTM Units-Based RNNs 

Embeddings 2014 Dataset 2016 Dataset 
P R F1 P R F1 

CEs 92.83 86.77 89.70* 84.96 78.58 81.65* 
WEs 85.46 79.09 82.15* 85.92 79.99 82.85* 
DEs 93.50 90.79 92.13* 88.23 86.56 87.39* 
CEs+WEs 92.39 90.97 91.67 89.15 87.09 88.11 
CEs+DEs 93.14 90.84 91.98* 88.65 86.95 87.79 
WEs+DEs 93.34 90.91 92.11* 87.99 87.92 87.95 
All three 94.33 91.36 92.82* 90.88 87.20 89.00* 

Table 4 � Performance of GRUs-Based RNNs 

Embeddings 
2014 Dataset 2016 Dataset 

P R F1 P R F1 
CEs 91.98 87.30 89.58* 84.77 77.20 80.81* 
WEs 86.86 77.81 82.09* 84.66 78.73 81.59* 
DEs 93.04 91.23 92.13* 88.48 85.99 87.22* 
CEs+WEs 93.77 90.49 92.10* 89.66 86.39 87.99* 
CEs+DEs 93.63 90.33 91.95* 90.57 86.58 88.53* 
WEs+DEs 94.07 90.74 92.37* 89.97 87.51 88.72* 
All three 93.59 91.65 92.61* 89.11 87.10 88.09 

Table 4 indicates the performance of the GRUs-based RNNs. 
Here, character embeddings were pivotal in the 2014 dataset but 
not on the 2016 dataset. The combination of GRUs with deep 
contextualized word representations achieved a good 
performance. The optimal F1-score in the 2014 dataset was 
received when all three embeddings were combined, while the 
combination of word embeddings and deep contextualized 
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word representations exhibited the second highest performance. 
The differences in F1-score are statistically significant at 
P=.008. Regarding the 2016 dataset, the optimal performance 
was produced when word embeddings and deep contextualized 
word representations were combined; combining character 
embeddings with these two embeddings deteriorated the 
performance of the system. 
Comparing Tables 3 and 4, we see that GRUs demonstrated a 
comparable performance relative to the LSTM units and even 
outperformed the LSTM units in some combinations. Notably, 
the F1-score increased by 0.43 merely as a result of substituting 
the LSTM units with the GRUs for the 2014 dataset (which 
does not occur in the 2016 dataset). The differences in F1-score 
are statistically significant at P=0.002. However, the highest 
performance with the GRUs-based RNNs could not surpass that 
of the LSTM units-based RNNs for both datasets. The 
differences in F1-scores are statistically significant at P=0.004. 
We also investigated the generalizability of both LSTM units-
based and GRUs-based RNNs systems. To test the 
generalizability of each combinatio, we evaluated the 
performance of the model trained using the 2014 training set on 
the 2016 test set.  

Table 5 � Generalizability of LSTM Units-Based RNNs 

Embeddings 2014→2016 2016→2014 
P R F1 P R F1 

CEs 67.25 55.17 60.61* 57.67 62.76 60.11* 
WEs 57.57 59.81 58.67* 57.08 42.65 48.82* 
DEs 74.56 69.97 72.19* 70.95 69.51 70.22* 
CEs+WEs 70.62 66.01 68.24 68.62 67.09 67.85 
CEs+DEs 75.95 70.96 73.37* 69.37 70.84 70.10* 
WEs+DEs 74.97 70.79 72.82* 70.92 70.42 70.67* 
All three 77.51 68.30 72.61* 71.98 70.90 71.44* 

Table 6 � Generalizability of GRUs-Based RNNs 

Embeddings 2014→2016 2016→2014 
P R F1 P R F1 

CEs 72.85 54.02 62.04* 64.24 63.46 63.85* 
WEs 61.08 58.87 59.95* 50.62 44.36 47.28* 
DEs 71.78 70.17 70.97* 68.76 66.11 67.40* 
CEs+WEs 76.68 66.82 71.41* 66.95 66.20 66.57* 
CEs+DEs 74.55 71.04 72.75* 70.81 69.09 69.94* 
WEs+DEs 76.82 69.19 72.81* 69.58 69.37 69.47* 
All three 72.75 71.72 71.93* 73.18 69.12 71.09* 

As Tables 5 and 6 demonstrate, combinations that performed 
effectively on training data also work effectively on new types 
of data. In addition, the introduction of deep contextualized 
word representations significantly increased the 
generalizability of both LSTM units and GRUs-based systems 
on both datasets. The differences in F1-score of the baseline and 
the models that include deep contextualized word 
representations are statistically significant at P<0.001. The gain 
in generalizability over the baseline is more significant than the 
gain in performance. The performance increase from the 
baseline to the highest F1-score of LSTM units-based system 
within the 2014 dataset was 1.15, while the increase in the 
performance while going across datasets was 5.13. 
Discussion 
Error Analysis 

The distribution of PHI found by each  
RNN is shown in Table 7. Overall, both RNNs succeeded in 
finding 9,871 entities from the 2014 test set and 9,950 entities 

from the 2016 test set. In contrast, both units missed 1,302 
entities in the 2014 test set and 3,339 entities in the 2016 test 
set. To investigate the strengths and weaknesses of each RNN, 
the number of entities found by only one of the units were 
counted. For example, “only GRUs found” indicates the 
number of PHI entities that all embeddings combinations with 
LSTM units failed to detect, but all embeddings combinations 
with the GRUs could find. These entities can be only found by 
GRUs regardless of embedding types, and they may reveal the 
empirical difference between LSTM units and GRUs. 

Table 7 � Distribution of PHI by RNNs 

 2014 Dataset 2016 Dataset 
Total PHI in the test set 11,462 13,519 
Both found 9,871 9,950 
Both failed 1,302 3,339 
Only GRUs found 243 104 
Only LSTM units found 46 126 

We extracted the sentences that include “only LSTM units 
found” and “only GRUs found” PHI entities and manually 
reviewed their characteristics. In many “only GRUs found” 
PHIs, the entities were directly adjacent to special characters 
such as slashes (/), colons (:), commas (,), and hyphens (-). For 
example, 102 DOCTOR entities, which are typically in the 
form of ‘initial/name1/name2’ or ‘initial:name’, could be found 
only by GRUs-based systems. It appears that GRUs are less 
sensitive to directly adjacent tokens in predicting the label of 
the current token. In contrast, PHI only found by LSTM units 
contain more contextually complex sentences. For example, in 
41 cases, seasons and years (both are in DATE category) in 
sentences such as “healthy until spring of 0314 2126,” “in the 
spring of 2128,” and “in the summer of 2096” could not be 
found by GRUs, but they were detected by LSTM units. 
However, these findings need to be taken with a grain of salt 
given the small sample size. 

Table 8 � Distribution of PHI by Embeddings 

 2014 Dataset 2016 Dataset 
Total PHI in the test set 11,462 13,519 
Found only without CEs 347 175 
Found only with CEs 131 249 

Table 8 indicates the distribution of PHI for deep 
contextualized word representations with both RNNs.  A total 
of 380 PHI entities were additionally found with these 
embeddings. These PHI entities were primarily centered around 
several entity types, such as PROFESSION (19%), HOSPITAL 
(15%), ORGANIZATION (15%), PATIENT (12%), and 
DOCTOR (11%). This distribution differs from the original 
PHI distribution of the test set: PROFESSION (5%), 
HOSPITAL (9%), ORGANIZATION (3%), PATIENT (7%), 
and DOCTOR (14%). From a practical perspective, 
‘PATIENT-DOCTOR’ and ‘HOSPITAL-ORGANIZATION’ 
pairs are difficult to be differentiated from each other because 
of the semantic similarity between these PHI categories. 
Through manual review, we found these PHI entities were in 
complete sentences in most cases. This illustrates that a pre-
trained context function returns better word representations 
when inputs are lengthy and sufficiently informative to make a 
machine understand context. Gains in the 2016 dataset are 
nearly twice as abundant as those in the 2014 dataset perhaps 
because EHRs in the 2016 dataset are more organized and 
structured than those in the 2014 dataset. As a result, the 
sentence detector worked more effectively on the 2016 dataset, 
providing cleaner input to the RNNs.  
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Miscellaneous  

On average, GRUs show higher per-category F1-score on entity 
types CITY, COUNTRY, DOCTOR, HOSPITAL, IDNUM, 
PHONE, PROFESSION, and STATE whereas LSTM units 
perform better on AGE, DATE, MEDICALRECORD, 
ORGANIZATION, PATIENT, STREET, USERNAME, and 
ZIP. Interestingly, deep contextualized embeddings achieve 
higher per-category F1-score than both character and word 
embeddings regardless of entity types. Theoretically, the 
convergence of GRUs-based systems should be faster than 
LSTM units-based systems because GRUs have simpler 
structure and fewer parameters than LSTM units. This was 
confirmed by the experiments. For the 2014 dataset, 
convergence required an average of 37 epochs for the LSTM 
units-based systems, whereas for GRUs-based systems, 
convergence required an average of 28 epochs. Similarly, in the 
2016 dataset, LSTM units required an average of 32 epochs, 
whereas GRUs required 30 epochs. 

Conclusions 
To automate de-identification tasks, de-identification must be 
highly accurate and generalizable. State-of-the-art de-
identification systems are based on RNNs with bi-LSTM units. 
This study investigated avenues for improving the state-of-the-
art by modifying types of recurrent units and embeddings. It 
also investigated how these modifications affect 
generalizability. We found that substituting LSTM units with 
the GRUs cannot significantly improve performance or 
generalizability. However, this does not imply the inferiority of 
GRUs relative to LSTM units on de-identification. GRUs 
outperformed LSTM units in some PHI types and could 
complement LSTM units in an ensemble.  They could also 
converge to optimal parameters faster than LSTM units. The 
introduction of deep contextualized word representations on top 
of character embeddings and word embeddings was certainly 
helpful in increasing both the state-of-the-art performance and 
generalizability. 
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Abstract 

We tested the value of adding data from the operating room to 
models predicting in-hospital death. We assessed model 
performance using two metrics, the area under the receiver 
operating characteristic curve (AUROC) and the area under 
the precision-recall curve (AUPRC), to illustrate the 
differences in information they convey in the setting of class 
imbalance. Data was collected on 74,147 patients who 
underwent major noncardiac surgery and 112 unique features 
were extracted from electronic health records. Sets of features 
were incrementally added to models using logistic regression, 
naïve Bayes, random forest, and gradient boosted machine 
methods. AUROC increased as more features were added, but 
changes were small for some modeling approaches. In contrast, 
AUPRC, which reflects positive predicted value, exhibited 
improvements across all models. Using AUPRC highlighted the 
added value of intraoperative data, not seen consistently with 
AUROC, and that with class imbalance AUPRC may serve as 
the more clinically relevant criterion.  
Keywords:  

Medical Informatics; Hospital Mortality; Risk Assessment  

Introduction 

Clinicians routinely use data from various sources to make 
diagnostic assessments and treatment decisions. However, 
recent insights from behavioral economics and psychology 
highlight the limits of human decision-making, particularly 
with respect to synthesizing vast amounts of data with high 
variety and velocity [1-3]. The advent of big data science and 
predictive analytics holds the potential to improve key clinical 
tasks such as risk-stratifying patients at risk of poor outcomes. 
Doing so, however, will require careful alignment between 
methods and clinical use of predictions.  
One key area of high clinical interest for predictive analytics is 
risk-stratification of patients for an outcome of death, 
particularly after surgery. There is expansive literature on this 
because of the frequency of noncardiac surgery. In 2010 alone, 
more than 25 million major noncardiac procedures were 
performed in the United States [4]. Though rates of 
postoperative mortality can be as low as 2%, postoperative 
mortality rates increase beyond 10% in high-risk subgroups [5-
7]. Clinicians and researchers have thus developed various 
approaches to risk-stratify patients for postoperative mortality 
risk. The most widely used system is the American Society of 

Anesthesiologist (ASA) physical status classification score, 
which represents a clinician’s assessment of a patient’s risk of 
postoperative mortality based on data available before surgery 
starts [8]. However, the human decision-making element 
presents major inter-rater reliability issues with respect to 
accuracy and consistency of scores [9]. There are several other 
clinical risk scores that use data and patient characteristics 
before surgery, such as POSPOM, Risk Stratification Index 
(RSI) and Risk Quantification Index (RQI). [5; 10]. Such 
models obtain very high area under the receiver operating 
characteristic curve (AUROC) values ranging from 0.8 to 0.94. 
The Surgical Apgar Score takes a simpler approach and uses 
three intraoperative variables: estimated blood loss, lowest 
mean arterial pressure, and lowest heart rate measured during 
surgery to predict major postoperative complications [11]. The 
Surgical Apgar Score performs variably across studies with 
AUROC values from 0.6 to 0.86 [12-14].  One study added 
Surgical Apgar Score variables to RQI variables, but found 
little improvement in predicting postoperative death versus RQI 
itself [14]. This may be an indication that intraoperative 
information does not add value to postoperative mortality risk. 
However, there are two outstanding issues. First, it is still 
unclear whether and to what extent intraoperative data can 
improve the prediction of postoperative mortality. Second, 
assessing model performance with AUROC may be 
problematic because it is not aligned with the information 
clinicians seek, and thus other metrics need to be tested in 
assessing the value of intra-operative data. 
Although AUROC serves as an important indicator for model 
performance, it is not necessarily aligned with how clinicians 
would use a prediction model in some settings. In the context 
of noncardiac surgery, death is a relatively rare outcome, so the 
importance of identifying high-risk patients who may die 
during their admission is more critical than identifying patients 
who do not die (the majority class). AUROC is immune to 
changes in class distribution because it is calculated only using 
sensitivity (i.e., recall, true positive rate) and specificity (i.e., 
false positive rate) [15] and therefore cannot distinguish 
between models that have equal sensitivity but different 
precision (i.e., positive predictive value (PPV)). In our clinical 
context, the precision--the probability of correctly identifying 
patient death out of all predicted deaths--is a more clinically 
meaningful measure than AUROC.  
In this paper, we examine how adding intraoperative data to 
baseline (pre-hospitalization) and preoperative data can 
improve prediction of postoperative mortality using AUROC 
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and AUPRC to assess performance. We first show that AUROC 
metrics are very high even when using just baseline and 
preoperative data, which may lead to the conclusion that adding 
intraoperative data does not add any predictive information. We 
then use AUPRC, which reflects PPV as used in clinical 
decision-making, and demonstrate that adding intraoperative 
data results in improved predictions. These improvements are 
robust in multiple predictive modeling approaches. Lastly, we 
utilize clinician assessments of risk, specifically the ASA 
physical status score, to show that the AUPRC in models with 
intraoperative data contains substantial information that covers 
most of clinician assessment information. 

Methods 

Data Sources and Collection 

Data was extracted from various databases across the 
University of Pennsylvania Health System (UPHS) and 
integrated into a comprehensive perioperative dataset (data 
containing administrative, preoperative, intraoperative, and 
postoperative information related surgeries). Administrative 
and clinical data were collected from a clinical data warehouse, 
Penn Data Store, and an electronic health record (EHR) (Epic 
Systems, USA). Intraoperative data was extracted from a 
perioperative data repository constructed from a set of 
transformation scripts run on EPIC’s Clarity databases 
developed by the Multicenter Perioperative Outcomes Group 
who work to standardize perioperative information for 
academic research [16]. The study design and data access were 
approved by the University of Pennsylvania Institutional 
Review Board Protocol 824057. 

Patient Inclusion and Exclusion Criteria 

Patients 18 years or older who underwent major noncardiac 
surgery across four academic medical centers within the 
University of Pennsylvania Health System in Pennsylvania, 
United States between June 2012 to June 2017 were included 
in the sample. Patients who underwent multiple major surgeries 
during the same visit were excluded. 
Major Noncardiac Surgery 

Noncardiac surgery was identified using Current Procedural 
Terminology (CPT®) codes specification ranges for noncardiac 
surgeries 10021-32999 and 34001-69990 [17]. The Agency for 
Healthcare Research Quality Healthcare Cost Utilization 
Project (AHRQ HCUP) Surgery Flag Software was used to 
identify surgeries classified as major therapeutic procedures 
[18].  

In-Hospital Mortality 

The primary outcome for the predictive models was all-cause, 
in-hospital mortality, represented as a binary variable.  

Model Performance 

Cohort data was randomly split by the patient into training 
(60%), validation (20%), and test (20%) sets as defined by 
Hastie et al [4], with similar incidence of in-hospital mortality 
in the resulting sets. All models were assessed on test data. 
DeLongs and Wilcoxon-Mann Whitney tests were used to test 
for significant differences on 1000 Bootstrap samples for each 
model.  
Imbalanced Outcome Class 

Death is clearly a very important and clinically relevant 
postoperative complication and is quite infrequent for patients 
undergoing major noncardiac surgeries. This class imbalance 
may result in challenges in assessing model performance. We 
used two metrics to help assess overall model performance. 

Area under the Receiver Operating Characteristic Curve 
(AUROC) 

The AUROC metric represents model discrimination across 
various thresholds for a classification problem. The AUROC 
depends on sensitivity (recall, TPR) and specificity (FPR), and 
is the probability that the model will rank a randomly chosen 
positive case (e.g. death) higher than a randomly chosen 
negative case (e.g. non-death) [15]. AUROC values range from 
0 to 1, with 1 indicating perfect model discrimination. When an 
AUROC is 0.5, it means the model has no class separation 
capacity and is no better than random classification. 
Area under the Precision-Recall Curve (AUPRC) 

Recent literature suggests other ways to examine model 
performance in skewed data. Davis and Goadrich introduced 
Precision-Recall curves for interpreting binary classification 
models in highly skewed datasets. In particular, optimizing on 
AUROC may not optimize the AUPRC [19].  Additionally, the 
AUPRC ignores the identification of true negative cases. In 
clinical practice, clinicians often care more about whether a 
patient is high risk for a poor outcome rather than low risk.  
Defined mathematically, let Y and Z(t) be the true and predicted 
statuses at threshold t, respectively. As with AUROC, the 
AUPRC also considers sensitivity (i.e., recall, or the proportion 
high-risk classified as such) 

Rec(t) = Pr{Z(t)=1 | Y=1} 
but instead of specificity, it takes into account positive 
predictive value (i.e., precision, or the proportion classified as 
high-risk who actually are high-risk) 

Prec(t) = Pr{Y=1 | Z(t)=1} 
Then AUPRC is computed as the area under the curve traced 
across different thresholds t. As a simple example, suppose 
5/10,000 patients die and we have two tests that correctly 
identify all 5 such patients. One test says 5 additional patients 
will die, while another says 20 additional patients will die. 
Clearly the first test is preferable; however, the false positive 
rates will both be 0.05% or less, whereas the PPVs are 50% and 
20%, respectively. Thus, AUROC may not distinguish between 
the tests while AUPRC would. 

Data Cleaning 

EHR data frequently include missing data and erroneous 
values. We used a flexible approach to missing data by 
including dichotomous indicator variables for each feature, 
equaling one if the observation contained missing data or zero 
otherwise. This allowed the chance of death to differ across 
those who had missing values versus not, which is more flexible 
and less stringent than the common “missing completely at 
random” assumption required in multiple imputations. 
Additionally, to account for out-of-range values, we 
Winsorized outliers to the 1st or 99th percentile by feature.  

Model Input Features 

Each patient visit corresponded to a unique surgical record 
where features were calculated or extracted from the start of the 
admission until the end of the surgery. Features were split into 
three respective groups: Baseline, Preoperative, and 
Intraoperative. We also used ASA score as a separate feature to 
compare additive information from human judgement on top of 
the other objective data features. A sample of features included 
in models are shown in Table 2. 
Baseline features included basic demographic information, like 
age, gender, race, and insurance type. Patient Elixhauser and 
Charlson comorbidity indices were also included, derived from 
the International Classification of Diseases (ICD9-CM/ICD10-
CM) diagnostic codes [20-22].   
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The preoperative features contained clinical information related 
to the patient’s admission, such as basic and extended lab 
measurements, medication use, and surgical procedure type. To 
categorize surgeries, we used AHRQ HCUP Clinical 
Classification Software to map each primary CPT code to 244 
unique procedure groups [23].  Data for these variables was 
collected from the start of the admission up until the start of the 
surgery procedure.  
Intraoperative features included descriptive intraoperative vital 
signs, such as minimum and maximum heart rate and blood 
pressure; fluid status, such as total fluid administration and 
estimated blood loss; and drug use, such as vasopressors and 
rescue medications. Data for this category was collected 
between the start and end of the surgery.  

Modeling 

We examined how adding intraoperative data to pre-
hospitalization and preoperative data improved prediction 
across various statistical and machine learning classification 
models. We used four predictive modeling approaches: logistic 
regression, naïve Bayes, random forest, and gradient boosted 
machine (GBM). Logistic regression and naïve Bayes are well 
established statistical modeling techniques that are frequently 
used in predictive modeling. Random Forest and GBMs are 
robust machine learning ensemble classification methods. 
Large numbers of variables precluded the use of logistic models 
without feature reduction due to lack of convergence. All other 
models utilized all model inputs. 
Feature Reduction for Logistic Regression 

We used two approaches: (1) the Forward Selection 
(FORWARD) technique (SAS procedure HPGENSELECT), 
which sequentially adds variables based on model fit, 
terminating when no significant improvement is achieved by 
adding remaining features and (2) the Least Absolute Shrinkage 
and Selection Operator (LASSO) technique [4]. 
Random Forest and GBM Model Parameter Optimization 

We executed a randomized grid search on our 60% training 
dataset for hyperparameter tuning, using three folds across 30 
iterations and optimizing for PPV. We used the 20% validation 
set to evaluate, verify, and finalize our model parameters. 
Reported performance is based on the remaining 20% 
sequestered test dataset. 

Software and Tools 

Logistic regression with forward selection and LASSO models 
for this paper was generated using SAS software (Copyright © 
2018 SAS Institute Inc). All other codes and predictive models 
were conducted in Python 3.6 with Pandas 0.23.3 and Scikit-
learn 0.19.1 libraries.  

Results 

Patient Sample 

Of the 71,147 adult single major noncardiac surgery encounters 
in our sample, 0.78% (n = 512) died in the hospital. The 
distribution of outcomes and preoperative clinical 
characteristics did not differ between training, validation, and 
holdout cohorts. 
Patient characteristics differed significantly between those who 
did and did not die after surgery while in the hospital [Table 1]. 
Of note, the mean age of patients who died after surgery was 
significantly higher at 65 years (SD + 16.1 years) vs 56 years 
(SD + 16.8 years). Additionally, patients who died were 
proportionally more likely to be male, have Medicare, and a 
higher ASA score of 3 and 4 versus 2 and 3. There was also a 
significant difference in the mix of surgery types. 

Features 

A total of 112 features were extracted for model development. 
53 features were identified as baseline features. 34 features 
were identified as preoperative features. 25 features were 
identified as intraoperative or during surgery features. Finally, 
the ASA score was extracted. 

Table 2. Model Features Examples  

Baseline  
(n = 53) 

Preoperative  
(n = 34) 

Intraoperative  
(n = 25) 

• Gender 
• Race 
• Insurance 
• Marital status 
• Elixhauser 
comorbidities 

• CCS_Category 
• Serum creatinine 
level 
• Troponin-T level 
• White blood cell 
count 
• Insulin  
administration 

• Lowest heart rate 
• Lowest mean  
arterial pressure 
• Max crystalloid 
administration 
• Total epinephrine 
dose 
• Total surgery  
duration 

 

Table 1. Abbreviated Baseline Characteristics 

Characteristic 

In-hospital 
mortality  
cohort,  
n = 512 (%) 

No in-hospital 
mortality cohort, 
n = 73,635 (%) 

Age, mean (SD) 65 (16.1) 56 (16.8) 
Gender   
  Male 296 (57.81) 30,883 (41.94) 
Race   
  White 275 (53.71) 48,378 (65.7) 
Insurance Class   
 Commercial 143 (27.93) 35,341 (47.99) 

  Medicare 306 (59.77) 26,964 (36.62) 
Surgery Type   
 Breast/Skin 16 (3.12) 4,778 (6.49) 

 Endocrine 4 (0.78) 1,186 (1.61) 

 Ear/Nose/Throat 1 (0.2) 994 (1.35) 

 General 155 (30.27) 14,681 (19.94) 

 Gynecologic 2 (0.39) 4,425 (6.01) 

 Neurologic 89 (17.38) 9,347 (12.69) 

 Obstetrics 1 (0.2) 4,111 (5.58) 

 Ophthalmologic 2 (0.39) 137 (0.19) 

 Orthopedic 55 (10.74) 24,128 (32.77) 

 Thoracic 24 (4.69) 2,498 (3.39) 

 Tracheostomy 71 (13.87) 648 (0.88) 

 Transplant 3 (0.59) 948 (1.29) 

 Urologic 3 (0.59) 1,958 (2.66) 
  Vascular 86 (16.8) 3,566 (4.84) 
ASA Rating   
 ASA 2 12 (2.34) 33,590 (45.62) 

 ASA 3 232 (45.31) 33,891 (46.03) 

 ASA 4 227 (44.34) 2,693 (3.66) 

 ASA 5 39 (7.62) 42 (0.06) 
  ASA Unknown 2 (0.39) 170 (0.23) 
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Model Performance 

Table 3 compares the predictive performance of the various 
modeling approaches over sequential feature set additions. All 
models experienced the largest gain in predictive performance 
when adding preoperative features to baseline features, 
increasing AUROCs by 0.120 up to 0.272. Adding 
intraoperative features led to smaller increases (up to 0.059 for 
logistic regression with forward selection), with the LASSO 
model actually experiencing a 0.049 decrease in AUROC.  
AUROC increases were only significant for GBM and the 
logistic regression with forward selection models (p = 0.036 
and p < 0.001, respectively). Further, adding the ASA score was 
not significant across models and did not lead to meaningful 
improvements for any modeling approach. 
In contrast to AUROC, the values for AUPRC were much lower 
(as noted earlier, reflecting PPV rather than prioritizing low 
false positive rate). Also, in contrast to results observed for 
AUROC, the model performance on AUPRC demonstrated 
large increases for every model when adding intraoperative data 
to baseline and preoperative data. These gains were as large as 
0.148 for logistic regression with forward selection and 0.075 
for random forest. The AUPRC increase in each model was 
significant (p < 0.001), except when adding ASA score, which 
did not meaningfully increase further. These results were 
consistent across modeling approaches except for the LASSO 
model, which demonstrated worse performance with 
intraoperative data.  

Discussion 

Our study has two important findings. First, this study 
demonstrates that adding intraoperative data to models 
predicting postoperative death after noncardiac surgery yields 
meaningful improvements in performance. Second, the metric 
used to evaluate model performance was very important to 
inference, highlighting limitations of AUROC in some settings 
such as those with class imbalance where the minority class is 
more important clinically. Interestingly, further adding human 
clinician judgement after adding intraoperative data did not 
provide incremental improvements. Taken together, these 
results indicate that intraoperative data has important clinical 
information that can be used to better risk-stratify patients.  
Importantly, the class imbalance that exists in many mortality 
prediction problems rendered the AUROC metric less useful in 
assessing the additional value of intraoperative data than an 
alternative metric, the AUPRC. In fact, without examining 
AUPRC, our study may have yielded the opposite main 
conclusion, erroneously inferring little value of intraoperative 
data in mortality prediction for noncardiac surgery. This point 
is further highlighted by the greater alignment between the 

clinical utility of the prediction and AUPRC, rather than 
AUROC, because in this setting of class imbalance (low death 
rate) PPV is clinically more important than false positive rate. 
Lastly, it is noteworthy that while most modelling approaches 
yielded similar inferences on predictive performance 
improvements, there were substantial variations in performance 
and performance improvement across them. GBM, random 
forest, and logistic regression with forward selection seemed to 
perform the best and extract additional information from the 
intraoperative data.  
Future work could examine the conditions under which 
methods perform better than others and should use mortality 
outcomes outside the hospital setting after 30 and 60 days to 
examine generalizability. This information may be important in 
understanding if predictive ability begins to stagger or decrease 
when the outcome of interest is farther away from the surgical 
exposure. 

Conclusions 

AUROC may not be the preferred metric for model 
performance in imbalanced datasets under certain conditions, 
such as when PPV is more important. Using AUPRC indicated 
that adding intraoperative data to baseline and preoperative data 
improved prediction of postoperative mortality. These 
improvements are robust to multiple machine learning model 
approaches.  Further, combining intraoperative with 
preoperative data captures most of the information/predictive 
value within clinician assessments of risk as measured by the 
ASA physical status classification.  
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Abstract 

Meta-analysis, a systematic retrieval from literature 

databases is an essential and prevailing method for 

combining data from multiple studies. Unfortunately, few 

studies have examined its rigor, which affects its 

reproducibility of results. We identified 22 meta-analyses on 

cervical cancer in PubMed for examining the parameters 

defined by PRISMA, relating to the rigor of literature 

retrieval. We found that 16 literature databases were used, 

and EMBASE was a leading resource, accounting for the 

highest frequency (81.82%). About half (45.45%) of the meta-

analyses presented a complete, reproducible search strategy 

for at least one database. The ratio of included to retrieved 

articles after redundancy removal was only 6.58%, indicating 

low precision due to unclear or unreported processes. Our 

work serves as an initial step to examine the planning and 

execution of meta-analysis. Future efforts need to enhance 

reliability on literature retrieval in meta-analysis and 

compliance to PRISMA. 

Keywords:  

Meta-Analysis; Information Storage and Retrieval; 

Reproducibility of Results 

Introduction 

It has been an essential yet challenging task for clinicians to 

stay aprised on new knowledge from primary research papers 

while practicing in clinical settings [1]. Meta-analysis, the 

highest hierarchy of evidence regarding intervention 

questions [2], is defined as “the statistical synthesis of 

individual patient data from varying primary studies, leading 

to a quantitative summary of the pooled results” [3]. Meta-

analyses assist clinical decision making, guide evidence-

based medicine (EBM) and clinical practice, and serve as “the 

policy foundation for evidence-based practice guidelines, 

economic evaluations and future research agenda” [4].  

The quality of the above-mentioned evidence is important. 

The Preferred Reporting Items for Systematic Reviews and 

Meta-Analyses (PRISMA) was developed for the reporting of 

systematic reviews and meta-analyses. PRISMA is a 27-item 

checklist and four-phase flow diagram that can examine 

whether the systematic reviews and meta-analyses are able to 

identify, appraise, and summarize research in an objective 

fashion so that clinicians would know whether the 

information is reliable for decision-making; however, most 

reported meta-analyses do not include such a quality 

assessment tool or do not report the method of assessment [5]. 

AMSTAR, an 11-item checklist, has been employed to assess 

the quality of meta-analysis and systematic review. Prior studies on 

quality assessments have identified that the Cochrane library was of 

a higher quality than others. Investigations of study selection bias 

and data extractions returned unclear results [6]. 

Systematic reviews require an unbiased and a reproducible search of 

data resources to identify as many relevant studies as possible. 

Reliability is the quality or state of being reliable, the extent to which 

an experiment, test, or measuring procedure yields the same results 

on repeated trials. In the field of academic research, reproducibility 

refers to that for the same research problem, independent research 

by other researchers can use the scheme provided by the authors to 

reproduce the experimental results [1]. PRISMA described Section 

Method “Search” as “Present full electronic search strategy for at 

least one database, including any limits used, such that it could be 

repeated” and provided a guideline for researchers to examine the 

reproducibility of systematic reviews and meta-analyses [7]; 

however, researchers have conducted few meticulous studies on 

examining the reproducibility of meta-analyses.  

This paper aims to examine the reproducibility of search strategy 

reported in meta-analyses. We chose cervical cancer, because 

providers can often detect it early, and sometimes prevent it entirely, 

by having regular Pap tests. When found early, cervical cancer is one 

of the most successfully treatable cancers. In addition, cervical 

cancer is the second most common cancer among females 

worldwide, with 80% of the cases occurring in sub-Saharan Africa, 

Central America, and South-Central Asia [8]. We aim to examine 

the reproducibility of search strategies reported by cervical-cancer 

related meta-analyses and reveal the opportunities and direction for 

clinical informaticians toward an enhanced rigor of meta-analyses. 

Methods 

First, we performed a systematic literature search in PubMed 

database to identify meta-analyses focusing on cervical cancer 

published from January 1st, 2013 to October 3rd, 2018. The search 

strategy utilized search terms as follows: (cervical cancer) AND 

(meta-analysis[PT] OR meta-analysis[tiab]) 

Titles and abstracts of the retrieved articles were screened manually 

and independently by two authors (FL and PY) using the eligibility 

criteria. The inclusion criteria were: 1) studies or systematic reviews 

with meta-analysis, data synthesis or quantitative overview; 2) 

studies focusing on cervical cancer. The exclusion criteria were: 1) 

comments or corrections for articles of meta-analysis; 2) narrative 

reviews or meta-analyses focusing on other cancers, which are 

different than cervical cancer, such as head and neck cancer. Figure 

1 illustrates the overall strategy. 
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Figure 1- Flow Chart of Literature Search and Inclusion 

 

 

Second, a Bibliographic Item Co-Occurrence Matrix Builder 

(BICOMB) analyzed the journal distribution of these articles 

[9]. The 2017 Journal Citation Report provided the impact 

factors (IF) of the journals. Next, we applied a stratified 

sampling strategy to the retrieved meta-analyses for further 

data extraction and evaluation: 1) all articles published in the 

journals with an IF higher than 10, 2) 10% of latest published 

articles in the journals with an IF from 7 to 10, and 3) 10% of 

latest published articles in the journals containing more than 

10 articles, i.e. two gynecologic journals (Gynecologic 

Oncology and Archives of Gynecology & Obstetrics) and a 

comprehensive journal (Plos One). 

Following the checklist of PRISMA, features of evaluation in 

this study were created, including journal name, publication 

year, electronic databases used, presence of full search 

strategy for all databases or at least one database, the number 

of retrieved articles before and after the removal of duplicates, 

and the number of included articles. Two authors (FL and PY) 

independently extracted the features from the full papers 

according to the checklist. Group discussions were held to 

resolve discrepancies involving additional authors when 

necessary. For each meta-analysis, we calculated the 

percentage of the number of included articles to the number 

of retrieved articles (before and after removal of duplicates). 

Results 

Search Results and Characteristics of Meta-Analyses 

557 articles were retrieved from PubMed by applying the 

search strategy, among which 392 articles were included by 

applying the eligibility criteria. The 392 articles were 

published in a total of 157 journals, among which 123 

(78.3%) journals, carrying 278 (70.9%) articles, possessed impact 

factors in the 2017 Journal Citation Report. A journal list with 

ranked IF in descending order and published in 2017 was created. 

Figure 2 illustrates the distribution of IF of journals and number of 

relevant meta-analyses on cervical cancer. The application of the 

stratified strategy resulted in 22 articles, shown in Table 1. 

 

Figure 2- Distribution of Impact Factors of Journals and Number 

of Relevant Meta-Analyses on Cervical Cancer  

Note: The journals (IF=2 to 7� contain more than 10 meta-

analyses. Journals tend to publish meta-analyses on cervical 

cancer with IF < 10. 
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Table 1- Characteristics of Meta-Analyses Selected for Assessment

Author Year PMID Journal 

Search 

strategy
§ 

 

# retrieved articles
€

# included 

articles
 

% of 

included/retrieved 

articles
£ 

1
§

2
§

1
€

2
€

1
£
 2

£
 

Melnikow 2018 30140883 JAMA Y* Y 5232 2972 62 1.19 2.09

Arbyn 2017 29126708 Lancet. Oncology N
$ 

Y N N 93 N N

Arbyn 2014 24433684 Lancet. Oncology Y Y ?
л

?(884
₤

) 97 N N

Tainio 2018 29487049 BMJ Y Y ?(6275) ? 36 N N

Fokom-Domgue 2015 

26142020 

BMJ 

Y Y  ? ?(1049) 15 N N

Kyrgiou 2014 25352501 BMJ Y Y ? ?(1697) 15 N N

Kyrgiou 2016 27469988 BMJ Y Y ? ?(3021) 71 N N

Arbyn 2017 27842420 

Annals of Internal 

Medicine 

N Y  ? ?(899) 24 N N

Siristatidis 2013 23255514 

Human Reproduction 

Update

Y Y  7785 7785 9 0.12 0.12

Kelly 2018 29107561 Lancet HIV Y Y 605 407 16 2.64 3.93

Zard 2014 24657969 Autoimmunity Reviews N N ? ?(235) 7 2.98 N

Fisher 2013 23620381 

International Journal of 

Epidemiology 

N N  1108 699 29 2.62 4.83

Hammer 2016 26661889 

International Journal of 

Cancer

N N  721 644 15 2.08 2.33

Li 2014 24308856 

Alimentary 

Pharmacology & 

Therapeutics 

N N  565 393 63 11.15 16.03

Verdoodt 2015 26296294 

European Journal of 

Cancer  

N N  376 252 16 4.26 6.35

de Lima 2018 29021084 Gynecologic Oncology N N  396 N 25 6.31 N

Charakorn 2018 29606483 Gynecologic Oncology N N 1797 1605 61 3.39 3.80

Zhang 2018 29641578 Plos One N N 1715 1342 20 1.17 1.49

Jin 2018 29554090 Plos One N N 2614 2588 N N N

Zhou 2017 29227998 Plos One N N 709 707 13 1.83 1.84

Ye 2018 29520664 

Archives of Gynecology 

& Obstetrics 

N N  319 225 22 6.90 9.78

Feng 2018 29876746 

Archives of Gynecology 

& Obstetrics 

N N  79 69 8 10.13 11.59

Notes: §: Search strategy 1 represents whether the full electronic search strategy for all databases is available. Search strategy 2 represents whether the 

full electronic search strategy for at least one database is available. 

 €: The # retrieved articles 1 is the number of retrieved articles before removal of duplicates, and 2 is that of those after removal of duplicates. 

£: For % of included/retrieved articles, the first column represents the percentage of number of included articles to that of retrieved articles before 

removal of duplicates, and the second column represents the percentage of number of included articles to that of retrieved articles after removal of 

duplicates. 

 
*: Y: available.; $: N: not available.; л: ?: not clear. ; ₤: The number in brackets is a rough estimate by the context. 

 

 

Figure 3- Literature Databases Searched in the Meta-Analyses 

Notes: MEDLINE includes PubMed MEDLINE and OVID MEDLINE. Cochrane databases are part of Cochrane Library. Other 

resources include CINAHL, CNKI, ISI Web of Science, PsycINFO, Wanfang, CBM, Cochrane Database of Systematic Reviews, EBSCO, 

Google Scholar, ISI Proceedings, and PubMed/MEDLINE with a frequency ≤ 2��
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Literature Databases Used in the Meta-Analyses 

Seventeen literature databases (Involvement frequencies: 

Maximum = 9; Minimum = 2; Average = 4) were identified 

in the 22 meta-analyses. As illustrated in Figure 3, the top 

three databases involved in the meta-analyses were EMBASE 

(18 meta-analyses, 81.82%), MEDLINE (including PubMed 

MEDLINE and OVID MEDLINE, 14 meta-analyses, 

63.64%), and PubMed (9 meta-analyses, 40.91%). Nine of 14 

meta-analyses in which MEDLINE was searched (64.29%) 

did not specify the platform of MEDLINE .  

Inclusion of One Full Search Strategy 

Ten (45.45%) meta-analyses contained a full search strategy 

including any limits used for at least one database, among 

which eight (36.36%) meta-analyses reported the full search 

strategy for all databases. In the high impact journals (IF≥10), 

all meta-analyses presented a full search strategy for at least 

one database, while eight (80%) meta-analyses reported the 

full search strategy for all databases; however, among the low 

impact journals (IF<10), no meta-analyses presented a full 

search strategy even for at least one database. 

Comparing the Number of Included and Retrieved 

Articles 

The number of retrieved articles from each information 

resource was not always clearly included, shown in Table 1, 

resulting in the failures in determining whether or not the total 

amount of retrieved articles was subject to removal of 

duplicates. Twelve meta-analyses reported the number of 

retrieved articles before and after removal of duplicates and 

the number of included articles, among which the maximum 

number of retrieved articles after duplicate removal was 

2,972, and its corresponding number of included articles was 

62. Table 1 also presents the percentage of the number of 

included articles to the number of retrieved articles after 

duplicate removal. The percentage ranged from 1.49% to 

16.03% (mean= 6.58%).  

Discussion 

Confusion on Literature Databases as Information Source 

Based on the item regarding information sources in PRISMA 

2009, it is necessary to describe all information sources (e.g., 

databases with dates of coverage and author contacts). 

Although we could provide information sources for the 22 

meta-analyses we evaluated, choosing source information is 

frequently unclear  due to the description of the names of 

databases and the relationship among databases. For example, 

PubMed and MEDLINE should not be used in the same meta-

analysis, since MEDLINE is in fact a subset of PubMed. In 

addition, searching results may vary in different MEDLINE 

databases (e.g., PubMed, Ovid MEDLINE) [10]. More than 

one half of meta-analyses did not report the platform they 

used to search MEDLINE, which becomes a barrier in 

reproducing the results or repeating the search strategy.  

The number of searched literature databases under the topic 

of cervical cancer varied between two and nine. The reasons 

of including multiple databases are extremely unclear and 

somewhat confusing. For example, databases like Google 

Scholar and ISI Proceedings are used in addition to 

specialized professional databases, such as PubMed and 

EMBASE. It is rarely reported how many additional hits were 

introduced by such an unclear inclusion of databases. These 

problems remain for future exploration, and further 

investigations should clarify the rules on use of databases in 

meta-analyses. 

Poor Compliance on Inclusion of One Full Search Strategy 

To establish a reasonable and detailed search strategy for each 

database and ensure the quality and reliability of meta-analysis, it is 

essential to enhance recall and precision of evidence. According to 

the PRISMA criteria, the search strategy should be repeatable for at 

least one database. Our findings indicate that only the strategies 

published in the high IF journals tend to be repeatable. It is necessary 

for meta-analysis to include at least one repeatable full search 

strategy for at least one database or for every database included in 

the search. 

Lower Precision of Evidence Retrieval 

Based on the data from 11 meta-analyses, we could obtain the ratio 

of the number of included articles to the number of retrieved articles 

after removal of duplicates, ranging from 1.49% to 16.03% (mean 

6.58%). This percentage represents the precision of literature 

retrieval on meta-analyses. We found that authors usually developed 

a search strategy for higher recall so that the precision is much lower 

than general literature retrieval. The heavy workload of article 

screening may be subjective and prone to errors. This problem could 

be resolved by establishing a search strategy with clarified keyword 

limitations, which may reduce recall as a compromise. Therefore, 

systematic filters of potential eligible articles should be developed. 

Lack of Reproducibility 

The number of retrieved articles was not clearly presented for each 

information resource, which could be another barrier to repeat a 

meta-analysis. Table 1 shows that only three articles (13.64%) 

presented a full search strategy for all databases as well as the 

number of retrieved articles before and after removal of duplicates. 

The absence of full search strategy for all databases in large amounts 

of meta-analyses weakens the possibility of repeating them. 

Therefore, one full search strategy for at least one database in 

PRISMA is inadequate in meta-analysis. A full search strategy and 

number of article hits for each database should be a fundamental 

requirement of meta-analysis. 

Recommendations 

Based on the findings above, we suggest the following 

recommendations in order to make a meta-analysis repeatable at the 

literature retrieval stage. First, we propose to enhance the PRISMA 

criteria to present full electronic search strategies for all databases 

rather than for at least one. Researchers should strictly obey the item 

on presentation of detailed operable electronic search strategy 

according to PRISMA. Second, PRISMA should require that meta-

analyses report the number of literature yielded from each database. 

Third, researchers who will participate in meta-analysis should be 

trained with the knowledge of information resource retrieval to 

control various problems that may arise from the literature search 

process and to ensure the repeatability of the results. In any case, 

reviewers and editors of journals should rigidly control the quality 

of literature retrieval for meta-analyses according to PRISMA. 

Limitations and Future Work 

Only 22 articles were included for the assessment on quality of 

literature search based upon a stratified sampling of 392 meta-

analyses on cervical cancer. The limited sample size may have 

limited generalizability of the results. Nonetheless, the conclusion 

may be specific in cervical cancer and hold limited scalability to 

other gynecologic cancers. In the future, we will evaluate all the 392 

meta-analyses by the AMSTAR checklist and perform a univariate 

and multivariate statistical analysis to investigate the factors 

influencing the quality of literature retrieval of meta-analyses. 
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Conclusions 

The assessment of meta-analyses in regards to literature 

retrieval revealed poor performances in reporting quality of 

retrieval strategy and a low compliance of PRISMA. Overall, 

the reporting quality of literature retrieval in the meta-analysis 

on cervical cancer needs to be improved. Specifically, a clear 

justification is needed in describing the selected databases. 

PRISMA requires to include a complete search strategy 

toward reproducible results. The number of article hits 

retrieved from each and every database should be reported 

individually instead of a combined number which is a barrier 

for reproducibility of meta-analysis. 
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Abstract 

This paper presents the extract-transform-and-load (ETL) 

process from the Electronic Patient Records (ePR) at the 

Heart Institute (InCor) to the OMOP Common Data Model 

(CDM) format. We describe the initial database 

characterization, relational source mappings, selection filters, 

data transformations and patient de-identification using the 

open-source OHDSI tools and SQL scripts. We evaluate the 

resulting InCor-CDM database by recreating the same patient 

cohort from a previous reference study (over the original data 

source) and comparing the cohorts’ descriptive statistics and 

inclusion reports. The results exhibit that up to 91% of the 

reference patients were retrieved by our method from the ePR 

through InCor-CDM, with AUC=0.938. The results indicate 

that the method that we employed was able to produce a new 

database that was both consistent with the original data and 

in accordance to the OMOP CDM standard. 

Keywords:  

Medical Informatics; Health Information Exchange; Data 

Curation 

Introduction 

In the last decades, the field of Informatics has unveiled the, 

so-called, Big Data phenomenon; an intense increase of data 

gathering, exchanging and storage in several human activities. 

This phenomenon is outlined by the so called five Vs: 

velocity, volume, variety, veracity and value of data; posed as 

the big challenges for data analysis and processing [1]. Such 

characteristics are also common in Medical and Health 

Information Systems, whose databases have grown into huge 

amounts of patient information and health-related activities, in 

diverse formats, always online, and easily accessible from a 

mobile screen. If properly interconnected and treated, these 

systems offer interesting data sources for evidence-based 

research, such as Precision Healthcare, Population Health, 

Clinical Research, and more. [11] 

However, this data exchange is often a significant challenge. 

Most of the Electronic Patient Record (ePR) systems were not 

explicitly designed for research; rather, they are organized by 

standards and structures which are local to the institutions they 

primarily serve, e.g. hospital facilities, clinics, pharmacies, 

health insurance companies, etc. Thus, interchange methods, 

protocols and architectures were designed to cope with this 

challenge, such as the HL7 standards [12] and the OpenEHR 

platform [13]. These approaches mediate the communication 

of near-line and online transaction processing (OLTP) 

systems, specifying standard data elements and 

transformations from their internal data to a common 

messaging format. Furthermore, data analysis follows an 

approach akin to online analytical processing (OLAP), using 

denormalized, coalesced and preprocessed data in a standard 

common database format. 

OHDSI and the Common Data Model 

In this context, the Observational Health Data Sciences and 

Informatics (OHDSI – www.ohdsi.org) initiative grew out of 

the Observational Medical Outcomes Partnership (OMOP) 

developing a mature data standardization model, the OMOP 

Common Data Model (CDM) [6]. Having a ready-to-use 

database in a standard common model such as the OMOP 

CDM simplifies the exchange and integration of standardized 

methods, applications, information and tools between clinical 

researchers; a critical feature for distributed research networks 

using patient-centric clinical databases. [7] 

The CDM is a strong information model; its conceptual 

elements and their relationships are explicitly specified in a 

formal language, and every piece of information is connected 

to a standard term from SNOMED-CT. The CDM’s Standard 

Clinical Tables include Person, Visits, Observations, 

Conditions, Death, Procedure occurrences, Drug exposures, 

Measurements and more detailed information such as Drug 

ingredients, and Condition modifiers. OHDSI also provides 

open-source CDM applications for visualization and statistical 

analysis of patient-exposure-outcome cohorts. [10] 

The InCor data integration challenges 

The Heart Institute (InCor) of São Paulo, Brazil, is one of the 

six institutes of the Clinics Hospital complex, University of 

São Paulo Medical School. In the last two decades, InCor has 

increased its commitment in integrating all the relevant infor-

mation of its patients, successfully developing an ePR named 

SI³. The first version of SI was deployed in year 2000; cur-

rently, it stores the clinical history, examinations, procedures, 

surgeries, notes, laboratory tests, medication, bills, and more 

for 1.3 million patients. Since then, the system has continuous-

ly evolved, overcoming several challenges related to the ex-

change of information among different healthcare institutions 

and remote installations. Furuie et al., describe details of the 

system architecture [8], while a number of studies involved 

cohort selection based on information collected by the SI³ sys-

tem [3-5]. 

However, the workload involved in extracting the relevant 

patient information from SI³ has motivated the adoption of 

new strategies.  Recently, we started the mapping from the SI³ 

data model to a standard data model that can simplify the ob-

servational retrospective studies related to Clinical Research. 

In this paper, we present the steps related to the mapping be-

tween SI³ and the CDM data models to prepare a new stand-

ardized database, named InCor-CDM, that can be used with 
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the OHDSI toolset and a number of visual analytics tools. We 

measure the quality of the resulting InCor-CDM database us-

ing precision and recall statistics, when compared to the co-

hort generated by a previous study (gold standard). 

Methods 

Environment preparation 

We prepared the InCor-CDM database environment by 

installing a PostgreSQL 10 DBMS, Java 10 JDK and Docker-

compose in a Linux workstation. The database setup includes: 

(a) creating the required database users; (b) creating the 

OMOP CDM tables with the CommonDataModel/PostgreSQL 

scripts; and (c) importing the standard OMOP vocabularies 

from athena.ohdsi.org. All the OHDSI sources are available at 

github.org/OHDSI. Next, we installed the Achilles and 

Broadsea repositories required for the OHDSI web 

applications, configured the addresses and JDBC URLs and 

started their respective docker containers. 

Database characterization 

The InCor SI³ database is stored in an Oracle 12c instance, 

accessed with the Oracle JDBC connector and DBeaver SQL 

client. The first step to manage the database was sampling its 

tables and columns with the OHDSI’s WhiteRabbit software. 

This application generates a spreadsheet with the most 

frequent values of each selected column, so we can inspect 

them and make decisions about which columns to ignore, 

especially those with irrelevant or missing values. Then, we 

use RabbitInAHat to parse the output of WhiteRabbit and 

draw relational data-flow diagrams for documentation. 

Some namespaces in SI³ were ported from non-relational or 

older systems; such namespaces had no associated 

documentation, comments, constraints or foreign keys. For 

this reason, the database metadata had to be converted to a 

searchable JSON format with table and column names, types, 

comments, constraints and foreign keys. The column names 

were tokenized according to the naming scheme of the 

institution (e.g. abbreviations separated by underscore) and 

matched to similar columns in other tables; the goal was to 

find implicit relationships where the foreign keys were 

missing. Some attribute domains, such as internal record status 

codes, event sequence and timing diagrams, were documented 

from interviews with the support staff of InCor. 

Patient de-identification 

For de-identification purposes, personal information mapped 

to the CDM was limited to a minimum. Any key with a path to 

a patient primary key (and the PK itself) was pseudonymized 

[14], i.e., direct identification information such as citizenship 

document, phones numbers, addresses and names are not 

ported to the CDM, and the record primary key is exchanged 

to a new id (pseudonym), which is a random number drawn 

from an uniform distribution in the range 1×10
10

 and 9×10
15

 

using Oracle’s DBMS_RANDOM functions, addressing 

collisions with repeated sampling. This range was selected not 

to conflict with OMOP’s standard concept ids (0 up to 2×10
9

 

are reserved) and to be within the limits of JSON numbers 

(53-bit precision). InCor holds the mapping from the new ids 

to the original keys in a private table; the mapping is to be 

used for notifying the patient, or her/his physician, in case the 

result of a study can improve a patient’s condition. 

Numerical variables were truncated in order to satisfy a 

baseline level of k-anonymity [15], i.e., guaranteeing that any 

patient variable value have at least k patients with the same 

information, so no patient is uniquely identifiable. For 

example, event dates were truncated to yearly, monthly, daily 

or hourly precision where original precision were not needed. 

Records with spurious attributes (e.g., dates in the future, 

outside any visit, invalid range, null required field, missing 

keys) were discarded. Also, we only loaded data from patients 

born before 2010 (aged 18+), with at least one valid visit. 

si3.pac_paciente  keys 

paci_id tp_sexo ... table src_id new_id

01721 M ... pac_paciente 01721 7369111123

01722 M ... pac_paciente 01722 1257321234

01723 F ... pac_paciente 01723 3038618654

 

gender_map  omop.person 

src id person_id gender_concept_id ...

F 8532 7369111123 8507 ...

M 8507 1257321234 8507 ...

3038618654 8532 ...

Figure 1– Example: gender mapping from SI³ to the CDM. 

Figure 1 shows sample data to illustrate this process. Each 

column from CDM person table (e.g., gender_concept_id) is 

extracted from the source table and column (e.g., 

pac_paciente. tp_sexo), and transformed with the appropriate 

domain map (e.g., value ‘F’ used in SI³ for female gender is 

mapped to CDM concept 8532). The keys and gender_map 

tables are populated beforehand. The standard CDM concept 

ids were searched in OHDSI’s Athena – a web-based CDM 

vocabulary explorer. Then, observe the following query, 

which loads data from the SI
3

 PAC_PACIENTE table into the 

InCor-CDM omop.person table with remapped keys and 

concepts: 

 

INSERT INTO omop.person 

SELECT K.new_id          AS person_id, 

       EXTRACT(YEAR FROM P.dt_nasc) 

                         AS year_of_birth, 

       COALESCE(G.id, 0) AS gender_concept_id 

FROM si3.pac_paciente P 

JOIN keys K ON  K.table=’pac_paciente’ 

            AND K.src_id=P.paci_id 

LEFT JOIN gender_map G ON P.tp_sexo=G.src; 

 

This query operates on the table samples in Figure 1, where it 

is assumed that the keys table holds the patient’s random 

new_id, and that the gender_map table is a domain map table 

defined as (src char(1); id integer) corresponding to values of 

(tp_sexo, gender_concept_id). Unmapped values receive code 

0, meaning “unknown concept” in the standard CDM 

vocabulary. Related tables were joined to the patient PK as 

usual, with their PK also remapped by keys.new_id. 

Coding translation 

InCor SI³ uses the ICD 10 for diagnosis, a set of Brazilian 

vocabularies for coding clinical conditions, drugs, and 

procedures (TUSS is used by the Brazilian Health Care 

System for general terms and Brasindice for drugs – 

datasus.gov.br) and an internal coding system for generic 

billable items. Internal codes in use at InCor were inserted as 

new Concepts in the CDM (with ids mapped between 3×10
9

 

and 9×10
9

) under the “InCor” vocabulary, with Concept 

Relationships to standard concepts whenever this information 

was available in SI³. Initially, the records are inserted in the 

InCor-CDM with the original source codes, then the Concept 

Relationships from local to international codes are used to 

update the local InCor-CDM references to OMOP 

standardized terminologies, such as the SNOMED-CT, 
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RxNorm, and LOINC [6], while the preserving the original 

source code stored in the patient record. 

Quality assessment 

After loading all the CDM tables, we execute the Achilles 

analysis, which will report data quality issues as errors, 

warnings or notifications. It will also preprocess the 

demographic characterization of the database for the 

visualizations and reports; after that, we start the Atlas 

WebAPI and front-end servers. Atlas offers both a RESTful 

API and a graphical web interface to schedule the execution of 

OHDSI methods, automatically generating the queries on a 

properly built and configured CDM database. 

The most relevant errors initially found were related to: (a) the 

referential integrity, e.g., events without associated visit or 

events without a valid person_id, which were discarded; (b) 

lack of condition_eras, drug_eras and observation_periods, 

which were imputed from the ePR records by collapsing all 

the events of a patient not apart for more than a year into a 

single era – in the CDM standard, an “event” era refers to a 

time period of interest where “events” are recorded in the ePR;  

(c) events with invalid date, e.g. a condition_occurrence with 

start date in a future date; (d) too many patients without a 

diagnostic or prescription; InCor-CDM keeps such records 

because they can be used in the condition or drug_exposure 

dashboards, regardless of previous diagnosis. 

Statistical evaluation 

After initial corrections, we evaluate the quality of InCor-

CDM by using software OHDSI’s Atlas to recreate a previous 

CVD patient cohort observed in a reference study that was 

executed over the InCor SI³ database by Abrahao et al. [9]. 

That reference study prepared a clean de-identified database 

named Pauá, based on a 2016 snapshot of SI³ records of 

patients, admissions, discharges, diagnoses, surgeries, PCI, 

medications, and laboratory tests. Within the Pauá database, 

Abrahao et al., verified the effect of statins on the survival rate 

of patients diagnosed with cardiovascular diseases. Our study 

will evaluate the InCor-CDM quality by defining a cohort 

with the same criteria and by verifying how many patients 

(with the same private InCor identifiers) were retrieved by 

each criteria given that reference study. 

Results 

In this section we evaluate InCor-CDM quality by selecting 

the same DCV cohort of a previous study in the Pauá database 

[9], by using Atlas over the InCor-CDM database. Our 

evaluation computes the Area Under the ROC Curve (AUC) 

based on the results of 12 executions of the DCV cohort at 

various settings. We compute predictive statistics for each 

cohort execution, using Pauá as a gold standard. The resulting 

AUC ranges from 0.5 (no different than random sampling) to 

1.0 (reproduces exactly the same result as the gold standard). 

Table 1– Databases cardinality (thousands of records). 

Domain SI³2016 Pauá SI³2018 CDM 

Person 1,116 323 1,346 946

Visit Occurrence 6,427 5,686 7,499 7,305

Condition Occur. 1,205 1,007 1,361 1,324

Procedure Occur. 45,024 144 53,945 51,479

Drug Exposure 83,283 2,775 100,052 38,962

Measurement 22,025 20,528 31,095 30,177

Death 17 21 18 18

 

In Table 1, we present the cardinality of the InCor-CDM in 

comparison to the SI³ and Pauá database. Note that the 

Procedure and Drug domains in the Pauá database have 

substantially less records; this is because they are restricted to 

surgeries and particular classes of drugs, and because Pauá 

only uses patients with at least one admission and diagnosis. 

Additionally, InCor-CDM is based on a more recent snapshot, 

named SI³2018 in the aforementioned table. 

Cohort definition 

To replicate the Pauá study, we created a cohort over the 

InCor-CDM database with the criteria below. Each list item 

directly corresponds to a HTML input field in the Atlas 

cohort definition form. These criteria are translated to SQL 

queries over our database in the CDM format (InCor-CDM). 

• Initial Event Cohort: People having any of a visit 

occurrence of  Outpatient concept set (with 

concept_id 9202, Outpatient Visit); 

• Additional Qualifying Inclusion Criteria: 

− Condition occurrence criteria: with at least 1 

of any condition; 

− Demographic criteria: age greater than or equal 

23 (in the censor window), matching the 

patients over 18 years old at the Pauá study start 

(1999); 

− Demographic criteria: with a gender of MALE 

(8507) or FEMALE (8532); 

− Condition occurrence criteria: of 

CardioVascular Disease (a concept set of 

concept ids from ICD-10 categories I20 to I25, 

I64 to I70 and G45, including descendants and 

mapped), with occurrence start between 2003-

01-01 and 2013-12-31, where event starts 

between All days before and 30 days after index 

end date (meaning the diagnosis was recorded 

around the time of the initial outpatient visit); 

− Visit occurrence criteria: with at least 1 of 

Outpatient concept set, where event starts 

between 30 after and All days after index end 

date (a subsequent visit recording the outcome); 

− Limit qualifying cohort to the earliest event; 

• Era collapse gap size: 1 day; 

• Cohort censor window: starting 2003-01-01 and 

ending 2013-12-31. 

After verifying the Concept Sets to have the correct concept 

ids, we generated the cohort on the InCor-CDM database and 

verified the cohort attrition report (the number of patients 

remaining in the selection after each filter) in Table 2: 

Table 2– InCor-CDM CVD cohort attrition report in Atlas. 

Criteria n % Visualization 

Initial 778,015 100.00 

a) Dx 351,205 45.14 

b) 18+ 321,827 41.37 

c) M/F 303,847 39.05 

d) CVD 45,710 5.88 

e) 2nd-V 39,910 5.13 

f) People 39,498   
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Table 2 summarizes the cohort definition criteria, where each 

abbreviation mean: (a) Dx: has a valid condition occurrence 

(diagnosis); (b) 18+: over 18 years old; (c) M/F: Male or 

Female gender; (d) CVD: has any occurrence of ICD-10 I20 

to I25, I64 to I70 or G45; (e) 2nd-V: has a second outpatient 

visit occurrence more than 30 days after the index event (the 

initial visit); (f) People: lists how many people actually 

matched the events, because some patients have more than one 

episode. The baseline results achieved by the InCor-CDM 

CVD cohort indicate that 39,498 patients satisfy the criteria. 

Table 3– Pauá reference CVD cohort attrition report. 

Criteria n % Visualization 

Initial 313,894 100.00 

Dx 313,894 100.00 

18+ 282,677 90.00 

M/F 263,339 83.87 

CVD 56,799 18.06 

2nd-V 27,698 8.80 

People 27,698   

 

In comparison, Table 3 displays an attrition report for the 

reference study (Pauá). The visualization was drawn with 

Python and GNU Gimp because Pauá’s schema is not based 

on the CDM standard, and thus could not be used in Atlas. 

The reference cohort selected with the same criteria in the 

Pauá database has 27,698 patients (30% less than our first 

result), indicating the need of further refinement. 

Initial Evaluation 

All subject_ids in the cohort defined in Atlas were compared 

to the set of patient ids in the Pauá cohort. This comparison 

was executed by computing confusion matrices against the 

Pauá cohort result as a gold standard, then the derived scores: 

true and false positive ratios (TPR/FPR), positive and negative 

predictive power (PPV/NPV), accuracy (ACC) and F1-score. 

The confusion matrix the cohort #1 is given in Table 7, and 

derived scores make the first row of Table 8. 

Table 7– Confusion matrix for cohort #1 (in Table 2). 

 Pauá 

InCor-CDM 

P N Total 

P 25,423 12,290 37,713

N 2,651 282,887 285,538

Total 28,074 295,177 323,251

 

Parameter refinement 

Therefore, we noted cohort accuracy variations by creating 

additional cohorts with slightly adjusted parameters for the 

CVD criteria. Table 4 displays the attrition reports with 

increased periods for the qualifying criteria of CVD 

occurrence start date after index end date. Table 5 displays the 

attrition reports with increased periods for the qualifying 

criteria of Cardiopathy occurrence start date. We observe that 

increasing the collapse gap size to 7 and 14 days had no 

substantial effect on the results (Table 4). 

Table 4– Varying condition start after index event (days). 

Criteria \ days 7 14 21 30 

Initial 778,015 

Dx, 18+, M/F 303,847 

CVD 44,967 45,255 45,484 45,710

People 39,055 39,203 39,342 39,498

 Table 5– Varying condition start periods (years). 

Criteria \ days 2003-2013 2000-2013 2000-2016 

Initial 778,015

Dx, 18+, M/F 303,847

CVD 45,710 49,942 63,656

People 39,498 43,293 54,126

Table 6– Varying 2
nd

 visit event start after index (days). 

Criteria \ days All 365 180 90 

Initial 778,015

Dx, 18+, M/F 303,847

CVD 45,710 44,228 43,950 43,667

People 39,498 35,457 32,767 29,414

 

Then we evaluated all the patients selected in each cohort 

(from Tables 4, 5 and 6) by comparing them to the reference 

Pauá study, using the private Keys table to map the CDM 

person_ids to the SI³ patient ids (confidential to the 

institution), whose results are presented in Table 8. It should 

be noted that Pauá had an update in October 2016, after the 

reference study was published, and so we re-executed the 

query for its patient cohort, resulting in P=28,074 patients 

selected in the cohort (1.4% increase) and overall total 

P+N=323,251 patients included (3.0% increase). 

Table 8– Predictive scores for each cohort. 

# TPR FPR PPV NPV ACC F1 

1 .905 .041 .674 .990 .953 .772

2 .901 .040 .678 .990 .954 .774

3 .903 .040 .677 .990 .954 .774

4 .904 .041 .676 .990 .954 .773

5 .905 .041 .674 .990 .953 .772

6 .907 .052 .623 .990 .944 .738

7 .907 .052 .622 .990 .944 .738

8 .907 .052 .620 .990 .943 .736

9 .889 .040 .680 .990 .954 .775

10 .877 .031 .727 .988 .960 .795 

11 .829 .027 .743 .983 .960 .784

12 .754 .023 .752 .976 .957 .753

 

Evaluation of the ROC curve 

We complete the evaluation by plotting the ROC curve from 

the predictive scores in Table 8. Only the patients existing in 

the Pauá database were used, i.e., only 37,713 patients of 

those retrieved in the cohort #1 also existed in the Pauá 

database. The highest scores of each column are highlighted in 

bold, e.g., cohort #10 exhibited the highest F1-score. 

 

Figure 2– Empirical ROC curve for Table 8. 
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In this section we presented the results of the cohorts selected 

with Atlas from the InCor-CDM database. We also presented 

the effect of tweaking cohort parameters in the quality of the 

results (Table 8), which exhibited up to 80% F1-score, 75% 

Precision (PPV) and 91% Recall (TPR) at different settings. 

Figure 2 summarizes our results in an empirical ROC curve, 

exhibiting 0.938 of area under curve (AUC). 

Discussion 

The resulting InCor-CDM exhibits high agreement with the 

previous gold standard study [9]. This means that it is possible 

to estimate the same population-level effects (e.g. different 

medications) in both databases. InCor-CDM additionally 

benefits from the quality analyses implemented in the OHDSI 

Achilles tool, which warns about inconsistencies and errors 

found in the transformed data, and can be used for more 

advanced analysis in comparison with external CDM-based 

databases. For future work, we envision the comparison of 

patient cohorts between InCor-CDM and external CDM-based 

databases from other OHDSI work groups, further studying 

data quality, subpopulation characteristics between different 

institutes and evaluating risk scores for InCor patients. 

Conclusions 

We presented details of the migration process of a huge 

clinical database, the InCor’s SI
3

, to the OMOP CDM 

standard, an international format aimed at improving research 

in computer-aided medical systems. We presented the method 

used to extract, transform and load data between the databases 

commenting on the challenges regarding models, formats, 

terminology, and tools. We evaluated the quality of the 

resulting database, named InCor-CDM, by comparing cohorts 

obtained with the software OHDSI Atlas. We considered a 

previous cohort selection study used as ground truth; for a 

systematic comparison, we computed several information 

retrieval statistics and a ROC curve. The cohorts defined in 

Atlas exhibited from 62% to 75% precision, 75% to 91% of 

recall, 74% to 80% F1-score, and 0.938 of area under the ROC 

curve (AUC). The results indicate that the method that we 

employed was able to produce a new database that was both 

consistent with the original data and in accordance to the 

OMOP standard. The new database shall support a wide range 

of new research initiatives within the Heart Institute.  
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Abstract 

Researchers have studied many models for predicting the risk 

of readmission for heart failure over the last decade. Most 

models have used a parametric statistical approach while a 

few have ventured into using machine learning methods such 

as statistical natural language processing. We created three 

predictive models by combining these two techniques for the 

cohort of 1,629 patients from six hosptials using structured 

data along with their 136,963 clinical notes till their index 

admission, stored in the EMR system over five years. The 

AUCs for structured and combined models were very close 

(0.6494 and 0.6447) and that for the unstructured model was 

0.5219. The clinical impact of the models using decision curve 

analysis showed that, at a threshold predicted probability of 

0.20, the combined model offered 15%, 30%, and 70% net 

benefit over its individual counterparts, treat-all, and treat-

none strategy respectively.  

Keywords:  

Heart Failure; Machine Learning; Electronic Health Records  

Introduction 

The Affordable Care Act of 2010 in the United States 

mandated penalties for health organizations with high 

readmission rates in an effort to improve quality of care and 

patient outcomes. The Centers for Medicare and Medicaid 

Services (CMS) implemented the law via the Readmissions 

Reduction Program (HRRP) [10]. This program has survived 

three repeal efforts in the past 18 months, and, in fact, has 

continued to improve its risk assessment strategies for 

readmissions. The risk formula now looks at readmission rates 

for six major diseases (heart failure, elective hip/knee 

arthroplasty, pneumonia, chronic obstructive pulmonary 

disease, myocardial infraction, and coronary artery bypass 

graft) for stratified hospital comparisons and uses it for 

prospective payments to hospitals for Medicare and Medicaid 

patients. 

This change has launched the interest and development of risk 

prediction models for patient readmissions to hospitals. 

Availability of data in Electronic Health Records (EHR) 

systems has pushed this development further. Many variations 

of models for predicting readmissions have been developed, 

particularly for heart failure, in the last few years [8]. Heart 

failure (HF) epidemiology highlights this interest: HF affects 

6.6 million adults in the United States alone and 550,000 new 

cases are reported annually [3]. It is the most frequent and 

expensive disease category for 30 day readmissions [2]. The 

chronicity of HF disease is further marked by repeated 

hospitalizations and consumes 70% of total cost related to the 

disease [4]. Moreover, as a part of the American Heart 

Association’s Policy Statement on forecasting the future of 

cardiovascular diseases in the United States, Heidenreich et al. 

[5] provide projections for the 2010 to 2030 timeframe for HF: 

an increase of 215% in direct costs, 80% in indirect costs, and 

25% in prevalence respectively. 

A closer examination of HF predictive models for readmission 

reveals their specific characteristics: mortality and 

readmission appear to be influenced by different predictors 

and hence many models have preferred to treat them as 

independent outcomes. Many recent studies have used a 30-

day timeframe for modeling readmission risk in line with the 

CMS lead, whereas older studies have used a somewhat 

variable timeframe ranging from seven days to one year [8]. 

The 30-day timeframe appears to be a strong representative of 

readmissions for many diseases, as a similar readmission 

pattern arises for different diseases based on time-to-event 

analyses [6]. Furthermore, most models have considered all-

cause readmission to encourage hospitals to implement 

intervention programs to improve overall care—such as better 

discharge coordination, medication reconciliation, and post-

discharge follow-up—instead of using a narrow set of 

condition-specific solutions. In terms of data sources used for 

predictor selection, recent models prefer to use EHR systems 

over registry or claims-based datasets [8].  

Some predictive models [7] have used parametric algorithms 

derived mostly from generalized linear methods bolstered with 

modern strategies, such as variable class weighting, cross-

validation, and regularization. These models emphasize the 

importance of interpretability; however, they require 

significant construction time especially with larger predictor 

sets and their interactions. Furthermore, they asymptotically 

become numerically unstable and even fail to build due to 

combinatorial explosion during variable selection process. 

Meanwhile, other predictive models [9] have deployed non-

parametric methods mostly using machine learning techniques 

with large datasets comprising many predictors. This class of 

models focuses more on predictive accuracy at the cost of 

sensitivity to the configuration parameters of the underlying 

algorithms as well as to the features of datasets. Howerver, 

combining and comparing both the approaches with the same 

underlying patient population remains unexplored.  

In this study, we built three predictive models: one based on 

the parametric approach using structured predictors readily 

available in the EHR system; the second based on a non-

parametric approach using Natural Language Processing 

(NLP) on unstructurred data representing patient notes in the 

EHR system; and a third that combined predictors from both 

the approaches. We further compared discriminative power, 
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calibration, and usefulness of each model in clinical decision 

making. 

Methods 

Patient Population and Data Extraction 

We used EHR data at six hospitals from the Veterans Health 

Administration system to derive and validate the predictive 

models for this observational retrospective cross-sectional 

study. We selected all the hospitals from one network of hos-

pitals from the western region of the United States for this 

study. The datasets from all hospitals under the health system 

are extracted and loaded into a central repository on a regular 

basis and we leveraged this infrastructure for the data collec-

tion for our study.  

Based on our review of past literature [8] describing the pre-

dictive models built for estimating risk of readmission for 

heart failure, we used variables from clinical, administrative, 

and psychosocial categories that are routinely collected during 

episodes of care. Application of the same data policy frame-

work imposed by the EHR system helped us to develop com-

mon logic and programs for data extraction. Datasets for five 

consecutive calendar years from 2011 to 2015 were extracted 

using International Classification of Diseases version 9 – Clin-

ical Modification (ICD-9-CM) codes for heart failure as a 

principal discharge diagnosis. We used 2011 – 2014 data for 

derivation cohort and 2015 data for validation cohort for-

mations. This setup provided an external temporal validation 

for the models. Since the validation cohort consisted of pa-

tients from different regions, the setup also provided an exter-

nal geographic validation for the models. 

Primary Outcome 

We adhered to the commonly adopted definition of any-cause 

30-day readmission in the literature [6], which excludes hospi-

talizations with a length of stay less than one day and any 

elective hospitalizations. If the patient encountered multiple 

readmissions within the 30-day timeframe from the discharge 

date of the index admission, only the last readmission episode 

was considered so that the latest health status for the patient is 

used for predicting the risk of future readmission. This setup 

provided us with the sample of patients that was blinded for 

outcome by programming for the above rules. The sample was 

also statistically independent and mutually exclusive across 

the two classes of admission groups of non-readmitted and 

readmitted patients. 

Predictors 

Structured data predictors were broadly classified into clinical, 

administrative, and psychosocial categories based on prior 

literature survey and expert clinical consultation [8] and are 

shown in Table 1. All the variables were collected either on or 

before the discharge date but closest to it depending on the 

data availability. 

Unstructured data for the patients in the cohort were obtained 

from clinical notes—such as history and physician note at 

admission, progress notes, social worker notes, and discharge 

summary—till the date of discharge for the index admission. 

Since the bulk extraction of the structured and unstructured 

data from the EHR system was carried for the study cohort, 

predictor assessment was blinded to the other predictor and 

outcome variables. 

 

Table 1 – Structured Dataset 

 

Clinical Set Predictor Name 

  

L
a
b
s
 
&

 
V
i
t
a
l
s
 

Sodium

Potassium 

Blood Urea Nitrogen 

Creatinine 

Hemoglobin 

Hematocrit 

Glucose 

Albumin 

B-Natriuretic Peptide 

Systolic/Diastolic Blood Pressure

Pulse

Respiratory Rate 

Administrative 

& Psychosocial 

Sets 

Predictor Name 

  

D
e
m
o
g
r
a
p
h
i
c
s
 

Age

Sex (Male/Female)  

Race (Native American/Asian/ 

Black/Hispanic/White/Not specified) 

Marital Status (Married/Divorced/ 

Separated/Unknown)  

Insurance Type (Multiple Insurance/ 

Blue Cross-Shield/Special Medicare 

/Disability/Income Medicaid/None) 

Residential Area (Urban/Rural/Highly Ru-

ral/Unknown)  

Appointments in Past Year

P
r
e
-
I
n
d
e
x

 
A
d
m
i
s
s
i
o
n
 

 
F
a
c
t
o
r
s
 

No Show to Appointment in Past Year

ED Visits in Past Year 

Prior Diagnoses 

Admissions in Previous Year

Telemetry Monitor During Ind. Adm. 

(Yes/No)  

Index Adm. via ED (Yes/No) 

Length of Stay 

Concurrent Procedures 

C
o
m
o
r
b
i
d
i
t
i
e
s
 
a
n
d
 
C
o
n
c
u
r
r
e
n
t
 

 
P
r
o
c
e
d
u
r
e
 

Alcohol Abuse (Yes/No) 

Cardiac Arrhythmia  (Yes/No) 

Coronary Artery Disease  (Yes/No) 

Cancer (Yes/No)  

Cardiomyopathy (Yes/No) 

Cerebrovascular Accident  (Yes/No) 

Depression (Yes/No)  

Diabetes Mellitus (Yes/No) 

Drug Abuse (Yes/No)  

Functional Disability (Yes/No) 

Liver Disease (Yes/No)  

Lung Disease (Yes/No)  

Lung Disease (Yes/No)  

Protein Caloric Malnutrition (Yes/No)

Psychiatric Disorder (Yes/No)

Rheumatic Disease Group (Yes/No)

Renal Disease Group (Yes/No)

Vascular Disease Group (Yes/No)

Aortic Valve Disorder (Yes/No)

Cancer related (Yes/No) 

Cardiac Devices (Yes/No) 

Cardiac Surgery (Yes/No) 

Coronary Angioplasty (Yes/No) 

History of Mechanical Ventilation Devices 

(Yes/No) 
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Statistical Analysis 

The extraction of data from the EHR system yielded a sample 

size of 1629 admissions with 114 variables with dummy 

variable formats for categorical variables. We did not have 

any missing values for the dependent variable; a few 

independent variables such as BNP and blood glucose had up 

to 5% missing values. We used multiple imputation by 

chained equations resampled over five imputed datasets for 

the missing values assuming missingness at random. We 

created separate dummy variables for missing values with 

higher rate of missingness for the categorical variables. This 

strategy allowed us to use all the available records in the 

analysis. Continuous variables were also examined for 

nonlinear effects and transformations were carried wherever 

necessary. 

We extracted 54 different types of clinical notes totaling 

136,963 (102,055 for derivation cohort and 34,908 for 

validaton cohort) for our study and could not find any notes 

for 10 patients for the timeframe of interest. We eliminated 

these patients from the structured dataset for fair comparison 

of models using structured and unstructured datasets. Our final 

structured dataset thus contained 1,619 total patients (1,279 

for derivation cohort and 340 for validation cohort). The 

corpus datasets for derivation and validation cohorts were 

created separately and processed for tokenization and stop 

words. They were then treated with term frequency-inverse 

document frequency statistic for vectorization with bigram 

range and term frequency  thresholds of 0.01 and 0.80 for 

minimum and maximum cutoff respectively. We linked the 

structured and unstructured datasets on patients and their 

admission episodes for creating a combined dataset. 

We fitted all three models using logistic regression with their 

respective feature sets to predict the outcome of 30-day 

readmission and reported their results for the validation 

datasets. We did not apply any special variable selection 

methods in this study. All confidence intervals were calculated 

at 95% level using 2,000 stratified bootstrap replicates. We 

further calculated and plotted the discriminative power using 

c-statistic, precision, recall, and model calibration for each 

model along with the top 10 words most predictive of 

readmission in the unstructured data. We also carried out 

decision curve analysis using the three models to understand 

their relative utilities with respect to treat-none and treat-all 

strategies. We used Microsoft SQL Server Version 12 Release 

2, R version 3.0.2 (The R Foundation for Statistical 

Computing Platform), and Python version 3.6.4 for data 

extraction and statistical analyses. This Pilot Project under 

Quality Improvement initiatives was exempted from the 

review of full committee Institutional Review Board. 

Results 

Our validation cohort’s empirical readmission rate was 32.7% 

excluding repeated patient readmissions. We created and fitted 

three separate models with structured, unstructured, and the 

combined datasets. Figure 1(A) shows precision and recall 

plotted on the left and right Y-axis respectively against per-

centage of population on the X-axis for the models. The Area-

Under-Curve (AUC) or c-statistic was calculated for the mod-

els and plotted as Receiver Operating Characteristic (ROC) 

curves as shown in Figure 2(A). The AUC values with 95% 

confidence interval were: structured model: 0.6494 [0.5885-

0.7103]; unstructured model: 0.5219 [0.5157-0.5281]; com-

bined model: 0.6447 [0.6386-0.6508]. 

Calibrations with ideal, apparent, and bias-corrected fits with 

300 bootstrap repetitions for the models were carried out and 

plotted as actual probabilities on Y-axis against model-

predicted probabilities on X-axis as shown in Figure 1(B). The 

word sets with the top 10 words that were most predictive of 

readmission versus non-readmission using notes are shown in 

Figure 2(B). The Feature Importance Plot for the combined 

dataset is shown in Figure 2(C). 

Finally, we carried out decision curve analysis (DCA) [11] for 

the models to understand net benefit for each model at various 

thresholds of predicted probabilities. It is shown in Figure 

2(D).  

Discussion 

As shown in Figure 1(A), precision and recall seem to have 

benefited from combining the structured and unstructured da-

tasets especially when examining the 20% of the population 

with the highest precision: the combined dataset precision 

climbed to 70% from 45-50% precision of the individual da-

tasets. Similarly, the combined dataset recall climbed to 40% 

from 20-30% recall of the individual datasets. Precision 

measures the accuracy of the model when it predicts an index 

admission as likely to have a readmission. Recall measures the 

ability of the model to find index admissions that have read-

missions. As there is a tradeoff between these two measures, 

they can be varied and plotted for various thresholds of popu-

lation as well. 

As shown in Figure 2(A), the ROC curves represent the dis-

criminative ability of the models by plotting the ratio of true 

positives to predicted positives on Y-axis against the ratio of 

true negatives to predicted negatives on X-axis. The curve that 

represents the maximum pull in the northwest direction of the 

graph signifies the best discrimination, while the diagonal axis 

represents random prediction. The unstructured data model 

had poor discrimination in our study, whereas the structured 

data model and combined model had similar discrimination 

with the combined model showing slightly better performance 

for non-readmitted patients. Our empirical datasets represent-

ed high class-imbalance (~30% readmitted versus 70% non-

readmitted patients) and hence precision-recall curves might 

be better measures of model performance in the absence of 

tuning performed on the class-weight parameter. 

Calibration plot scheme using bootstrapping method works as 

an efficient bias estimator since the difference between fits of 

the whole sample and a new sample is estimated by the differ-

ence between fits of the whole sample and a sample with re-

placement. The plots in Figure 1(B) show presence of over-

fitting for predicted probabilities over 0.35 for all the models. 

The ideal fits with no over-fitting and no over-estimation are 

shown as the dotted diagonal axis at 45
o 

in the plots. All the 

models also show under-fitting below 0.35 of predicted prob-

abilities. Moreover, all the models are under-estimated with 

positive Y-axis intercepts indicating need for better functional 

form for the models. 

When we identified the top 10 words for both readmitted and 

non-readmitted patients as shown in Figure 2(B), there was 

only one dyad (pulmonary discomfort) common to both the 

classes. However, closer examination of the word sets reveals 

that some other words, even though written differently, are 

semantically equivalent: for example, word pairs such as gcs 

commands (Glasgow Command Scale) and respond 

meaningfully; regarding mrsa (Methicillin-Resistant 

Staphylococcus Aureus) and mrsa status. Such semantically 
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similar words need to be clustered together to further guide 

supervised learning. Given a large set of clinical documents 

for each patient episode, it would also be useful to further 

analyze specific documents with targeted word selections that 

have greater impact on readmission prediction. 

The combined dataset has over 4900 predictors and hence we 

showed a plot of relative importance of the top 10 predictors 

in the model in Figure 2(C). Laboratory tests such as 

creatinine and hematocrit from the clinical set of structured 

predictors along with some administrative predictors such as 

patient hospital boarding characteristics and office visits status 

have strong influence on the readmission risk in our model. 

These predictors seem to be in line with the ones reported by 

the previous studies. Particularly, no predictor from the 

unstructured dataset made up to the top 10 list of the 

influencers of the patient readmission in the combined set. 

Note that logistic regression is used as a baseline for the 

model development in all three. This is merely for 

convenience during methods development in this pilot study. 

The demonstrated methods could be used with any other 

parametric or machine learning models or the combination of 

both for structured and NLP datasets. 

DCA is a method of evaluating usefulness of predictive 

models in clinical settings. It combines strengths of traditional 

biostatistical methods and decision-analytic methods while 

eliminating their limitations. For example, AUC for the model 

does not convey how high of an AUC is needed in order to 

deploy it in clinical practice. On the other hand, traditional 

decision analysis involves complex mathematics not suitable 

for continuous outcomes that is typical of predictive models. 

DCA is based on the relative harms caused by false positives 

and false negatives and is expressed as a threshold for  

 

                    Structured Data Only                                   Unstructured Data Only                                  Combined Dataset 
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(C)  Feature Importance Plot for 

Combined Dataset
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Figure 2 – Decision Analysis for Models 
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probabilities predicted by the models. As seen in Figure 2(D), 

the use of any predictive model provides positive standardized 

net benefit over both treat none (X-axis) and treat all (lowest 

curve cutting X-axis at risk threshold of 0.30) strategies.  

Either structured or unstructured data model appears to 

provide about the same net benefit of 55% over treat none and 

15% over treat all strategies at risk threshold of 0.20. 

Moreover, the combined model (topmost curve in Figure 

2(D)) shows consistently higher standardized net benefit over 

the other two models (15%) as well as treat all (30%) and 

treat none (70%) strategies. 

Clinical Impact and Implications for Practice  

We have combined and compared two seemingly different 

techniques for predicting 30-day readmissions for heart failure 

using most commonly available data in the EHR systems. 

Methods presented here pave the foundation for combining 

automated harvesting of predictors from unstructured data 

with carefully selected predictors from structured dataset. We 

have further demonstrated the ability to select the most useful 

model that has the greatest clinical impact. Decision analysis 

in this study has shown that the use of some predictive model 

is better than both using no model at all and treating all the 

admitted patients with the same readmission reduction 

program interventions. This appears to be valid despite having 

average descriminative capabilities (AUC = 0.6447) of the 

predictive model. Discharging physicians and case managers 

could make decisions for post-discharge care with their 

patients by identifying risks and benefits using such models. 

Even though the model development and associated activities 

of data processing pipeline might seem difficult to implement 

in practice, application of the selected risk threshold and 

outcome prediction could be captured in a simple mobile 

application for the clinicians in future implementations. 

Limitations 

This study represents a pilot project that brings together 

techniques for combining structured and unstructured data into 

a model for predicting readmissions for heart failure. It has 

used data from all the clinical notes for the patients till the 

index admission. Targeted use of notes with specific topic and 

word importance might help in better performing NLP system 

and remains unexplored in this study. Readmissions outside 

the index hosptials, even though deemed low, are not 

considered in this study. Finally, the study has applied 

external temporal validation but external geographical 

validation will further evaluate generalizability of this 

approach. 

Conclusions 

We built separate predictive models with the same EHR 

system’s structured and unstructured data with two different 

modeling techniques. We compared the performance metrics 

for the two models and their combination. Our analysis 

showed that there was some benefit in combining these data 

although AUC for structured data model (0.6494) was not 

very different from the combined data model (0.6447). The 

combined model showed better results in terms of calibration 

plot and precision-recall curves. The decision curve analysis 

for assessing the clinical impact of practical usefulness of the 

models showed that the combined model offered 15% net 

benefit over its individual counterparts at a threshold predicted 

probability of 0.20. We have described the model 

development and validation efforts for this study using the 

Transparent Reporting of a multivariate prediction model for 

Individual Prognosis or Diagnosis (TRIPOD) guidelines [1].  
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Abstract 

Recently, researchers have been applying many new machine 

learning techniques for predicting the risk of readmission for 

heart failure. Combining such techniques through ensemble 

schemes holds a promise to further harness predictive 

performance of the resulting models. To that end, we 

examined two ensemble schemes and applied them to a real 

world dataset obtained from the EMR systems for 36,245 

patients from 117 hospitals across the United States over five 

years. Both the ensemble schemes provided similar 

discriminative ability (AUC: 0.70, F1-score: 0.58) that was at 

least equal to or better than the base models that used a single 

machine learning method. The clinical impact of the models 

using decision curve analysis showed that at a threshold 

predicted probability of 0.40, the ensemble models offered 

20% net benefit over the treat-all and treat-none strategies.  

Keywords:  

Patient Readmission; Heart Failure; Machine Learning 

Introduction 

Heart Failure (HF) is a chronic disease that affects 6.6 million 

adults in the United States alone and 550,000 new cases are 

reported annually [5]. The incidence of disease occurs mainly 

in older adults over 65 years who frequently have many other 

comorbidities. The main expense for the HF management is 

attributed to the hospitalizations (70% of total cost) [6] and 

the future financial burden forecasted until 2030 by the 

American Heart Association, estimates an increase of 215% in 

direct costs, 80% in indirect costs, and 25% in prevalence 

respectively [8]. It has thus become the most frequent and 

expensive disease for 30 day readmissions [4]. As a major 

insurance payer for older adults in the United States, the 

Centers for Medicare and Medicaid Services (CMS) has 

enacted penalties through its Readmissions Reduction 

Program (HRRP) for the healthcare organizations with high 

readmission rates [15]. The penalties are applied to the 

prospective payments to hospitals for medicare and medicaid 

patients. These developments have launched the interest and 

development of risk prediction models for patient 

readmissions to hospitals. Availability of data in Electronic 

Health Records (EHR) systems used in the hospitals has 

helped this development further. 

Many variations of models for predicting readmissions have 

been developed, particularly for heart failure, over the last 

decade [12]. There are several interesting observations about 

the earlier models: many reserachers have modeled mortality 

and readmission as composite outcomes but that trend has 

declined recently since these outcomes appear to be 

influenced by different predictors. Along simliar lines, many 

older studies have used different timeframes for readmission 

ranging from seven to 365 days [12]. The more recent trend of 

using a 30-day timeframe appears to be a strong representative 

of readmissions for many diseases, as similar readmission 

patterns occur for different diseases based on time-to-event 

analyses [9]. Furthermore, most models have considered all-

cause readmission to encourage hospitals to implement 

intervention programs to improve overall care; such as better 

discharge coordination, medication reconciliation, and post-

discharge follow-up instead of using a narrow set of 

condition-specific solutions. In terms of data sources used for 

building predictive models, recent studies appear to use EHR 

systems more than registry or claims-based datasets due to the 

close data availability at the hospital level [12].  

Focusing more on the methods used for building the models, 

and a recent systematic review of predictive models for HF 

[12], two main categories are noted: (a) interpretation oriented 

parametric and semi-parametric approaches such as logistic 

regression, elastic net, and LASSO; (b) predictive accuracy 

focused machine learning methods such as decision trees, 

random forests, neural nets, and gradient boosting. Recently, 

some studies [2; 11; 13] have also compared different 

methods for their effectiveness and discriminative abilities. 

The parametric methods suffer from long model building time 

and numerical instability with a large set of variables whereas 

machine learning methods are computation intensive with 

hyper-parameter tuning and show signs of over-fitting to 

training datasets. To this end, Laan van der et al. [10] have 

created a theoretical foundation to mitigate the shortcomings 

of individual methods and to harness the predictive power of 

different classes of models by combining them. In practice, 

humans have used such heuristic decision making in forms 

such as election voting and expert consultations. Perhaps the 

most well known example of such an approach over the last 

decade is from the winning team of Netflix’s movie 

recommendation system contest. The team combined many 

models from the prior years’ competitions to deliver the best 

possible performance for predicting and recommending 

movies for system users. In the healthcare domain, Shameer et 

al. [16] have recently experimented to predict readmission risk 

for HF patients by combining multiple models using 

correlation-based feature selection criteria for a large set of 

features extracted from the EHR system. Similarly, Turgeman 

et al. [17] have used two machine learning methods to 

overcome some of the limitations of individual methods while 

predicting risk of readmission for HF patients. However, use 

of newer and more advanced methods, called ensemble, for 

building risk prediction models for health outcomes remains 

largely unexlpored. In this study, we examined basic 
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properties and types of ensembles and applied them to a set of 

patient population to predict the risk of readmission for heart 

failure. We further explored their  discriminative power, 

calibration, and usefulness in clinical decision making. 

Methods 

Patient Population and Data Extraction 

We used EHR data at 117 hospitals from a large nationwide 

health care system in the United States to derive and validate 

the predictive models for this observational retrospective 

cross-sectional study. The datasets from all hospitals under the 

health system are extracted and loaded into a central reposito-

ry on a regular basis and we leveraged this infrastructure for 

the data collection for our study.  

Based on our review of the past literature [12] describing the 

predictive models built for estimating the risk of readmission 

for heart failure, we used variables from clinical, administra-

tive, and psychosocial categories that are routinely collected 

during episodes of care. Application of the same data policy 

framework imposed by the EHR system helped us to develop 

common logic and programs for data extraction. Datasets for 

five consecutive calendar years from 2011 to 2015 were ex-

tracted using International Classification of Diseases version 9 

– Clinical Modification (ICD-9-CM) codes for heart failure as 

a principal discharge diagnosis. We used 2011 – 2014 data for 

derivation cohort and 2015 data for validation cohort for-

mations. This setup provided an external temporal validation 

for the models. As the validation cohort consisted of patients 

from all the hospitals, it also provided external geographic 

validation for the models within the United States. 

Primary Outcome 

We adhered to the commonly adopted definition of any-cause 

30-day readmission in the literature [9], which excludes hospi-

talizations with a length of stay less than one day and any 

elective hospitalizations. If the patient encountered multiple 

readmissions within the 30-day timeframe from the discharge 

date of the index admission, only the last readmission episode 

was considered so that the latest health status for the patient is 

used for predicting the risk of future readmission. This setup 

provided us with the sample of patients that was blinded for 

outcome by programming for the above rules. The sample was 

also statistically independent and mutually exclusive across 

the two classes of admission groups of non-readmitted and 

readmitted patients, even though machine learning based 

methods do not impose this constraint. 

Predictors 

Structured data predictors were broadly classified into clinical, 

administrative, and psychosocial categories based on prior 

literature survey and expert clinical consultation [12] and are 

shown in Table 1. All the variables were collected either on or 

before the discharge date but closest to it depending on the 

data availability. Since the bulk extraction from the EHR sys-

tem was carried for the study cohort, predictor assessment was 

blinded to the other predictor and outcome variables. 

Statistical Analysis 

The extraction of data from the EHR system yielded a sample 

size of 36,245 admissions with 72 variables including dummy 

variable formats for categorical variables. We counted 27,714 

admissions for the derivation cohort and 8,531 admissions for 

the validation cohort with the overall observed readmission 

Table 1 – Structured Dataset 

Clinical Set Predictor Name 
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Sodium

Potassium 

Blood Urea Nitrogen 

Creatinine 

Hemoglobin 

Hematocrit 

Glucose 

Albumin 

B-Natriuretic Peptide 

Systolic/Diastolic Blood Pressure

Pulse

Respiratory Rate 
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Predictor Name 
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Age

Sex (Male/Female)  

Race (Native American/Asian/ 

Black/Hispanic/White/Not specified) 

Marital Status (Married/Divorced/ 

Separated/Unknown)  

Insurance Type (Multiple Insurance/ 

Blue Cross-Shield/Special Medicare 

/Disability/Income Medicaid/None) 

Residential Area (Urban/Rural/Highly Ru-

ral/Unknown)  

Appointments in Past Year
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No Show to Appointment in Past Year

ED Visits in Past Year 

Prior Diagnoses 

Admissions in Previous Year

Telemetry Monitor During Ind. Adm. 

(Yes/No)  

Index Adm. via ED (Yes/No) 

Length of Stay 

Concurrent Procedures 
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Alcohol Abuse (Yes/No) 

Cardiac Arrhythmia  (Yes/No) 

Coronary Artery Disease  (Yes/No) 

Cancer (Yes/No)  

Cardiomyopathy (Yes/No) 

Cerebrovascular Accident  (Yes/No) 

Depression (Yes/No)  

Diabetes Mellitus (Yes/No) 

Drug Abuse (Yes/No)  

Functional Disability (Yes/No) 

Liver Disease (Yes/No)  

Lung Disease (Yes/No)  

Lung Disease (Yes/No)  

Protein Caloric Malnutrition (Yes/No)

Psychiatric Disorder (Yes/No)

Rheumatic Disease Group (Yes/No)

Renal Disease Group (Yes/No)

Vascular Disease Group (Yes/No)

Aortic Valve Disorder (Yes/No)

Cancer related (Yes/No) 

Cardiac Devices (Yes/No) 

Cardiac Surgery (Yes/No) 

Coronary Angioplasty (Yes/No) 

History of Mechanical Ventilation Devices 

(Yes/No) 

rate of 35.7%. We did not have any missing values for the 

dependent variable; a few independent variables such as BNP 
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and blood glucose had up to 5% missing values. Some 

methods such as decision trees and its variants accept 

predictors with mising values, whereas some other methods 

such as logistic regression need all predictor values to be 

present. Hence, for consistency we used multiple imputation 

by chained equations resampled over five imputed datasets for 

the missing values assuming missingness at random. We 

created separate dummy variables for missing values with 

higher rate of missingness for the categorical variables [1; 7]. 

This strategy allowed us to use all the available records in the 

analysis. Continuous variables were also examined for 

nonlinear effects and transformations were carried wherever 

necessary. 

We investigated 10 different base learning models in this 

study. The base learners were chosen to represent various 

method families such as linear models, tree based and bagging 

models, boosting-based models, and neural networks. The 

base learners were run individually for the optimal AUC 

(Area Under Curve) performances by tuning their respective 

hyper-parameters. Figure 1 shows general setup of an ensem-

ble system. The given dataset is applied to each base learner 

that implements a predictive model to predict the outcome of 

interest. A set of these predicted outcomes is then applied to a 

final model called a meta learner that uses some method to 

produce the final predictive outcome that is used to score the 

risk on the data that is not seen previously. We used Super 

learner and Subsemble schemes to combine base learner 

outputs using varying number of folds, partitions, and meta 

learner models to understand the effect of variations in these 

parameters on the ensemble performance. More details about 

the ensemble structure are provided in the Discussion section 

below.  

Figure 1 – Ensemble Structure 

All confidence intervals were calculated at 95% level using 

2000 stratified bootstrap replicates. We further calculated an 

AUC and a F1-score for each base learner and ensemble and 

also plotted a calibration plot and ROC (Receiver Operating 

Characteristics) curves for showing discriminative power. We 

also carried out decision curve analysis for the base learner 

and two ensemble schemes to understand their relative utilities 

with respect to treat-none and treat-all strategies. 

We used Microsoft SQL Server Version 12 Release 2, R 

version 3.0.2 (The R Foundation for Statistical Computing 

Platform), and python version 3.6.4 for data extraction and 

statistical analyses. This Pilot Project under Quality 

Improvement initiatives was exempted from the review of full 

committee Institutional Review Board. 

Results 

We fitted 10 different base models with the derivation cohort 

by tuning with their respective hyper-parameters to optimize 

for the AUC using the validation cohort. The models and their 

individual performances are shown in Table 2. 

The ensemble methods were tried with LogisticRegression, 

RandomForest, GradientBoost, and NeuralNetwork as meta 

learners. There was no performance difference in terms of root 

mean square errors and the AUCs between the Super learner 

and Subsemble schemes for the same meta learner. Further-

more, ensembles performed at the same level when the num-

ber of folds and partitions of the cross-validation scheme were 

changed. The final ensemble schemes used 16-fold, 16-

partition combination on the validation cohort with Gradi-

entBoost and RandomForest meta learners for the Super 

learner and Subsemble respectively. The F1-score in Table 2 

represented harmonic mean between precision and recall for 

the models. 

Table 2 – Base Learners and Ensembles 

Base Learner AUC [95% CI] F1-Score 

RandomForest 0.6922 [0.6791-0.7058] 0.5780

AdaBoost 0.6612 [0.6496-0.6747] 0.5726

LogisticRegression 0.6914 [0.6801-0.7030] 0.5797

GradientBoost 0.6725 [0.6611-0.6840] 0.5676

DecisionTrees 0.6192 [0.6081-0.6326] 0.5437

ExtraTrees 0.6993 [0.6885-0.7107] 0.5841 

KNearestNeighbor 0.6498 [0.6385-0.6611] 0.5592

NeuralNetwork 0.6962 [0.6854-0.7076] 0.5869

NaiveBayes 0.0095 [0.0041-0.0679] 0.5388

SupportVectorMachine 0.6869 [0.6748-0.6980] 0.5797

Ensemble   

Super Learner (using 

GradientBoost)

0.6987 [0.6872-0.7101] 0.5843 

Subsemble (using 

RandomForest) 

0.6914 [0.6798-0.7030] 0.5747 

The KNearestNeighbor as a base learner was chosen merely to 

highlight the differentiation in the curves in Figure 2(A) and 

Figure 2(C). The AUC or C-statistic was calculated for the 

base learner and both the ensembles and was plotted as ROC 

curves for comparison as shown in Figure 2(A). 

Calibration with ideal, apparent, and bias-corrected fits with 

300 bootstrap repetitions for the derivation cohort was carried 

out and plotted as actual probabilities on Y-axis against mod-

el-predicted probabilities on X-axis as shown in Figure 2(B).  

Finally, we carried out Decision Curve Analysis (DCA) [18] 

for the base learner and both the ensembles to understand net 

benefit for each model at various thresholds of predicted prob-

abilities and is shown in Figure 2(C).  

Discussion 

Characteristics of Ensemble System 

The seemingly simple ensemble structure shown in Figure 1 is 

based on a few important principles: (a) A meta learner in the 

ensemble has to learn optimal combination of the base learn-

ers’ predictions. In its simplest form, this could mean to im-

plement simple or weighted majority-voting algorithm if the 
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outcomes of the base learners are discrete numbers or a class 

such as that resulting from the support vector machine algo-

rithm. For continuous outcome predictions from models such 

as logistic regression and boosting, simple arithmetic combi-

nations (mean, sum, or product) could be applied.  

In practice, most ensembles apply complex combination of 

algorithms to arrive at the final predictive outcome from the 

meta learner. (b) The ensembles improve their performance by 

correcting the base learners’ prediction errors. Moreover, the 

prediction errors need to be relatively uncorrelated to improve 

the overall ensemble performance. This principle partly relies 

on the choice of the base learners and their hyper-parameter 

tuning. A use of a set of base learners is embraced from the no 

free lunch theorem, which suggests that no single algorithm is 

optimal to solve every problem. Another important point high-

lighted by this principle is that combining the base learner 

outputs in the ensemble does not necessarily lead to the per-

formance that is guaranteed to be better than the best base 

learner; rather, it reduces the likelihood of choosing a subop-

timal model with poor performance. (c) A part of the im-

provement in the ensemble performance comes from the abil-

ity of the base learners to see diverse data during their training 

phase. This objective is achieved by implementing various 

strategies discussed below that give rise to different types of 

ensembles. 

Blend ensemble divides the input dataset into two parts, each 

of which is used by the base learner layer and the meta learner 

layer. Each layer in turn divides its data into a proportion of a 

train set and a test set. As in any supervised learning scheme, 

the learners use the train set to fit their models and the test set 

to assess the predictive performance. This ensemble is useful 

for training large datasets in a short time but has a shortcom-

ing that the input dataset is used only once by the system. 

Super learner ensemble uses cross-validation methods by 

formulating the minimization of the cross-validated risk over 

the base learners as a new least squares regression problem 

which itself is carried out by the meta learner using cross-

validation itself, thereby preventing over-fitting of the cross-

validated risk. The training time for this ensemble could be 

long, especially with large datasets using a large number of 

cross-validation folds, but the performance is much better than 

blend ensemble, especially with a high variance noisy data 

[10]. 

Subsemble ensemble partitions the full dataset into subsets of 

observations, fits a specified base learner’s underlying 

algorithm on each subset, and uses a novel form of K-fold 

cross-validation to output a prediction function that combines 

the subset-specific fits. At the meta learner layer, this 

ensemble evaluates the performance relative to the underlying 

algorithm fit just once on the full dataset and hence is useful 

for small, medium, and large datasets [14]. Since our dataset 

comprised of one data record for one patient admis-

sion/readmission, it did not empirically fall into high volume, 

high velocity dataset. Moreover, each layer of the Blend en-

semble uses only half the dataset. Hence, in order to effective-

ly use our data, we did not use Blend ensemble structure. We 

applied our dataset to Super learner and Subsemble by sys-

tematically varying the parameters such as folds, partitions, 

and underlying meta learner. We did not notice significant 

difference in the performance of these two ensembles for the 

same set of parameters except that the Subsemble was able to 

complete the computations in 1/3
rd

 amount of time taken by 

the Super learner. This might be attributable to its strategy to 

further partition data in each fold and work on all the parti-

tions in parallel. We observed some but not significant per-

formance differential between the two schemes if the underly-

ing meta learners are different. This could be confirmed by 

looking at mostly overlapping ROC curves for the ensembles 

in Figure 2(A); the ensembles, however, show significantly 

better discriminative ability than the base learner. 

Calibration plot in Figure 2(B) shows presence of over-fitting 

for predicted probabilities in the lower and upper tertiles, 

whereas under-fitting in the middle tertile. The ideal fits with 

no over-fitting and no over-estimation are shown as dotted 

line diagonal axis at 45
o 

in the plot. The dataset further 

demonstrates some over-estimation with negative Y-axis in-

tercept indicating need for better functional form for the mod-

el. 

DCA is based on the relative harms caused by false positives 

and false negatives and is expressed as a threshold for 

probabilities predicted by the models. As seen in Figure 2(C), 

the use of any predictive model provides positive standardized 

net benefit over both treat none (X-axis) and treat all (lowest 

curve cutting X-axis at risk threshold of 0.37) strategies. The 

model based on either ensemble scheme appears to provide 

about the same net benefit that is consistently better than the 

base learner model as well as the treat all and treat none 

strategies across all the predicted probabilities above 0.20. For 

example, at threshold probability of 0.40, the ensemble based 

models show 20% net benefit over the treat all and treat none 

strategies. 

Clinical Impact and Implications for Practice  

Researchers are developing many new methods for effective 

predictive modeling for outcomes important for patients and 

healthcare organizations alike. We have examined, applied, 

and compared various individual as well as ensembled 

 

(A) ROC Curves (B) Calibration Plot (C) Decision Curve Analysis

Figure 2 – Performance Plots for Base and Ensemble Models 
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machine learning techniques for predicting 30-day 

readmissions for heart failure using most commonly available 

data in the EHR systems. Decision analysis in this study has 

shown that the use of some predictive model is better than 

both using no model at all and treating all the admitted 

patients with the same readmission reduction program 

interventions. Discharge physicians and coordinators as well 

as case managers could make post-discharge decisions with 

their patients by taking into account risks and benefits by 

applying such models in practice. Even though the model 

development and associated activities of data processing 

pipeline might seem daunting to implement in practice, the 

predicted risk threshold and outcome could be easily 

displayed in a simple mobile application for the clinicians. 

Limitations 

This study represents a pilot project that explored techniques 

for combining different machine learning models for 

predicting readmissions for heart failure using a limited 

dataset. It also used data from different hospitals but within 

the same health system. Many machine learning algorithms 

are known to work better with a large dataset and this study 

could be further explored in that setup. 

Conclusions 

In this study, we built predictive models with the EHR system 

data using various machine learning techniques 

independently, and in combination by deploying two different 

ensemble schemes. We compared the perfmance metrics for 

the base models and their ensembles. Our analysis showed 

that the ensemble techniques deliver the performance that is at 

least as good as the best performing base model. The decision 

curve analysis for assessing the clinical impact of practical 

usefulness of the models showed that the ensemble based 

models offered 20% net benefit over not using any model at a 

threshold predicted probability of 0.40. We have described the 

model development and validation efforts for this study using 

the Transparent Reporting of a multivariate prediction model 

for Individual Prognosis or Diagnosis (TRIPOD) guidelines 

[3].  
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Abstract 

Sugar Sweetened Beverages (SSB) are the primary source of 

artificially added sugar and have a casual association with  

chronic diseases. Taxation of SSB has been proposed, but 

limited evidence exists to guide this public health policy. 

Grocery transaction data, with price, discounting and other 

information for beverage products, present an opportunity to 

evaluate the likely effects of taxation policy. Sales are often 

non-linearly associated with price and are affected by the 

prices of multiple competing brands. We evaluated the 

predictive performance of Boosted Decision Tree Regression 

(B-DTR) and Deep Neural Networks (DNN) that account for 

the non-linearity and competition across brands, and 

compared their performance to a benchmark regression, the 

Least Absolute Shrinkage and Selection Operator (LASSO). B-

DTR and DNN showed a lower Mean Squared Error (MSE) of 

prediction in the sales of most major SSB brands in 

comparison to LASSO, indicating a superior accuracy in 

predicting the effectiveness of SSB taxation.  We demonstrated 

the application of machine learning methods and  large 

transactional data from grocery stores to forecast the 

effectiveness food taxation. 

Keywords:  

Beverages; Machine learning; Public policy 

Introduction 

Unhealthy diet is the leading preventable cause of global death 

and disability, claiming 11 million lives and 241 million 

disability adjusted lost life years in 2012 [1]. Diet-related 

chronic diseases, such as obesity, cardiovascular diseases, 

cancers, and type-2 diabetes mellitus impose a considerable 

burden on society and individuals. Taxation has been 

proposed as a public health policy to discourage the 

purchasing of unhealthy foods [2], most notably Sugar 

Sweetened Beverages (SSB). The primary source of 

artificially added sugar with a recognized association with 

obesity and major chronic diseases [3,4], SSB consists of 

beverages such as soda (carbonated soft drinks), fruits drinks, 

sports and energy drinks each containing many product brands 

(e.g. Coca-Cola
TM

 and Pepsi
TM

 in the category of soda). The 

expected effectiveness of taxation is determined by the 

magnitude of reduction in SSB purchasing that is likely to 

occur with an increase in the price of SSB. Formally, this 

value is called the price elasticity of demand and is quantified 

as the percent reduction in product purchased in response to a 

one percent increase in price.  

Grocery transaction data are generated by scanning products at 

the time of purchasing from a large number of retail food 

outlets and can be used to estimate changes in SSB purchasing 

from price fluctuations. The data include the quantity of food 

products sold and ourchase details, such as the price and 

promotions (e.g. discounting, in-store display, and flyer). 

Although rarely used for public health research, grocery 

transaction data can be used to predict SSB sales conditional 

on pricing, promotions, consumer demographic and economic 

attributes of the store neighborhood (e.g. income and family 

size). Because sales of a product are influenced by its features 

(focal features), but also by the features of competing products 

in the same store (competing features), the prediction of 

beverage purchasing must take into account the influence of 

numerous competing brands.    

Due to correlations in price and promotion across many food 

products, feature selection is critical. Researchers previously 

performed ad-hoc dimensionality reduction, such as 

aggregating product sales and features into broader SSB 

categories or modeling only a small number of brands [5]. 

These approaches masks the complex patterns of competition 

among individual food products, potentially resulting in biased 

estimate of price elasticity due to aggregation bias or omitted 

confounders. Therefore, prediction at the level of individual 

food items or brands is critical.  

More importantly, associations between product features and 

sales are non-linear (i.e. deal-effect curve), and multiple 

product features can jointly affect sales through statistical 

interactions, or non-additive effects due to competitive 

interference and synergistic effect of promotions. The shape of 

the relationship between sales and product features is 

determined by a mix of factors including: 1) a threshold effect, 

where the quantity of sales remains constant until the price or 

promotion reaches a threshold value; 2) a saturation effect, 

where the growth of sales plateaus as consumers are de-

sensitized by price reduction or promotions above certain 

levels; 3) a cross-item deal effect, where the sales of brands 

are affected by the price of a large competing brands; 4) an 

interaction between features of multiple brands e.g., price 

reduction of a brand fails to increase sales due to promotional 

activities of a larger competing brand; and 5) an interaction 

between features of the same brand e.g. the effect of 

discounting can be enhanced by promotions of the same brand  

[6]. 

 While parametric estimators (e.g. linear regression) are 

traditionally used to model product demand, manual 

specification of non-linear functions and interactions is not 

feasible with dozens or hundreds of competing product 

features. In contrast, non-parametric algorithms, such as 

decision trees and artificial neural networks, naturally 

incorporate non-linear associations and interactions. Although 

typically used for classification, these algorithms can be used 

in a regression context where the output variable is numeric 

(i.e. sales).  
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To date, SSB taxation is rarely implemented in developed 

nations, and the price elasciticy of demand is for the most part 

estimated by observational data using parametric demand 

estimation models that tend to suffer the limitations mentioned 

above [7]. Traditional econometric approaches (e.g. linear 

regression) to estimate the effect of price on SSB (price 

elasticity of SSB demand) is infeasible when modling the 

interaction of a large number of beverage products. We thus 

aim to evaluate the accuracy of non-parametric learning 

algorithms for predicting the sales of SSB from scanner 

grocery transaction data. 

Data 

We obtained weekly transaction records of food products 

purchased from 44 stores sampled to be geographically 

representative of three large retail grocery chains in the 

province of Quebec, Canada between 2008 and 2013. The data 

were indexed by time (week), store identification code, 

product name, price, and three promotional activities: 

discounting, in-store display (placement of a product in a 

prominent location) and flyer advertising. Price indicates the 

dollar amount paid by the consumer at the time of purchase 

(i.e. net price), while discounting is the percent reduction of 

the purchase price from the regular price calculated as the 

maximum purchase price in a three month trailing window [8]. 

Among many types of beverages, we were interested in 

predicting the sales of SSB, or artificially sweetened 

beverages which included soda, energy and sports drink, 

carbonated fruit beverage, frozen fruit juice, fruit drink, and 

carbonated soda water. There were 2,608 distinct SSB 

products defined by brand, flavor, and package type. Because 

products in the same brand tended to exhibit similar pricing 

and promotional patterns, we aggregated the value of sales, 

pricing and promotion into a smaller set of 154 distinct SSB 

brands, such as Coca-Cola
TM

 and Pepsi
TM

. Brand-level 

predictive features (i.e. price, discounting, display, and flyer 

advertisement) were calculated as the mean (price and 

discounting) and proportion promotion (display and flyer) 

across the products belonging to the brand.   

Let �	 � ����� � � �	
��� 
 � ���	�. There were 1,509,280 

weekly transaction records for the 154 SSB brands across all 

stores, with each record representing the brand-specific sales 

denoted as �
���

, which was the target variable and defined as 

the natural-log of the sales of brand � in store 
 at week �. The 

sales quantity was standardized to the U.S Food and Drug 

Administration serving size of 240 milliliters. Although the 

log transformation was relevant to parametric regression 

modeling only [9], we applied this transformation in 

accordance with existing practice in demand modeling.  

The vector of brand-level focal features was denoted as �
���

 

(Table 1, Brand-level features). We let �
�
 be the features of the 

store where the products were sold (categorical indicator of 

chain and store identification code) and store neighborhood 

socio-economic and demographic features that may influence 

food purchasing were obtained from the 2011 Canadian 

census (Table 1, Store neighborhood features). We let �
�
 and 

�
�
 represent categorical features indicating the month and 

week for each record to account for temporal fluctuations in 

purchasing (e.g. increases on holidays). As noted above, sales 

of a brand depend on the pricing and promotion of that brand 

(focal brand features) and on the features of popular 

competing brands (competing brand features). Because a few 

brands accounted for most of the market share in each SSB 

category (e.g. Coca Cola
TM

 and Pepsi
TM

 have  nearly 70% of 

share in the soda category), their brand features have a strong 

influence on the sales of other brands. Thus, we extracted 

price and promotions of twenty brands with the highest market 

Table 1 - Description of Brand-level, Temporal, and Store Neighborhood Predictive Features of Sugar Sweetened 

Beverage (SSB) sales. Each transaction record consists of sales (target variable) of specific SSB brands and these 

features at a given week and store. The third column describes either the number of categories (if categorical), or the 

range of values (if numerical). 

Feature description Type 

Category count 

or numeric range 

Brand-level features   

Chain code where product was sold Categorical 3 

Percent price discount (%) Numeric 0 - 98.225 

Prices in Canadian cents Numeric 0.001 - 1399 

Display advertisement frequency Numeric 0 – 1 

Flyer advertisement frequency Numeric 0 – 1 

Brand name Categorical 154 

Store code where product was sold Categorical 74 

Temporal features   

Month of Sale Categorical 12 

Week of Sale Categorical 53 

Store neighborhood features   

Proportion of post-secondary certification Numerical 0.435 - 0.891 

Average family size Numerical 2 – 3 

Proportion of family with child Numerical 0.207 - 0.530 

Proportion of single parent family Numerical 0.103 - 0.274 

Median family income ($/family) Numerical 38046 - 108735 

Proportion of immigrants Numerical 0.005 - 0.606 

Number of dwellings (families) Numerical 2885 - 58710 

Total population (inhabitants) Numerical 7460 - 133570 

Dwelling density (families/km2 ) Numerical 1.145 - 6289.960 

Total   

Log of Weekly Sales of brand Numerical -1.403 - 11.761 
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share among SSB that are denoted as �
���

. The dimension of 

each feature vector was: (�
���

, 245), (�
���

, 80), (�
�
, 9), (�

�
, 

12), and (�
�
, 53). 

Methods 

We used two non-parametric methods: an ensemble of 

Decision Trees with Adaptive Boosting (B-DTR) and a fully-

connected Deep Neural Network (DNN). The baseline model 

was a regularized linear parametric model (LASSO, or Least 

Absolute Shrinkage Selection Operator). The DNN was 

implemented in Keras [10], and the other models were 

implemented in Scikit-Learn [11]. Unless otherwise noted, 

normalization was done using standard mean shifting and 

variance scaling.  

LASSO regression identifies a sparse set of features through 

shrinkage via �
�
 regularization [12] and has been previously 

used for demand forecasting in high-dimensional feature space 

[13], even though explicit specification of non-linear features 

(e.g. spline) becomes unrealistic when modeling the sales of a 

large number of brands. We selected the regularization 

parameter � by iterating over a range of values and selecting 

the one with lowest average mean squared error (MSE) 

through three-fold Cross Validation.  

Decision Tree Regression is a rule-based learning algorithm 

that identifies a binary segmentation of predictive features, 

where the cut-point for each feature represents a decision 

boundary that minimizes the prediction loss (e.g sum of 

squared errors) for a target vector �
���

. The partitioning ends 

when pre-specified criteria, such as a maximum number of 

branches or a minimum number of observations at each 

terminal node, are met. The decision trees implement the 

Classification and Regression Trees algorithm due to its 

ability to predict numerical values  [14].We used Drucker's 

improved Adaptive Boosting [15] meta-estimator to form an 

ensemble of 100 weak learners. The weight of each learner 

was determined by a linear loss. Each learner was a Decision 

Tree with varying depths, set to a maximum depth of 30 

nodes. The value of each node was determined by the partition 

that best minimized the MSE. 

The DNN model with the best results had four fully connected 

layers. Adam optimization was used to enable convergence 

with large data and noisy gradients [16]. The optimum values 

of exponential decay rates and fuzzy factors were selected 

based on training stability and the ability to converge. The 

network weight parameters were initialized using Normalized 

Initialization [17] to accelerate convergence. We trained the 

model using mini-batches of 128 samples to leverage the 

richness of the data and to provide inherent regularization 

[18], while maintaining a stable training process. We chose 

the activation function to be a Rectified Linear Unit due to its 

biological properties and strong experimental results on high-

dimension datasets [19], due in part to its non-linearity, which 

allows the DNN to learn complex relationships between 

features.  

The DNN had an input layer dimension of 389, and fed a 400-

dimension vector to the first hidden layer. The first hidden 

layer output a 100-dimension vector to the next layer with a �
�
 

regularization and ReLU activation. The last hidden layer 

output was a 25-dimension vector to the output layer. The 

final layer outputs a single numerical value corresponding to 

the predicted log of sales, using a linear activation function to 

take into account negative target values (brands with 

extremely low sales has negative log values). 

 We extracted the first five years (2008-2012) of the 

transaction data for training and validation. We randomly 

sampled 90% of these data as the training set for learning 

algorithm parameters, leaving the remaining 10% as the 

validation set for evaluating the prediction accuracy of the 

algorithms. The final year (2013) of data was reserved to 

estimate prediction accuracy, measured as Mean Squared 

Error (MSE). Data were managed using Numpy, Pandas and 

PostgreSQL. 

Results 

The MSE for the prediction of all SSB brands in the 2013 

transaction data was 0.67, 0.72, and 0.91 for DNN, B-DTR, 

and LASSO, respectively.  

At the individual brand level, DNN, B-DTR, and LASSO 

showed best predictive performance for 80, 31, and 21 brands, 

respectively. Prediction error of seven most popular SSB 

brands driving overall sales of SSB is presented in Table 2. 

The DNN and B-DTR had comparable prediction accuracy for 

these brands, while LASSO showed the lowest accuracy 

except for the Nestle brand. Category-level prediction is of 

public health interest, since each beverage category can have 

different health effects. We thus calculated a category-level 

MSE (Table 3). The DNN had the highest prediction accuracy 

for the soda category, the most important source of added 

sugar consumption. LASSO showed the lowest prediction 

accuracy for all the categories.    

Table 3 –  Mean Squared Error  for each Beverage 

Category, Across all Stores 

 Soda 

Soda 

Water 

Energy 

Drinks 

Frozen 

Juice 

Frozen 

Drinks 

B-DTR 0.650 0.743 0.956 0.600 0.631 

DNN 0.609 0.647 0.691 0.660 0.640 

LASSO 0.756 0.852 0.819 1.228 0.887 

Using the most accurate predictive algorithm (DNN), we 

generated price elasticity, which is the predicted percent 

reduction in SSB sales conditional on increased beverage 

prices in reference to the predicted SSB sales due to observed 

SSB price. The elasticity across all stores was -1.74 (95% 

Confidence Interval [CI]: -0.89, -2.69), implying that the 

increase of SSB price by 1% results in the expected reduction 

of SSB purchasing by 1.74%.  

Table 2 -  Mean Squared Error of most popular brands of  Sugar Sweetened Beverages 

 Pepsi Coca Cola Seven Up Crush Sprite Canada 

Dry 

Nestle 

LASSO 0.51 0.44 0.46 0.35 0.45 0.38 0.41 

B-DTR 0.17 0.16 0.22 0.28 0.22 0.24 0.41 

DNN 0.19 0.23 0.21 0.23 0.23 0.27 0.31 
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Discussion 

The superior prediction accuracy demonstrated by B-DTR and 

DNN over LASSO is likely due to their ability to model non-

linear relationships and interactions across predictive features 

of the 154 brands. Conventional approach to model low-

dimentional data, such as Ordinary Least Square and its 

extension adapted for a high-dimentional varaible space  

(LASSO) may be a suboptimal approach in predicting the sale 

of SSB in a competitive retail environment due to its linear 

constraint Although it is theoretically possible to manually 

specify appropriate non-linear functional forms guided by 

model-fit criteria (e.g. Akaike's Information Criterion) in 

LASSO, this approach is not feasible when the number of 

competing brands grows large.  

The estimated own-price elasticity was slightly higher than the 

mean estimate from a systematic review of previously 

reported observatioinal studies in the United States (-1.21, 

range: -0.71 to -3.87) [7] but was lower than the elasticity (-

3.1) estimated by the exsiting natural experiment in Berkley, 

California [20]. 

Non-parametric learning algorithms, in particular DNN as 

demonstrated by the superior prediction accuracy in our study, 

are free from the linearity assumptions. They are  a promising 

alternative to predict the sales of a large number of brands, 

thus providing a better quality of public health evidence to 

guide policy on SSB taxation. 

Future work includes in-depth investigation of store-level 

difference in the estimated effectiveness of taxation, or price 

elasticity. Identification of store-level features (e.g. promotion 

and the number of competing items) and neighborhood 

features driving differential store-level elasticity is a critical 

public health interest, since the analysis allows the 

characterization of communities that are less likely to benefit 

from taxation and consequently in need of community-specific 

interventions addressing local obstacles of healthy eating. As 

well, variation of prediction error (MSE) across stores and 

beverage categories warrants thorough investigation to 

improve the performance of the models.     

A limitation of our study, as in the majority of research 

estimating price elasticity using observational transaction data, 

is the lack of the sales data generated by the simultaneous 

increase of SSB price across all beverages due to taxation, 

which may induce purchasing patterns different from the 

observed price fluctuation without the taxation. Thus, our 

ability to formerly validate the predictive performance of these 

algorithms under SSB taxation is limited. Future research 

therefore includes the evaluation of these algorithms in a 

(rare) setting where the taxation is applied. Nevertheless, our 

study adds an important contribution to the existing 

methodological research in estimating the price elasticity of 

demand using the transaction of a large number of food 

products.    

From a public health perspective, unique aspects of our study 

include the evaluation of the effectiveness of health policy 

using a large amount of transactional data, which have become 

recently available to public health researchers. More 

importantly, analytical strategies for learning food demand 

from high-dimensional data were also lacking. Our novel 

approach to predicting SSB sales using machine learning 

methods should improve the accuracy of estimating the 

effectiveness of SSB taxation, while demonstrating the 

effective use of scanner transaction data for public health 

research. In addition, our analytical framework offers a 

scalability in terms of geographic coverage (e.g. expansion to 

national-level analysis) and food categories that are not 

modelled in this study but are often proposed as part of SSB 

including 100% fruit juice and sweetened milk, albeit having 

much lower market share than soda.   

Conclusions 

Overall, our study demonstrated the utility of non-parametric 

machine learning algorithms in predicting unhealthy beverage 

sales in the presence of complex interactions across a large 

number of SSB brands and non-linear effect of sales and 

product attributes. The higher accuracy of the non-parametric 

learning algorithms, in particular DNN, over parametric 

algorithm highlights its utility in predicting the potential effect 

of SSB taxation.  
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Abstract 

During the acquisition on a low-dose radiation computed 

tomography (CT) scan, images are usually marked by heavy 

noise and undesired artifacts, which dramatically reduce its 

applicability in the image processing workflow. A noise 

reduction and detail preservation filter based on mathematical 

morphology is presented in this paper. The filter is geared to 

allow control of an opening operator followed by a systematic 

contrast limited adaptive histogram equalization (CLAHE) in 

conjunction with a reconstruction by dilation in last stage. A 

quantitative metric built on peak signal-to-noise ratio (PSNR), 

structural similarity (SSIM), and mean-squared error (MSE) 

were applied to check noise reduction, detail preservation, and 

performance. The results obtained by the proposed filter were 

compared with those obtained in the literature, showing very 

good results: compared with the best-tested filter, the filter had 

a gain of 7.91% on PSNR, 7.57% on SSIM and 37.8% on MSE. 

Keywords:  

Imaging, Radiography, Dental, Digital, Tomography, X-Ray 

Computed, Image Processing, Computer-Assisted 

Introduction 

Computed tomography, commonly known as CT, is a painless, 

non-invasive diagnostic tool that uses a specialized form of X-

ray coupled with computer technology to produce cross-

sectional images (scans) of soft tissue, organs, bone and blood 

vessels. Although scans have been applied to improve 

diagnostic imaging capabilities, the exposure to sufficiently 

high levels of radiation increases cancer risk. Radiation doses 

during CT procedures are higher than conventional radiography 

and are linked to an increased risk of cancer [1].  

Research [1] suggests that low-dose CT scans provide effective 

radiation risk reduction when compared to traditional levels. 

However, the radiation dose will generate an image corrupted 

by noisy and undesired artifacts, interfering the diagnosis to a 

certain extent. Many algorithms have been proposed in the 

literature to reduce the noise, usually classified in both spatial 

and frequency domain. Well-known spatial domain filters 

include Gaussians, Median, Wiener filters. Fourier transforms, 

wavelet transforms, and anisotropic diffusion are some filters 

related to frequency domain techniques. Even though these 

filters produce a significant noise reduction and enhances image 

quality, they are not designed for edge preservation and noise 

reduction of images [2].  

Median and Gaussian low-pass filters [3-4] are applied over the 

entire image by following the same procedure. A sliding 

neighborhood operation (sliding window) is an operation 

performed one pixel at a time, determining the value of any 

given pixel in the output image by applying an algorithm to the 

values of the neighborhood of the corresponding input pixel. 

For the median filter, the centered pixel receives the median 

value of its neighborhood pixels while the Gaussian filter 

allows only low-pass frequencies through, which is the center 

of the frequency transformed image. The drawbacks of such 

filters are that they tend to break up image edges, produce false 

noise edges in the presence of small signal-to-noise ratios, and 

cannot suppress noise distributions. 

The Wiener filter [5] performs an optimal interaction between 

reverse filtering and noise smoothing. It generates an estimate 

of the original image and minimizes the square error overall 

mean. Tomasi and Manduchi [6] have proposed a non-

interactive edge-preserving smoothing method called bilateral 

filtering. Average similar and nearby pixel values replace the 

value of the processing pixel. The bilateral filter averages the 

small and weakly correlated differences between noise-caused 

intensities. 

He and Tang [7] introduced Guided Filtering, using a guidance 

image, an input image, and an output image. The pixels from 

the guidance image are processed by a sliding window MxN and 

applied to the input image. The value of the pixels is calculated 

according to the color and similarity of the space. The output 

image will be processed once this calculation is done.  

Greece [8] suggested a bitonic filter where the signal is deemed 

bitonic. A bitonic sequence is one that monotonically increases 

to a peak and monotonically decreases. That is, if it has only 

one local maximum or minimum value, or no maximum or no 

minimum, a signal is considered bitonic. 

Dabov et al [9] proposed the block matching 3D (BM3D) filter 

based on sparse representation in the transform domain. The 

filter gathers fragments of similar 2D images into 3D arrays of 

data, called groups. The BM3D filter is split into two steps. A 

block-wise estimate is performed in the first step, called basic 

estimate, where similar fragments are grouped in a 3D group. 

After that, a hard-thresholding collaborative is done, bringing 

the fragments back to their original position for aggregation. 

The final estimate is called the second step. This step uses the 

baseline estimate output to perform an improved grouping 

followed by Wiener collaborative filtering. The fragments are 

then aggregated to result in the final image of the output. 
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Operators of mathematical morphology are also used to reduce 

noise. In addition, morphological operators are able to detect 

boundaries, edges, and important details. These operators use a 

certain shape and size structuring element [2]. The two basic 

operators are dilation and erosion. These operators describe the 

interactions of an image f with a structuring element B. 

The dilation operator � of an image f by a structuring element 

B in a certain pixel x is the maximum value of f in the window 

defined by B centered in x. This operator is described by (1) 

below. 

1. ��
�

�������=max
�∈�

��x+b� 

Contrarily, the erosion 	 is the minimum value of f in the 

window defined by B centered in x and is described below by 

(2). 

2. �	
�

�������=min
�∈�

��x+b�  

While the dilation operator increases sets and eventually 

connects them if the size of the structuring element is greater 

than the space between them, the erosion operator decreases 

sets and disconnects them. If combined, these two operators can 

represent two other useful morphological operators: opening 

and closing operators.  

The opening operator γ consists in dilating an image f by a 

structuring element B after eroding f with the same structuring 

element. The γ operator can be defined as: 

3. 

�=δ

�

�	
�

���� 

On the other hand, the closing operator � consists in eroding an 

image f by a structuring element B after dilating f with the same 

structuring element and can be expressed as: 

4. �
�=ε�

��
�

���� 

The opening operator removes clear areas in the image where 

the structuring element does not fit [10], breaks narrow joints 

and eliminates narrow reliefs. Similarly, the closing operator 

removes dark areas in which the structuring element does not 

fit [10], widens narrow gaps and eliminates small holes. 

This paper presents an image filter to reduce noise and preserve 

details in low-dose dental CT images. The proposed filter is 

based on the morphological opening operator, followed by the 

contrast limited adaptive histogram equalization (CLAHE) 

algorithm and morphological image reconstruction by dilation. 

Experimental results demonstrated that the proposed filter 

reduced the noise and preserved edges, borders and details 

better than the compared filters. In order to validate our 

approach, PSNR, SSIM and MSE were used as quantitative 

metrics.  

This paper is organized as follows: The Proposed Method 

section presents in details the proposed filter. The method 

validation is displayed in the Results section, comparing it to 

different filters. A discussion on the previous section is 

presented in the Discussion section. The work is summarized in 

the last section with the findings and future work. 

Proposed Method 

The first step is to preprocess the input noisy image, denoted as 

F to get its gray scale level, denominated as G. A low-dose 

dental CT input noisy image is illustrated by Figure 1 (a). 

After that, in order to reduce noisy artifacts, the opening 

operator is applied to G with a diamond shaped structuring 

element with size 2 called B. The output image of this step, 

denominated K is illustrated by Figure 1 (b) and described as:  

5. �=δ
�

�	
�

�
��  

 

Once the opening operator analyzes the visual results in K, it is 

possible to see that some edges, borders and small structures 

have been degraded. We used the CLAHE enhancement 

algorithm before restoring these fragments to enhance all the 

preserved details. CLAHE is an improved version of the 

adaptive histogram equalization (AHE) [11]. The algorithm 

basically divides an image into regions of nearly the same sizes. 

The number of regions is usually 64 for a 512x512 image. Then, 

with these regions, three different groups are formed. The first 

group, called corner regions, is made up of four corner regions 

of the image. The second group, called the Border Region (BR), 

includes the 24 border regions. Lastly, the third group is called 

the internal regions (IR) and it has all the other regions. The 

histogram of each region is calculated and enhanced after this 

grouping separation. These processed groups are combined 

back to use bilateral interpolation to perform the output image. 

The output image C is shown by Figure 2 (a). 

The filter's last step is to restore the degraded edges, boundaries 

and small structures. To do this, we used dilation to reconstruct 

a morphological image. In the marker image C, dilations are 

done until the contour fits under the mask image G. The final 

output image, called Q, is the reconstruction of the 

morphological image between these images by dilation and is 

described by (6): 

6. Q=R
�

�

���=δ
�

�

��� 

where i is such that �
�

�

���=δ
�

�i+1	

���.The result image of the 

proposed method following these steps is shown by Figure 2 

(b). 

 

  

(a)                                                (b)   

Figure 1 – (a) Low-dose dental CT noisy image. (b) 

Resulting image K after the opening operator. 

  

(a)                                                (b)   

Figure 2 – (a) Image C. (b) Final output image Q. 
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Experimental Results and Validation 

A dataset of 991 low-dose dental CT images corrupted by 

natural noise was taken to test the performance of the proposed 

method. Median filter, Wiener filter, Gaussian filter, guided 

filter, bilateral filter, BM3D filter, and bitonic filter 

performance were compared. The parameters were set to their 

optimal values for each filter tested. 

The proposed algorithm was evaluated using quantitative 

quality metrics of peak signal-to-noise natio (PSNR), mean- 

square error (MSE) and structural similarity (SSIM). The mean-

square error (MSE) between the original image f and the 

processed image g is computed as 

7. MSE=

�

MxN

∑ ���x,y� � ��x,y��
�

MxN

i=�
 

where M x N specifies the size of the image, g(x,y) is the 

processed image and f(x,y) is the original image. The PSNR 

describes the quality of the reconstructed image after applying 

any technique on it and is described as: 

8. PSNR=10log
10

	
255

�

MSE�f, g�


 

A high PSNR value means a good quality of the processed 

image. The structural similarity (SSIM) measures the similarity 

between the enhanced picture and the original picture [12]. A 

near-1 SSIM value means that the images are identical in 

structure. The structural similarity of the reconstructed image g 

between the original image f and g can be formulated as: 

9. SSIM�f, g�=l�f, g� � ��f,g� � ��f,g� 

where 
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���

, �
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� ��
�
���

, �
�
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�

�⁄ , �
�

� 	
	�and 

�
�

� 	
	�	by default and L is a dynamic range of the pixel 

values. The terms l(f,g) refers to the luminance comparison 

where � is the average of f and g; c(f,g) is the contrast function 

where � is the variance of f and g and s(f,g) is the structure 

comparison function. When the SSIM value is close to 1, it 

means that the processed image had the structures preserved 

and is similar with the original one. The performance evaluation 

in terms of PSNR for each tested filter is shown by the graphic 

on Figure 3.  

 

Figure 3 - Average PSNR values for each tested filter. 

According to the results, it can be seen that our proposed 

method outperformed all the tested filters with an average 

PSNR of 28.35dB, 7.91% more efficient than the BM3D 

technique.  

A low MSE value means better results, that is, the resulting 

image did not have much loss of information. That being said, 

it is possible to confirm, according to the graphic shown by 

Figure 4, that the proposed method had a better average MSE 

value for all processed images between the tested filters. The 

average value was 116.41, 37.8% better than the BM3D 

technique with 187.38. 

 

Figure 4 - Average MSE values for each tested filter. 

In terms of structural similarity (SSIM), the proposed method 

also performed better than the tested filters. The average value 

obtained by the proposed filter on this quality metric was 0.71, 

7.57% better than BM3D, with 0.66. The results for the SSIM 

metric are shown by Figure 5. 

 

Figure 5 - Average SSIM values for each tested filter. 

Table 1 – PSNR, SSIM and MSE average values for all the 

evaluated filters. 

Filters PSNR SSIM MSE 

Median Filter 21.92 0.33 561.95

Wiener Filter 24.21 0.61 204.31

Gaussian Filter 23.32 0.53 299.64

Average Filter 21.08 0.42 579.03

Guided Filter 21.83 0.48 271.27

Bilateral Filter 23.72 0.57 242.76

BM3D 26.27 0.66 187.38

Bitonic filter 21.91 0.48 488.18

AWMF 22.33 0.38 529.16

Visu-Shrink 20.74 0.32 673.65

Proposed 28.35 0.71 116.41 
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Discussions 

The performance results of each filter evaluated above are 

discussed in this section. In addition to quantitative 

comparisons, subjective visual comparisons are also made 

between images processed by all filters evaluated. Figure 6 

shows the visual results and interpretation of low-dose dental 

CT images obtained from each tested filter.  

Figure 6 (a) is a noisy low-dose dental computed tomography 

taken as input for each evaluated filter. Figure 6 (b) is the 

denoised image processed by the median filter, which it can be 

noticed that the noise was well removed but it blurred some 

small structures and edges, which can also be proved by its low 

SSIM value, 0.33, and its high MSE average value of 561.95. 

On Figure 6 (c), the image was processed by the Wiener filter. 

Visually speaking, it is still possible to see some noise and that 

the image was moderately blurred with a slightly almost 

transparent line across the image rounded border. On the other 

hand, the average values for the Wiener filter proves that it has 

a reasonable filtering performance and it does not degrade small 

structures and edges.  

The image processed by the Gaussian filter, illustrated in Figure 

6 (d), was blurred just like the Wiener and the median filter.  

The average filter left the image in Figure 6 (e) with the same 

visual results as in Figure 6 (d), although the average filter had 

a lower PSNR value compared to the Gaussian filter. The high 

average MSE value shows a significant information loss for the 

average filter and the low average SSIM value shows that the 

filter degrades structures. 

For the PSNR and SSIM metrics, the guided filter had nearly 

the same average values as the average filter, which can be seen 

in Figure 6 (f) because the noise was still present, and the image 

was blurred. Figure 6 (g) is the image processed by the bilateral 

filter. The filter reduced the noise quite well and had a slightly 

better result in visual terms than the Wiener filter. 

The image processed by the BM3D, Figure 6 (h), showed no 

damage to its structures and details, proving to be the best 

among the filters evaluated by its average SSIM value of 0.66. 

The filter had a good performance in terms of noise reduction 

under the image's circular structure, which encompasses all 

important details. The filter also had the best average value for 

PSNR and MSE between the filters tested. Some minor noisy 

pixels can still be noticed in the dark area of the image, but they 

do not affect the image's main structures. 

The bitonic filter preserved edge and details in Figure 6 (i) 

better than the median filter, demonstrated by its higher average 

SSIM value, and had nearly the same visual results and noise 

reduction performance as the Gaussian filter. The average 

weighted median filter (AWMF) had nearly the same visual 

results as the median filter as shown in Table 1 by the mean 

values. The difference is that smaller structures were slightly 

less blurred by the AWMF than the median filter. Visu-Shrink 

was the worst filter among the comparison. We can see the poor 

noise reduction and detail preservation performance according 

to Figure 6 (k). Also, in Table 1, it describes its low 

performance in quantitative values.  

The resulting image of the proposed method can be analyzed 

through Figure 6 (l). Our method exceeded all the above-

mentioned filters in both quantitative and visual ways. The 

average PSNR of 28.35, 7.91 percent higher than the BM3D, 

shows that our method reduced the noise that affected the 

quality of the image better. Our method also retained important 

details and smaller structures 7.57 percent higher than the 

 

    (a) Input noisy image.                  (b) Median filter. 

 

        (c) Wiener filter.                       (d) Gaussian filter. 

 

        (e) Average filter.                            (f) Guided filter. 

 

       (g) Bilateral filter.                      (h) BM3D. 

 

          (i) Bitonic filter.                                 (j) AWMF. 

 

(k) Visu-Shrink.                          (l) Proposed method. 

Figure 6 – Visual performance of each tested filter. 
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BM3D and had almost no information loss, proven by its low 

average MSE of 116.41. 

Conclusion 

In this paper we presented an effective noise reduction and 

detail preservation filter based on mathematical morphology or 

low-dose dental computed tomography images. The filter 

works with the opening morphological operator, CLAHE 

enhancement algorithm and a morphological image 

reconstruction by dilation. Extensive experiments have been 

conducted on almost 1000 low-dose dental CT images to 

demonstrate the superior noise reduction and detail 

preservation performance of the proposed method. 

Experimental results indicated that the proposed filter 

outperformed the evaluated filters by providing higher 

quantitative values on PSNR, SSIM and MSE metrics with 

28.35dB, 0.71 and 116.41, respectively. Compared to the best 

evalutated filter, the BM3D, our filter had a gain of 7.91% on 

PSNR, 7.57% on SSIM and 37.8% on MSE. For future work, 

we intend to develop an additional technique to this proposed 

filter in order to obtain better noise reduction performance, and, 

consequently, better visual results.  
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Abstract 

Secondary use of regional EHR data suffers several problems, 

including data selection bias and limited data size caused by 

data incompleteness. Here, we propose knowledge learning 

symbiosis (KLS) as a framework to incorporate domain 

knowledge to address the problems and make better secondary 

use of EHR data. Under the framework, we introduce three 

main categories of methods: knowledge injection to input 

features, objective functions, and output labels, where 

knowledge-enhanced neural network (KENN) was first 

introduced to inject knowledge into objective functions. A case 

study was conducted to build a cardiovascular disease risk 

prediction model on the type 2 diabetes patient cohort using 

regional EHR repositories. By incorporating a well-

established knowledge risk model as domain knowledge under 

our KLS framework, we increased risk prediction performance 

both on small and biased data, where KENN showed the best 

performance among all methods. 

Keywords:  

Electronic Health Records, Machine Learning, Risk 

Assessment 

Introduction 

Adoption of electronic health record (EHR) systems has 

increased dramatically in recent years. In 2008, 9.4% of US 

hospitals adopted a basic EHR system, while the number 

climbed to 83.8% in 2015 [1]. Along with the increasing use 

comes the accumulation of EHR data. Efforts of secondary use 

of EHR data have been made for clinical research purposes 

such as risk prediction [2,3], patient similarity [4] and 

treatment recommendation [5]. 

Compared to traditional risk prediction research, studies based 

on EHR have several different features [6]. Traditionally, risk 

prediction models are developed from large cohort studies 

[7,8], which have predefined inclusion criterion, long-term 

and regular follow-up, specified metrics to collect, and 

protocols for adjudicating outcomes. EHR-based risk 

prediction studies, however, are based on data collected 

irregularly (only when the patient uses medical services at a 

certain place), and collect only metrics that are necessary for 

each specific encounter. These lead to data bias, data 

inaccuracy and data incompleteness. One resulting feature of 

EHR-based risk prediction studies is that missing values are 

frequent in such studies and they are always missing not at 

random. Traditionally, missing values can be dealt with by 

either data imputation or removal of incomplete cases. Data 

imputation hardly work on EHR-based studies due to the 

extremely high missing rate, and for instance, the missing rate 

of regular HbA1c tests (every 3 months for diabtic patients) 

can be higher than 90% from our experience. Another way to 

deal with missing value is the removal of incomplete cases, 

which not only decreases the cohort size significantly, but also 

creates bias on the selected cohort compared to the original 

cohort and affects the results and conclusions [9]. Another 

feature of EHR-based risk prediction studies is that since there 

are no predefined inclusion criterion and data is generated de-

facto, there may be severe bias between the population the 

prediction model is built upon, and the population the model is 

to be used upon. As an example, patients who visit community 

hospitals usually have less severe conditions than those who 

visit emergency rooms though they may have the same 

diagnosis code. This thus renders a model built on one 

population hard to be generalized to other populations. 

Generalization has always been an important concern of risk 

prediction models. In a review of cardiovascular disease risk 

prediction models [10], authors pointed out that though risk 

prediction models may have good discrimination performance 

in the original cohort, the performance was lower in external 

validation cohorts, and results in different cohorts were largely 

different. This shows the problem of overfitting and lack of 

generalizability, which gets exacerbated when using EHR 

data. As a summary, EHR-based risk prediction studies suffer 

from small data size and data bias, and require carefully 

designed techniques to increase both model performance and 

model generalization based on the available dataset. 

We thus propose knowledge learning symbiosis (KLS) as a 

framework to incorporate domain knowledge to increase 

model performance and generalization, and to improve 

secondary use of EHR data. Here we use domain knowledge 

to refer to the clinical insights accumulated with time, 

validated extensively, and accepted widely by the medical 

community, primarily written into clinical guidelines as 

logical rules, entity relationships, or mathematical formulas, 

etc. While domain knowledge is easy to interpret and well-

accepted by the community, they suffer from the drawbacks of 

prone to outdating, too general for precision medicine, and 

limited availability. By data mining of EHR data, we gather 

real-world evidence [11,12] using data documented from 

medical practices among heterogeneous sets of patients in 

actual clinical settings. Real-world evidence, on the contrary 

to domain knowledge, can easily and automatedly be updated 

and are specialized for individual cases, but suffer from the 

problems of dependency on large amount of high-quality data, 

are prone to overfitting, and difficult to interpret. KLS thus 

represents an attempt which uses domain knowledge to 

complement real-world evidence to leverage the advantage of 

both. 

Previous studies for KLS have shown its benefits in increasing 

treatment recommendation accuracy [13]. In this study, we 

explore the capacity of KLS in overcoming the two major 
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flaws of EHR data for secondary use. We have two 

experiment scenarios: (1) learning from small data; and (2) 

learning form biased data, with the main aim of building 

accurate and generalizable risk prediction models. 

Methods 

The study was driven by the need to build a localized risk 

prediction model for 4-year atherosclerotic cardiovascular 

disease (ASCVD) on a type 2 diabetes patient cohort using 5-

year de-identified EHR data of a city in China. ASCVD is the 

leading cause of morbidity and mortality for individuals with 

diabetes and is the largest contributor to the direct and indirect 

costs of diabetes [14]. 

Cohort Construction 

The study cohort was constructed as follows. We included 

patients with at least one diabetes-related diagnosis and one 

diabetes-related prescription. Date of the first diabetes-related 

diagnosis or diabetes-related prescription, whichever is earlier, 

was defined as the index date. The observation window was 

defined as one year before the index date, while prediction 

window was defined as four years after the index date. 

Patients were excluded if they: (1) had at least one diagnosis 

of gestational diabetes or type 1 diabetes (to focus on a cohort 

of type 2 diabetes mellitus [T2DM] patients); (2) were under 

18 years old; (3) did not have gender recorded; (4) had 

observation of ASCVD before index date; (5) had no medical 

records within the observation window; or (6) had no medical 

records after the prediction window (right-censored). The 

EHR repository has medical records of over 3.6 million 

patients in total. This constructed cohort includes 54,482 

patients. Outcome was defined as having at least one ASCVD 

event observed in the prediction window. 

Feature Construction 

Features were constructed based on: (1) previously reported 

risk factors; (2) medical events in the EHR data. Nine risk 

factors previously reported in literature were identified: 

gender, age, race, total cholesterol (TC), high-density 

lipoproteins cholesterol (HDL-C), systolic blood pressure 

(SBP), antihypertensive treatment, diabetes, and smoking. As 

our study was focused on a Chinese T2DM cohort, race and 

diabetes were not included. For TC, HDL-C, SBP, 

antihypertensive treatment, and smoking, the latest report in 

the observation window was used if more than one record was 

available. We also constructed features to reflect medical 

events in the observation window. By grouping all diagnosis 

into 22 categories based on the 22 chapters of ICD-10 codes, 

we constructed another 22 bool features. For such a feature 

denoting a disease category, patients with at least one 

diagnosis falling into this category received a value of ‘true’. 

Extensive missing values were observed, especially in 

laboratory tests. Only 4,722 (8.7%) of the patients had at least 

one HDL-C value, and 6,986 (12.8%) patients had at least one 

TC value, which would render imputation strategies difficult. 

We thus included 4,143 (7.6%) cases without missing values 

in seven previously reported risk factors. Of the 4,143 cases, 

1,535 (37%) had a positive outcome. 

Domain Knowledge 

Here we used the Pooled Cohort Equations (PCE) as our 

knowledge model. The PCE model is a widely validated risk 

prediction model to estimate the 10-year ASCVD risk and has 

been recommended in ACC/AHA guidelines [14]. Its 

difference from our study is that: (1) Cohort. While PCE is 

built on a multi-race general cohort, we attempt to build our 

model on a Chinese type 2 diabetes cohort; and (2) Period. 

While PCE is a 10-year risk prediction model, we attempt to 

build a 4-year prediction model. Its similarity to our study is 

that: (1) Outcome. Both are predicting ASCVD risk; and (2) 

though it is a 10-year prediction model, it is a Cox model, 

where the predictive value for 10-year risk is positively 

correlated with its predictive value for 4-year risk. PCE has 

the 9 risk factors as listed in our feature construction, and a 

previous study [22] elaborated different experiments on 

extending PCE risk factors with ICD-10 codes. For each 

patient in the studied cohort, we calculated its risk score using 

the PCE model as the knowledge risk score. Actually, we did 

not use any cutoff of the PCE score, considering the cutoff 

itself might increase the imprecision in different cohorts.     

KLS Methodologies 

Methods for KLS can be divided into three main categories 

based on where knowledge is injected: (1) into input features; 

(2) into objective functions; and (3) into output labels. When 

taking KLS as a fusion of knowledge and data, these three 

categories correspond to early fusion at the feature level, 

intermediate fusion in the learning process, and late fusion (or 

output ensemble). Schematic representations of KLS 

methodologies are shown in Figure 1. 

Formally, we denote � � ��
�
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�
�  as the set of patients. 

Given a patient �
�
�� 	 � 	 �
, we define: 
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 as the feature vector; 

• yi as the patient’s ASCVD outcome (1 for positive 

cases and 0 for negative cases); 

• zi as the knowledge risk score calculated using the 

PCE model (continuous value between 0 and 1). 

We implemented methods in each of the three categories as 

elaborated below, where l denotes the loss function (cross 

entropy as used here), � represents the learning parameters. 

[KLS#1] Knowledge Injection to Input features 

The knowledge risk score z
i is added as an additional input 

feature, thus making the learning objective function to be: 
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. Here we employ two base 

learning methods: logistic regression (LR, denoted as LR-K) 

and multi-layer perceptron (denoted as NN-K). 

[KLS#2] Knowledge Injection to Objective Functions 

We regard the knowledge risk score as another learning target 

to be leveraged in the learning process. We implemented two 

methods, described below and illustrated in Figure 1 (bottom). 

1. Teacher-student network (TSNN) adapted from [15]. 

TSNN is composed of two independent networks: the teacher 

network � and the student network �, which learn from each 

other and are optimized iteratively. The objective function of 

teacher network is: 	
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 and the objective function of student network 

is: 	
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where �
	
 and �



 are weighting parameters. After convergence, 

both networks can be used for prediction. 

2. Knowledge-enhanced neural network (KENN). 

KENN is a modular neural network composed of three 

modules: knowledge representation network, data 

representation network, and decision network. The objective 
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function is defined as: ������
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, where � is the weighting parameter to adjust 

the relative knowledge importance. 

[KLS#3] Knowledge Injection to Output Labels 

Let �
�

� �
�

	�
�

 and denote the predictive score of a pure data-

driven model (LR used in this study). We propose knowledge 

injection into output labels with a meta-learning function �, 

where the objective function is 
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. In Figure 1 (top right), we 

illustrate decision fusion using LR as the meta model, which is 

trained on data learning predictive score and the knowledge 

risk score. 

 

Figure 1. Schematic Representations of KLS Methodologies 

Experimental Design 

We designed two experiments to explore KLS’s capability in 

dealing with small data and biased data to build accurate and 

generalizable risk prediction models (Figure 2, EX-1 for small 

data, EX-2 for biased data). For all studies, we evaluated eight 

methods: one knowledge-based method (PCE as applying 

PCE model without modification), two pure data-driven 

models (LR, and NN implemented as multi-layer perceptron), 

and five KLS models (LR-K, NN-K, TSNN, KENN, and 

Decision fusion).  

LR, LR-K and Decision fusion were implemented using the 

Python library ‘sklearn’. NN, NN-K, TSNN, and KENN were 

implemented using the Python library ‘keras’ with ‘theano’ 

backend. We trained each neural network for 50 epochs, with 

the activation function of softmax and a dropout (of 0.5) layer 

to avoid overfitting before the last Dense layer. All hidden 

layers are set up with 64 cells, and the batch size is 32. 

Finally, we evaluated the prediction performance in terms of 

AUC (area under curve) based on ROC (receiver operating 

characteristic), as ROC tries all of the cut-points and plots the 

sensitivity and specificity. 

[EX-1] Learning from Small Data 

In the extreme case where we have extremely large amount of 

data that fully captures information in the knowledge model, 

KLS would have no advantage over data-driven methods. To 

the other extreme, where we have extremely small amount of 

data, knowledge-based methods would be the best as data 

provides little information. In this experiment, we explored 

KLS methods with data size between the two extremes. 

Briefly, for each round, we first randomly selected 30% of 

instances as the testing data. We then randomly selected a 

certain proportion of the remaining instances as the training 

data. All eight models were trained on the training data and 

evaluated on the testing data by AUC (Area Under the ROC 

Curve) for risk prediction. We included eight proportion 

settings: 1%, 2%, 5%, 10%, 20%, 30%, 50% and 70%. For 

each proportion, 50 rounds of experiments were repeated. 

[EX-2] Learning from Biased Data 

Bias is unavoidable when using EHR data for building risk 

prediction models, such as in age, race, and disease severity 

distribution. Such bias can render the model hard to generalize 

and apply to clinical practice. In this experiment, we explored 

the performance of each method in learning from biased data. 

Since bias is hard to quantify, we intentionally generated data 

bias to make it easy to evaluate. Briefly, models were trained 

on a selected sub-cohort (patients with hypertension) and 

tested on the general cohort. In practice, in each run, we first 

randomly selected 30% of instances as the testing data. From 

the remaining 70% of instances, all patients with hypertension 

were included in the training data. Each of the eight models 

was trained with the training data and evaluated using the 

testing data in terms of prediction AUC. Fifty rounds were 

run.

 

Figure 2. Schematic Representation of Experimental Design 

Results 

[EX-1] 

A knowledge-based model and two purely data-driven models 

were used for comparison. Five KLS models were included 

and compared to assess the performance of different 

knowledge injection strategies. Risk prediction performance 

was evaluated by calculating average AUC on the testing data 

from 50 rounds. For TSNN, which was composed of two 

networks, results from both networks were reported (TSNN-S 

for results from the student network, and TSNN-T for results 

from the teacher network). Experiment results for EX-1 are 

summarized in Figure 3. In all plots, PCE had a stable AUC of 

around 0.65. Data-driven models (LR and NN) had increasing 

AUC with the increase of sample size. When the sample size 

was small (proportion less than 10%), NN had better 

performance compared to LR, but as the sample size 

increased, the performance of LR was better than NN. In 

KLS#1, the line of LR-K overlapped with LR, while the line 

of NN-K overlapped with NN, suggesting that in our study, 

knowledge injection to input features cannot improve model 

performance. Similarly, in KLS#3, the line of Decision fusion 
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overlapped when the proportion was larger than 1%. These 

could possibly be explained by the fact that the knowledge 

risk score was not a strong signal, since it had only an AUC of 

around 0.65 on the study cohort. Using such a weak signal as 

feature or label may not be able to increase the performance to 

a discernible scale.  

In KLS#2, however, the performance was different. While 

TSNN, regardless of TSNN-T or TSNN-N, had unsatisfactory 

performance, KENN was shown to increase the performance. 

When the proportion was between 2% and 20%, KENN had 

the best performance compared to all other methods. When the 

proportion increased beyond 20%, different methods tended to 

have similar performance. From these experiments, we 

concluded that when using small data, KLS had the effect of 

increasing risk prediction performance. However, this increase 

was not prevalent for all KLS methods. Among all methods 

evaluated, only KENN can bring increase to the performance, 

and this increase was consistent for a number of sample sizes. 

[EX-2]  

In EX-2 of learning from biased data, we created biased data 

for training and evaluated the performance on the general data. 

Here we trained models using patients with hypertension and 

tested models on the general study cohort. In all runs, the 

training data (hypertension patients in the cohort after setting 

aside 30% samples for testing) constituted around 19% of the 

study cohort, and thus included for comparison the risk 

prediction performance in EX-1 when the training proportion 

was 20% as the prediction performance without bias. The 

results are summarized in Figure 4. All other methods 

outperformed PCE, suggesting the power of data in training 

risk prediction models. When trained with unbiased data, LR, 

NN, KENN, LR-K, decision fusion, and NN-K showed similar 

performance, suggesting that 20% of unbiased data is 

sufficient to capture features from knowledge models and that 

all methods, if properly trained, can have comparable 

performance. This, however, changed when the models were 

trained with biased data (bars with dense patterns). Two KLS 

methods: KENN and LR-K, showed better prediction AUC 

compared to both data-driven methods, suggesting that KLS 

can benefit learning from biased data, and increase model 

generalization. Again, KENN had the best performance 

among all models, proving its success as a KLS model for 

learning from biased data. 

 

Figure 3. Performance comparison of learning from small data in EX-1 using mean AUC. The y-axis shows the mean AUC. Three plots were 

generated to show the performance of different KLS categories. In all plots, the knowledge-based model was colored green, data-driven models were 

colored blue, and KLS models were colored red. 

 

Figure 4. Performance comparison of learning from biased data in 

EX-2 using mean AUC. The y-axis shows the mean AUC. Knowledge-

based model, data-driven models, and KLS models were plotted in 

green, blue, and red, respectively. Performances while trained with 

biased data was shown as bars with dense pattern, while 

performances trained with unbiased data was shown as bars with 

sparse pattern. 

Discussion 

Deep Learning in EHR Analytics 

Recently, healthcare analytics have been moving its focus 

from well-designed prospective registry studies or randomized 

clinical trials toward gathering real-world evidence from EHR 

data. EHR data is accumulating at an amazing speed, and has 

some properties compared to traditional healthcare data: (1) it 

is collected unintentionally and includes information from all 

aspects of clinical practices; and (2) it is highly heterogeneous. 

These properties, data complexity and heterogeneity, attract 

researchers’ attention to deep learning techniques [16]. 

Despite the promising results obtained from deep EHR 

analysis, there remain several unsolved challenges, and as 

pointed out in [17], data volume and data quality are the two 

key issues. After looking into the data issues of our local EHR 

repositories, we summarized the major problems to overcome 

in EHR analytics as: (1) learning from small data; and (2) 

learning from biased data. Therefore, we proposed the KLS 

framework to address the two problems. Experimental results 

demonstrated that KLS can address the problems by 

increasing model generalization and robustness. 

Transfer Learning for KLS 

Our proposal of knowledge-learning symbiosis is from an 

application perspective, as a way to leverage knowledge-based 

and data-driven analytics to improve clinical decision support. 

Technically, similar topics include transfer learning [18] and 

domain adaptation [19]. Transfer learning is a technical 

domain that focuses on using knowledge gained while solving 

one problem for a different, but related problem. It calls for 

less sample and less learning time to solve the new, yet related 

problem and is thus related to our target of learning from 

small and biased data. Domain adaptation is a research field 

associated with transfer learning. It is useful when we have a 

J. Mei and E. Xia / Knowledge Learning Symbiosis for Developing Risk Prediction Models from Regional EHR Repositories 261



well-performing model, trained from a source data 

distribution, and aim to build a model on a different, but 

related target data distribution. This is similar to our target of 

learning from biased data. Both transfer learning and domain 

adaptation are broad research domains with a few common 

used methodologies. An example practice of transfer learning 

is in medical imaging [20], which utilizes transfer learning by 

using medical images to fine-tune the convolutional neural 

network, trained with general-purposed ImageNet images. 

Another example is that logic rules are transferred into neural 

networks, followed by refining the neural networks using a 

few examples [21]. Many domain adaptation methods include 

space projection, and not necessarily re-training the model. In 

our study, we followed the idea of transfer learning and 

proved its usefulness in healthcare analytics. However, since 

our knowledge model was relatively simple (a Cox regression 

model) with a limited number of features, we did not use 

complex methodologies as designs. In the future, when we 

have more expressive knowledge like logic rules, we would 

consider more complex ways of encoding knowledge, and 

leverage commonly-used, transfer learning methods for KLS 

purposes. 

Small, High-Quality Data or Large Noisy Data?  

There are a few questions we can ask in the big data era. Is big 

data always better than small data? Can the problem of noise 

be solved when we have sufficient data? Which would be 

better: small high-quality data or large noisy data? Our results 

provide us a glimpse of the comparison between small data 

and big data. In Figure 3, all models have better performance 

when the training set size increases, but the increase gradually 

becomes smaller. The results illustrate that for these machine 

learning methods, the importance of training set size decreases 

when the size is already large. Another insight from our result 

comes from a comparison between EX-1 and EX-2. In EX-2, 

we intentionally created biased data, which can be regarded as 

a kind of data noise. We can refer to the models’ performance 

trained on 19% of biased data and locate the proportion of 

unbiased data used in EX-1 that has achieved comparable 

performance. For KENN, 7% of unbiased data can achieve 

equivalent performance. For LR, NN, LR-K, NN-K, and 

Decision fusion, the numbers are 7%, 7%, 10%, 7%, and 7%, 

respectively. This suggests that compared with using noisy 

data, using high-quality data can build a model of comparable 

performance using less data. From different understanding of 

the questions, two approaches can be taken for future study: 

learning from small data and learning from big, but noisy data. 

Conclusions 

In this study, we proposed knowledge learning symbiosis as a 

framework to address the challenge of learning from small 

data and biased data. For experiments, we built localized 

prediction models using regional EHR repositories with the 

help of a well-established, knowledge risk model. The 

performance results were promising, which demonstrated that 

knowledge-learning symbiosis methods can increase risk 

prediction performance, both on small and biased data, 

compared to purely data-driven methods, especially for KENN 

which was first introduced in this study and showed the best 

performance among all methods. 
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Abstract 

Several definitions of chronic diseases exist. The objective is 
to reuse a nationwide medical-administrative database 
(PMSI) to estimate the lifespan of diagnostic codes, hence the 
chronicity of the corresponding diseases. We analyzed 162 
million inpatient stays from 2008 to 2014, and estimate the 
lifespan of every ICD-10 code for every patient, identified by a 
unique imprint. We calculated 200 indicators for different 
time and survival values, and selected the ones that maximized 
the area under the ROC curve (AUC) drawn by comparison 
against 4 chronic disease classifications: CCI, ALD, result 
from the analysis of ICD-10 labels, and a handmade list. The 
best indicator was the time to reach a survival of 4.5%. It 
enables to get the following AUC: 78.9% compared with CCI, 
90.3% compared with ALD, 75.1% compared with labels 
analysis, and 91.5% compared with the handmade list. This 
indicator enables to classify 23,349 ICD-10 codes from “most 
chronic” to “most acute”. The 100 most chronic codes are 
listed. 

Keywords:  

Chronic disease, Patient discharge, Big data. 

Introduction 

Chronic conditions are the world epidemic of the 21st century, 
accounting for about two-third of all deaths [1–4]. For the 
WHO, a chronic condition is of long duration and generally 
slow progression [5]. Other definitions propose a chronic/non-
chronic classification according to time thresholds which vary 
from 3 to 12 months [2,6]. In France, the compulsory health 
insurance provides with a list of 30 categories of chronic 
conditions, called “ALD List” [7]. In the USA, the American 
Agency for Healthcare Research and Quality publishes the 
Chronic Condition Indicator (CCI) which provides a 
chronic/acute status for all ICD-10-CM codes [8]. 

The French nationwide hospital discharge database (PMSI) 
comprehends all the impatient stays from both profit and non-
profit hospitals. This exhaustive nationwide database 
comprehends about 25 to 30 million inpatients stays per year 
[9]. For each inpatient stay, the data notably comprehend the 
ICD-10 principal and secondary diagnostic codes, the 
anonymized date of the stay, and a unique cryptographic 
patient identifier. This identifier enables to follow the 
readmissions of any patient without disclosing his identity, 

even in different hospitals. The PMSI data are initially 
collected for billing purposes. 

Our objective is to reuse the big data [10,11] from the PMSI to 
estimate the temporal persistence of the ICD-10 codes of 
French patients, in order to propose a ranking of the ICD-10 
codes according to their chronicity. 

Methods 

Population of interest 

We processed the anonymous data from the French PMSI 
from 2008 to 2014, which comprehends 162 million stays 
after exclusion of sequential treatments (e.g. hemodialysis, 
radiotherapy, etc.). An authorization was issued from the 
French agency for data protection (CNIL) [9]. 

Computation step 

The stays were sorted by inpatients identifiers thanks to their 
unique imprints. Patients who wished to remain anonymous 
(e.g. for an abortion) accounted for 0.4% of all stays and were 
excluded. The sample then comprehended 46 million patients, 
161 million inpatient stays, and 503 million ICD-10 codes. 

For each inpatient, we listed all the codes found during the 
observation period (2008-2014), then we looked when they 
appeared and disappeared, to calculate their lifespans. We 
assumed the date of every diagnostic code was the first day of 
the inpatient stay. Then, if a code was first found in a stay at 
date t1 and last found in a stay at date t2, its lifespan was (t2 – 
t1 + 1). In order to simplify computations, we did not 
implement right-censoring. A code “disappeared” when it was 
not followed by itself (or any code having the same 3 first 
digits) within 720 days (this method was determined after 
several tests, using a 10% training sample). For instance, 
“J18.1” and “J18.9” both relate to “J18”. For a given patient, 
the presence of “J18.9” will extend the lifespan of “J18.1”. 
From our experience, those codes variations are more often 
due to inaccurate coding than patient’s disease evolution. 

This way, for every ICD-10 code and every patient, we could 
compute a duration. Those durations were plotted through 
survival curves which, in the absence of censoring, correspond 
to empirical distribution functions of the durations [12]. From 
those curves, we could compute the survival at a given time 
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(we tested 100 times, from 1 to 100 days), or the time to get a 
certain survival (we tested 100 survival rates, from 50% to 
0,5%). For each ICD-10 code, we could then store 200 values. 

We used the R programming language with the additional 
packages data.table, survival, and proc [13]. 

Validation step 

Overview 

The external validation was performed against 4 lists of 
diseases, presented hereafter: 

� “CCI”: list of chronic ICD-10-CM codes provided by 
the American Agency for Healthcare Research and 
Quality published in 2017 [4,8], and mapped to 
French ICD10 codes. 

� “ALD”: list of 30 “long duration diseases” provided 
by the French compulsory insurance in 2015, and 
mapped to 122 3-digit ICD-10 codes [7] 

� “ICDlabel”: the result from text analysis of the 
wordings of all French ICD-10 codes [14,15] 

� “Handmade100”: a list of 100 chronic diseases 
identified from the ICD-10 from our knowledge. 

Preparation of the “CCI” list 

The 2017 American CCI provides the chronicity of 64,955 
ICD-10-CM codes [4,8] while the 2017 French ICD-10-FR 
has 40,519 codes. A mapping between both classifications was 
realized as follows. For 6,003 codes, a direct matching was 
possible. Then, when a French code did not have any match, 
the ICD-10-CM codes starting with the same characters were 
considered. For a given ICD-10-FR code, if all the 
corresponding codes were chronic or non-chronic in the CCI 
classification, the French code could be classified as chronic 
or non-chronic. If the corresponding codes were of mixed 
type, the French code couldn’t be classified. We retrieved 
11,034 codes, 10,487 of which were found in our population. 
We kept the 4,323 chronic codes and selected the 4,323 most 
frequent non-chronic codes to obtain a total list of 8,626 
codes. 

Preparation of the “ALD” list 

Among the 23,349 codes of our database, 1,733 were 
matching the 122 3-digits codes from the official 2015 ALD 
list [7]. We made the simple assertion that all the conditions 
which were not in the ALD list were non-chronic. 

Preparation of the “ICDlabel” list 

We searched for the keywords “acute” and “chronic” in the 
free-text labels of the 2017 French version of ICD-10 [14,15]. 
We removed all the results which contained terms like “sub-
acute”, “not specified as acute or chronic” or “antecedent of 
acute/chronic”, etc. We then obtained 283 “acute” codes and 
236 “chronic” codes. Among acute codes, we only kept the 
236 most frequent ones. 

Preparation of the “Handmade100” list 

For each ICD-10 code of the database, we calculated how 
many patients had this code at least once, in order to get the 
cumulated prevalence of those codes during the period. We 
sorted the codes by decreasing prevalence, reviewed them, and 
selected the codes for which we fully agreed with the CCI 
classification, until we got 100 chronic and 100 acute codes. 

Indicators selection 

For this step, the statistical individual was the patient. The aim 
was to discriminate “chronic” codes from “acute” codes (other 
codes were ignored). For each of the 200 available indicators, 
we draw a ROC curve [16] against each of the 4 validation 
lists and calculated the AUC. For each of the 4 validation lists, 
we then selected the indicator that obtained the highest AUC. 
With the best indicator, we then selected the threshold giving 
the closest values of sensibility and specificity (respectively Se 
and Sp, which are only provided for descriptive purposes). In 
some cases, a sensibility analysis was also performed, as 
described hereafter. 

Results 

Example of survival curve 

For a typical chronic condition, such as end-stage renal 
disease (Figure 1), the survival curve begins with a moderate 
drop, then decreases slowly. The drop corresponds to the 
patients in which either the code is present once, or our 
algorithm failed to detect any recurrence of the code. The 
survival at the end of our study is always zero as we did not 
implement right-censoring. 

 

 
Figure 1. Survival curve of a chronic code, N180 (end-stage 

renal disease; time in days; Y axis in logarithmic scale) 

 
Figure 2. Survival curve of an acute code, E559 (vitamin D 

deficiency; time in days; Y axis in logarithmic scale) 
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For a typical non-chronic condition, such as vitamin D 
deficiency (Figure 2), the initial drop is important, and the 
survival rate rapidly approaches zero. 

It is worth noting that these curves do not show the actual 
duration of the diseases, but only enable to estimate their 
chronicity. 

Indicator selection 

Overview 

In this step, for each validation list, and for each of the 200 
indicators, we draw a ROC curve and selected the indicator 
associated with the highest AUC value. 

Indicator selection for “CCI” 

Compared with the “CCI” list (4,323 chronic codes, and 4,323 
acute codes), the best indicator is the time required to reach a 
survival of 4.5%. It obtains an AUC of 0.789 [0.780; 0.799] 
(Figure 3). The best point, with a threshold of 182 days, gets a 
specificity of 72.4% and a sensitivity of 72.7%. 

 

 
Figure 3. ROC curve of the indicator “time until 

survival=4.5%” against the “CCI” validation list  

A first sensibility analysis, restricting the evaluation to the 
6,003 codes (over 8,646) having an exact match between ICD-
10-FR and ICD-10-CM, enables to select the same indicator 
too, with AUC=0.8, Sp=73.2% and Se=73.3% for a threshold 
of 218 days. 

In a second sensibility analysis, we only included the codes 
that were used in only n patients, and reran the analysis. With 
the threshold n�10, the AUC rises up to 0.817 (with the same 
indicator). For a threshold n�1000, the AUC rises up to 0.83 
(with another indicator, the survival rate at 85 days). 

The third sensibility analysis consisted of including all the 
10,487 codes from the CCI data. We then obtain an AUC of 
0.796 with the same indicator, and Sp=73.2% and Se=73.4% 
for a threshold of 174 days. 

Indicator selection for “ALD” 

Compared with the “ALD” list (1,733 chronic codes, and 
21,616 non-chronic codes), the best indicator is the time 
required to reach a survival of 7%. It enables to get an AUC of 

0.903 [0.897; 0.909] (Figure 4). The best point, with a 
threshold of 168 days, gives Sp=Se=82.7%. 

 

 
Figure 4. ROC curve of the indicator “time until 
survival=7%” against the “ALD” validation list  

The sensibility analysis consisted of choosing manually the 
same indicator as previously, namely the time required to 
reach a survival of 4.5% (instead of 7%). This indicator 
obtains an AUC of 0.899, and the best threshold (322 days) 
enables to reach Sp=Se=82.2%. 

Indicator selection for “ICDlabel” 

Compared with the “ICDlabel” list, the best indicator is the 
time required to each a survival of 4.5%. It obtains an AUC of 
0.751 [0.707; 0.794]. The best point, with a threshold of 210 
days, gives Sp=Se=61.9%. 

The sensibility analysis consists of comparing this list of 
codes to the “CCI” list. The comparison between both lists 
leads to a specificity of 81.1% and a sensibility of 85.5%. By 
removing the codes from the “ICDlabel” list which are not in 
the “CCI” list, we obtain an AUC of 0.774 for the same 
indicator, and the best threshold is 200 days, with Se=70.6% 
and Sp=70.1%. 

Indicator selection for “Handmade100” 

Compared with the “Handmade100” list (100 chronic codes, 
and 100 acute codes), the best indicator is the time required to 
reach a survival of 4.5%. It obtains an AUC of 0.915 [0.876; 
0.954]. The best point, with a threshold of 258 days, enables 
to reach Sp=Se=84%. 

The first sensibility analysis consisted of refactoring this list 
by exact matching with the CCI list, and not by expert-
operated construction, for both the chronic codes list, and the 
acute codes list. We then obtain an AUC of 0.81 with the same 
indicator, and the threshold of 317 days enables to reach 
Sp=Se=74%. 

The second sensibility analysis did the same but with the 100 
less frequent chronic and acute codes. We then obtain 
AUC=0.911 for the same indicator, and the threshold of 102 
days leads to Sp=85% and Se=86%. 
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List of “chronic” ICD-10 codes 

The four validation steps enabled to identify that, among the 
200 indicators, the indicator “time until survival=4.5%” was 
the most accurate, as it was nearly always selected regarding 
the AUC criteria. The ICD-10 codes were sorted by 
decreasing value of this indicator, which enabled to select the 
100 “most chronic” conditions, which are presented in Table 
1. 

Table 1. List of top-100 chronic ICD-10 codes 

# Code Wording 
1 Q861 Fetal hydantoin syndrome 
2 E761 Mucopolysaccharidosis, type II 
3 D595 Paroxysmal nocturnal hemoglobinuria 
4 M834 Aluminum bone disease 
5 E763 Mucopolysaccharidosis, unspecified 
6 D800 Hereditary hypogammaglobulinemia 
7 E760 Mucopolysaccharidosis, type I 
8 M0511 Rheumatoid lung disease with rheumatoid 

arthritis of shoulder 
9 E849 Cystic fibrosis, unspecified 
10 Z941 Heart transplant status 
11 Z942 Lung transplant status 
12 E840 Cystic fibrosis with pulmonary manifestations 
13 E848 Cystic fibrosis with other manifestations 
14 N180 End stage renal disease 
15 G243 Spasmodic torticollis 
16 Z943 Heart and lungs transplant status 
17 G245 Blepharospasm 
18 G513 Clonic hemifacial spasm 
19 G241 Genetic torsion dystonia 
20 G242 Idiopathic nonfamilial dystonia 
21 E841 Cystic fibrosis with intestinal manifestations 
22 Z948 Other transplanted organ and tissue status 
23 D570 Sickle-cell anemia with crisis 
24 Z9481 Bone marrow transplant status 
25 E710 Maple-syrup-urine disease 
26 E711 Other disorders of branched-chain amino-acid 

metabolism 
27 G244 Idiopathic orofacial dystonia 
28 Q812 Epidermolysis bullosa dystrophica 
29 C83 Non-follicular lymphoma 
30 M8336 Adult osteomalacia due to malnutrition, leg 
31 N16 Renal tubulo-interstitial disorder in diseases 

classified elsewhere 
32 D86 Sarcoidosis 
33 Z944 Liver transplant status 
34 E762 Other mucopolysaccharidosis 
35 B676 Echinococcus multilocularis infection, other 

and multiple sites 
36 Z940 Kidney transplant status 
37 E752 Other sphingolipidosis 
38 D562 Delta-beta thalassemia 
39 D571 Sickle-cell disease without crisis 
40 M0508 Felty's syndrome, other joints 
41 G120 Infantile spinal muscular atrophy, type I 

[Werdnig-Hoffman] 
42 M0720 Psoriasic spondylopathy, multiple sites 
43 E740 Glycogen storage disease 
44 M05 Rheumatoid arthritis with rheumatoid factor 
45 E21 Hyperparathyroidism and other disorders of 

parathyroid gland 
46 M349 Systemic sclerosis, unspecified 
47 M340 Progressive systemic sclerosis 
48 Z491 Renal dialysis 
49 N18 Chronic kidney disease (CKD) 

# Code Wording 
50 M0758 Enteropathic arthropathies, other joint 
51 W443 Foreign body, eye 
52 E661 Drug-induced obesity 
53 M0503 Felty's syndrome, wrist 
54 D839 Common variable immunodeficiency, unspec. 
55 M058 Other rheumatoid arthritis with rheumatoid 

factor 
56 M341 CR(E)ST syndrome 
57 E662 Morbid (severe) obesity with alveolar 

hypoventilation 
58 M0801 Unspecified juvenile rheumatoid arthritis, 

shoulder 
59 B24+0 Pre-AIDS 
60 D812 Severe combined immunodeficiency with low 

or normal B-cell numbers 
61 M9411 Relapsing polychondritis, scapular region 
62 B675 Echinococcus multilocularis infection of liver 
63 M0833 Juvenile rheumatoid arthritis (seroneg.), wrist 
64 Q819 Epidermolysis bullosa, unspecified 
65 E220 Acromegaly and pituitary gigantism 
66 Q442 Atresia of bile ducts 
67 D817 Major histocompatibility complex class II 

deficiency 
68 M0505 Felty's syndrome, hip 
69 K51 Ulcerative colitis 
70 G710 Muscular dystrophy 
71 G121 Other inherited spinal muscular atrophy 
72 L103 Brazilian pemphigus [fogo selvagem] 
73 M348 Other forms of systemic sclerosis 
74 E723 Disorders of lysine and hydroxylysine 

metabolism 
75 M339 Dermatopolymyositis, unspecified 
76 E771 Defects in glycoprotein degradation 
77 E241 Nelson's syndrome 
78 K501 Crohn's disease of large intestine 
79 M0581 Other rheumatoid arthritis with rheumatoid 

factor of shoulder 
80 E84 Cystic fibrosis 
81 M0580 Other rheumatoid arthritis with rheumatoid 

factor of unspecified site 
82 K508 Crohn's disease of both small and large 

intestine 
83 D838 Other common variable immunodeficiencies 
84 M059 Rheumatoid arthritis with rheumatoid factor, 

unspecified 
85 K509 Crohn's disease, unspecified 
86 Z992 Dependence on renal dialysis 
87 D572 Sickle-cell/Hb-C disease 
88 M072 Psoriasic spondylopathy 
89 M0590 Rheumatoid arthritis with rheumatoid factor, 

unspecified, multiple site 
90 B677 Echinococcus multilocularis infection, unspec. 
91 G248 Other dystonia 
92 Z949 Transplanted organ and tissue status, unspec. 
93 Z9488 Other transplanted organ and tissue status 
94 D830 Common variable immunodeficiency with 

predominant abnormalities of B-cell numbers 
and function 

95 E724 Disorders of ornithine metabolism 
96 M330 Juvenile dermatopolymyositis 
97 E753 Sphingolipidosis, unspecified 
98 M6110 Myositis ossificans progressiva, unspec. site 
99 N188 Other chronic kidney disease 
100 M0753 Enteropathic arthropathies, wrist 
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Discussion 

In this paper, we proposed an automated method to identify 
chronic conditions from ICD-10 codes. We validated the 
results against four different classifications, and obtained good 
and stable results. We finally proposed a list of 100 “most 
chronic” ICD-10 codes. 

French rules specify that a diagnostic code should be used 
when the disease has had a significant impact on the medical 
management of the patient, which means not only the disease 
was still active, but also the disease had to be actively treated 
during the inpatient stay. According to that definition, our 
work should not enable to identify chronic conditions, but 
conditions which induce a chronic need for care. 

We provide a ranking of the ICD-10 codes according to their 
chronicity instead of a binary classification. It is possible to 
calculate and compare the indicator for different periods or 
different inpatient populations. Results can be used for many 
applications without the need for a threshold. 

Our work is based on years of nationwide data validated by 
physicians. This database does not comprehend ICD-9 codes. 
It does not rely on patient self-report, is not limited in time 
like a cross-sectional study, is not limited to local morbidity 
registries and does not depend on the judgment of a group of 
experts. 

As our data relate to inpatient stays, codes for non-severe 
diagnostics are scarce. There is poor tracking, and stays can be 
several years apart. The evolution of a disease can be different 
between outpatients and inpatients, e.g. the reason for the 
admission can be a surgery that cures the chronic condition. 
The data may be biased due to per-service pricing, as coders 
pay more attention to codes that bring money to their hospital. 

The CCI classification did not perfectly fit our task. It has 
additional conditions to define whether a code is a disease or 
not, thus a code can be chronic without being a chronic 
condition. Our population consisted of inpatients, while the 
CCI is determined for all patients. As the CCI is made for the 
American population, some discrepancies might result from 
differences between French and American morbidities. 

The list of the French ALD was not a very good control list 
either, as it only relates to few chronic conditions, which are 
far better coded in the PMSI than other conditions. It gives an 
estimate of how our indicator would perform if the coding was 
perfect. 

Conclusion 

We designed a quantitative indicator of the chronicity of the 
ICD-10 diagnostic codes by reusing 161 million stays of the 
French hospital nationwide discharge database from 2008 to 
2014. This indicator has positive and negative likelihood 
ratios of 2.63 and 0.38 respectively when compared to the CCI 
from the AHRQ, and of 4.78 and 0.21 respectively when 
compared to the ALD from the French public health 
insurance. This indicator enabled to rank 23,349 ICD-10 
diagnostic codes according to their chronicity. 
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Abstract 

The identification of brain morphological alterations in newly 
diagnosed PD patients (i.e. 'de novo') could potentially serve as 
a biomarker and accelerate diagnosis. However, presently no 
consensus exists in the literature possibly due to several 
factors: small size cohorts, differences in segmentation 
techniques or bad control of false positive rates. In this study, 
we use the CAT12 pipeline, to seek for morphological brain 
differences in gray and white matter of 66 controls and 144 de 
novo PD patients from the PPMI database. Moreover, we 
search for subcortical structure differences using the VolBrain 
pipeline. We found no structural brain differences in this de 
novo Parkinsonian population, neither in tissues using a whole 
brain analysis nor in any of nine subcortical structures 
analyzed separately. We conclude that some results published 
in the literature may appear as false positives and we contest 
their reproductibility. 
Keywords:  

Biomarkers, Magnetic Resonance Imaging, Brain 

Introduction 

Parkinson's Disease (PD) is a complex neurodegenerative 
disorder that affects more than 10 million people worldwide  
[1]. It is mainly characterized by the depletion of dopaminergic 
neurons situated in the substantia nigra that consequentially 
disturbs the functions of subcortical nuclei and triggers cortical 
neuropathological changes causing a plethora of heavily 
disabling motor and non-motor symptoms [2]. 
In general, the diagnosis of PD takes place after the 
manifestation of motor symptoms, which have been found to 
occur once 50 % of nigrostriatal neurons are lost and dopamine 
levels are dropped by 80 % [2], [3], creating an urgent need to 
detect PD biomarkers at the earliest pre-clinical stages of illness 
possible [4]. 
The study of morphological brain differences between 
pathological and healthy groups could potentially identify key 
regions affected during the PD prodromal phase to better 
understand PD pathophysiology and its treatment. Magnetic 
Resonance Imaging (MRI) has positioned itself as a valuable 
tool for the non-invasive study of the brain's structure. Many 
automated non operator-dependent techniques have been 
developed for the analysis of structural MRI data. Voxel-based 
morphometry (VBM) is the most popular, it allows the 
detection of subtle morphometric group differences at voxel 
level [5].  
In order to elucidate the nature of morphological differences in 
de novo PD patients, we investigated 210 subjects from the 
PPMI (Parkinson Progressive Markers Initiative) through both 
1) the well-established Computational Anatomy Toolbox 
(CAT12) (University of Jena) via the current version of the 

Statistical Parametric Mapping (SPM12) software and 2) via a 
new online platform: volBrain [6]. Both pipelines have 
complementary strengths that are exploited in this study: 
volBrain performs state of the art quality segmentation of 
subcortical nuclei [7] and CAT12 facilitates group analysis. 
Furthermore, we looked for quantitative differences between 
the tissue classification performed by the two approaches, both 
including partial volume estimation. 

Methods 

It is well-known that gathering large cohorts of  subjects is a 
time and resource-consuming task. This is why several efforts 
have been made by the community to generate databases that 
benefit for more than one research group. The PPMI (Parkinson 
Progression Markers Initiative) project is a longitudinal study 
that gathers data from 35 centers that follows PD patients for 
five years. The database is openly available for researchers and 
contains, among other clinical test results, structural MRI 
images at baseline for 412 patients and 182 healthy subjects. 
The scans being heterogeneous, we chose to pool data acquired 
with the same acquisition parameters, notably magnetic field 
and scanner manufacturer, to eliminate any additional sources 
of bias. As a result, our study included 144 de novo PD patients 
(age: 61.30 ± 9.06; sex: 53 F, 91 M) and 66 healthy controls 
(age: 60.12 ± 11.39; sex: 23 F, 43 M) from the PPMI database. 
The structural T1-weighted MRI images extracted were 
acquired with a 3T Siemens Trio Tim scanner with repetition 
time (TR) = 2300 ms; echo time (TE) = 2.98 ms; flip angle = 9 
degrees; field of view (FOV) = 240 x 256 mm; matrix size : 240 
x 256; thickness = 1mm. We note that although T2-weighted 
images are generally prefered to the delineation of brain 
structures in neurodegenerative diseases, the available scans on 
PPMI are provided with low-resolution and thus barely suitable 
for VBM studies. 

Using the CAT12 pipeline 

Imaging data were first analyzed using the CAT12 toolbox 
included in SPM12. All 3D T1-w MRI scans follow a pre-
processing protocol including intensity normalization, bias and 
noise-correction with the Spatially Adaptive Non-Local Means 
(SANLM) filter introduced in [8] that removes spatially varying 
noise while maintaining edges. Then the images were spatially 
normalized using an affine and non-linear (DARTEL and 
Geodesic Shooting) registration to a reference template brain. 
Tissue segmentation served to classify the MRI scans into gray 
matter (GM), white matter (WM) and cerebrospinal fluid (CSF) 
components. CAT12 integrates a classical Markov Random 
Field and the Adaptive Maximum Posterior (AMAP) technique 
that reduces the dependency on Tissue Probability Maps 
(TPM). In addition, the segmentation approach uses a Partial 
Volume Estimation (PVE), taking the three pure tissue classes 

D N

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190225

268



as input and estimating two additional mixed classes: GM-WM 
and GM-CSF. This allows for more precise segmentation as 
single voxels are likely to contain more than one tissue type. 
Next, the total intracranial volumes (TIV) were estimated for 
each subject and the segmented images were modulated by 
scaling with the amount of volume changes due to non-linear 
spatial registration, so that the total amount of grey matter in 
the modulated image remains the same as it would be in the 
original image.  
The resulting images, appearing in Figure 1, were smoothed 
with an isotropic Gaussian kernel (8mm), and ready for 
statistical analysis. 
 

 
Figure 1– A) CAT12 GM and WM segmentations (modulated) 

B) volBrain GM and WM segmentations (raw). 

 
 

 
Figure 2– Segmented structures using volBrain. 

 

Using the volBrain pipeline 

In  parallel, imaging data were analyzed via the volBrain online 
platform. This system not only provides a state-of-the-art 
segmentation of the brain tissues (WM, GM, CSF and TIV) 
(Figure 1), but also segments brain regions like the cerebrum, 
cerebellum and brainstem; the ventricules; and GM structures 
such as the putamen, the caudate, the globus pallidus, the 
thalamus, the hipocampus, the amygdala, and the accumbens 
[9], as shown in Figure 2. 

The multi-template method employed to segment the above 
mentioned structures considers non-local label fusion schemes 
using a library  built from the manual segmentation of 50 
subjects. 
The segmentation performed by volBrain provides results in the 
native and MNI space along with a report containing normality 
bounds corresponding to the age and sex of the considered 
subject. These bounds were estimated from the IXI dataset 
containing 600 normal subjects covering most of adult lifespan. 
The pipeline starts by some pre-processing steps. The image is 
denoised using a SANLM filter, goes through a rough 
inhomogeneity correction using the N4 method, is registered to 
the MNI space with a linear affine transformation, goes though 
a fine SPM based inhomogeneity correction and intensity 
normalization. Then, segmentation takes place. Tissue 
classification is obtained by the TMS method that robustly 
estimates the mean values of the different tissues by excluding 
partial volume voxels from the estimation jointly with the use 
of an unbiased robust mean estimator. Partial Volume 
Coefficients (PVC) are computed from the mean values and 
completely leave aside tissue probability maps. Next, GM and 
WM are divided into cerebrum, cerebellum and brainsteam, 
discriminating between the two hemispheres; and last, 
subcortical structure segmentation is performed. 

VolBrain results analysis by CAT12 

Since some subcortical structures of the brain are impacted by 
PD, we decided to do VBM analysis for the regions provided 
by volBrain. To do this, we brought volBrain output images to 
the template space of CAT12 by applying the forward 
deformation DARTEL field. Once in the same space, the 
segmented images were used as input for the subsequent 
statistical analysis. For tissue segmentation analysis (GM & 
WM), corresponding volBrain's PVC maps were, similarly to 
CAT12's PVE maps, spatially smoothed with a 8mm kernel. 

Statistical analysis  

We chose to employ a two-sample T-test to compare the 
CAT12 modulated tissue maps (GM and WM) of patients 
versus controls with a general linear model (GLM) where age, 
sex, and TIV were entered as covariates. The same test was 
effectuated on volBrain's PVC maps.  
A recent study investigating the high rate of false positive 
present in VBM studies recommends the use of the same group 
size to detect morphological differences between two groups 
[10]. Following this recommendation, we repeated our analysis 
five times to compare the tissue maps of 66 controls versus 66  
randomly selected patients using sampling with replacement 
technique. Their age and sex characteristics are summarized on 
Table 1. 

Table 1– Characteristics of the original study population and 
the 5 sub-samples of patients equal in size to the control group 

 Age Sex 
Controls 60.1 ± 11.4 43 M, 23F 
Patients 61.3 ±  9.1 91 M, 53F 

 
PD sample 1 61.0 ±  8.7 40 M, 26F 
PD sample 2 60.6 ±  9.7 41 M, 25F 
PD sample 3 61.7 ±  9.5 44 M, 22F 
PD sample 4 61.9 ±  8.7 38 M, 28F 
PD sample 5 59.6 ±  8.6 38 M, 28F 
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Figure 3– Comparison of PD patients vs controls. Clusters detected for GM an WM diminution in patients using CAT12 and volBrain 
for different statistical thresholds. The selected slices in the template's MNI space are x=99 and z=64. 

 

Results 

When choosing a p-value of 0.05 with Family Wise Error 
(FWE) correction for multiple comparisons, no voxels survive 
the difference analysis between PD patient and control groups  
with tissue map computed with CAT12 or volBrain. In order to 
replicate some literature results (exploratory study), we 
decreased the statistical threshold to p<0.001 and p<0.05 and 
refrained from any type of correction. Several clusters were 
then found in PD patients showing volume decrease both in GM 
and WM as seen in Figure 3. 
Also, two-sample T-test comparisons of each independent 
subcortical structure (computed by volBrain) failed to detect 
any differences in GM and WM contents p<0.05 while FWE 
corrected. Differences were found in the caudate nucleus, the 
hipocampus and the putamen for an uncorrected p-value of 
0.001. 

“Small volume” analysis in SPM12 was used as well to study 
possible morphometric changes in the substantia nigra, key 
structure in PD research, using volBrain maps. We observed 
that differences were only present in gray matter for an 
uncorrected p-value of 0.001 and did not survived  multiple 
comparison correction. 
For all of the 5 new equal size sub-populations (see Table 1), 
no differences were found in GM or WM for p< 0.05 FWE 
corrected, whilst several significant clusters appeared for an 
uncorrected p-value of 0.001, esspecially in the frontal cortex 
for gray matter. 

Discussion 

Using two recent approaches for accurate segmentation of 
tissues (CAT12 and volBrain) and subcortical structures 
(volBrain) we failed to detect robust structural differences in de 
novo PD patients and healthy controls.  We took special care to 
consider a relatively large cohort of subjects, consider the 
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effects of an unbalanced number of patients and controls and 
correct for multiple comparisons. We controlled for multiple 
comparison using FWE approach, which is known nevertheless 
to produce some false positives [11]. Following these 
precautions, no morphological differences were found in PD 
patients, neither on whole brain GM and WM group analysis or 
on the analysis of several subcortical structures separately.  
In the literature, several studies have reported structural brain 
differences in PD patients compared to controls. However, 
these findings tend to be contradictory. In studying a different 
PD population than in our study,  Summerfield and colleagues 
detected gray matter loss on the right hipocampus, the left 
anterior cingulate region and the left superior temporal gyrus 
(p=0.001 uncorrected) in PD patients (n= 13) compared to 
controls (n=13) [12]. Nyberg and colleagues found an 
augmentation in the volume of the hipocampus (p=0.03 
uncorrected) of PD patients (n=21) and shape deformations of 
the right accumbens nucleus (p=0.005 uncorrected) compared 
to controls (n=20) [13]. Radziunas and colleagues observed that 
PD patients (n=28) with sleep disturbances had bigger 
ventricules and smaller hipocampus (p-FDR<0.05) than healthy 
controls (n=28) [14].  
Similarly to our study, some VBM studies used the PPMI 
database and reported structural differences in PD patients. Jia 
and colleagues noted gray matter losses (p-FWE<0.001) in the 
fronto-parietal areas and the caudate nucleus, as well as an 
increase in the size of the limbic and paralimbic areas, the 
globus pallidus and the putamen of PD patients (n=89) [15] 
versus controls (n=55) using SPM8.  
This lack of consensus on the morphological differences 
present in de novo PD patients may be due to a variety of 
factors. 
Some studies were carried out on small cohorts, no more than 
60 subjects in total, so one may argue that the inconsistencies 
could be resolved with a larger cohort more representative of 
the population.  
Although, in [10], it was brought to light that sample size does 
not appear to influence false positive rate, a small sample may 
incorrectly represent a pathological population, hindering the 
reproductibility of results.  
We note that there is a wide variety of softwares for pre-
processing MRI images (i.e. SPM, Freesurfer, FSL), all using 
different techniques that will inevitably influence the final 
statistical results as proven by [16] on the study of Multiple 
Sclerosis. By combining the latest improvements on VBM 
analysis present in CAT12 (notably denoising and partial 
volume estimation) with the state of the art segmentations of 
volBrain [7] we sought to reduce estimation bias considerably. 
Finally, correction for multiple comparison is vital to reduce the 
false positive rate, even if it is not perfect to hope providing 
robust and reproducible results [11]. Exploratory studies, which 
use lenient statistical thresholds, could be interesting to indicate 
some trends in the observed population, that should be 
confirmed by more robust studies. Then, in our exploratory 
action (p<0.001 uncorrected) we were able to reproduce some 
GM results reported in [17]. In the case of [15], the tests were 
FWE corrected, but the the study was effectuated on VBM8 
while, according to [18], the CAT12 toolbox can contribute to 
more robust detection compared to VBM8. 
Regarding the differences we observed between the tissue 
classification with CAT12 versus volBrain, raw volBrain's 
PVC maps seem to better distinguish the presence of gray and 
white matter in the subcortical nuclei. However, as in this study, 
no morphological robust differences were found between PD 
patients and controls, a more in depth investigation would be 

necessary to pertinently test the performances of both methods 
of partial volume estimation. 
In order to further this research, other morphometric methods 
should be explored, notably Surface Based Morphometry 
(SBM) and Deformation Based Morphometry (DBM) [17]. 

Conclusions 

In sight of the lack of morphological differences, we suspect 
that early PD biomarkers may lie on the physiological 
properties of the Parkinsonian brain and could be investigated 
through quantitative MRI techniques. 

Finally, we reinforce the message that VBM is a delicate 
technique involving many parameters that should be handled 
with care to avoid false positive influencing the final results. 
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Abstract 

Predicting the risk of mortality for patients with acute 
myocardial infarction (AMI) using electronic health records 
(EHRs) data can help identify risky patients who might need 
more tailored care. In our previous work, we built 
computational models to predict one-year mortality of patients 
admitted to an intensive care unit (ICU) with AMI or post 
myocardial infarction syndrome.  Our prior work only used the 
structured clinical data from MIMIC-III, a publicly available 
ICU clinical database. In this study, we enhanced our work by 
adding the word embedding features from  free-text discharge 
summaries. Using a richer set of features resulted in significant 
improvement in the performance of our deep learning models. 
The average accuracy of our deep learning models was 92.89% 
and the average F-measure was 0.928. We further reported the 
impact of different combinations of features extracted from 
structured and/or unstructured data on the performance of the 
deep learning models. 

Keywords:  

Electronic Health Records, Machine Learning, Deep Learning 

Introduction 

In 2016, the top two death causes were heart disease and cancer, 
accounting for 44.9% of all deaths in that year [1]. Based on a 
recent report from the American Heart Association, 
cardiovascular disease and stroke are accounted for tremendous 
economic and health-related burdens in the United States and 
worldwide [2]. Acute myocardial infarction (AMI) is an event 
of myocardial necrosis caused by the unstable ischemic 
syndrome. It is the leading cause of mortality worldwide [3].  
Appropriate management of AMI and timely interventions play 
a key role in reducing mortality from cardiovascular diseases. 
Nevertheless, this requires us to understand the past trends and 
patterns of AMI-related mortality and subsequently to inform 
the design of future tailored interventions based on the available 
data and models [4][5].  

Prediction models have been increasingly used in hospital 
settings to assist with risk prediction, prognosis, diagnosis, and 
treatment planning, ultimately leading to better health 
outcomes for patients. For example, predictive modeling can 
inform personalized care based upon health conditions of each 
individual patient [6]. Specifically, mortality prediction models 
estimate the probability of death for a group of patients based 
on their characteristics including the severity of their illness and 
many other associated risk factors for death [7]. They are 
important complementary tools to assist in clinical decision-

making [8][9]. In current clinical practice, score-based 
mortality prediction systems, such as the series of the acute 
physiology and chronic health evaluation (APACHE) scoring 
system, are widely used to help determine the treatment or 
medicine should be given to patients admitted into intensive 
care units (ICUs) [10]. Nevertheless, these scoring systems 
have significant limitations, e.g., 1) they are often restricted to 
only few predictors; 2) they have poor generalizability and may 
be less precise when applied to specific subpopulations other 
than the original population used for the initial development; 
and 3) they need to be periodically recalibrated to reflect 
changes in clinical practice and patient demographics [6]. The 
wide adoption of electronic health record (EHR) systems in 
healthcare organizations allows the collection of rich clinical 
data from a huge number of patients [11]. Large EHR data 
enables one to 1) build more precise prediction models 
considering a wider range of patient characteristics; 2) be able 
to refresh these prediction models more frequently with less 
engineering efforts; and 3) improve the quality of these 
prediction models with fewer issues such as the common 
generalization problem [12]. 

One contemporary approach to build these prediction models is 
to use Machine Learning (ML) methods. ML is a field of 
computer science closely related to artificial intelligence that 
has drawn significant attention in the last few years.  ML 
methods can be used to extract patterns and to predict different 
outcome variables (e.g., mortality) based on a training dataset. 
They have been shown to improve the predictive power in many 
real-world prediction tasks; and especially on biomedical 
problems, ML methods can lead to a better prognosis with 
richer predictors compared to traditional statistical approaches 
[6][13]. Most ML methods require significant feature 
engineering efforts, which rely on a deep understanding of the 
data and their underlying relationships with the outcome 
variable. Traditional artificial neural networks, even though 
relaxed the requirements of feature engineering, have a limited 
number of layers, connections and learning capacity because of 
the constraints of their computational power. In recent years, 
with the fast growing evolutions in both computer hardware 
(e.g., graphics processing unit, GPU) and training algorithm 
developments (e.g., the backpropagation algorithm that fine-
tunes the whole network toward optimized representations 
[14]), deep learning systems now have the ability to use multi-
layer architecture to learn patterns based on raw input data in 
every layer, in which features are not engineered by human but 
are learned from data automatically.  

In recent years, a number of studies have deployed different 
deep learning architectures to predict mortality using EHR data. 
For example, Du et al. used a deep belief network (DBN) to 
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 Figure 1– The workflow of the study (Icons made by https://www.flaticon.com) 

 

predict critical care patient’s 28-days mortality [15]. Zahid et 
al. used self-normalizing neural networks to predict 30-day 
mortality and hospital mortality in ICU patients [16]. Rajkomar 
et al. proposed a new representation of raw medical data and 
used deep learning to predict multiple medical events including 
in-hospital mortality 24 hours after admission [17]. However, 
these studies either did not consider free-text data in their 
feature sets or were only concentrated on short-term mortality 
prediction such as 24-hour mortality, for which any 
interventions might be too late.  

In a previous study [18], we built a number of machine learning 
models using structured EHR data including admission 
information, demographics, diagnoses, treatments, laboratory 
tests, and chart values. The aim of the study was to predict one-
year mortality in patients diagnosed with AMI or PMI. We 
compared the prediction results of these different machine 
learning models (i.e., shallow learners such as random forest 
and adaboost); and then compared the prediction performance 
of the best performing shallow learners to a deep learning 
model—a fully connected neural network. The results showed 
that the deep learning model enhanced recall and F-measure 
metrics (i.e., from a recall of 0.744 to 0.820; and a F-measure 
of 0.715 to 0.813) while preserving a good prediction accuracy 
of 82.02%. 

In this study, we advance our previous work by adding 
unstructured data to the previous models. Word embedding 
features are extracted from free-text discharge summaries and 
added to the structured features. This study aims to improve the 
deep learning model performance using the mixture of both 
structured and unstructured data, which will be called mixed 
data throughout this paper. Also, the best performing shallow 
learners from the previous study are compared once again with 
the deep learning model using the same mixed data.  Further, 
we examine the performance of the deep learning model using 
the unstructured set of data only, as well as five different 
combinations of the structured and unstructured data. We aim 
to determine which set of features contributes the most in 
enhancing the performance of deep learning models.  

Methods 

In this section, we first briefly introduce our preparation of the 
structured data as well as the free-text data. Our goal was to 
build and compare deep learning and traditional machine 
learning (i.e., shallow learner) models to predict one-year 
mortality in ICU patients with AMI and PMI. Many tasks in 
natural language processing (NLP) have benefited from neural 
word representations. These representations do not treat words 

as symbols; but rather can capture the semantics of the words 
and reflect their semantic similarities. These methods that 
represent words as dense vectors are referred to as “neural 
embeddings” or “word embeddings”. Word embeddings have 
been proven to benefit a variety of NLP tasks [19]. Then, we 
briefly introduce the best performing shallow learners from the 
previous study, which was used to build new models based on 
the new mixed dataset. Then, we explain the architecture of the 
deep learning model. A workflow of this study is depicted in 
Figure 1.  

Dataset Processing  

Data Source and Patient Cohort 

We used the data from the Medical Information Mart for 
Intensive Care III (MIMIC-III). MIMIC-III is a freely 
accessible, de-identified critical care patient database 
developed by the MIT Lab for Computational Physiology [20]. 
The latest version of  the MIMIC-III dataset includes 
information about 58,000 admissions to the Beth Israel 
Deaconess Medical Center in Boston, Massachusetts from 2001 
to 2012. Using the International Classification of Diseases, 
Ninth Revision (ICD-9) codes of 410.0-411.0 (Acute 
myocardial infarction, Postmyocardial infarction syndrome), 
we identified 5,436 admissions into our experiment dataset.   

Structured Data Processing 

The structured data in MIMIC-III include admission 
information (e.g., total days of admission, initial emergency 
room diagnoses, etc.), demographics (e.g., age at admission, 
gender, etc.), treatment information (e.g., cardiac 
catheterization, cardiac defibrillator, and heart assist anomaly, 
etc.), comorbidity information (e.g., cancer, endocrinology, 
etc.) and lab and chart values (e.g., cholesterol ratio, alanine 
transaminase, etc.). We selected these features based on the 
features used in similar studies. For details, see [18]. They were 
further refined and limited by their availabilities in MIMIC-III. 
To ensure that there was only one admission per instance, 
duplicates were removed. If duplicates existed because of 
multiple treatments or comorbidities for the same admission, all 
of them were counted. Regarding the demographics, since age 
and death age for people over 89 years old were masked in 
MIMIC-III by adding 211 to the actual age, we changed them 
back by subtracting 211 from their value. Some lab values were 
entered with a ‘0’ and associated with a note of ‘see comment’. 
Thus, 0 values were removed from the lab. Also, the lab or chart 
values that were biologically invalid were removed. We 
replaced removed values with the mean value of each feature 
column. The data was imbalanced with 30% positive and 70% 
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negative cases. The outliers were removed based on the 
interquartile range rule [18]. Data values were normalized 
between 0 and 1. 

Unstructured Data Processing 

The unstructured data were retrieved based on the 
corresponding admission IDs in the structured dataset using 
NOTEEVENTS table of MIMIC-III, from discharge 
summaries associated with each admission. Discharge 
summaries are the main method to communicate a patient’s 
plan of care to the next provider [21]. Thus they include rich 
information about a patient’s condition and treatments. Skip-
gram model is a neural embedding method to learn an efficient 
vector representations of words from unstructured text data. 
These representations of words encode many linguistic 
regularities and patterns. The Skip-gram model finds the word 
representations that can predict the surrounding words [22]. 
The resulting dense vectors are called word embeddings. In this 
work, we opted to use document embeddings which is the 
average of word embeddings vectors for the words in the 
discharge summary of an admission, because the order of the 
words is not associated with the outcome (i.e., mortality). We 
used the Word2Vec algorithm in the Gensim library, a free 
Python library for processing plain text [23]. We used the 
embeddings pre-trained with Gensim using scientific articles 
(i.e., PubMed abstracts and PubMed Central full texts [24]).  

Case Labeling 

The goal of this study was to predict one-year mortality, i.e., 
whether a patient will die within a year after admission or not. 
Thus, the admission records of the patients who died within a 
year were labelled as positive instances, and of those who did 
not die within a year were labelled as negative instances.  

Predictive Modeling 

Machine Learning Models 

Waikato Environment for Knowledge Analysis (WEKA) is a 
freely available Java-based software developed at the 
University of Waikato, New Zealand. Based on the results from 
our previous study [18], simple logistic and logistic model trees 
(LMT) classifiers in WEKA produced the best results using the 
dataset of structured features including admission information, 
demographics, treatment information, comorbidity 
information, lab values, and chart values. The simple logistic 
classifier in WEKA, builds linear logistic regression models. 
LMT in WEKA builds classification trees with logistic 
regression functions at the leaves [25]. 

Deep Learning Model 

The deep learning model we used in this work consists of four 
layers (i.e., the input layer, two hidden layers, the classification 
layer). Figure 2 shows the deep neural network architecture 
used in this study. We used the Keras library [26] running on 
top of the Tensorflow framework [24], as well as a number of 
other Python packages including SciPy [27], Scikit-learn [28], 
NumPy [29], and Pandas [30]. 

The deep neural network we used for this study had 2 hidden 
layers fully connected with 400 neurons in each layer. The  
input dimension was 279. We used hyperbolic tangent 
activation function in hidden layers, and softmax activation 
function in the classification layer. We used the stochastic 
gradient descent method for optimization and categorical cross 
entropy as the loss function. To avoid over-fitting, we used L2 
regularization in each hidden layer as well as dropout with a 
rate of 0.3. Batch size was 100 and epoch size was 60. In each 
hidden layer we applied batch normalization. All the deep 

learning architecture settings were chosen based on an 
extensive examination of different values and their impact on 
the overal performance. Since the data size was limited, we 
considered 10-fold cross-validation technique for model 
validation. We shuffled the data before each run.  

Model Evaluation 

We ran each algorithm 10 times. In each run, the data was 
shuffled randomly and 10-fold-cross-validation was employed 
to evaluate the performance (90% for training and 10% for 
testing).  The performance metrics (i.e., accuracy, precision, 
recall and F-measure) were averaged after 10 folds.  

 

Figure 2 – a fully connected deep neural network 
architecture:  two hidden layers, each with 400 neurons, 

initial weights=random uniform, initial bias=zeros, learning 
rate =0.001 

The accuracy metric reports the model overall performance on 
the test set; however, recall and precision metrics of these 
models are more important in our task. If the actual outcome for 
a patient is mortality within a year, recall metric evaluates how 
many times the model was able to predict this correctly that a 
patient died within a year (true positive) out of all the patients 
who actually died within a year (true positive + false negative). 
Precision, on the other hand, evaluates how many times a 
correct prediction (true positive) happened out of all positive 
predictions made by the model regardless of their correctness 
(true positive + false positive). False negative in this study 
means that a patient who is predicted to live within a year 
actually died. False positive in this study means a patient who 
is predicted to have died within a year did not die.  F-measure 
evaluates the balance between these two metrics. Although the 
receiver operator characteristics (ROC) curve is another 
popular evaluation metric, its interpretation requires caution 
when used with imbalanced datasets [31]. Since our dataset is 
imbalanced, we used precision-recall plot for the visual 
evaluation of the binary classifier. 

Results 

In our previous study [18], we first compared the performance 
of various machine learning models on each set of structured 
features separately and then compared them to the performance 
of machine learning models on the combined dataset 
(admission + treatment + lab and chart values + demographics 
+ comorbidities). We observed that LMT and simple logistic 
models achieved the best accuracy of 85.12% on the combined 
dataset. The recall values were low (from 0.499 to 0.660). Only 
the J48 classifier yielded a precision of 0.993 using the 
admission dataset alone, while other performance metrics 
decreased notably comparing to using the combined dataset. 
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Then we showed that a deep learning model can enhance the 
performance. Our deep learning model achieved 82.02% 
accuracy, while boosted recall and F-measure metrics to 0.820 
and 0.813, respectively. All features used in the previous study 
were derived from structured data.  

Table 1– Comparing machine learning models to deep 
learning model based on the mixed dataset 

Model Accuracy Precision Recall F-measure 
LMT 85.78% 0.856 0.621 0.724 
Simple 
Logistic 

85.71% 0.863 0.623 0.723 

Deep 
Learning 

92.89% 0.931 0.929 0.928 

In this work, we first compared the performance of machine 
learning and deep learning models on the mixed dataset (i.e., 
features from both structured and unstructured data). Then, we 
created different combinations of structured data with 
unstructured data to examine which set of features has more 
predictive power for our classification task. Table 1 shows the 
performance of the two top performing traditional machine 
learning models (as obtained from our previous study) and a 
deep learning model on the mixed dataset. The deep learning 
model outperformed the best shallow learners considerably.  

In Table 1, we can see that the precision values of shallow 
learners are higher than their recall values, which means they 
are exact but not complete. A low recall value indicates a large 
number of false negatives (i.e., incorrectly classified as not 
dying within a year), which is suboptimal in this classification 
task. The dimension of data in our previous study was 79 
considering only features from structured data. Adding features 
derived from unstructured data increased the total number of 
features and increased the input data dimension up to 279. 
Table 2 illustrates the comparison between the previous work 
and current study. We can see from the results that shallow 
learners did not benefit from more features (and higher data 
dimensionality). Accuracy slightly improved, while precision 
slightly dropped. Recall improved less than 0.03. Unlike the 
shallow learners, our deep learning model showed considerable 
improvements with more than 10% increase in accuracy and 
~10% improvement in both precision and recall. Further, we 
were interested in comparing the performance of deep learning 
models using only free-text features vs. using different 
combinations of structured and free-text features. Results are 
summarized in Table 3.  

Table 2– Comparing machine learning and deep learning 
models based on structured dataset vs. mixed dataset 

(structured + unstructured),-p means previous study, -c means 
current study 

Model Accuracy Precision Recall F-measure 
LMT-p 85.12% 0.867 0.594  0.705 
LMT-c 85.78% 0.865 0.621  0.724 
Simple 
Logistic-p 

85.12% 0.867 0.549  0.705 

Simple 
Logistic-c 

85.71% 0.863 0.623  0.723 

Deep 
Learning-p 

82.02% 0.831 0.820  0.813 

Deep 
Leanirng-c 

92.89% 0.931 0.929  0.928 

From the results we observed, demographic and admission 
information are two key groups of structured features in 
enhancing the deep learning model. Demographic information 
in this dataset includes age at admission, gender, religion, 
ethnicity and marital status. Admission information includes 

total days of admission, discharge location and initial ER 
diagnosis as AMI or rule out AMI. 

Table 3– Comparing using unstructured data only vs. different 
combinations with structured data in the deep learning model 

Data Accuracy Precision Recall F-measure 
Free text 81.83% 0.836 0.818 0.816 
Free text + lab 
results 

83.61% 0.853 0.836 0.833 

Free text + 
treatment 

84.15% 0.850 0.841 0.840 

Free text + 
comorbidity 

84.69% 0.856 0.846 0.842 

Free text + 
demographics 

87.37% 0.881 0.874 0.872 

Free text + 
admissions 

88.25% 0.885 0.882 0.881 

The combination of admission information with free-text 
features produced an accuracy of 88.25% in the deep learning 
model; while, the accuracy of the deep learning model based on 
the combination of demographics data with free-text features 
was 87.37%. We compared these two models to the accuracy of 
another deep learning model based on the complete mixed 
dataset, which produced an accuracy of 92.89%. Figure 3 
illustrates the precision-recall curve resulted after 10 rounds of 
deep learning algorithm run. Table 4 shows a comparison of 
other recent works in mortality prediction using deep learning 
methods on EHR data.  

Table 4– Comparing recent work in mortality prediction using 
deep learning methods on EHR data 

Paper 

Mortality 
Prediction 
Task AUC ACC 

Payrovnaziri et 
al. (this paper) 

1-year  0.916 92.89% 

Du et al.[15]  28-days Not 
reported 

86% 

Zahid et al.[16] 30-
days/hospital 

0.8445/0.86   Not 
reported 

Rajkomar et 
al.[17]  

24 h after 
admission 

0.92-0.94 Not 
reported 

 

Figure 3– Precision-Recall Curve, after 10 runs average 
precision = 0.931, average recall = 0.929 

Discussion and Conclusions 

In this work, we enhanced our previous deep learning model by 
combining unstructured and structured data to predict one-year 
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mortality in ICU patients with AMI and PMI. For unstructured 
data, we extracted word embedding features from discharge 
summaries of each patient admission. While these word 
embedding features had no impact on the shallow learners, the 
performance of our deep learning model increased and achieved 
an accuracy of  92.89%, precision of 0.931, recall of 0.929 and 
F-measure of 0.928. 

Our findings suggest that a richer data dimension through 
adding features from unstructured data will enhance deep 
learning model performance. We also confirmed our previous 
findings that initial emergency room diagnosis, gender, age, 
and ethnicity are important factors for the prediction of one-
year mortality. One limitation worth noting is that using ICD-9 
CM codes for cohort identification may introduce some noise. 
But this noise should not impact the findings of this study. In 
future work, we are interested in: 1) designing deep neural 
network ensembles that have the potential to further improve 
the model performance; 2) exploring the unstructured 
sequential data through other state-of-the-art models such as 
recurrent neural networks and long short-term memory (LSTM) 
techniques; and 3) the potential to enrich the textual features by 
extracting Unified Medical Language System (UMLS) 
concepts from the free-text data.  
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Abstract 

Chemicals derived from plants (phytochemicals) are major 
concepts of interest in the study of medicinal plants. To date, 
efforts to catalogue and organize phytochemical knowledge 
have resorted to manual approaches. This study explored the 
potential to leverage publicly accessible semantic knowledge 
sources for identifying possible phytochemicals. Within the 
context of this feasibility study, putative phytochemicals were 
identified for more than 4,000 plants from the Medical Subject 
Headings Supplementary Concept Records and the Semantic 
MEDLINE Database. An examination of phytochemicals 
identified for five selected plant species using the method 
developed here reveals that there is a disparity in electronically 
catalogued phytochemical knowledge compared to information 
from Dr. Duke’s Phytochemical and Ethnobotanical Databases 
maintained by the United States Department of Agriculture. 
The results therefore suggest that semantic knowledge sources 
for biomedicine can be utilized as a source for identifying 
potential phytochemicals and thus contribute to the overall 
curation of plant phytochemical knowledge. 

Keywords:  

Plants, Medicinal; Knowledge Bases; Phytochemicals 

Introduction 

A major facet of ethnobotany, the study of human uses of plant 
species, is the identification of chemicals that may have an 
active role in potential medicinal effects [1]. Such chemicals, 
referred to as “phytochemicals,” are identified through a range 
of extraction and analysis techniques [2]. Reports of 
phytochemicals associated with a given plant species are then 
catalogued in monographs or articles that provide description 
of their actions and constituency. A major foundational step in 
evaluating the potential medicinal utility of a given plant 
species therefore requires a listing of associated 
phytochemicals. The process for identifying and recording 
phytochemical information is mostly manual, labor intensive, 
and costly. 

A limited number of electronic databases exist, including 
Natural Products Alert (NAPRALERT) [3] and Dr. Duke’s 
Phytochemical and Ethnobotanical Databases (Dr. Duke’s) [4], 
and are artifacts of manually curated resources (e.g., more than 
200,000 articles for NAPRALERT and a limited number of 
monographs for Dr. Duke’s). Maintenance and updating 
information within such databases can be difficult due to 
challenges in available resources that are not able to keep up 
with the growing volume of knowledge.  

Within biomedicine, there have been significant advances in 
developing computational approaches for identifying relevant 
entities from electronically accessible literature resources. Such 
approaches commonly utilize publicly accessible biomedical 
knowledge sources, which are enriched with semantic 
information that facilitates the inference of putative 
relationships. Those resources of note include the Medical 
Subject Headings (MeSH) Supplemental Concept Records 
(SCR) [5], the Unified Medical Language System [6] 
Metathesaurus (UMLS Meta), the UMLS Semantic Network 
(UMLS SN), and the Semantic MEDLINE Database 
(SemMedDB) [7]. 

MeSH SCR provides an index of chemicals, drugs, and other 
concepts of interest to MeSH descriptors (which are, in turn, 
used for cataloguing biomedical artifacts such as publications 
in MEDLINE). UMLS Meta is a collection of more than two 
million biomedical concepts collected from more than 200 
classifications, codings, thesauri, and controlled vocabularies 
organized based on synonymy and discernable relationships 
between concepts. UMLS SN is a set of broad subject 
categories that organize concepts from UMLS Meta and 
relationships among them [8]. Finally, SemMedDB is a 
database of more than 80 million semantic predications 
(subject-predicate-object triples), which have been extracted by 
the SemRep [9] natural language processing tool and underpin 
the Semantic MEDLINE system [10].  

Biomedical knowledge resources are thus designed with at least 
two purposes, to:  

1. Facilitate information retrieval tasks; and  

2. Support identification of putative relationships 
between biomedical concepts.  

With regards to the latter, a number of studies have 
demonstrated how the aforementioned resources can be 
leveraged for the identification of disease risk factors [11], 
clinical adverse events [12], disease relationships based on 
genetic knowledge [13], gene-disease relationships [14], as 
well as many others. To date, there have been no studies 
exploring the potential to leverage biomedical knowledge 
sources for the identification of phytochemicals. 

The purpose of this feasibility study was to develop an approach 
to identify phytochemicals from MeSH SCR and SemMedDB 
using biomedical concepts indexed in UMLS Meta. In addition 
to identifying putative phytochemicals, a detailed manual 
comparison of predicted phytochemicals was done for five 
selected plant species. 
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Methods 

Recent versions of MeSH, UMLS Meta, UMLS SN, and 
SemMedDB were accessed from a local MySQL database. The 
list of plant species that were analyzed for this study originated 
from NCBI Taxonomy. Processing and analysis of data were 
done through programs written in Julia [15]. A graphical 
overview of the process for identifying chemicals associated 
with plants is shown in Figure 1.  

Identification of Chemicals from MeSH SCR 

MeSH was queried for each plant species name using an exact 
match of all plant names from NCBI Taxonomy, resulting in a 
set of entry terms. For each entry term, the associated MeSH 
descriptor was identified. When available, additional relevant 
MeSH descriptors and associated entry terms were identified 
through entries in the “See Also” (FX) field. Only FX field 
entries of UMLS semantic type “Organic Chemical” (T109; 
‘orch’) or “Pharmacological Substance” (T121; ‘phsu’) were 
included. For the final set of MeSH descriptors, chemical 
names and corresponding UMLS Meta concept unique 

identifiers (CUIs) were retrieved by querying the MeSH SCR. 
The overall process used to identify chemicals from MeSH 
SCR is graphically depicted in Figure 1 as A1-A7 (green 
arrows; top half of figure). 

Identification of Chemicals from SemMedDB 
For each plant species name from NCBI Taxonomy, three 
queries were made of strings indexed in UMLS Meta to identify 
a query set of UMLS Meta CUIs:  

1. The plant species name itself; 

2. The plant species name plus the word “extract”; and 

3. The set of MeSH entry terms determined as an 
artifact of the previous identification of chemicals 
from the MeSH SCR chemical identification process. 

All UMLS Meta CUIs for the resulting query set were required 
to be of semantic type “Plant” (T002; ‘plnt’). SemMedDB was 
then queried with the query CUIs for the given plant for 
predications that included one of the following predicate types: 
“ISA”, “LOCATION_OF”, or “CONVERTS_TO.”  

Figure 1. Overview of Approach for Identifying Chemicals Associated with Plants. Two types of knowledge sources were used to 
identify chemicals associated with plant species as listed in NCBI Taxonomy: (A) MeSH Supplemental Concept Records (SCR); and 

(B) Semantic MEDLINE. For MeSH SCR, first the full set of MeSH descriptors and entry terms were determined (A1-A5) and then the 
MeSH SCR was queried to identify associated chemicals (A6-A7). In addition to the NCBI Taxonomy plant species name (B1), entry 
terms from the MeSH SCR search (B2) were used to identify relevant concepts in the UMLS Meta (B3-B4). These concepts were then 

searched in Semantic MEDLINE as subject concepts (B6) and restricted to specific predicate types of interest (B7) and filtered for 
chemical related semantic types (B8-B9). 
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The UMLS Meta CUIs for the objects were retrieved. The 
candidate objects were filtered for concepts contained within 
the “Chemical” (T003; ‘chem’) hierarchy of the UMLS SN 
(A1.4.1*). The process used to identify chemicals from 
SemMedDB is graphically depicted in Figure 1 as B1-B11 
(orange arrows; bottom half of figure). 

Evaluation for Selected Plant Species 

For a chosen set of five plant species with known 
phytochemical properties (Calendula officinalis L. [Marigold], 
Cannabis sativa L. [Marijuana], Papaver somniferum L. 
[Poppy], Senna alexandrina Mill. [Senna], Solanum 
lycopersicum L. [Tomato]), associated chemicals were 
retrieved from Dr. Duke’s. A complete list of chemicals listed 
in all plants catalogued in Dr. Duke’s was also retrieved.  

The full set of Dr. Duke’s chemicals were mapped to UMLS 
Meta CUIs by direct lookup; those chemicals that could not be 
mapped to a UMLS Meta CUI were not included in the 
evaluation. The set of chemicals retrieved through the process 
developed in this study (phytokb_chem) were compared to the 
set of chemicals from Dr. Duke’s for each plant species of 
interest. In addition to a proportional analysis of the chemicals 
suggested to be associated with each plant species, three 
agreement statistics were calculated with Dr. Duke’s and 
phytokb_chem, serving as reference standards to each other: 

1. F-Measure (fm), which is the harmonic mean of 
precision and recall for a set of classifications:  

 

2. Matthews Correlation Coefficient (mcc), which 
quantifies the correlation between two classification 
systems: 

 

3. Cohen’s Kappa (�), which ascertains the quality of 
the relative accuracy of a given classification system 
as a function of true accuracy compared to random 
accuracy: 

 

Where  represents the number of chemicals in common 
between Dr. Duke’s and phytokb_chem;  represents the 
number of chemicals unique to phytokb_chem;  represents 
the number of chemicals unique to Dr. Duke’s; and  

represents the number of chemicals that are catalogued in either 
phytokb_chem or Dr. Duke’s but not accounted for by  or . 

Results 

A total of 127,597 plant species were searched in MeSH SCR 
and SemMedDB, resulting in 4,361 plants having at least one 
chemical. The mean number of chemicals per plant species was 
9±100 [95%CI 6-12], with an inclusive range of 1 to 5,589 
chemicals per plant species. For the five plant species manually 
examined relative to Dr. Duke’s, there was little overall 
agreement (summary of agreement statistics shown in Table 1), 
suggesting that the approach developed here offers potentially 
synergistic information about chemicals associated with plant 
species. Detailed results are available as supplementary 
information at: 

 https://sites.google.com/a/brown.edu/phytokb/medinfo2019 

Discussion 

Identification of phytochemicals is an essential aspect in the 
study of medicinal plants. In advance of the laborious process 
of developing and implementing screening programs for 
ascertaining the phytochemicals for a given plant species, it is 
paramount to have an understanding of what is known about the 
plant species. To date, the process of cataloguing known 
phytochemicals relies on a manual curation process. Screening 
programs, such as those previously led by the National Cancer 
Institute [16], have led to the identification of active chemicals 
that have led to significant drugs (e.g., taxol [17]). A major 
challenge with such screening programs is the difficulty 
associated with developing appropriate protocols for reliable 
extraction of phytochemicals [18].  

With recent interest in exploring plants as a potential source for 
new or complementary therapies [19,20], there is a great need 
to develop robust methodologies for identifying knowledge 
about plants lest effort be wasted in identifying already known 
(but perhaps lost) phytochemical knowledge. As with other 
sectors of biomedicine that have leveraged biomedical 
knowledge sources, there is a significant opportunity to utilize 
automated approaches to determine the latest recorded 
information. This feasibility study demonstrates that there is a 
strong discordance between existing resources (e.g., Dr. 
Duke’s) and phytochemicals that can be identified using the 
MeSH Supplemental Concept Records and SemMedDB. 

In considering biomedical knowledge sources that may be of 
utility for identifying phytochemicals, this study focused on 
using MeSH SCR and SemMedDB. The results of this study 

Table 1: Summary of agreement between chemicals associated with selected plants based on information from Dr. Duke’s versus 
the developed approach (phyotkb_chem). For each of the five plant species examined in detail, the number of chemicals 

identified by the developed approach from Medical Subject Headings Supplemental Concept Records (SCR) or SemMedDB 
(SM), as unique to phytokb_chem ( ), shared by both phytokb_chem and Dr. Duke’s ( ), unique to Dr. Duke’s ( ), or 

chemicals that were catalogued in both phytokb_chem and Dr. Duke’s but were not identified as either as being associated with 
a given plant species ( ). For each plant species, respective values for the F-measure (fm), Matthews Correlation 

Coefficient (mcc), and Cohen’s Kappa (�� are shown. 

Plant species (common name) SCR SM     fm mcc �� 
Calendula officinalis L. (Marigold) 2 24 24 1 61 5481 0.023 0.103 �	�
��

Cannabis sativa L. (Marijuana) 42 46 77 9 63 5476 0.011 0.204 �	
�
�
Papaver somniferum L. (Poppy) 5 64 54 14 156 5375 0.118 0.279 �	
�
�
Senna alexandrina Mill. (Senna) 19 10 25 2 29 5518 0.069 0.179 �	����

Solanum lycopersicum L. (Tomato) 0 896 810 85 125 5177 0.154 0.154 �	
���
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suggest that MeSH SCR and SemMedDB offer complementary 
knowledge about chemicals. MeSH SCR data are based on drug 
and chemical information that appear in biomedical literature 
and can be mapped to MeSH descriptors. As with the MeSH 
thesaurus, this well-curated list of associations can generally be 
trusted as bona fide associations. However, like the MeSH 
thesaurus, it is limited in the scope and range of chemicals listed 
based principles for indexing MEDLINE. Resources like the 
MeSH thesaurus and MeSH SCR are primarily designed to 
facilitate information retrieval tasks (i.e., to identify relevant 
literature for a given query). Nonetheless, the results of this 
study demonstrate that there is utility in leveraging SCR 
information to identify potential phytochemicals. 

In contrast to MeSH SCR, SemMedDB consists of a detailed 
set of predications that have been determined using a natural 
language processing (NLP) system (SemRep). The predications 
underpin the Semantic MEDLINE system, facilitating the 
process of retrieving relevant biomedical literature based on 
semantic relationships between concepts. SemRep based data 
have been used in a number of text mining studies (e.g., to 
identify interactions between drugs [21] or proteins [22] from 
MEDLINE). There have been previous studies in leveraging 
NLP approaches for studying medicinal plants [23-25]). The 
present study is, to the best of our knowledge, the first to 
leverage a predicate extraction system like SemRep for the 
identification of plant-chemical associations.  

A major limitation in the evaluation of the quality of extracted 
relationships is the limited availability of suitable reference 
standards. In this study, the phytochemical candidates 
identified by the developed system were compared to a popular 
electronic catalogue of phytotherapy knowledge (Dr. Duke’s). 
However, it is important to note that such resources are not 
“true” reference standards, the information catalogued is 
incomplete and also may contain inconsistent errors (e.g., 
chemicals like alcohol are often listed as chemical components, 
but these are likely artifacts of the phytochemical extraction 
process [26]). There is some information about putative 
medicinal uses, but these are supported by limited primary 
literature. Other resources, like NAPRALERT, have references 
to primary literature but also may suffer from incorrectness or 
incompleteness. In this study, the comparison was done with 
Dr. Duke’s because it is a freely accessible resource. Future 
work will expand to include comparisons to NAPRALERT 
(which requires a fee for complete access to data on par with 
Dr. Duke’s).  

Ultimately, it is envisioned that the work presented in this study 
will be seen as complementary to resources like  
Dr. Duke’s and NAPRALERT. However, there are still some 
areas of potential improvement that we consider essential 
before the results of the developed system could be seen as a 
reliable catalogue. The first is addressing the issue of 
identifying chemicals mentioned in literature that are associated 
with plants only because of the extraction process (e.g., the 
aforementioned alcohol). While this only occurs in a small 
percentage of the extractions, it may be easily addressed 
through a combination of stop words (which would consist of 
chemicals commonly used for extractions) and information 
theoretic approaches to identify chemicals that occur 
commonly and may not be of interest (e.g., water).  

Another area of improvement that is planned includes 
developing a confidence score for the chemicals identified for 
each plant species. For example, there may be utility in 
weighting certain predicates in combination with their relative 
frequency in order to identify chemicals that are of interest for 
a particular plant species. A more detailed evaluation is needed 
for each of the data sources for more than five plant species; 

five plants was chosen to support a manual assessment to verify 
potential for species that are known to have phytochemicals. 
Nonetheless, the results of this initial study suggest that there is 
promise in leveraging biomedical knowledge sources for 
identifying phytochemicals that are not currently available in 
electronic phytochemical resources such as Dr. Duke’s or 
NAPRALERT. 

Acknowledging that a given plant species has at least one 
thousand phytochemicals, another important contribution of 
automated systems such as the one developed here is a 
tabulation of reported phytochemicals that may supplement 
data which are in resources like Dr. Duke’s or NAPRALERT. 
In doing so, one can identify plant species that have been 
heavily studied (e.g., those with more than 1,000 
phytochemicals, such as Solanum lycopersicum L. [Tomato] as 
identified either by the process developed here or in Dr. 
Duke’s) versus those that have not had extensive phytochemical 
analyses shared in accessible resources (e.g., Calendula 
officinalis L. [Marigold] which had only 86 phytochemicals 
identified either by the process developed here or in Dr. Duke’s 
amidst its long history of medicinal use [27]). The results of this 
study may thus be used to continually curate available 
electronic literature sources and, in combination with electronic 
resources like Dr. Duke’s or NAPRALERT, provide a metric 
for identifying plant species that have been understudied. This 
would be especially valuable in the context of studying plants 
that may have therapeutic indications (e.g., based on 
ethnobotanical survey knowledge).  

Biomedical knowledge sources are principally aimed at 
cataloguing and retrieving information mostly relative to 
disease knowledge. This can make it challenging to identify 
non-traditional biomedical concepts, such as plant species. In 
this study, a combination of MeSH entry terms, MeSH “see 
also” entries, and UMLS string lookups were used to identify 
the array of relevant concepts for a given plant species. The 
source used for taxonomic plant species name in this study was 
NCBI Taxonomy, which is limited to organisms that have 
associated data in other databases within NCBI (e.g., 
GenBank), and does not necessarily reflect the full set of plant 
species that are catalogued in more comprehensive resources 
like the International Plant Name Index [28]. Similarly, the set 
of chemical names indexed within UMLS Meta is not 
necessarily the full set of known chemicals (i.e., the 5405±138 
catalogued chemicals that could not be mapped to UMLS; these 
were excluded from the evaluation of this study). Future work 
will therefore need to utilize a more robust approach for 
identifying plant species names and chemical names that can be 
added as source concepts for SemRep. Finally, the three target 
predicate types (“ISA”, “LOCATION_OF”, or 
“CONVERTS_TO”) used for this study were determined 
through manual examination of predications associated with 
plant concepts within SemMedDB; there may additional 
predications that could be considered (including those that may 
be added to SemRep) in future work.  

This study focused on analyzing biomedical literature indexed 
in MEDLINE. It is our expectation that the techniques 
described here may be used to develop approaches to identify 
phytochemical knowledge from other sources of electronic 
knowledge (e.g., PubMedCentral or the Biodiversity Heritage 
Library).  

Conclusions 

Knowledge about phytochemicals is embedded across a 
number of resources, including biomedical literature. This 
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study demonstrates how semantic biomedical knowledge 
sources can be leveraged to identify potential phytochemicals 
from literature based resources, focusing on the MeSH 
Supplement Concept Records and the Semantic MEDLINE 
Database. The results suggest that automated approaches, such 
as developed here, can identify a largely non-overlapping, 
complementary set of potential phytochemicals compared to an 
existing manually curated resource (Dr. Duke’s Phytochemical 
and Ethnobotanical Databases).  
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Abstract 

Clinical text de-identification enables collaborative research 
while protecting patient privacy and confidentiality; however, 
concerns persist about the reduction in the utility of the de-
identified text for information extraction and machine learning 
tasks. In the context of a deep learning experiment to detect 
altered mental status in emergency department provider notes, 
we tested several classifiers on clinical notes in their original 
form and on their automatically de-identified counterpart. We 
tested both traditional bag-of-words based machine learning 
models as well as word-embedding based deep learning 
models. We evaluated the models on 1,113 history of present 
illness notes. A total of 1,795 protected health information 
tokens were replaced in the de-identification process across all 
notes. The deep learning models had the best performance with 
accuracies of 95% on both original and de-identified notes. 
However, there was no significant difference in the 
performance of any of the models on the original vs. the de-
identified notes. 

Keywords:  

Machine Learning, Data Anonymization, Natural Language 
Processing 

Introduction 

The use of electronic health records (EHR) data to support 
research is growing in the translation research community [1]. 
Significant amounts of those data are trapped in free-text 
throughout a variety of clinical notes [2,3]. Provider notes often 
contain patient names, dates of services, and other types of 
Protected Health Information (PHI). In the United States, the 
Health Insurance Portability and Accountability Act (HIPAA) 
protects the confidentiality of patients [4], and based on the 
Common Rule, researchers are required to obtain either an 
informed consent from patients or a waiver of informed consent 
from an Internal Review Board (IRB) in order to use data for 
research [5]. As a result, automated de-identification in order to 
make text data more accessible for research is being 
investigated [6]. The impact of de-identification on the fidelity 
of information content as well as the utility of the data for 
research purposes, and information retrieval are also being 
evaluated [7,8]. In this paper, we examine the impact of de-
identification on machine learning-based text classifiers. This 
experiment was conducted in the context of an automated 
approach for the detection of altered mental status (AMS) in 

emergency department (ED) physician notes for the purpose of 
decision support in the evaluation and management of 
pulmonary embolism [9–11]. 

Methods 

This study was approved by the IRB at the Medical University 
of South Carolina (MUSC) under protocol # Pro00080055. We 
extracted ED physician notes from the MUSC Research Data 
Warehouse, which contains data extracted from the EHR 
system. The text notes span a period of 6 years, exported from 
one commercial EHR system. The notes were enriched with 
records from adult patients with concurrent International 
Classification of Diseases (ICD)-10 codes indicating AMS (e.g. 
codes under the R41 ICD-10 code hierarchy, which includes 
symptoms and signs involving cognitive functions and 
awareness) and an equal number of records from patients 
without AMS ICD codes as controls or negative cases. Using 
regular expressions to identify the section headers, a total of 
8,194 clinical notes were segmented into the different 
components of a clinical record including the history of present 
illness (HPI), physical exam, assessment, etc.  

Labeling 

The parsed notes were imported into REDCap [12] and made 
available to clinical members of our research team (two ED 
physicians, a Pediatrician and a Doctor of Pharmacy) for review 
and labeling as either AMS or not AMS. The team was 
instructed to look for any signs or symptoms of AMS in the 
context of pulmonary embolism as described in the literature 
[9,10] within the HPI, e.g. disorientation, lethargy, stupor, 
somnolence, confusion, coma, loss of consciousness, or 
syncope. They were also asked to drop repetitive notes for 
patients with frequent ED visits in order to minimize bias in 
testing the models. Cases that were deemed not clear cut AMS 
by a reviewer, were labeled by consensus after consultation 
with other team members. The team completed the labeling on 
1,113 HPI text notes from 849 patients, with 487 notes labeled 
as AMS, and 626 labeled as non-AMS. A sub-sample of 100 
notes was labeled independently by two labelers in order to 
estimate the interrater reliability.  

De-identification 

For automated de-identification, we used a system based on 
‘BoB’ (best-of-breed clinical text de-identification application) 
[13,14] with a previously demonstrated precision of 93% and 
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recall of 76% on MUSC data [15]. This system combines high 
precision algorithms (e.g., regular expression matching) and 
high recall algorithms, e.g., Conditional Random Fields (CRF) 
and Support Vector Machines (SVM). After all models are run 
on a document, their individual PHI determinations are 
consolidated into a single coherent output using an ensemble 
method. Tokens tagged as PHI can be replaced with tags, (e.g. 
a name replaced with a single generic token “[***PHI***]” or 
a corresponding PHI-type or class name e.g. “[*** Patient 
***]”) or “resynthesized” (i.e., PHI is replaced with realistic 
surrogates so a name will be replaced with a different, randomly 
sampled name). For the purposes of this study, we selected to 
use the multi-class token replacements in the de-identified 
output.  

Text Processing 

We used R version 3.5.1 [16] for constructing the machine 
learning pipelines, and Keras [17] and TensorFlow [18] for 
constructing and training the deep learning models. We ran both 
the original text (i.e., not de-identified) and de-identified text 
through several traditional bag-of-words (BOW) text 
classifiers, and word-embedding (WE)-based deep learning 
models. Text processing for the BOW models was done using 
the quanteda package [19] and included lower casing, 
punctuation removal, stop-word removal, stemming, and 
tokenization. The BOW word frequencies were normalized 
using term-frequency, inverse document frequency (tf-idf) a 
weighted approach for term discrimination [20]. For the WE 
models, we used Keras for text processing, which included 
lower casing, sentence segmentation, punctuation removal, and 
tokenization, followed by sequence padding to ensure that all 
sequences have the same length.  

Baseline Approaches 

As a baseline, we used regular expressions (regex) on 
lowercased notes to identify AMS key words as described in 
the literature in the context of pulmonary embolism [9,10] (e.g. 
altered, disorientation, disoriented, lethargy, stupor, confusion, 
syncope, etc.). The regex algorithm was refined after several 
iterations of testing against the labeled data to include other 
patterns based on the root words and abbreviations. We also 
examined the accuracy of ICD codes against the labeled data. 

BOW-based Machine Learning Models 

The traditional models included: Naïve Bayes Classifier (NBC) 
with uniform priors, smoothing of 1; Lasso (LASS) with a 
default alpha=1 and lambda=NULL [21]; Single Decision Tree 
(SDT) [22] with a maximum depth of 20; Random  Forrest (RF) 
[23] with 201 trees and the number of variables randomly 
sampled as candidates at each split (mtry)=150; SVM Type 1 
with a radial basis kernel [24]; and a Simple Multilayer 
Perceptron (SMP) artificial neural network with 64-node input 
and hidden layers. 

Word Embedding - Deep Learning Models 

The deep learning model was based on the architecture 
described by Kim [25]. However, instead of using parallel 
channels for the embedding layer, we used either a pre-trained 
layer using word2vec (W2V) [26] or word embedding without 
pre-training (vectors randomly initialized using a uniform 
distribution) with either of 50 (D50) or 200 (D200) dimensions 
per word. The W2V weights were derived by pre-training the 
W2V skip-gram model on all 8,194 HPI (original, not de-
identified) notes using a window of 5 words in each direction 
and 200 dimensions per word. The next layer was a 
convolutional layer or convolutional neural network (CNN) 
with multi-filter sizes (3, 4 and 5), 200 nodes each, with global 

maxpooling, followed by a merge tensor, a fully connected 200 
node layer, then a single sigmoid activation output node. A 
dropout rate of 0.2 was used after both the embedding layer and 
the last dense layer. Other deep neural network architectures 
were tested including Kim’s and CNN’s with larger window 
sizes; however, we chose the above architecture due to its 
superior performance in our hands for the purpose of 
demonstrating the impact of de-identification.  

Training and Evaluation 

Due to the relatively small number of labeled clinical notes, all 
the models were trained and evaluated using 5-fold train/test 
cycles, i.e. the test set in each of those runs was used as an 
unseen holdout set. Moreover, in order to ensure further 
consistency in results, the experiment was repeated 5 times by 
bootstrap sampling using different random seeds. Therefore, all 
models were run a total of 25 times on different train/test sets. 
In order to allow comparison between models, the same 
train/test sets were used during each cycle for all the models. 
The same random seeds were used for both the original and de-
identified sets, thus ensuring identical partitioning of train/test 
sets and that the models trained on original notes were trained 
on the de-identified version of the same original notes. The 
performance metrics, including area under the receiver 
operating characteristic curve (AUC), were calculated based on 
the pooled predictions of the test data from the 25 runs. The 
caret package was used for k-fold, bootstrap sampling and 
calculations of the metrics [27].  

Results 

Dataset Statistics 

The BOW matrices generated after lower casing, stop-word 
removal and stemming had token dimensions of 5,200 and 
4,925 for the original and de-identified sets respectively. The 
WE sequences, which did not undergo stop-word removal and 
stemming, had vocabulary sizes of 7,260 and 6,923 for the 
original and de-identified sets respectively. The HPI note sizes 
ranged from 21 to 716 words with a median of 174 words for 
both original and identified sets. The corpus of the labeled HPI 
notes included a total of 207,475 tokens. 

De-identification Results 

The automated de-identification resulted in the replacement of 
1,795 PHI tokens from a variety of types or classes of PHI 
(Table 1), which is less than 1% of all tokens in the corpus. The 
most prevalent replacements within our HPI data were related 
to health care unit names (such as “MUSC” or 
“Gastrointestinal” unit) and ages. The different PHI classes and 
their prevalences are listed in Table 1. 

Table 1– Breakdown of the Numbers of PHI Tokens Replaced 
by the De-identification System. 

PHI Token Class n % 
Health care unit names 558 31.1% 
Ages greater than 89 512 28.5% 
Dates 360 20.1% 
Provider names 128 7.1% 
Patient names 122 6.8% 
Street or City 73 4.1% 
State or Country 16 0.9% 
Phone numbers 15 0.8% 
Other organization names 10 0.6% 
Other IDs 1 0.1% 
Total 1795 100.0% 
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Baseline Analyses 

We had a fairly high interrater reliability between labelers 
(Cohen’s Kappa = 0.94). Using the ICD codes listed in table 2, 
the accuracy of concurrent ICD codes assignments associated 
with the labeled clinical notes was 81.1% (precision 72.2%, 
recall 92.4%). The presence of any of these codes was 
considered as positive for AMS otherwise the note was 
considered negative for AMS by ICD. 

Table 2– List of ICD-9 and ICD-10 Codes Considered to be 
AMS in the Context of Pulmonary Embolism. 

Code 
Set  

ICD 
Code 

Diagnosis Name 

ICD9 780.0x Alteration of consciousness 
ICD9 780.2 Syncope and collapse 
ICD9 780.97 Altered mental status 
ICD9 799.5x Signs and symptoms involving cognition 
ICD10 R40.x Somnolence, stupor and coma 
ICD10 R41.0 Disorientation, unspecified 
ICD10 R41.8x Other symptoms and signs involving 

cognitive functions and awareness 
ICD10 R41.9 Unspecified symptoms and signs 

involving cognitive functions and 
awareness 

ICD10 R55 Syncope and collapse 
 

The accuracy of classification using the refined regex patterns 
against the labeled notes was 88.1% (precision 81.3%, recall 
94.7%). 

Machine Learning Performance 

There was no discernable difference in performance of any of 
the models between original and de-identified text, with 
significant overlap in the 95% confidence intervals of the 
AUC’s for all the models across original vs. de-identified 
(Figure 1). Table 3 shows the performance of the models, along 
with the differences in performance between original and de-
identified text (�’s).  

The RF model was the best performer in the BOW models with 
AUC’s of 0.978, in both original and de-identified texts. Both 
CNN’s (D50 and D200) with the randomly initialized word 
embeddings had the best overall performance with AUC’s near 
99% and average accuracies near 95% across both original and 
de-identified text, exceeding those of the W2V model. 

Discussion 

The de-identification resulted in the replacement of 1,795 PHI 
tokens out of a total of over 200 thousand tokens in our sample 
of 1,113 HPI notes. Table 1 demonstrates the extent of de-
identification that the notes were subjected to. The results show 
negligible difference in performance of text classifiers on 
original vs. de-identified HPI notes, across all types of machine 
learning models. The deep learning models in particular seem 
to perform exceedingly well in both environments. 

 

 

Figure 1. AUC values and 95% confidence intervals for all the 
models for both original and de-identified (Deid) data. 

We hypothesized that the replacement of a number of different 
named entities with uniform classes of tokens, which slightly 
reduces the vocabulary size in our corpus and therefore the 
number of features that the BOW and WE models have to deal 
with, could potentially improve machine learning performance 
due to reduced dimensionality and noise in the data. If such an 
advantage exists, it could not be definitively demonstrated in 
our results. Several of the models seem to have a slight 
advantage when applied to the de-identified set, but given the 
95% confidence intervals’ overlap between original and de-
identified, this difference is not significant.  It is worth noting 
that such a result would also be expected if a PHI ‘resynthesis’ 
process were used (i.e., replacement of PHI with realistic 

Table 3– Performance of models. (Acc=accuracy, Prec=precision; other abbreviations are in the text, �� = De-identified – Original, 
95% CI=95% confidence interval) 

 Original De-identified � 
Model AUC (95% CI) Acc Prec Recall AUC (95% CI) Acc Prec Reecall AUC  Acc 
RF 0.978 (0.974-0.981) 0.924 0.938 0.885 0.978 (0.975-0.981) 0.928 0.943 0.890 0.001 0.004 
LASS 0.970 (0.966-0.974) 0.906 0.955 0.824 0.971 (0.967-0.975) 0.907 0.958 0.823 0.001 0.001 
SVM 0.967 (0.962-0.971) 0.907 0.905 0.879 0.967 (0.963-0.972) 0.908 0.907 0.880 0.001 0.001 
MLP 0.946 (0.940-0.952) 0.885 0.875 0.860 0.946 (0.940-0.952) 0.883 0.869 0.863 0.000 -0.002 
NBC 0.929 (0.922-0.936) 0.842 0.776 0.898 0.930 (0.923-0.937) 0.848 0.782 0.903 0.001 0.006 
SDT 0.916 (0.907-0.924) 0.911 0.921 0.870 0.920 (0.911-0.928) 0.913 0.927 0.870 0.004 0.002 
CNN D200 0.986 (0.983-0.989) 0.946 0.946 0.929 0.987 (0.985-0.990) 0.949 0.949 0.934 0.001 0.004 
CNN D50 0.985 (0.982-0.988) 0.948 0.945 0.934 0.986 (0.984-0.989) 0.948 0.947 0.934 0.001 0.001 
CNN W2V 0.982 (0.979-0.985) 0.939 0.941 0.918 0.982 (0.979-0.985) 0.937 0.936 0.919 0.000 -0.001 
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surrogates), which is an option in the automatic de-
identification system described above, and is based on a large 
and diverse database of possible surrogates (e.g., all last names 
found in the U.S. national census). The resynthesis might allow 
for conservation of diversity of the original PHI. 

The fact that automated de-identification did not reduce the 
accuracy of machine learning performance should be of interest 
to the translational research community. Clinical text corpora 
are critical for biomedical informatics research in domains such 
as machine learning, ontology annotations, predictive modeling 
and precision medicine, to name a few. Automated de-
identification should make such corpora more accessible at 
scale for such research. While automated de-identification 
technologies have matured significantly in recent years, 
regulatory guidelines still lag behind. Looking ahead, we 
envision several governance models in which de-identified text 
corpora could be made available with appropriate data use 
agreements with minimal oversight and review by ethics 
boards. Institutional research leaders at academic medical 
centers should work closely with their offices of research 
oversight and local informatics experts to make such resources 
more accessible.  

Regarding the performance of deep learning vs. the traditional 
classifiers, the deep learning classifiers seem to significantly 
outperform the BOW-based classifiers with the exception of 
RF, which had a performance approaching that of the CNN’s. 
Not surprisingly, all machine learning models outperformed 
ICD codes on accuracy, which is consistent with reports in the 
literature on coder errors, such as misattribution, unbundling, 
and upcoding [28,29]. However, only the better performing 
models (MLP and above) had better accuracies than the 
optimized regex classifier. The accuracies of the deep learning 
models were particularly far superior to the regex accuracy. 
However, none of the models outperformed the high recall 
demonstrated by our regex classifier.  However, the regex 
approach required significant fine-tuning specific to the 
detection of AMS keywords in order to yield this performance. 
As such, the regex approach is more difficult to generalize to 
other classification problems.  Finally, it should be noted that 
the W2V initialized WE models, did not outperform the 
randomly initialized WE models. In fact they seem to have 
consistently lower AUC’s, but with overlapping 95% 
confidence intervals. The lower performance is possibly due to 
the relatively small amount of pre-training data, for example, 
compared to models trained on all of PubMed. 

Limitations 

Our text corpus represents data from one health system, on a 
single EHR system making it difficult to draw generalizations 
about performance in other environments. We also examined 
the performance of machine learning through the narrow prism 
of a simple text classifier to identify AMS in one type of EHR 
clinical text, namely the HPI. Future work should include 
expanding the study to other institutions and examining other 
types of notes and machine learning tasks, such as predictions 
of outcomes. 

Conclusions 

Despite the limitations outlined above, this simple experiment 
demonstrates the power of an automated de-identification 
pipeline, and the preservation of text features that are necessary 
for the performance of both deep learning models as well as the 
more traditional machine learning models used in text 
classification tasks.  
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Abstract 

Different analytic techniques operate optimally with different 

types of data. As the use of EHR-based analytics expands to 

newer tasks, data will have to be transformed into different 

representations, so the tasks can be optimally solved. We 

classified representations into broad categories based on their 

characteristics, and proposed a new knowledge-driven 

representation for clinical data mining as well as trajectory 

mining, called Severity Encoding Variables (SEVs). 

Additionally, we studied which characteristics make 

representations most suitable for particular clinical analytics 

tasks including trajectory mining. Our evaluation shows that, 

for regression, most data representations performed similarly, 

with SEV achieving a slight (albeit statistically significant) 

advantage. For patients at high risk of diabetes, it 

outperformed the competing representation by (relative) 20%. 

For association mining, SEV achieved the highest performance. 

Its ability to constrain the search space of patterns through 

clinical knowledge was key to its success.  

Keywords:  

Data Science, Electronic Health Records, Data Mining  

Introduction 

The widespread adoption of electronic health records 

(EHRs)[1] enables new kinds of analytics such as explicitly 

modeling population heterogeneity or identifying benefit 

groups for an intervention[2,3]. It is well understood that 

different analytics tasks and techniques operate optimally on 

different types of data[4]. For example, association pattern 

mining requires binary or categorical data[5] and most 

regression models assume that the predictor variables have an 

additive effect[6]. Data, as it exists in the EHR, is not ideal for 

many analytics tasks. 

A data representation is a transformation of data into a format 

amenable to a particular analytic technique. Data 

transformations are not new, e.g., log or rank transformations 

of non-normally distributed variables[7] have been a mainstay 

for decades. The recent success of deep learning in some 

applications[8] has put data representation into the spotlight and 

is, at least in part, attributed to the underlying data 

representation. In this work, we propose a data representation, 

which is specific to the clinical domain and represents data at a 

high level and enriches it with clinical knowledge. 

Specifically, SEV augments the original data with a set of 

ordered or partially ordered binary variables, combining 

information about patients’ state from multiple perspectives: 

therapies, diagnoses, and whether or not the laboratory results 

or vital signs are normal and/or achieve a typical therapeutic 

target. These variables are (at least partially) ordered: the 

variable ‘patient is under control with first-line oral therapy’, 

represents a lower severity than the variable ‘patient is not 

under control despite last-line therapy’. These variables are 

highly interpretable, as they follow clinical reasoning and 

incorporate clinical knowledge.  

To make the discussion concrete, we carry out our study in the 

context of type 2 diabetes (T2D). Diabetes is a common disease 

with severe complications[9], affecting 29.1 million 

Americans. T2D can be prevented or delayed through lifestyle 

modifications and/or pharmacological treatment[10], hence 

identifying patients at high risk is of high importance. From a 

technical perspective, T2D is an ideal evaluation platform, as it 

exhibits common challenges: T2D is heterogeneous; risk 

factors are correlated and not necessarily additive; and the time 

frame between the risk factors and the onset of diabetes can be 

as long as 20 years, which makes missing data inevitable[2,11]. 

We encode diabetes risk factors, hyperlipidemia, hypertension, 

and obesity as SEVs (a set of SEVs for each disease) and 

perform two clinical tasks related to type-II diabetes. The first 

task is to predict the onset of diabetes using a Cox model and 

the second one is to model population heterogeneity in terms of 

the risk of T2D incidence using association pattern mining. We 

will compare SEV to five other data presentations, including 

the original data. The main objective is to study the 

characteristics of the data representations.  

Related Works 

Data representations transform the data into a new data set. For 

a dimensionality-expanding representation, the new data has 

more features than the original data, while for a dimensionality-

reducing representations, it has fewer. The key concern in 

dimensionality reduction is information loss. Representations 

can also be outcome-specific or outcome-independent. 

Outcome-specific data representations are specific to a 
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particular study end point (outcome) and can potentially limit 

the information loss that is relevant to the outcome, while 

outcome-independent representations do not consider an 

outcome. 

Outcome-specific Representation 

A severity score (SS)[12] quantifies disease burden with respect 

to some outcome of interest. For example, the Framingham 

diabetes score[13] associates disease burden, defined by a 

handful of risk factors, with the risk of developing diabetes (an 

outcome). Severity score is a dimensionality-reducing 

representation, as it summarizes numerous original risk factors 

into a single number, which is proportional to the burden 

conferred by those risk factors on some outcome.  

Outcome-independent Representations 

Outcome-independent representations transform the original 

data into a new set of features, typically with a different 

dimensionality. Many currently existing representations, such 

as principal component analysis (PCA)[14] and nonnegative 

matrix factorization (NMF) [15] have the specific aim of 

reducing the problem dimensionality. PCA is a statistical 

procedure that transforms a set of features into a new (ordered) 

set of orthogonal features (called principal components) in a 

manner such that each subsequent component explains 

maximal amount of residual variance, and NMF factorizes the 

original matrix into two matrices having only non-negative 

values, in a way that each subsequent component captures 

maximal amount of the residual information. Dimensionality 

reduction is achieved by using only the first few components.  

Deep neural networks (DNNs)[8] are computational models 

that are inspired by neural networks in animal brains and have 

recently achieved considerable success. Much of this success is 

attributed to the data representation of these techniques, which 

is known as de-noising autoencoders (DAE). DAEs consist of 

successive layers of transformations, where the outcome of 

each layer is the input to the next. Each layer is thought to 

extract features that are higher-level than those of the previous 

layer. The criterion for the goodness of the transformation is the 

reconstruction error, which is a measure of how well an 

autoencoder can reconstruct the original data from its output.  

Severity Encoding Variables 

Severity Encoding Variables (SEV) is our proposed outcome-

independent representation. The purpose of SEV is to 

summarize the numerous facets of a disease into a single 

hierarchical variable. Nodes at the same level in the hierarchy 

are fully or partially ordered.  

The construction of the hierarchy replicates the clinical 

reasoning steps of determining the severity of a certain disease. 

Reasoning involves a sequence of questions: (i) are lab results 

and vital signs present and normal, (ii) has an intervention been 

initiated, and if it has, how aggressive is it (first-line treatment, 

combination therapy, etc.), and (iii) has a diagnosis been 

recorded. Accordingly, the first split (at the root) produces three 

nodes: patient with missing, normal, and abnormal lab results. 

Next, we reason about medications. Each of the three nodes can 

be split indicating whether treatment has been initiated and how 

aggressive those treatments are. The final question splits the 

nodes based on the presence of diagnoses.  

Figure 1 illustrates the SEV for hyperlipidemia. At the root of 

the hierarchy, we ask whether lab results (LDL, HDL and TG) 

are normal (if they are not missing) and which (if any) are 

abnormal. At the next level, we reason using medications. For 

example, does a patient under control use medications? If 

medications are used, are they first-line medications (statins in 

case of HL), other drugs, or combinations of drugs? On the last 

level, we reason using diagnoses. Naturally, diagnoses are most 

helpful if no other indication of disease exists.  

For analysis, the hierarchy can be cut at any level and the nodes 

at that level are taken as binary variables. For example, cutting 

the hierarchy at the top-most level results in a set of three binary 

variables: ‘patient is under control’, ‘patient is not under 

control’, and ‘laboratory results are missing’. These variables 

are partially ordered: being under control could (but does not 

have to) indicate lower severity than not being under control, 

but ‘lab results are missing’ is not comparable to the other two 

in terms of severity. Cutting the hierarchy at the (say) third level 

yields 10 leaves and incorporates information about medication 

use. One of these leaves would be ‘patient has abnormal LDL 

despite medication’. By changing the level at which the 

hierarchy is cut, we can increase the number of leaves (and 

information content).  

SEV is a framework for representing diseases as hierarchies 

induced by a sequence of clinical decisions; it is not a set 

algorithm for modeling all diseases. Recall that SEV is outcome 

independent; once a SEV is constructed, it can be used for 

multiple study end-points. The diseases that we build SEVs for 

are predictors of the outcome and the construction of the SEV 

can (and possibly should) depend on the disease that we build 

the SEV for. Depending on the disease in question, a different 

ordering of the same clinical questions could yield a more 

clinically meaningful hierarchy, and other diseases may 

incorporate altogether different questions (for example, stage 

and grade of cancer). We have not observed substantial changes 

in predictive performance in terms of the ordering of the 

questions. 

Figure 1:  Sample Severity Encoding Variable Hierarchy for 

Hyperlipidemia. Abbreviations used: Treatment (Tx), 

Diagnosis (Dx), High-density lipoprotein (HDL), Low-density 

lipoprotein (LDL), Triglycerides (TG). 

Table 1. Categorization of the Data Representations. 

 

Outcome-

Specific 

Outcome Independent 

Data-Driven

Knowledge-

Driven 

Dimensionality-

Reducing
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 DAE-34 SEV 

<ROOT>

Under 

control

No Tx

Tx

No indication

Dx

No Tx

Tx

HDL
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TG

Missing

Statin

Other

Combo

Statin

Other

Combo

No Tx

Tx Statin

Other

Combo

No Tx

Tx Statin

Other

Combo

No Tx

Tx
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DxStatin

Other

Combo

Lv 1. Control

Lv 2. Detailed 

control

Lv 3. Tx Lv 4. Detailed Tx Lv5. Dx
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Materials and Methods 

Data, Cohort Construction and Study Design 

Mayo Clinic, located in Rochester, MN, provides primary care 

to a large population. Resources available at Mayo Clinic are 

described elsewhere[16]. After IRB approval, a cohort of 

75,317 patients aged 18 or older on 01/01/2005 with research 

consent was constructed. The cohort was followed from the 

baseline of 01/01/2005 until the end of 2015. To determine 

patients’ baseline status, we retrospectively collected diagnoses 

of obesity, hyperlipidemia, hypertension, and prediabetes; 

laboratory test results for lipid panels and fasting plasma 

glucose (FPG); vital signs (blood pressure, and body mass 

index [BMI]); demographic information (age, gender); and 

medications for hypertension and hyperlipidemia. From the 

cohort, we excluded patients with preexisting diabetes at or 

before baseline (11,897 patients) and suspicion of diabetes (3 

patients with fasting plasma glucose > 125 ml/dL and 2 patients 

taking anti-diabetic drugs), resulting in a final cohort of 63,415 

patients.  

Comparative Representation 

Severity Scores (SS): A severity score is computed for each 

diabetes risk factor (obesity, hypertension, hyperlipidemia, pre-

diabetes) quantifying the risk factor’s contribution to diabetes. 

While all features could be combined into a single severity 

score (analogously to the Framingham score), we compute a 

severity score for each risk factor, combining only the features 

that are related to the specific risk factor. Modeling the risk 

factors separately allows us to retain the relationships among 

them.  

For each risk factor, the corresponding SS is the linear 

prediction from a Cox model, whose independent variables are 

the data elements that describe the risk factor in question and 

the dependent variable is diabetes outcome. Missing blood 

pressure measurements were imputed using mean imputation 

and a bias-correcting indicator variable signaling whether 

imputation was performed for each patient was added.  

Principal Component Analysis (PCA): In this study, logistic 

principal component analysis (PCA)[14] is applied to the risk 

factors, resulting in a single set of principal components. We 

kept the first 9 principal components because additional 

components are unable to explain significant amounts of 

variation. PCA is thus a dimensionality-reducing, outcome-

independent representation. 

Deep autoencoder (DAE): For this study, we used two 

configurations, tuned via cross-validation. Both used the 

hyperbolic tangent activation function, had two hidden layers 

with 20 nodes on the first layer and had 9 and 34 nodes on the 

second layer, respectively. The first configuration (DAE-9) has 

the lowest reconstruction error among configurations that 

reduce the dimensionality of the problem, while the 34-node 

configuration (DAE-34) has the lowest reconstruction error 

among all configurations. DAE-9 is a dimensionality-reducing 

representation, while DAE-34 is a dimensionality-expanding 

representation. 

Severity Encoding Variables (SEV): A severity encoding was 

constructed for each of the four risk factors of diabetes 

independently. The hierarchy was cut at the leaf level, making 

it dimensionality-expanding (there are more nodes in the 

hierarchy than original features).  

The Two Tasks 

Regression Analysis: The objective is to measure the impact of 

the data representations on the predictive performance of 

estimating patients’ 8-year risk of T2D. Risk factors (lab 

results, vital signs, diagnoses (ICD-9 billing code rolled up into 

categories), and prescriptions rolled up into NDF-RT 

pharmaceutical subclasses) are determined at baseline. We use 

this information transforming into the five new representations. 

The sixth representation is RAW, the original (untransformed) 

data. Six Cox proportional hazard models are constructed using 

age, gender and each of the six data representations as 

independent variables. Backwards elimination is applied.  

Association Pattern Analysis: The central concept in 

association pattern mining is an item, which is a binary variable 

such as ‘presence of hyperlipidemia diagnosis’ or ‘LDL ≥ 130 

mg/dL’. Items are combined into conjunctive sets, called 

itemsets (e.g. ‘LDL ≥ 130 mg/dL AND diagnosis of 

hyperlipidemia’). The association of an itemset with the 

outcome is measured through confidence, which is the fraction 

of patients presenting with the outcome among patients who 

present with all conditions in the itemset (fraction of patients 

who developed diabetes among those with LDL ≥ 130 mg/dL 

and diagnosis of hyperlipidemia in our example). Association 

pattern mining systematically enumerates all itemsets and 

computes their confidence. In the Classification Based on the 

Association (CBA) framework[17], the risk of diabetes for a 

patient is the confidence of the highest-confidence rule that 

applies to that patient. 

Continuous variables (age, severity scores, scores from PCA 

and DAE) are categorized into deciles (with backwards 

elimination discarding superfluous categories) and laboratory 

results and vital signs are dichotomized using the American 

Diabetes Association[18] cutoffs. Of interest are the number of 

patterns and their predictive performance. A data representation 

that can achieve higher predictive performance with a lower 

number of rules is preferable.  

Results 

Regression Analysis 

Figure 2 (a) shows the concordance of the various data 

representations as box plots. The top, middle, and bottom line 

in each box correspond to the upper quartile, median, and the 

lower quartiles of the concordances estimated from the 1,000 

bootstrap replications, respectively. The representations are 

ordered left to right by the number of features they produce.   

While all performance differences are statistically significant, 

some are not substantial. Our population consists of relatively 

healthy patients, hence all methods achieved high 

discrimination. A more clinically meaningful question is to 

accurately estimate diabetes in risk patients who are at 

relatively high risk and may actually benefit from an 

intervention. To this end, we consider patients with 

Framingham score of at least 20 and in Figure 2 (b), we present 

the predictive performance of the Cox model on the 6 data 

representations on these 2,493 patients.  

Association Analysis 

Association rule mining can discover an exponentially large 

number of patterns, many of which can be coincidental. The 

parameter that controls the number of patterns is Minimum 

Support in Cases (minsupC), the number of cases (patients who 

developed diabetes) to whom the pattern applies. Figure 3 
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displays the concordance and number of patterns discovered as 

a function of minsupC.  

Discussion 

As the paradigm for clinical studies continues to shift toward 

precision medicine, the range of tasks that clinical data analysis 

is used for will broaden. Since these newer tasks may operate 

optimally with different data representations, understanding 

existing and developing new data representations will become 

increasingly important. In this manuscript, we proposed a new 

data representation, Severity Encoding Variables, which 

represents diseases at a high level and is enriched with clinical 

knowledge. We compared SEV to five other existing data 

representations using two clinical tasks.  

Assessing the Risk of Incident Diabetes through 

Regression 

The key concern in regression is information loss. The two 

dimensionality expanding methods, SEV and DAE-34, 

achieved the highest performance, as they can extract more 

information (e.g. SEV encodes some interactions and Deep 

Autoencoders can encode non-linearities). While the 

performance difference between these two methods in the entire 

population was minimal (although statistically significant), 

when we focused on the subpopulation with very high 

Framingham score (20 or higher), the performance gap widened 

substantially and SEV outperformed DAE by 20%. Given their 

high risk of developing diabetes, this is precisely the group of 

patients for which we need to estimate the risk accurately so 

that we can effectively target preventive measures to the 

patients most in need.  

Mechanistically, SEV’s performance advantage stems 

primarily from interactions. It can distinguish between patients 

who have similar lab results at baseline but are in very different 

states of severity: e.g. patients who are not yet pharmaceutically 

treated are very different from those who are already 

undergoing combination therapy at baseline. Despite having 

similar (abnormal) lab results, the latter patients are at a 

disproportionately higher risk and interaction among the 

various facets of the disease are required to model this 

correctly. Second, SEV can handle missing data without 

imputation, identifying that the presence of the diagnosis code 

is more important in patients who have no available lab results 

than in patients where the lab results already suggest the 

presence of the disease.  

While interactions among various facets of a disease partly 

explain how SEV achieves high performance, selecting the 

right interactions is important. Some classification methods, 

such as decision trees or association rules, are capable of 

automatically discovering interactions, however, as our 

experiment with association rules demonstrates, finding the 

right combination of interactions is non-trivial.  

Dimensionality-reducing data representations did not perform 

well. Dimensionality reduction can reduce noise and can also 

lead to information loss. Given that our problem is “tall”, the 

number of patients far exceeds the number of variables, 

dimensionality reduction led to information loss. Among the 

dimensionality-reducing methods, SS takes the diabetes 

outcome into account, and hence managed to preserve most of 

the outcome-related information, achieving a reasonable 

performance with the smallest number of features. PCA and 

DAE-9 are outcome-independent, and have suffered greater 

outcome-related information loss than SS despite having more 

features. 

Modeling Patient Population Heterogeneity through 

Association Pattern Mining 

On this task, SEV performed substantially (and statistically 

significantly) better than others. The association mining 

algorithm itself performs dimensionality expansion by forming 

combinations of the features the data representation provides. 

To find high-risk patients, we typically focus on patterns that 

occur in small patient groups, which can yield less reliable risk 

estimates and higher predisposition to overfitting (finding 

patterns that happen to randomly coincide with diabetes). 

Different data representations offer different mechanisms to 

reduce overfitting. The severity scores reduce the number of 

items an itemset can have. For example, for SS, there are only 

5 axes (demographics, obesity, hypertension, hyperlipidemia 

and prediabetes), each of which is categorized into multiple 

bins. Since a patient cannot fall into two different bins along the 

same axis, the maximal number of conditions in a pattern is 5, 

which seriously limits the number of patterns. Some patterns 

have as many as 11 conditions in the RAW representation. 

SEV, the data representation that achieved the highest 

performance on association pattern mining, applies a different 

mechanism. SEV uses the same dichotomization as RAW, but 

SEV combined these dichotomized variables into predefined 

“sub-patterns”. For instance, the SEV item ‘lipids under 

 

Figure 2: (a) Performance comparison of data 

representations for the regression task. (b) Comparison of 

concordance on subpopulation with Framingham score ≥ 20.

 

 

Figure 3: (a) Comparison of the predictive performance of the 

association patterns discovered using the various data 

representations as a function of the minimum support in cases 

(minsupC) (b) The number of association patterns discovered 

using the various data representations. (minsupC=5) 

(a)

(b)

(a)

(b)
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control’ is a combination of three RAW items: LDL is normal 

AND HDL is normal AND TG is normal. These higher-level 

items constrain the space of possible patterns (based on clinical 

knowledge) and thus reduce the tendency for overfitting.  

Generalizability 

We tested the data representations with a regression model and 

association pattern mining to highlight certain characteristics of 

the SEV representation. We believe that these results generalize 

to other classification methods, as well. First, the SEV 

representation offers a high-level clinical description of the 

diseases enhancing clinical interpretability of the models. 

Second, SEV can improve predictive performance by 

automatically handling missing lab results and by incorporating 

clinically meaningful high-order interactions. Third, as we have 

mentioned earlier, some methods have the ability to discover 

interactions, and discovering high-order interaction is non-

trivial. Currently, there are no classification methods that can 

do all three well. 

Limitations 

Unlike the data-driven representations, the construction of the 

SEV requires clinical expertise. Most of the effort is spent on 

classifying diagnoses into categories and determining 

pharmaceutical subclasses for drugs. This effort is not specific 

to SEVs; even the RAW representation had access to these 

higher-level categorizations. The effort that is specific to SEV 

is determining whether lab results and vital signs are normal 

and whether a drug is first-line or last-line medication. This 

information is often readily available from practice guidelines, 

such as the American Diabetes Association guidelines for 

diabetes. The effort to include this information is small, but 

non-negligible. However, SEV is outcome-independent, thus 

once a hierarchy for a risk factor or disease is defined, it can be 

used for numerous outcomes without the need to change it. 

Conclusions 

For both regression and association pattern mining, SEV 

provides the highest performance, substantially higher than the 

other data representations in a high-risk subpopulation, where 

accurate risk assessment is particularly important to 

appropriately target preventive measures. Besides having the 

highest performance, SEV produces clinically interpretable 

models and can also handle missing values. 

Acknowledgements 

This work was supported by NIH award LM011972, NSF 

awards IIS 1602394 and IIS 1602198. The views expressed in 

this paper are those of the authors and do not necessarily reflect 

the views of the funding agencies.  

References 

[1] P.B. Jensen, L.J. Jensen, and S. Brunak, Mining electronic 

health records: towards better research applications and 

clinical care, Nature Reviews Genetics 13 (2012), 395. 

[2] W. Oh, E. Kim, M.R. Castro, P.J. Caraballo, V. Kumar, 

M.S. Steinbach, and G.J. Simon, Type 2 Diabetes Mellitus 

Trajectories and Associated Risks,�Big data 4 (2016), 25-

30. 

[3] E. Kim, W. Oh, D.S. Pieczkiewicz, M.R. Castro, P.J. Cara-

ballo, and G.J. Simon, Divisive hierarchical clustering to-

wards identifying clinically significant pre-diabetes 

subpopulations, in: AMIA Annual Symposium Proceedings, 

American Medical Informatics Association, 2014, p. 1815. 

[4] Y. Bengio, A. Courville, and P. Vincent, Representation 

learning: a review and new perspectives, IEEE Transac-

tions on Pattern Analysis and Machine Intelligence 35 

(2013), 1798-1828. 

[5] R. Agrawal, T. Imieliński, and A. Swami, Mining 

association rules between sets of items in large databases, 

in: Acm Sigmod Record, ACM, 1993, pp. 207-216. 

[6] J. Tolles and W.J. Meurer, Logistic regression: relating 

patient characteristics to outcomes, JAMA 316 (2016), 533-

534. 

[7] D.S. Moore, G.P. McCabe, and B.A. Craig, Introduction to 

the Practice of Statistics, 6th ed., W. H. Freeman, (2007). 

[8] B. Shickel, P.J. Tighe, A. Bihorac, and P. Rashidi, Deep 

EHR: a survey of recent advances in deep learning tech-

niques for electronic health record (EHR) analysis, IEEE 

Journal of Biomedical and Health Informatics 22 (2017), 

1589-1604. 

[9] Centers for Disease Control and Prevention, National Dia-

betes Statistics Report, 2017, Atlanta, GA, 2017. 

[10] Diabetes Prevention Program Research Group, Reduction 

in the incidence of type 2 diabetes with lifestyle interven-

tion or metformin, New England journal of medicine 346 

(2002), 393-403. 

[11] G. Hulsegge, A. Spijkerman, Y. Van Der Schouw, S.J. 

Bakker, R. Gansevoort, H. Smit, and W. Verschuren, Tra-

jectories of metabolic risk factors and biochemical markers 

prior to the onset of type 2 diabetes: the population-based 

longitudinal Doetinchem study, Nutrition & Diabetes 7 

(2017), e270. 

[12] J.O. Pelz, A. Stojadinovic, A. Nissan, W. Hohenberger, 

and J. Esquivel, Evaluation of a peritoneal surface disease 

severity score in patients with colon cancer with peritoneal 

carcinomatosis, Journal of Surgical Oncology 99 (2009), 

9-15. 

[13] P.W. Wilson, J.B. Meigs, L. Sullivan, C.S. Fox, D.M. 

Nathan, and R.B. D’Agostino, Prediction of incident 

diabetes mellitus in middle-aged adults: the Framingham 

Offspring Study, Archives of internal medicine 167 (2007), 

1068-1074. 

[14] A.J. Landgraf and Y. Lee, Dimensionality reduction for 

binary data through the projection of natural parameters, 

arXiv preprint arXiv:1510.06112 (2015). 

[15] J.C. Ho, J. Ghosh, S.R. Steinhubl, W.F. Stewart, J.C. 

Denny, B.A. Malin, and J. Sun, Limestone: High-

throughput candidate phenotype generation via tensor 

factorization, Journal of Biomedical Informatics 52 (2014), 

199-211. 

[16] J.L. St Sauver, B.R. Grossardt, B.P. Yawn, L.J. Melton 

III, J.J. Pankratz, S.M. Brue, and W.A. Rocca, Data re-

source profile: the Rochester Epidemiology Project (REP) 

medical records-linkage system, International Journal of 

Epidemiology 41 (2012), 1614-1624. 

[17] B. Liu, W. Hsu, and Y. Ma, Integrating classification and 

association rule mining, in: Proceedings of the Fourth 

International Conference on Knowledge Discovery and 

Data Mining, 1998, pp. 24-25. 

[18] American Diabetes Association, 2. Classification and di-

agnosis of diabetes: standards of medical care in diabe-

tes—2018, Diabetes care 41 (2018), S13-S27. 

Address for correspondence 

Gyorgy J. Simon 

Institute for Health Informatics, 8-100 Phillips Wangensteen 

Building, 516 Delaware St. SE, Minneapolis, MN 55455 

Email: simo0342@umn.edu. Phone: 1 (612) 626-3364 

W. Oh et al. / Evaluating the Impact of Data Representation on EHR-Based Analytic Tasks292



Visual Analytics for Congestive Heart Failure Mortality Prediction 

Rema Padmana, Ofir Ben-Assuli b, Tsipi Heartb, Nir Shlomo c, Robert Klempfnerc 

a The H. John Heinz III College of Information Systems and Public Policy, Carnegie Mellon University, Pittsburgh, USA  
 b Faculty of Business Administration, Ono Academic College, Kiryat Ono, Israel 

c Heart Center, Sheba Medical Center, Ramat Gan, Israel 
 

Abstract 

Several indices exist to classify Congestive Heart Failure 
(CHF) patients’ propensity for early mortality; however, they 
are primarily based on limited data and are not intuitive to use 
at the point of care. We investigate a novel, data-driven, risk 
assessment and visualization approach to investigate mortality 
prediction of CHF patients using data retrieved from an 
intensively digitized hospital’s data repository. Combining 
well-known, computationally efficient, dimensionality 
reduction (DR) methods with 2-d information visualization, the 
method classifies and visualizes CHF patients into high and low 
risk groups, contextualized by the factors driving their 
classification. The DR method performed similar to logistic 
regression (LR), but visualized the classification and its  
significant factors at the population level, individual level and 
the potential impact of interventions for an individual patient. 
These are encouraging results in favor of the proposed 
visualization approach, and contributes to the current focus on 
advancing patient care via large-scale visual analytics. 
Keywords:  

risk assessment, computer graphics, heart failure 

Introduction  

The widespread adoption of Health Information Technology 
(HIT) by healthcare organizations in many parts of the world 
has generated vast repositories of detailed patient-level data as 
a result of routine care delivery [1]. Efficient and effective use 
of multi-dimensional, multi-sourced data for clinical decision 
support at the point of care is further exacerbated by the time-
constrained and stressed environments where most of health 
care is provided – in the general practitioner (GP)‘s office, 
hospitals and emergency care institutions [2]. Visually intuitive 
methods and tools that support clinicians for early identification 
of high-risk patients with Congestive Heart Failure (CHF), as 
well as patients with better adherence to treatment 
recommendations and shared decision-making, can improve 
both clinical decision-making and patient health outcomes. The 
objective of this study is to demonstrate a multi-level 
visualization of CHF patients’ disease risk classification that 
combines statistical dimensionality reduction (DR) methods 
with innovative information visualization to enhance efficient 
and effective clinical decision support at the point of care. The 
visual presentation provides a simple, intuitive tool for 
clinicians to quickly identify high-risk patients and understand 
key factors affecting their condition at a snapshot in time. 

Congestive Heart Failure (CHF) 

Based on recent data, nearly 5 million US adults are currently 
living with CHF as are more than 25 million adults worldwide 
[3]. CHF affects people of all ages, from children and young 
adults to the middle-aged and elderly. Almost 1.4 million 
individuals with CHF in the U.S are under 60 years of age. CHF 

is responsible for 11 million physician visits each year in the 
US, and more hospitalizations than all forms of cancer 
combined (https://www.emoryhealthcare.org/heart-vascular/ 
wellness/heart-failure-statistics.html). In fact, CHF is the 
leading cause of death for both men and women, and the most 
common diagnosis in hospital patients age 65 years and older. 
More than half of those who develop CHF die within 5 years of 
diagnosis, and sudden death is common in patients with CHF, 
occurring at a rate of six to nine times that of the general 
population [4,  https://www.cdc.gov/heartdisease/facts.htm].  
Several indices exist to classify CHF patients’ propensity for 
early mortality. Among the most popular are the Enhanced 
Feedback for Effective Cardiac Treatment (EFFECT) [5]; the 
Emergency department-based models of Society of Chest Pain 
Centers, and the Ottawa Heart Failure Risk Scale [6]. 
Current prediction tools are largely based on limited data, rather 
than on patient-level big data derived from various data sources 
[7, 8]. Furthermore, most prior studies either used explanatory 
rather than predictive statistics, or utilized traditional, albeit 
sometimes complex, statistical models [9, 10]. 

Visual Analytics (VA) 

Data or information visualization refers to graphical 
presentation of complex computerized results in formats that 
enable rapid comprehension of complex situations by the 
viewers, but does not necessarily involve analysis tasks or 
interactivity [11]. In contrast, VA requires collaborative 
interaction between the user and the computer. It is defined as 
the science of analytical reasoning facilitated by interactive 
visual interfaces [12]. VA combines automated analysis 
techniques with interactive visualizations for an effective 
understanding, reasoning and decision-making on the basis of 
very large and complex data sets. Using VA, the results are 
presented via visual interactive platforms for decision makers 
to explore and gain insights and new knowledge. The approach 
is to marry the big data processing capabilities of analytics with 
the human intuitive capabilities of interactive visualization.  

Benefits of using visualization tools 

Innovative algorithms and tools that combine statistical 
machine learning and optimization with information 
visualization and electronic health data may reduce clinicians’ 
information processing load and improve their ability to assess 
risk of disease onset and related complications at the point of 
care [2, 13]. Information visualization utilizes the high 
bandwidth processing capabilities of the human visual system 
to more efficiently perform interactive data exploration and 
glean important insights [14, 15]. A critical element in 
visualization is the incorporation of an expert user, such as the 
clinician decision-maker, in the interpretation of the data. This 
may make visualization methods particularly useful for 
cardiology care where clinicians desire flexibility for 
customizing assessments to the needs of their unique patient 
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populations. To the best of our knowledge, this is the first study 
on computationally driven visualization techniques for 
improving CHF risk assessment. 
We applied the visual analytics method to two subsets of the 
uniquely comprehensive cardiology dataset from a major 
academic medical center in Israel. We compare the risk 
visualization approach with Logistic Regression (LR) results to 
highlight the unique value of visual analytics in clinical 
decision making for complex health conditions. 

Methods  

Study setting and data 

The Sheba Medical Center is the largest Israeli hospital, located 
in the center of the country. It is a leading public academic 
medical center, annually handling over a 1.5 million patient 
visits and ~200K emergency visits, and conducts more than two 
million medical tests of all types. Sheba is an extensively 
computerized hospital, where an integrated EMR system is 
used in the ED and all inpatient departments, fully replacing 
paper-based medical records. In recent years, Sheba has 
established a research-focused data warehouse which collects 
data describing imaging results, manual monitored parameters 
keyed into the clinical information system in the intensive care 
unit (patient temperature, blood pressure, pulse, blood oxygen 
saturation, weight, height, etc.), medical devices data (ECG, 
Echocardiography examinations, Cardiac Catheterization, 
Nuclear Imaging), the National Population Registry, the 
National Cancer Registry and the Sheba Executive Survey data.  
Each patient admitted to the hospital, via the ED or otherwise, 
who is diagnosed with a cardiovascular condition as a primary 
diagnosis, has data uploaded to the data warehouse. All patient 
information is then retrieved from the other systems using the 
unique patient ID as it appears in the Israeli Population 
Registry. This unique identifier allows accurate location of 
patient data. The records have the potential to contain above 
thousand features for each patient, albeit sparsely populated. 
Such a health data repository is both rich and unique for large-
scale data analysis, but there are many data challenges. While 
return of investment of such data integration projects is 
uncertain [16], one of the use cases proposed for health data is 
to improve clinicians’ decisions at the point of care.  
In this preliminary study, we use a subset of the uniquely 
comprehensive Sheba data warehouse for our analysis, which 
provides many relevant variables affecting readmissions and 
mortality and covers all possible patients treated at Sheba over 
the recent five years. Consequently, this represents the whole 
population of interest instead of a limited, skewed sample. 

Data sample  

We employed k-means cluster analysis on a dataset of 7,168 
patients hospitalized at the Sheba Medical Center for heart 
disease between 2010 and 2017. For the demonstration of the 
visual analytics approach, we selected two specific clusters: 
younger (N= 204, average age 63 (±15.5)) and older patients 
(N=367, average age 79.12 (±10.57). Table 1 shows the 
descriptive statistics of the younger cohort. The other cohort is 
omitted due to page limit constraints.  

Logistic regression to predict patients’ propensity for early 
mortality 

Among the many analytical methods currently available, we 
chose logistic regression (LR) as a baseline method to compare 
with the visual analytics approach. LR is a widely used and 
accepted statistical method in clinical medicine [17]. 

Visual analytics approach 

We apply prior work on dimensionality reduction and 
information visualization for disease risk assessment [2, 13] to 
CHF data. Specifically, the visual analytics approach 
incorporates Principal Component Analysis (PCA) and Fisher’s 
Linear Discriminant Analysis (LDA) to develop informative 
two-dimensional (2-D) projections of multi-dimensional 
patient data and classify them for CHF-related risk assessment 
[2, 13]. Included in this step are the identification of appropriate 
data normalization procedures for the dimensionality reduction 
methods and the disparate measurement of the data attributes. 
A set of feasible methods for pre-processing and projecting 
high-dimensional patient data to 2-D plots are incorporated into 
the framework so that multiple visual enhancements that may 
augment a user’s analysis can be obtained. Prior results show 
that the framework may generate models which visually 
classify a large patient population with accuracy comparable to 
that produced by common statistical methods [2, 13].  
Starting with a d-dimensional space (the d features of interest 
in the current study), PCA uses an eigenvalue decomposition to 
find d orthogonal linear combinations that explain the most 
variance in the data [18]. The principal components are ordered 
based on the amount of variance explained.  LDA, on the other 
hand, is explicitly concerned with classification and takes into 
account data labels [19]. In a dataset labeled with k 
classification levels, LDA finds a k-1 dimensional projection of 
the d-dimensional data that maximizes the ratio of between-
class variance to within-class variance. LDA was chosen 
because it stratifies patients into risk groups. PCA ensures that 
patient observations are maximally scattered in the reduced 
space. The data are projected into 2-D space as scatter plots 
using the optimal linear combinations found by PCA and LDA, 
with LDA finding a decision boundary for classifying patients 
into high and low risk categories. Contextualization of the 
scatter plot is critical for ease of use and interpretability, and is 
provided by anchoring the risk factors around the scatter plot, 
effectively circumscribing them in a circle. Each anchor’s 
direction of attraction (θi) is defined using the ratio of that 
feature’s weights on the vertical and horizontal components of 
the two-dimensional space:   
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where di1 is the weight of feature i on the vertical axis 
component, and di2 is the weight of feature i on the horizontal 
axis component. Finally, the significance of each anchor can be 
represented by the size of the anchor (Si), computed, for 
simplicity, as proportional to either di1 or di2. Further details of 
the method and its evaluation with diabetes data are reported in 
[2, 13]. 
These methods have been implemented in an RShiny-based 
platform (https://shiny.rstudio.com/) that allows loading, 
viewing, descriptive analyses, predictive analyses and visual 
analytics of any dataset. We employ these methods and tools to 
a subset of the Sheba data sample with a set of selected features 
to investigate the population distribution between low- and 
high-risk patients, and examine factors emerging as most 
critical for high-risk patients. The risk prediction results from 
this phase are compared against the results from LR to generate 
additional insights, particularly to identify patients who are 
noted to be at the boundary of high and low risk levels by the 
two approaches.  
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Results 

The two data subsets represent older group (OG) and younger 
group (YG) of CHF patients, on average, that are randomly 
retrieved from the large dataset. In the future, we intend to use 
the complete dataset, possibly even over a longer duration, and 
include additional data on demographics, diagnoses and current 
and past health indicators, medications, and lab and imaging 
results.  

Descriptive statistics 

The mean and proportion of indicators that differed 
significantly between the younger group (YG- alive and 
deceased) are highlighted in Table 1 (The older group (OG) is 
also discussed but the table is not included due to page limits). 
As evident in Table 1, among factors affecting significantly 

likelihood of mortality are age (older more likely), prior CHF, 
dyslipidemia, hypertension and diabetes mellitus. Among lab 
tests, patients with lower level of hemoglobin in the first test 
(indication of anemia), and lower GFR MDRD (measure of 
renal function) were more likely to die. Additional factors were 
lower systolic and diastolic blood pressure among patients who 
died. Among the older patients (not shown as a table), age was 
a significant factor (older more likely to die), lower GFR 
MDRD and lower systolic and diastolic blood pressure. For this 
cohort, however, two unique factors affected the likelihood of 
older patients’ mortality: higher sodium level in the blood and 
lower level of hematocrit. Interestingly, factors significantly 
affecting the likelihood of mortality in younger patients were 
derived from medical history and risk factors, whereas for older 
patients they were derived mainly from lab tests and physical 
examination. 

 

Table 2: Comparing DR and LR on statistically significant factors driving risk 

DR LR 
Mortality Younger      Mortality Older Mortality Younger               Mortality Older 
Pre-MI Any-RE-CHF DM HCT 
Pre-CVA First-HGB GFR MDRD (lower) GFR MDRD (lower) 
Pre-COPD SPAP, Sodium level Sodium level Sodium level 
First HGB DBP, Glucose SBP (lower) SBP (lower) 
HCT Any-ARBs   
Any-ACE HOS-Duration   
Pre-A.Fib Pre-AFib   

Table 1: Data description of the younger population 

Indicator and Description Total Alive (0) Deceased (1) P value 
N:Total admissions included 204 160 44  
Patient age (mean ± sd) 63 (15.6) 61 (15.5) 70 (13.4) <0.001 
Male (%) 144 (71) 114 (71) 30 (68) 0.835 
Ejection fraction (mean ± sd) 38.08 (17) 37.38 (17) 40.66 (16) 0.266 
Past Percutaneous Coronary Infusion (%) 48 (23) 36 (22) 12 (27) 0.645 
Past Myocardial Infarction (%) 55 (27) 44 (27) 11 (25) 0.889 
Congestive Heart Failure (%) 117 (57.4) 90 (56.2) 27 (61.4) 0.663 
Past Stroke (%) 15 (7.4) 13 (8.1) 2 (4.5) 0.632 
Peripheral arterial disease (%) 7 (3.4) 5 (3.1) 2 (4.5) 1.000 
Dyslipidemia (%) 82 (40.2) 58 (36.2) 24 (54.5) 0.044 
Hypertension (%) 101 (49.5) 73 (45.6) 28 (63.6) 0.052 
Diabetes Mellitus (%) 64 (31.4) 43 (26.9) 21 (47.7) 0.014 
Chronic Obstructive Pulmonary Disease (%) 10 (4.9) 6 (3.8) 4 (9.1) 0.290 
FIRST Hemoglobin (mean ± sd) 12.49 (1.91) 12.76 (1.81) 11.52 (1.96) <0.001 
Left Ventricular Function (%) 133 (65.2) 107 (66.9) 26 (59.1) 0.435 
SPAP (mean ± sd) 47.33 (13.00) 47.09 (13.46) 48.23 (11.25) 0.606 
Glomerular Filtration Rate MDRD (mean ± sd) 60.39 (30.35) 67.40 (29.10) 34.91 (19.24) <0.001 
SODIUM (mean ± sd) 138.01 (4.23) 137.91 (3.59) 138.39 (6.05) 0.506 
Hematocrit (mean ± sd) 37.04 (6.33) 37.20 (5.65) 36.43 (8.39) 0.478 
ACE/ARBs (%) 176 (86.3) 141 (88.1) 35 (79.5) 0.223 
Chronic Aldactone (%) 127 (62.3) 105 (65.6) 22 (50.0) 0.086 
Length of Stay (mean ± sd) 8.60 (7.11) 8.27 (6.72) 9.81 (8.36) 0.206 
Atrial Fibrillation (%) 52 (25.5) 37 (23.1) 15 (34.1) 0.200 
Systolic Blood Pressure (mean ± sd) 120.27 (24.00) 124.82 (21.44) 103.73 (25.74) <0.001 
Diastolic Blood Pressure (mean ± sd) 67.82 (14.21) 70.86 (11.86) 56.80 (16.56) <0.001 
First Glucose (mean ± sd) 123.00 (54.19) 120.15 (52.06) 133.36 (60.83) 0.153 
First SGOT (mean ± sd) 37.78 (45.01) 39.48 (49.53) 31.61 (21.03) 0.306 
First INR (mean ± sd) 1.45 (0.81) 1.42 (0.80) 1.54 (0.81) 0.385 
Echo Fractional Shortening (mean ± sd) 26.05 (12.33) 25.28 (12.22) 28.85 (12.49) 0.089 
Body Mass Index (mean ± sd) 27.73 (4.51) 27.73 (4.65) 27.70 (3.98) 0.966 
Echo LV Mass Index (mean ± sd) 117.14 (29.05) 118.21 (29.72) 113.24 (26.38) 0.316 
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Table 3: Comparison across Dimensionality Reduction (DR) vs. Logistic Regression (LR) 

Mortality: Young vs. Old Patients - Comparison across methods  
 Young Old 
Performance measures DR LR DR LR 
Accuracy 0.853 0.863 0.668 0.807 
Recall 0.864 0.795 0.867 0.722 
Precision 0.613 0.648 0.415 0.586 
F1 Score 0.717 0.714 0.561 0.647 
Confusion matrix 
Actual / Predicted DR LR DR LR 
Died / High risk patients (TP) 20  35 78 65 
Died / Low risk patients (FN) 0  9 12 25 
Not died / High risk patients (FP) 60  19 110 46 
Not died / Low risk patients (TN) 124  141 167 231 

 

 

 
 

 

Figure 1: Population-level mortality risk prediction for younger (top) and older (bottom) patient clusters

Dimensionality reduction and population risk visualization  

Figure 1 displays the population-level mortality risk prediction 
for younger and older patients, respectively, using the statistical 
dimensionality reduction approach described above. It is 
interesting to note that the distribution of mortality risk in the 
respective patient cohorts (indicated by red points for high risk 
and green for low risk patients), the factors driving risk in each 
group (indicated by the blue circles at the top of the displays 
and listed in Table 2) and protective factors (indicated by the 
blue circles at the bottom of the displays – compliance with 
medications) are distinct and different for each subset. These 
visualizations provide new insights about customized, cohort-
driven population risk management. Individual patient-level 
and intervention-level analysis can be performed analogously, 
as described in [2, 13].  
The DR technique classified almost 70% of the younger group 
to have low-risk of mortality, while 30% were classified as 
high-risk (Figure 1, top). In this cohort, there are seven factors 
in the high risk region (top of the graph) that are driving risk for 

this population while eight factors at the bottom of the graph 
are protective. 

Comparison of DR and LR 

Table 2 shows factors that have been determined to be 
statistically significant in driving the classification as high or 
low risk. It is interesting to note that that DR identifies a 
different set of factors for the younger vs. the older populations 
whereas the factors are quite similar in the LR solution. DR also 
identifies a larger group of modifiable factors that clinicians can 
intervene on compared to LR. These findings need to be 
evaluated with larger data sets and validated extensively with 
practicing clinicians and the clinical literature. 
We compared the two methods using three measures (Table 3): 
Accuracy (TP + TN divided by the number of participants), 
Recall (TP divided by TP + FN) and Precision (TP divided by 
TP + FP). DR outperformed LR on the Recall measure for both 
cohorts, an important indicator for mortality. 
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Discussion  

The DR analysis provides a visual classification of the patient 
cohort into low- and high-risk regions. Factors affecting the 
specific classification can be derived and visualized as anchors 
around the scatter plot (circles), as can the magnitude of the 
effect of individual anchors (size of the circle). It is important 
to demonstrate the validity of this classification method in the 
context of multiple disease conditions. This has been done by 
comparing the visual analytic results to those of logistic 
regression, a common classification method. As presented in 
Tables 1, 2 and 3, DR outperformed LR in discriminating high 
risk patients (TP), while LR performed better in identifying low 
risk patients (TN). Although results of other comparison 
measures (accuracy, precision) were inconclusive, the capacity 
of DR to more precisely identify high-risk patients, without 
likewise increasing the falsely identified patients (especially 
FN) is encouraging (Table 3). Minimizing the FN is the major 
criterion in actual practice. Moreover, DR identified a higher 
number of significant factors affecting high-risk patients 
specifically for older, readmitted patients (Table 2). 
While expert physicians are generally able to classify regular 
patients to low- or high-risk categories, patients with multiple 
comorbidities often are more difficult to classify correctly. We 
found that the DR tool was able to classify patients as either 
low- or high-risk, thus aiding the clinician to refine their 
assessment. Both options are important: classifying low-risk 
patients as high-risk is costly and causes unnecessary worry and 
inconvenience for the patients, and classifying high-risk 
patients as low-risk may be dangerously life threatening. This 
approach offers a unique opportunity to deliver cognitively-
guided capabilities that have the potential to move statistical 
risk models closer to the frontlines of clinical practice using 
visualization techniques, and facilitate the goal of meeting 
clinician and patient information needs to improve care quality 
and health outcomes. The demonstrated visualization 
techniques may benefit multiple stakeholders, including 
patients, clinical practitioners, researchers and policy-makers, 
with generalizability to many risk assessments in clinical 
practice. 

Conclusions  

We have demonstrated the promise of an innovative statistical 
model-based approach to create a visualization tool 
(dimensionality reduction and 2-D visualization). The 
advantages are evident in the lower number of FNs and 
identification of modifiable significant factors that differ 
between younger and older populations. In terms of model 
characteristics, such as accuracy and recall, results are not 
conclusive. Additional analyses with larger patient cohorts 
need to be carried out. 
Future research includes many avenues such as extending the 
methodology to allow time-varying risk factors, optimizing 
feature selection and decision boundary alignment and 
evaluation against several other statistical and machine learning 
methods. 
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Abstract 

Research data generated in large projects raise challenges 
about not only data analytics but also data quality 
assessments and data governance. The provenance of a data 
set – that is the history of data sets – holds information 
relevant to technicians and non-technicians and is able to 
answer questions regarding data quality, transparency, and 
more. We propose an implementation roadmap to extract, 
store, and utilize provenance records in order to make 
provenance available to data analysts, research subjects, 
privacy officers, and machines (machine readability). Each 
aspect is tackled separately, resulting in the implementation of 
a provenance toolbox. We aim to do so within the context of 
HiGHmed, a research consortium established within the 
medical informatics initiative in Germany. In this testbed of 
federated IT-infrastructures, the toolbox shall assist each 
stakeholder in answering domain-specific and domain-
agnostic questions regarding the provenance of data sets. This 
way, we will improve data re-use, transparency, and 
reproducibility. 
Keywords: 
Data Accuracy, Metadata, Research, Reproducibility of 
Results 

Introduction 

In addition to the variety of hospital information systems, 
university hospitals and academic medical centers operate 
specialized systems, each one serving specific use cases in a 
best-of-breed manner to support research [1]. Furthermore, a 
hospital runs multiple software systems in order to serve 
medical care, generating vast amounts of heterogeneous data. 
Using information that is contained in healthcare and research 
systems requires cleansing, harmonizing, and integrating the 
data sets – typically referred to as extract, transform, and load 
(ETL) processes. Finally, an integrated data pool can be 
generated for further analysis. As the numbers of data sets and 
systems grow, for example by federating systems from 
multiple sites, the complexity of performing ETL related tasks 
grows as well. This makes the assessment of data quality a 
tedious task. Moreover, data reuse is oftentimes difficult and 
then neglected, which results in recaptured and regenerated 
data sets per research project [2]. Thus, creating reusable data 
sets represents an important focus in current research [3]. The 
FAIR principles require data sets to be findable, accessible, 
interoperable, and reproducible in order to ensure high-quality 
data sharing and enable data reuse [4] both for humans and 
machines. Fine-grained documentation of processes, 
transformations, and influences on an object – also known as 

provenance – from data sources, data integration pipelines, 
and data repositories can be exploited to enable data reuse and 
improve data quality [5,6]. Provenance is used to enhance 
reproducibility, transparency, presentation, meta-analysis, and 
machine-readability [7]. 
Capturing, storing, and utilizing provenance have shown to 
provide valuable insights within biomedical research projects 
[8] – technical experts inspect provenance in order to assess 
data quality and gain insight into data processing across 
multiple sites. We aim to implement a generalized toolbox 
focused on provenance using our experience, providing 
instruments to capture, store, and utilize provenance for 
technicians and non-technicians alike. More discipline-
specific experience on how to handle provenance in federated 
research projects is available from the geographic information 
systems (GIS) [9], bio-informatics [10] or the physics domain 
communities [11]. 
We will implement and test the provenance toolbox in the 
context of the HiGHmed platform, which aims to implement a 
federated platform of medical data sets in order to improve 
healthcare and medical research at multiple institutions [12]. 
Conforming to the HiGHmed principles, the toolbox needs to 
be scalable, compliant to local data safety and privacy 
regulations, sustainable, federated, and focused on improving 
patient healthcare. This toolbox should be applicable by 
different stakeholders in medical research projects. 
We propose this implementation roadmap towards a 
provenance system architecture describing how we intend to 
develop solutions to capture provenance appropriately, store 
provenance securely embedded into a heterogeneous IT-
infrastructure, and implement the means to utilize provenance 
for each relevant stakeholder in medical research. 

Methods 

A thorough literature review was conducted as a basis for our 
work [13]. Additionally, surveys of Moreau [14], Herschel et 
al. [15] as well as Pérez et al. [16] were considered. These 
works present background knowledge regarding provenance 
research as well as several solutions that implement 
provenance. 
We will use the provenance definition by the W3C PROV-
DM specification: “provenance is defined as a record that 
describes the people, institutions, entities, and activities 
involved in producing, influencing, or delivering a piece of 
data or a thing.” [6] Provenance is captured in several 
granularities, ranging from provenance meta-data to data 
provenance as depicted in Figure 1 [15]. Provenance meta-
data refers to a generic, hardly utilizable type of provenance, 
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e.g. a free-text description of a method in a research paper. 
Workflow and information system provenance refer to more 
specific types of machine-usable data, for example, a 
definition and execution of a workflow defined in a workflow 
management system. Distinguishing between these two types 
of provenance is not always possible. Data provenance refers 
to the most specific type of provenance, which is usually 
tailored to the precise context the data describes. Dublin Core, 
for example, describes several elements of the provenance of 
digital resources [17]. 

Figure 1 – Provenance Types Hierarchically Ordered by the 
Provenance Model and the Level of Instrumentation [15] 

Capturing provenance manually is considered ineffective [18]. 
Workflow management systems enable capturing data based 
on predefined workflows, resulting in workflow-based 
provenance containing domain-specific insights on processing 
steps. Process-based (or activity-based) methods require a 
system or application itself to collect relevant provenance 
data. Operating-system-based (OS-based) methods allow to 
capture provenance based on OS functions, like file reads 
[13]. Similarly, captured provenance based on service-oriented 
architectures results in service-based provenance. Finally, 
provenance capturing in the context of relational database 
systems is considered as a specialized approach to collect 
provenance [16]. 
Tracing provenance is performed by two approaches: lazy and 
eager [16]. Lazy describes collecting provenance after the data 
processing took place, for example by scraping logs or reverse 
engineering database queries. The eager approach aims to 
collect provenance data during data processing (or 
immediately after), for example by wrapping data processing 
applications. 
PROV-DM is a data model for provenance on the web, 
defined by the W3C in an effort to summarize and consolidate 
existing provenance models [6]. It models provenance as an 
acyclic directed graph, consisting of nodes and edges which 
represent provenance. Entities, Activities, and Agents 
represent objects, processes, and influences respectively.  

Figure 2 – W3C PROV-DM Depicted as an Acyclic Directed 
Graph, Showing the Three Starting Point Classes Entity, 

Activity, Agent in Yellow, Blue, Orange Respectively, 
Connected by the Relations Defined by PROV [21] and Two 

Activity-specific Properties are Visualized in Grey 

These three nodes are connected by different relations as 
depicted in a general overview in Figure 2. PROV-DM is 
highly extensible, allowing to tailor general concepts to more 
specific constructs. The W3C also provides different 
serializations for PROV like XML [19] as well as general 
guidelines on how to use PROV-DM data, like access and 
query mechanisms [20]. 

Results 

Using provenance from heterogeneous medical research 
information systems requires considering three aspects: 
extraction, storage, and utilization. Extraction (or capturing) of 
provenance is the documentation of data processing steps. 
Storage of provenance involves a data store, a data format and 
the means to query the stored provenance data. Finally, 
utilization generates knowledge from stored provenance data, 
enabling possible uses from provenance like meta-analysis or 
reproducibility of computing steps. 

Extraction of provenance 

As a first step, coordination-points – central computing 
systems which process high loads of data – will be tackled in 
order to extract provenance [22]. PROV@TOS has been 
implemented to capture provenance from data integration jobs 
based on Talend Open Studio for Data Integration [23]. In 
combination with version control systems, full-featured 
provenance documents for data integration pipelines will be 
extracted [24]. As a part of HiGHmed, the Medical Data 
Integration Center at the University Medical Center in 
Göttingen (UMG MeDIC) will use an IHE compliant 
infrastructure that will use Audit Record Repositories defined 
by IHE ATNA [25]. These will serve as sources to extract 
provenance besides data integration pipelines. Upon enabling 
provenance-awareness for those two coordination-points, 
existing IT-systems are tackled. In addition to wrapping, log-
scraping or creating provenance templates [26], a concept to 
categorize different provenance sources regarding the quality 
of produced provenance data will be defined and used to 
prioritize the implementation of capturing techniques per 
system. Although the impact of different capturing techniques 
on provenance quality has been investigated [18], we intend to 
tailor a comparison to the medical domain in order to 
prioritize the implementation of per system provenance 
capturing mechanisms. 

Solution to store provenance 

Storing, accessing and querying provenance are made possible 
at a centralized provenance store [27] utilizing the 
standardized W3C PROV data model [6]. A neo4j NoSQL 
database (https://neo4j.com/) with an appropriate W3C PROV 
connector (https://github.com/DLR-SC/provneo4j) will serve 
as the provenance store. It will be a part of an IHE-compliant 
IT-infrastructure, hard linking provenance records to the 
actual data they represent [28]. User access rights are defined 
via the IHE Consent Profiles (BPPC/APPC) where applicable. 
The definition of appropriate access rights needs to consider 
data privacy (i.e. General Data Protection Regulation (EU) 
2016/679 (GDPR)). Concepts analogous to the “Cross-
Community” profiles defined by IHE will be created and 
implemented. As a basis, the PROV-AQ [20] mechanisms can 
be used and extended to fit the needs within a medical context. 
Furthermore, FHIR Resources for PROV 
(http://hl7.org/fhir/provenance.html) are available for usage, 
enabling captured provenance to be used across a whole data 
sharing community. 
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HiGHmed’s architectural framework relies on the openEHR 
standard for semantic modeling of clinical information [12]. 
This standard provides the Feeder Audit 
(https://www.openehr.org/releases/RM/latest/docs/common/co
mmon.html#_feeder_system_audit) which enables linking or 
directly storing provenance information on different 
granularity levels even for single data entries where desired. 

Visualization and exploration of provenance 

On a per stakeholder basis, tools to access provenance records 
are – if no ready-to-use solutions are available – developed 
and evaluated, each serving the specialized needs of a 
stakeholder regarding provenance questions. As a starting 
point, three stakeholders are taken into account: domain 
experts (medical informaticians) that perform data analytics, 
data privacy officers that need to assess regulatory questions 
and laymen (patients) that seek informational value from 
provenance records. As intended, use case and domain 
specific knowledge varies greatly among these three 
stakeholders, therefore stakeholder-specific access and 
interaction interfaces to provenance must be designed. A 
stakeholder analysis needs to be performed prior to 
implementing the tools followed by validation of the 
implemented tools against the requirements previously 
gathered [29]. The PrIMe methodology can serve as a starting 
point for this task [30]. Tools visualizing such metadata to 
researchers preparing data analysis can benefit from the 
availability of standardized provenance information. In order 
to assist in tasks like data analysis effectively, the planned 
tools should be embedded into other applications (for 
example, tranSMART (http://transmartfoundation.org/) for 
data analysis). As other research fields have already 
implemented solutions for their respective fields (for example, 
DataONE [9]), an analysis of those implementations will be 
performed. Additionally, gaining insight from provenance 
records is not limited to visualizations, as network analytics 
are currently evaluated within the provenance research 
community [31]. To contribute to this research, the metrics 
that are defined by the authors can be put to use within 
controlling and monitoring systems. 

Discussion 

Solutions to capture, store, and use provenance data are 
scarce. DataONE [9] implements provenance capturing, 
storing, and usage to recall processing steps related to the data 
objects that are stored in DataONE, enabling reproducibility. 
Similarly, platforms like Galaxy [10] or CRISTAL [11] aim to 
make processing workflows reproducible and recallable. In the 
Software Evolution domain, the means to utilize provenance 
data within source code versioning solutions for domain 
specific needs exist, e.g. defect prediction [32] or simulation 
of software evolution processes [33]. Our aim will be to learn 
from these solutions and create the possibility to use 
provenance to answer domain-specific questions regarding 
reproducibility of results, assessing data quality, presentation 
of results, and meta-analysis of all processes within the 
context of medical research as Curcin et al. suggest [8]. 

Extraction of provenance 

Several software solutions to capture provenance are 
available, most of them based on workflow management 
systems [16]. This makes it difficult to tailor them to the needs 
within the HiGHmed MeDICs. Moreover, the client-server 
architecture defined by the IHE profiles [25] makes the use of 
OS-based provenance capture mechanisms less viable. The 
majority of data sources are only available by proprietary 

software, urging us to choose an approach similar to PLUS 
[22]: we will focus on provenance from coordination-points 
first and tackle single systems second, employing PrIMe [24] 
to wrap or extend systems. Data privacy needs to be 
considered when extracting provenance from medical data sets 
due to GDPR. Where applicable, fine-grained domain-specific 
provenance data will be extracted from source systems in 
order to represent the whole data capturing process within the 
provenance store [11]. 
Audit logs compliant to the Good Clinical Practice (GCP) 
showed to yield valuable information regarding provenance 
[5]. Hence, the audit logs captured based on the ATNA IHE-
profile specification may yield comparable data from a 
coordination-point. Source systems that forward audit logs 
compliant with ATNA could also be addressed this way. 
Further investigation is needed to validate this assumption, 
being an integral part of establishing provenance-aware 
medical research IT-infrastructures. 

Solutions to store provenance 

As W3C PROV-DM is modeled as an acyclic directed graph 
[6], the neo4j graph database is a primary candidate to store 
PROV data in contrast to commonly used relational database 
storage systems [8]. Neo4j provides a reliable and scalable 
solution to store and query graph data [34] and is also used by 
established provenance recording systems [22,35]. 
Data privacy within provenance is oftentimes regarded as the 
need to ensure access rights to provenance data [8,14]. Albeit 
an important consideration, restricting access to provenance is 
insufficient to meet both, data privacy regulations and 
interests of data analysts. Chapman et al. introduce the use of 
surrogates to mask sensitive data to unprivileged users [22]. 
This enables the use of sensitive data without violating 
privacy rights. Under the umbrella term “secure (data) 
provenance”, Torra et al. summarize four requirements [36]: 
distribution of provenance, integrity of provenance, 
availability of provenance and privacy and confidentiality of 
provenance. Tailoring these requirements to the medical 
research domain will be an important part of future research 
and the implementation in the UMG MeDIC and other Data 
Integration Centers. 
Provenance data is considered essential within big data 
applications [37]. Although medical research IT-
infrastructures are not necessarily big data applications [1], 
some characteristics (variety, veracity and, to some degree, 
volume of data) remain important in data integration in 
translational research. Within the GIS community, distributing 
data with its provenance is common practice [38]. Hence, 
federating provenance across multiple sites in ways similar to 
the federation of medical data sets is an important focus which 
needs to be addressed when implementing data federation 
infrastructures. FHIR, as a standard for medical data 
exchange, incorporates W3C PROV and provides a starting 
point to focus on provenance federation. 

Visualization and exploration of provenance 

Utilizing provenance usually comes in two steps: visualization 
and analysis. Several solutions to visualize provenance exist, 
primarily an acyclic directed graph defined by PROV-DM [6]. 
Prov-O-Viz by Hoekstra and Groth is another graph-based 
visualization that focuses on the data flow within activities 
and entities [39]. Schreiber and Struminski present a solution 
to make provenance understandable for laymen using a 
representation with comics [40]. The latter solution will serve 
as a starting point to implement provenance visualization 
solutions for all stakeholders. In combination with the data 
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itself, provenance is able to assist visualization of medical 
records in a similar approach to EVLIN [41]. 
Due to the nature of PROV-DM, analysis of provenance – that 
is, computations utilizing provenance without visualizing it – 
are closely related to network analysis techniques. Huynh et 
al. tailored several metrics established within network analysis 
to provenance data, demonstrating the usefulness of such 
techniques [31]. The usage of provenance templates may add 
insight in combination with network analysis [26]. 
Provenance insight serves different purposes [7]. Tackling all 
purposes in a single application would result in a highly 
complex tool that requires not only a deep understanding of 
provenance itself but also of the data it describes. To 
circumvent this challenge, insights from research regarding 
data quality of medical data sets can be exploited. Kahn et al. 
recommend utilizing provenance to improve data quality and 
data reuse of observational and administrative data [42]. Also, 
the term “fitness for purpose” was coined to describe that 
every use case requires a specialized view on data sets to gain 
optimal performance [43]. Following this paradigm, we aim to 
make provenance usable for each stakeholder by selecting 
relevant provenance data sets and by using a specialized 
applications, tailored to a small set of provenance questions.  
As an example, the GCP-compliant data capture software 
secuTrial (https://www.secutrial.com) implements a function 
to review audit trails within the application itself, bringing 
provenance directly into the context of the data itself. 

Conclusions 

The means to extract, store, and utilize provenance have been 
tackled individually by several tools within the provenance 
community. Solutions that grant all of these features are scarce 
but show great potential to improve reproducibility, recall, 
insight, presentation, and enable meta-analysis of processing 
steps within heterogeneous IT-infrastructures. We aim to learn 
from successful implementations in other disciplines (GIS [9], 
bio-informatics [10] and software evolution [32,33]), and 
harness this knowledge to jump start provenance applications 
in medical research implemented in a provenance toolbox that 
pools all features related to extraction, storage, and utilization 
of provenance. This will improve reproducibility, re-use, 
interoperability, and overall quality in medical research [8,44]. 
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Abstract 

In Australia, general practice (GP) acts as the gatekeeper to 
the rest of the healthcare system, and therefore the vast 
majority of the population have an electronic medical record. 
It follows that the largest database of the population is 
therefore on the distributed GP computers. Informed by a 
comprehensive system-wide data strategy, the Population Level 
Analysis and Reporting program extracts data from the GP 
electronic medical records and repurposes it for multiple uses. 
The program requires the data to be coded and then structured 
for multiple uses clinical care, clinical governance, research, 
and policy.    
Keywords:  

Primary Health Care, Electronic Health Records, Medical 
Record Linkage.  

Introduction 

With 85% of the population seeing a general pratice (GP) at 
least once a year [2], GP currently contains the most 
comprehensive database of health data in Australia. Hospital 
systems contain largely episodic data, and national projects 
contain limited project-specific data. For instance, the national 
schemes Medicare (the national health insurance scheme) and 
Pharmaceutical Benefits Schedules (subsidised medicines), 
contain only data collected for administrative purposes. Some 
organisations rely on registries – purpose-built data collections 
around specific diseases – and often based on hospital settings. 
Others use small, practice-based research networks.  
The described project occurs in the context of a worldwide 
move to use the data from electronic medical records for 
research [4; 5], although significant barriers apply, including 
data extraction [9], and data quality. 
Australia has meso-level organisations designed to assist 
general practice to deliver population-based care. Formerly 
called GP networks [15], these Primary Health Networks 
(PHNs) fulfil a critical role as the chosen delivery platform for 
elements of key health reforms and initiatives and are now 
embedded in the primary health care landscape as drivers of 
quality, efficiency, coordination and improved access to health 
services. PHNs have adopted a comprehensive program to 
supply their general practices with a multi-faceted approach to 
help them provide patient centred care, improve their data 
quality, and take a population-based approach to analytics, 
based on common principles.   
The Population Level Analysis and Reporting (POLAR) 
program and its research arm, POLAR Data Space, represent an 
attempt to bridge the power of the former with the needs of the 

latter, by creating a useful environment to understand the health 
needs of the population using Australian GP derived data. 
POLAR is a platform designed primarily to improve quality of 
care for the Australian population. It does so at several levels – 
acknowledging a data hierarchy [14]  designed to take the use 
of health data beyond the term ‘secondary use of data’ – to a 
position where all uses of data are important. Just because a 
piece of information is recorded for the care of a patient, does 
not mean uses of it beyond that are ‘secondary’. Indeed, the 
most significant impact of the data could be from the use of data 
beyond the individual clinical record. 
The program is informed by the principles of an ‘organisational 
wide data quality management program’  [8] which expands the 
data hierarchy to be:  

� Identification of the patient 
� Clinical care 
� Coordinate and integrate services (clinical 

governance) 
� Care of populations 
� Research, evaluation, and monitoring of safety and 

quality 
� Policy and strategy 
� Administration and logistics 

The objective of the POLAR program is to construct a data 
quality platform that allows data to be ‘fit for purpose’ across 
all of these possible uses.  
Lacking often in consideration of a data strategy is a theoretical 
basis of the interaction of data with the business of health. 
While society has been extensively altered by the arrival of the 
Internet and the digitization of society – creating the term 
‘Digital Revolution’ to mirror the ‘Industrial Revolution’ – its 
effects have been delayed in health, in part because health 
remains heavily reliant on human-to-human interactions.  
Relatively under-theorised, the patient-doctor relationship has 
been characterised using grounded theory [1], and complexity 
theory [10]. More recently, the patient-doctor-computer 
relationship has been described using the frameworks of both 
dramaturgy [20] and the work of Habermas [11]. These 
frameworks were created at a time when the potential of data to 
alter the interaction was not fully appreciated. Early work 
focused on the role of the computer as an agent, whereas 
increasingly the computer is a conduit for data to influence care.  
The focus now needs to be on data as the active agent. Data 
from multiple sources now influences the patient in their 
healthcare interactions.  In developing this integrated strategy, 
we looked to extend the use of Habermas.  
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Habermas framed the world according to the actions of the 
lifeworld and the system [6; 7]. Lifeworld represents the 
individual and cumulative actions of individuals – through what 
is known as communicative action. As the actions of 
individuals, communicative action represents their expression 
as aspects of personality, culture and even society. Importantly 
in our context, it is the result of communication that creates this.  
By contrast, system, and the concomitant strategic action 
represents the actions of the created society on the individual. 
This creates for us a tension when considering a framework to 
examine data – for data is generated by the micro-interactions 
that represent communicative action, yet is also utilised by the 
system, and represents a means by which stratifications can be 
implemented. This is big data at work.  
By example – a consultation (or other healthcare interactions) 
represents communicative action based on of the lifeworld. In 
past work, this would be understood as understanding the whole 
person in developing a plan [17]. Now, however, such an 
interaction may be influenced by the actions of the computer – 
which may be the conduit for the strategic action of the system 
– recommending specific actions based on national initiatives 
and allowing for the passage of information to inform the 
system [12]. The conduit for this activity is the data codes 
generated by the system.  
So in describing the data hierarchy below, in effect it represents 
a ladder from communicative to strategic influence – from 
changing the communication between individuals though 
working between individuals and the system, and to the system 
itself. This creates the data as a mediator between the two 
worlds, and the organisation wide governance framework is a 
means of making that work.  

Methods 

At the initial level, GPs (and practice nurses, other practice 
staff) collect and record data in their Clinical Information 
System (CIS) primarily for the care of an individual patient. 
Thus a blood pressure, test result or social history recording 
helps an individual GP with an individual patient.  
Data in the systems is collected in a variety of formats. Within 
the record, there is both structured and unstructured data. 
Unstructured data can be found in the clinical notes section, in 
incoming and outgoing correspondence, and other documents 
such as discharge summaries. At the time of writing, because of 
the potential of identifiability, unstructured narrative data is not 
collected.   
Next is structured data – which may or may not be coded. 
Structured data includes elements such as diagnoses, 
medications, and measurements. This data is extracted and 
processed, de-identified, and placed in a data repository (see 
figure 1).   
The POLAR extraction tool (called Hummingbird) extracts 
data into the POLAR database and then de-identified data is 
sent outside the practice to the POLAR data warehouse, where 
it is framed and processed for the various uses – including 
feedback to the practice. 
At POLAR we now have a multi-layered approach to cleaning 
and rationalising data to be used at multiple levels. Medication 
data is organized according to the World Health 
Organizationav’s Anatomic and Therapeutic Coding (ATC) 
system. Diagnoses are extracted and undergo an automated 
process to apply a SNOMED-CT-AU code. Use of this process 
allows a code to be applied to 95% of data extracted from the 
diagnosis field. Most of the remnants are not diagnoses, but 
either administrative or other notes recorded in the diagnosis 
section. Once the diagnoses are coded, there are further 

overarching groups created – all diabetes codes into a single 
diabetes category. Key chronic disease groups are utilised as a 
qualifier as well.   
 

 
Figure 1– Extraction Environment 

Pathology codes are recorded in the system generally using 
LOINC codes, but again there are many variations across the 
laboratories and inconsistent naming conventions. We have 
gone through the extractions and grouped them according to 
clinical utility (hepatitis testing, etc.) [18]. A similar process has 
been used for radiology investigations, where no current coding 
schema is available.  

Governance 

Governance is just as important as technical ability. Outcome 
Health provides the POLAR program to the PHNs, and the 
PHNs provide the service to the practice. As part of 
accreditation requirements, practices must inform patients of 
the potential uses of their data. 
Ethics approval has been granted separately for the collection 
and storage of data for the POLAR program, and also for 
linkage activities. The ethics approval is not project-based, but 
standing ethics for the underlying processes.  
Outcome Health then acts as the data custodian. Various groups 
then oversee the uses of the data. The research governance 
group consists of the representative PHN CEOs and reviews 
applications for research using specific de-identified data fields. 
The POLAR Data Governance Committee oversees the 
program as a whole and is made up of a range of internal and 
external experts. This group is guided by a Data Governance 
Framework through regular meetings to ensure that the data and 
processes are ethical, secure and beneficial for all stakeholders.   
Other working groups that oversee the presentation of the data 
to the practices and the PHNs help ti ensure that the tools 
provided meet the needs of the end users.  

Results 

Using the data hierarchy described above, the data is 
repurposed for use at multiple levels. Importantly, this is not 
secondary use of data – each use of the data is as valid as any 
other.  
 

Identification of the patient 

At the core of the program is the necessary data to identify the 
individual concerned. At the practice level this includes basic 
demographics such as: date of birth, sex, address, government 
derived individual health identifier, etc. However, one of the 
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principles of POLAR is that no identifying information leaves 
the practice, for privacy and security issues. Therefore, 
Outcome Health has created a linkage process, called ORCA. 
For any given patient record ORCA creates 3 Hash keys based 
upon a combination of identifiable data. ORCA uses both AES 
encryption and SHA256 hashing combined with a salting 
process to protect the integrity of the hash key. 
The linkage process allows patient data to leave the practice, 
but if necessary be returned to the practice and be re-identified 
during analytics conducted by the general practice staff. For 
example, a practice may want to identify all their patients with 
an active diagnosis of diabetes to ensure they are all 
participating in a Diabetes Cycle of Care.  
In addition, through the use of the HASH keys, de-identified 
patient data can then be linked across practices and with other 
sources of data. This mechanism allows for innovative research 
projects across other data sets such as hospital, mental health, 
etc. to trace and better understand patient journeys through the 
health system.  

Clinical care  

The reason the data is collected is to provide a longitudinal view 
of the patient for all the treating clinicians in the practice. This 
EMR began as an electronic representation or reflection of the 
paper record – but has evolved beyond that. Digital health data 
has allowed the system to more efficiently manage 
clinical/administrative items such as recalls, tracing of results 
chronic disease management and many other items. [19] It also 
has made for more complete information on communications 
such as referrals [3].  

Coordinate and integrate clinical services (Clinical 
Governance) 

Within the practice, the coding and classification of data allow 
GPs to easily identify cohorts of patients.  POLAR then extracts 
the data from the GP system for clinical governance – allowing 
GPs to look at their practice population – how many patients 
have untreated blood pressure, or abnormal test results. 
Alternatively,  sophisticated calculations such as CHADS2-
VASC scores. This allows individual GPs to monitor their 
populations and ensure consistency of care. System-wide 
recalls (such as adverse reactions to new drugs, or ensuring over 
65s receive an influenza vaccination) are easily handled in 
batches.  

Care of Populations (Population Health) 

De-identified data is presented at the Primary Health Network 
level to allow the PHN to look at it at the population level – 
both in clinical and geographical measures. This becomes 
crucial to allow both population planning and also 
benchmarking back to the practices. Such programs have been 
in place for many years [15], but the level of sophistication has 
improved with the creation of the organised and coded values. 
It is essential for PHNs to understand what issues are crucial 
and in what areas to best leverage and administer their health 
program funding to improve the health system and the health 
outcomes for their communities.  
Figure 2, for instance, can be replicated at the PHN level, giving 
valuable information on individual practice performance (for 
feedback and development initiatives) or for the PHN to design 
population-based interventions.  
 

 
Figure 2– All hypertensive patients immunisation status 

Research, evaluation, and monitoring of safety and quality 

One feature of the program is POLAR Data Space, essentially 
a governance framework involving the PHNs that allows for the 
data to be used for research. With the focus of the PHNs on 
making a difference in primary care – the emphasis is on 
collaborative research with an intent to create practical 
outcomes through better primary care but also better-integrated 
care. Quality data can inform many different modes of research, 
from traditional descriptive methods through to advanced 
analytics.  
Descriptive studies currently being undertaken or completed 
include: 

� Analysis of after hours-presentations [22] 
� Prescribing and antibiotic patterns [23] 
� Cardiovascular screening in musculoskeletal 

disorders. [21] 
More advanced research involves using the GP data for real-
time monitoring of immunisation adverse events, with a trial 
project underway. Even mora advanced is using machine 
learning/artificial intelligence to provide advice at the GP 
consultation on the risk of emergency deparment (ED) 
attendance in the next 30 days. Using both linked data (mapping 
the GP journeys of 5 years worth of patients who attended local 
ED’s) and using machine learning on the GP data [16], this tool 
can accurately predict the risk 75% of the time [13].    
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Policy and Strategy 

Good data is what should inform strategy and policy. It is 
impossible to plan if you do not know the landscape in which 
you are planning. The completeness of the data, its longitudinal 
nature, and the ever-increasing degree of linkage provide the 
PHNs significant opportunities to plan service delivery in their 
local areas, as well as influence policy at a state and national 
level.  
Uniquely, the involvement of the PHNs as change agents allows 
the finding of the research groups to be rapidly implemented 
into practice, where appropriate, therefore closing the circle of 
learning.  Examples of these are shown in figures 3, 4 and 5 

 
Figure 3– Top 8 diagnoses of active patients who have 

attended more than 12 times in a year. 

 
  

 
Figure 4– Same patient cohort as figure 3, but counting the 

number of active diagnoses per patient. 

 
Figure 5– Example of PHN level data visualisation: Top 10 

Active disease groups in specific age groups 

Administration and Logistics 

Within the practice, the data can be used for business and 
strategic planning to monitor appropriate billing for future 
service availability, or ensure clinician rostering is appropriate 
to meet the needs of their patient cohort, address waiting times 
or anticipate peaks in demand.   
For the PHN, the de-identified data enables regional and local 
level planning to achieve better whole of system care.  PHNs 
need data on health issues in order to understand the needs of 
communities, target and invest in services to address those 
needs, prioritise health system improvements, or evaluate 
performance and outcomes.  With their emphasis on making a 
measurable difference, logistical analytics informs the journey 
of care so that fragmentation can be reduced by measuring 
integration and coordination of health services.    

Discussion 

That which is readable by humans is not by a computer, and the 
challenge here is to make the data easily exchangeable by the 
system. Data in an electronic medical record exists in many 
forms. Free text is the free-flowing writing that exists in many 
areas such as narrative notes, and many individual data types 
may be mixed. Advanced computing techniques such as 
Natural Language Processing (NLP) are required to interpret 
these notes. Next comes structured text – in which the free text 
is at least placed in a recognisable area. Writing in a designated 
‘diagnosis’ field fits into this category. Finally comes coded 
text – in which a specific term has been used to link to a 
computer readable code.  
In order to make the data useable beyond the GP environment, 
POLAR has chosen to concentrate on the structured text that 
exists in the system. Narrative data contains much identifying 
information, and the commitment is that no identifying 
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information shall leave the practice. Focusing on the structured 
data, we first concentrated on the diagnosis fields. Using a 
combination of automated and manual processing, we have 
been able to apply SNOMED-CT-AU codes to the vast majority 
of diagnoses. Once coded, we have been able to group relevant 
diagnoses into clinically meaningful areas. So all instances of 
diabetes, for instance – or a broader classification of chronic 
diseases. This makes manipulation of data for clinical 
governance and population health all the more manageable 
through the business intelligence analytics dashboards provided 
to general practice and PHNs for analysis.  
Medications have been mapped to the Anatomic and 
Therapeutic Classifications (ATC) system, which applies five 
different levels, from ‘all cardiovascular’ down to individual 
drugs. This grouping, again, makes manipulation and 
interpretation of medications much simpler. A similar process 
is underway for pathology and radiology testing. 

Conclusions 

The key to making digital data understandable by the system, 
and useful for multiple purposes, is a multi-pronged strategy of 
coding, grouping and iterative analysis, underpinned by robust 
governance structure and a clear strategy.  
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Abstract 

Exploring the topical evolution patterns and temporal trends of 
hypertension can promote knowledge communication among 
experts, and is of great significance to understand the profile 
and frontiers of chronic disease. Current popular topic 
detection mainly focuses on two directions: one is based on 
social network analysis (SNA), the other is based on the topic 
models. Aiming at distinguishing their similarities and 
differences, this paper adopts the community detection method 
and expanded topic model Dirichlet-multinomial regression 
(DMR) respectively to detect the topic distribution and 
evolution trends of hypertension research. A total of 26,717 
articles in the PubMed database were used as examples to 
construct the MeSH Terms co-occurrence matrix. It is found 
that hypertension literature is mainly concentrated on three 
communities and five research topics. MeSH Terms obtained 
from SNA are more specific and clearer, while the DMR has an 
advantage in exploring the evolution patterns of various 
themes. 

Keywords:  

Hypertension, Medical Informatics 

Introduction 

Hypertension is one of the most common chronic diseases and 
the main risk for cardio-cerebrovascular disease. Some 9.4 
million people die of hypertension worldwide every year, in 
which the complications (such as stroke and heart disease) can 
lead to about half deaths.  Thus, an increasing number of 
scholars have begun to devote themselves to the study of 
hypertension. As of May 12, 2017, 284322 articles related to 
hypertension were retrieved in the PubMed database. However, 
such large-scale medical literature has caused great trouble for 
researchers. It is difficult to present a comprehensive overview 
of the profile and frontiers of Hypertension. As the bibliometric 
method was widely used to analyze the medical literature, some 
scholars [1-3] have concentrated on the macro level (including 
major research countries, institutions, authors, etc.) of 
hypertension research, without in-depth analyzing their topic 
distribution and evolution patterns at the medium or micro 
levels. 

Existing literature mainly focused on two directions to detect 
the topic distribution and evolution patterns: one is based on 
social network analysis (SNA), the other is based on the topic 
model [4]. The SNA is widely used in data mining, knowledge 
management, information dissemination, and knowledge 
network. It can show the relationship of subject terms clearly 
and visually and can provide effective support for analyzing the 
location and association of topic words in the network. M. L. 

Wallace et al.[5] utilized two case studies to demonstrate that 
the SNA method (such as community detection ) helps in 
identifying research directions, and can reveal more structural 
details of the knowledge domain than traditional co-citation 
analysis. 

Meanwhile, the topic model, which was widely used in natural 
language processing [6], information retrieval, text mining, and 
other fields, is based on the probability and statistics model in 
the machine learning field. D. Mimno and A. McCallum [7] 
proposed the Dirichlet-multinomial Regression (DMR) model 
extended and derived from the LDA model.  M. Song et al. [8] 
utilized the DMR model to detect the topic distribution and 
evolution patterns of Alzheimer’s disease and achieved good 
results. Compared with the co-word analysis and citation 
analysis, the topic model can better reflect the relationship 
between “words-topics-documents.” It has great advantages in 
topic detection. 

The purpose of this study is to detect the topic distribution and 
evolution patterns of hypertension research and distinguish the 
similarities and differences among topics obtained by the SNA 
method and Dirichlet-multinomial regression topic model. To 
illustrate the process of the methods, 26717 articles related to 
Hypertension in PubMed database are taken as an example to 
construct the co-occurrence knowledge network. 

Methods 

 

Figure 1– Research Framework 
As shown in figure1, the process of our research includes data 
collection and preprocessing, basic statistical analysis, topic, 
and community detection by SNA and DMR, comparison of the 
analysis results. 
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Data Collection and Processing 

The search strategy “Hypertension[MeSH Terms] AND 
(“2000/1/1”[PDat]: 2017/5/1”)” is used to retrieve the 
literature of hypertension in the PubMed database. 99252 
articles were retrieved. After removing unrelated literature, we 
finally obtained 26717 articles containing both abstracts and 
full texts. Then this data was imported into the Bibliographic 
Items Co-occurrence Matrix Builder (BICOMB) to generate a 
co-occurrence matrix of bibliographic data. We can find that 
the 26717 articles were distributed in 1701 journals, involving 
171637 authors and 9978 keywords through the extraction and 
statistics of journals, authors, and keywords. 

In order to determine the high-frequency MeSH Terms, the 
frequency threshold of the subject words is obtained as 77 
according to the formula of high and low-frequency word 
boundary [9]. The high-frequency MeSH subject terms are 
obtained from the bibliographic data, and the word co-
occurrence matrix is constructed in the BICOMB. 

Community Detection Based on Optimized Network 
Modularity 

Social network refers to the collection of social actors and their 
relationships, mainly developed to measure, analyze, and 
predict the structure and attributes of relationships between 
various entities in the network [10]. In the academic literature, 
scholars always use the same or similar words to express the 
hot-spots in a certain field. The relationship between massive 
text data can be linked through the subject words of the text to 
form a huge network. The community is a common 
phenomenon in social networks composed of a group of highly 
aggregated and closely connected nodes. Nodes belonging to 
the same community are more likely to have similar 
functionality, and community structures can indicate the 
relationship between network structure and functionality. The 
most representative community identification algorithm is the 
optimized network modularity method proposed by M. E. J. 
Newman [11]. Module degree is an index that can measure the 
quality of network partitioning, also called Q value. In essence, 
the modularity-based algorithm performs community 
identification based on changes in the intermediaries and 
modularity of the edges.  

Since the nodes in the word co-occurrence network are the topic 
words, the process of determining the community 
representative topics transformed into the process of finding the 
core nodes. A few core nodes represent the scientific research 
themes corresponding to the community. In complex networks, 
there are many important indicators of nodes such as centrality 
and PageRank values. These indicators consider the calculation 
of the number of edges, centrality, and connections with other 
nodes to determine the core nodes from the global level of the 
network. 

Dirichlet-multinomial Regression Topic Model 

The Dirichlet-multinomial regression topic model, as shown in 
figure 2, mainly obtains the distribution of topics under 

different conditions by adjusting the characteristics of the 
observed documents. This paper takes the time of publication 
of hypertension literature as a variable to explore the trend of 
the topic over time. 

 

Figure 2– DMR topic model 
In the document set D, for each document d  represents the 
feature vector of the metadata,  is a function of the observable 
document feature, represents the prior probability distribution 
of the subject; given a prior probability distribution , 
hyperparameters  , documents and words are generated as 
follows: 

For each topic t draw .  is a different 
topic-word distribution from the previous Dirichlet distribution. 

For each document d, draw 
. For  of each document, the parameter of Dirichlet 

distribution and  is covariance functions , where  
is the observed attribute vector of documents, and  is the 
vector of metadata. 

For each word w, draw .  is the subject 
allocation of the word and  is the proportion of the 
document d belonging to a certain topic, draw 

.  is the w-th word in document d  
is the preference of topic t, . 

In the DMR topic model, three fixed parameters are set 
including the variance of the previously distributed parameter 
values , Dirichlet topic-word distribution and the number 
of topics |T|. 

Results 

Topic Detection and Evolution Trend Analysis Based on 
SNA  

In order to achieve better visualization, the nodes with the 
frequency no higher than 77, and the isolated nodes are deleted. 
632 nodes are obtained to construct a co-occurrence matrix of 
high-frequency words. To reduce its complexity, the top 100 
nodes are selected, and 4950 edges are included. A node is a 
biological entity derived from articles. The edge represents the 
relationship between the entities. The weight of the edge 
indicates the frequency at which the two entities co-occur in the 
specific sentence of the article. The data is imported into Gephi, 
and the community detection algorithm [12] is used for 
visualization, as shown in Figure 3. 
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Figure 3–community detection (SNA) 

To identify the most important biological entities in the 
literature of hypertension, four well-known centrality indicators 
including PageRank value, weighted centrality, closeness 
centrality, and betweenness centrality are calculated. Detailed 
centrality measurements are made by S. Wasserman [13] and S. 
Brin [14]. The top-ranked biological entities with PageRank 
values are similar to the top entities with weighted centrality 
rankings. Moreover, PageRank has unique biological entities, 
such as rates that only appear in the PageRank values top 10. 
The risk factor, prospective studies, and follow-up studies, only 
appear in the weighted centrality top 10, while Blood Pressure, 
Animals, and Body Weight only appear in the betweenness 
centrality top 10. The top 10 words in closeness centrality are 
exactly the same as the weighted centrality. In general, the 
nodes that are at a critical position in the entire network are 
mainly Hypertension, Male, Female, Age, Adult, Human, Risk 
factors, Body Weight, Blood Pressure, Animals, Prospective 
Studies, etc. These nodes are also at the core of the community 
distribution map. 

The modular algorithm proposed by V. D. Blondel [12] is used 
for community detection and the resolution is set to 1 [15]. 5 
modules are detected including 3 main modules (shown in red, 
blue, and green in Figure 3). The modular value Q is 0.187. The 
average path length is 2.645, and the diameter is 6. Choosing 
the Fruchterman Reingold layout, the two communities of light 
blue and purple in the picture account for only 1% of the total 
communities and are negligible. Therefore, communities of red, 
blue and green are mainly considered. The largest green 
community accounts for 42% of the network, including Risk 
Factors, Aged, Prevalence, Sex Factors, Prospective Studies, 
Follow-Up Studies. The second largest community (red part) 
accounts for 36% of the network, including Hypertension, 
humans, female, middle-aged, Treatment Outcome, 
Antihypertensive Agents, etc. The third largest community 
(blue part) accounts for 20% of the network, including animals, 
Rats, Inbred SHR, Messenger, Mice, etc. Through manual 
judgment and expert identification, the three communities can 
be initially divided into five topics. 

Topic 1 mainly includes words related to risk factors for 
hypertension, such as age, pregnancy, gender, smoking, 
obesity, myocardial infarction, etc. Topic 2 mainly includes 
research methods and models related to hypertension, such as 
prospective studies, follow-up studies, Lateral studies, cohort 
studies, retrospective studies, etc., also includes some indicator 
parameters for hypertension research, such as morbidity, 
disease severity index, experimental expectations, and so on. 
Topic 3 mainly includes the basic elements of hypertension, 
such as gender, age, blood pressure, heart rate, renin, 
glomerular filtration rate, etc. Topic 4 mainly includes disease 
diagnosis and treatment, such as diagnostic effects, 
antihypertensive drugs, blood pressure measurement, drug dose 
response relationship and so on. Topic 5 mainly includes 
animal, rat, RNA, and Inbred SHR. That is to verify the 
indicators of hypertension through animal experiments. In 
general, the biological entities within each community are 
closely linked to form a variety of specific research topics 
relevant to the hypertension literature. 

According to the time distribution, the hypertension literature 
was divided into three stages: 2000-2005, 2006-2010, 2011-
2017. After data processing, they are imported into Gephi and 
visualized by a community detection algorithm. According to 
the visual distribution map and various parameters, the three 
stages of hypertension topics are distributed in three 
communities, and the proportion of each community is 
relatively average. The proportion of communities in the period 
from 2000 to 2005 was 38%, 33%, and 29 %, the proportion of 
each community in the period of 2006-2010 was 40%, 38%, 
22%. In 2011-2017, the proportion of each community was 
42%, 37%, 21%; compared with the MeSH Terms obtained in 
the three stages, the most frequent occurrences of the three 
stages are hypertension, male, and female. Most of the terms 
appear in three stages at the same time, but the distribution of 
the theme communities in each stage is slightly different. The 
topic community distribution parameters at each stage are 
shown in Table 1. The average degree, graph density, and 
modularity in these three stages are constantly increasing, 
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indicating that the number of MeSH erms in each stage is 
increasing with time and the distribution of subject 
communities is constantly changing. However, this method is 
very labor intensive, and it is difficult to accurately detect the 
proportion of each topic in each time period and the path that 
the theme evolves over time. 

Table 1–Parameters at Each Stage 

 2000-2005 2006-2010 2011-2017 
Average degree 13.94 16.88 20.4 
Graph density 0.141 0.171 0.202 

Modularity 0.126 0.158 0.175 
Average clustering 

coefficient 0.891 0.438 0.869 

Topic Detection and Evolution Trend Analysis Based on 
DMR 

The bibliographic data of 26717 articles were processed as 
follows: word stem processing; removing stop words, words of 
length 1 and words with a frequency less than 5 times; 
removing the superordinate vocabulary in hypertension field. 
Each bibliographic data generates a text file as a document for 
the DMR topic model. The data is then processed through an 
open source machine learning language processing package 
Mallet [16], according to the DMR model and algorithm. In 
order to contrast with the topics detected by SNA, the number 
of topics |T| is set to 5, while adjusting the  and values, the 
resulting five topics and related subject terms. In order to make 
the identified topics and terms more meaningful, the numbers 
of terms in the topic-vocabulary distribution of each topic are 
set to 10, 20, and 30. 10 words that appear more frequent and 
meaningful are selected, as shown in Table 2. 

Topic 1 contains mice, angiotensin, renin, vascular, response, 
effects, receptor, rats, etc., mainly to describe animal 
experiments related to hypertension; topic 2 contains risk, 
factors, age, obesity, gene, women and other words Mainly 
used to describe the risk factors of hypertension, including age, 
diabetes, obesity, gender, genes, etc. Topic 3 includes systolic, 
diastolic, group, compare, rate, invalid, significant, etc., mainly 
used to describe and hypertension related research methods. 
Topic 4 contains patients, blood, gene, treatment, results, and 
other words, mainly used to describe basic elements of 
hypertension. Topic 5 contains treatment, antihypertensive, 
therapy, coronary, mortgage, medication, care, control, etc., 
mainly used to describe the diagnosis and treatment of 
hypertension. 

Table 2–Topic Distribution (DMR) 

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 
animal  

experiments 
risk  

factors 
research 
methods 

Basic  
elements 

Diagnosis 
Treatments 

Mice Risk Systolic Patient Patient 

Renal Age Group Blood Antihyperte
nsive 

Vascular Prevale
nce 

Significa
nt Treatment Coronary 

Effects Blood Rate Results medication 
Expression Disease Pressure Finding clinical 

Angiotensin Factors Diastolic cardiovas
cular Treatment 

Proteins Diabete
s Compare Gene Therapy 

Response Obesity Invalid Associati
on Mortality 

Receptor Gene Term Evidence care 

Then the time of publication of the hypertension literature is 
taken as a variable to explore the trend of the topic over time. 
The relative distribution of each topic from 2000 to 2017 is 
shown in Figure 4 below. In general, each topic is constantly 
evolving over time. In 2000, topic 1 (animal experiment) and 
topic 4 (basic elements) accounted for a relatively large 
proportion, and topic 5 (diagnosis and treatment) research was 
relatively weak; over time, topic 1 (animal experiment) The 
trend of gradual decline, the topic 4 (basic elements) first 
decline and then rise, but it  has been in an important position; 
and the proportion of topic 5 (diagnosis and treatment) has 
increased year by year. It had a relatively important proportion 
in 2017. Topic 2 (risk factors) has developed relatively stable 
and has been in a relatively important position; topic 3 (research 
method) has slightly fluctuated and its proportion has increased 
year by year since 2007. 

 
Figure 4– Trend of the Topic Evolution (DMR) 

Discussion 

The results show that the topics obtained by the SNA are almost 
the same with those detected by the DMR, both including risk 
factors, research methods, basic elements, diagnosis, and 
treatment as well as animal experiments. From the macroscopic 
view, the MeSH Terms obtained using the SNA method are 
more specific and more precise, while the DMR are broader. 
For example, in the topic risk factors, the MeSH Terms 
determined by SNA, including age factors, Diabetes Mellitus, 
sex factors, smoking, cardiovascular disease, obesity, and 
lifestyle can represent relatively concrete risk factors. On the 
contrary, the term identified by DMR, including age, Diabetes, 
obesity, and gene, are wider, only to illustrate each general 
categories of risk factors. In addition, in research methods part, 
SNA can not only recognize the terms covering prospective 
studies, logistic models, surveys and questionnaires which 
stand for research methods, but also include targets such as risk 
assessment, odds ratio, severity of illness index while DMR 
recognizes the terms including group, compare, rate and 
significant. This is because the dataset is too large. Those 
objects selected by SNA are the top 100 highest-frequency 
MeSH Terms, while DMR focuses on the entire document. 
Different research objects thus result in the dissimilarity in the 
outcome. The number of community topics is also different. 
SNA sets the number subjectively, and DMR adjusts the 
number of topics and terms in advance as well. Besides, the 
relation among ‘terms-topics-documents’ can be better 
displayed by DMR so that the probability distribution of the 
topics can be figured out in any document. 

In the comparison in evolution trends, SNA can merely detect 
the distribution of topic communities for a specific period, hard 
to compare the evolution trends happening in every duration. 
However, DMR can detect the ratios of different topics in every 
period and the evolution trends of topics depending on time, 
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and it has advantages in exploring the process of topics 
evolution trends.  

In general, the SNA method and DMR method pay different 
attention to detecting community and evolution trends. The 
MeSH Terms obtained by SNA are more concrete and precise 
while terms obtained by DMR are more widely, which need 
interpretations but are more advantageous in exploring the 
evolution trends of every topic. Given that combining these two 
methods together, exploring the community and evolution 
trends of knowledge network from both the medium and micro 
view. As a result, they can supplement each other. 

Conclusions 

Firstly, it is found that the hypertension literature is mainly 
concentrated on three communities, which can be divided into 
five research topics, such as risk factors, research methods, 
basic elements, diagnosis and treatment, and animal 
experiments. Secondly, the topic changes constantly with time 
going by. The basic situation of patients has always occupied a 
high proportion of research. Researches of animal experiments 
have decreased yearly. Development of risk factors analysis has 
accounted for a relatively important ratio steadily. The 
percentage of research topics have been increasing since 2007. 
Third, it is also found that the topic obtained from SNA and 
DMR are basically similar. But the MeSH Terms obtained 
using the SNA method are more specific and precise, while the 
DMR are broader and have an advantage in exploring the 
evolution of various themes. If they are applied jointly, the 
result will be better. 

These investigations can help researchers who just start to 
explore hypertension study to understand the field overview, 
discover research hot-spots and predictive research frontiers in 
the field, and promote knowledge exchange within and between 
domains among experts to help decision makers follow up the 
flow of knowledge in the field of hypertension. At the same 
time, the analysis methods of community detection and topic 
evolution trends in this paper can be extended to other areas of 
chronic diseases, such as diabetes, coronary heart disease, etc. 

Based on the results of this study, PubMed and other databases 
can provide such information services, helping researchers to 
obtain a global understanding of relevant fields in the literature 
search, and improve the relevance and efficiency of the 
literature search. 

This paper also has some limitations. Some Mesh Terms are 
wildly used in the PubMed publications and are not specific to 
hypertension, such as “humans”, “female”, “middle-aged”. The 
accuracy of this research will be further improved by means of 
filtrating these terms by normalizing their frequency in the 
target corpus with their overall frequency in PubMed. The 
DMR topic model needs to preset the number of topics when 
detecting potential topics. But the number of topics identified 
by DMR in this paper is subjectively determined; In addition, 
“a direction for future work is analyzing the internal structures 
and correlations of communities and topics, which is the next 
step of our study. 
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Abstract 

In sub-Saharan African countries the prevention and control of 

epidemic diseases requires the improvement of the surveillance 

system for these diseases. Biomedical ontologies are a growing 

field that can improve health information systems. Indeed 

biomedical ontologies allow semantic support, data integration, 

automated reasoning. We are building a meningitis ontology to 

assist filtering messages relevant to meningitis domain on social 

media in order to predict a possible epidemic. Indeed, the 

messages filtered are  used for data and event extraction that 

serve as input for a meningitis surveillance system. In this paper 

we focused on the modeling and formalization of different 

perspectives of the meningitis disease such as biological 

perspective, clinical perspective, epidemiological and public 

health perspective. This paper presents the three modules in the 

global Infection Disease Ontology for Meningitis (IDOMEN) 

and at the end, we illustrate a case of reasoning with our 

ontology. 

Keywords: Knowledge, Infectious Diseases, Meningitis 

Introduction 

Meningococcal meningitis is an infectious disease that causes an 

inflammation of the meninges surrounding the brain and the 

spinal cord [1]. It is due to a gram negative bacteria called 

neisseria meningitidis. Our work focuses only on meningitis, 

called meningococcal meningitis.  

Since two decades the situation of meningitis is not clearly under 

control. Nearly one million of meningitis suspected cases and 

over 100 000 meningitis  death are reported in the African 

meningitis belt [2] made up of 26 countries from western Senegal 

to eastern Ethiopia, via Mali, Burkina Faso, Niger, Chad, Nigeria 

and other countries.  

Unfortunately, in the sub-Saharan countries in general there is no 

real-time data collection tools for the meningitis surveillance 

systems. Therefore, the risk analysis for early detection of the 

meningitis epidemic is delayed. 

In this work we propose an approach of early detection of 

epidemics based on social networks analysis.  Our approach is 

justified by the fact that the work of  [3] shows how social media 

analysis can improve better health monitoring in terms of 

availability of information for risk analysis and patient support. 

As stated in social media analysis, health monitoring is 

conducted through 3 main steps: data collection, semantic 

analysis, and results sharing with users or decision makers.  In 

this work we use the social media platform Twitter as data source 

to improve early detection of meningitis epidemic risk in Burkina 

Faso.  We are interested in Twitter because of it increasing use 

Africa. Indeed, in, the report 2015 “How Africa Tweets”, 

Portland Communications analyzed 1.6 billion tweets from 

Africa during this year. They show that African people adopt 

more and more social media.  At December 2017 Internet users 

in Burkina Faso exceeded to 3 million, with internet growth more 

than 36 percent.  

However, the tremendous of stream of data generated by social 

media requires filtering while collecting data. It requires the use 

of a domain-controlled vocabulary to assist data filtering. A 

domain ontology for meningitis could act as better candidate for 

this task since ontologies provide at first a domain terminology 

and secondly axioms describing relations across terms. Our 

ontology for meningitis is built as an extension of infectious 

diseases ontology (IDO) [4]. As existing domain ontologies 

extending IDO, the meningitis ontology is called IDOMEN as 

Infectious Disease Ontology of/for MENingitis. The scopes of 

IDOMEN cover the classic views on the disease such as the 

biologic aspect, clinical aspect, and public health aspect. 

In the following of this paper we first present the global 

architecture of IDOMEN in Methods. Then we highlight the 

knowledge modeling and formalization of the different 

meningitis aspects covered by our ontology in the Results.  

Finally, we conclude and draw the perspectives of our work. 

Methods 

Ontologies define a set of basic terms and relations which exist 

in the vocabulary of a given domain, as well as the rules and 

axioms that apply on these ones.  Gruber has given a fairly 

comprehensive of "what is an ontology" : « An ontology is a 

formal, explicit specification of a shared conceptualization ». 

Depending  on the level of abstraction and the object of 

conceptualization we distinguish three kinds of ontologies :  

• The top level (upper-level) ontologies are characterized 

by ontologies that model universals, general 

knowledge; 

• The core ontologies or generic ontologies describe 

generic knowledge that are not specific to one domain 

but are common to several domains ; 

• The domain ontologies represent knowledge from a 

specific domain. 

The IDOMEN is designed as domain specific ontology since it 

represents knowledge of the meningitis disease domain. 
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Figure 1 – Modular perspectives design of IDOMEN 

 

The goal of IDOMEN is to assist extracting data and events from 

text messages published in social media, and  to allow data 

integration, domain knowledge sharing and efficient 

communication between actors within the epidemiological 

surveillance system [10]. Therefore, to satisfy these 

requirements, the scope of IDOMEN covers the disease aspects 

related to the biology, clinical manifestation and care, public 

health, prevention and control, biomedical research, and 

epidemiological studies. 

The different aspects have been packaged in three modular  

perspectives that are biological perspective, clinical perspective, 

epidemiological perspective and public health perspectives 

(figure 1) :  

• The biological perspective focuses on biology and 

microbiology of organisms implied in the disease 

course. In this perspective we model immunity, 

virulence factors, pathogen and host biology, etc. ;  

• The clinical perspective focuses on clinical 

manifestations  (signs, symptoms), complementary 

examination (laboratory test, laboratory findings, etc.), 

diagnosis, treatment, etc. ; 

• The epidemiological and public health perspective 

focuses on topics related to the disease spread/outbreak 

such as risk factor, transmission, climate, 

environnement, etc. ;  and deals with standard strategies 

of preventing or fighting against meningitis outbreaks.  

This organization of the knowledge allows us to design our 

ontology in modular perspectives. Modularity makes it possible 

to build ontologies of large or small sizes and offers the 

possibility of easily reusing existing ontological resources. In the 

field of biomedical ontologies the reuse of existing ontological 

components is a best practice that is strongly encouraged.  

This leads to the principles of the Open Biomedical Ontologies 

(OBO) Consortium [6] which are best practices and 

recommendations that promote interoperability. There are many 

biomedical ontology repositories containing ontology of 

different types and level of abstraction that can be freely reused. 

IDOMEN is designed and built upon this principle. 

 

 

Figure 2– Conceptual model of the biological perspective of the meningitis disease 
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Results 

Modeling biological perspective in IDOMEN 

Pathogen and host 

In figure 2, we present the knowledge modeling of the pathogen 

agent of meningococcal meningitis called Neisseria meningitidis. 

We use the classification of NCBI Taxonomy  to provide a 

classification of the organism neisseria meningitidis in 

IDOMEN. The species Neisseria meningitidis in the taxonomic 

classification of NCBI is of the genus  

Neisseria, and the Neisseria are from family of the 

Neisseriaceae. In the Figure 2 this is represented by 

"[NCBI]Neisseria meningitidis" is a "[NCBI]Neisseria", 

followed by the relation "[NCBI]Neisseria" is a 

"[NCBI]Neisseriaceae". Browsing further in the hierarchy of the 

NCBI Taxonomy, we found that Neisseria Meningitidis is also a 

subclass of Proteobacteria. Proteobacteria is a phylum of 

bacteria consisting of the purple bacteria 

"[NCBI]Proteobacteria" is a "[NCBI]Bacteria". Bacteria is an 

organism. Neisseria meningitidis being the pathogen agent of 

meningitis, it plays a "pathogenic role" ("meningitis pathogen 

role") in the human body : "meningitis pathogen role" is a 

"[IDO]pathogen role". Thus, we have "[NCBI]Neisseria 

meningitidis" bearer of "Meningitidis pathogen role". Neisseria 

meningitidis has the capability under specific conditions to 

trigger a pathogenic process, we say that it has a "pathogenic 

disposition". A disposition is an intrinsic attribute of an entity that 

allows it to trigger itself a specific process or processes when 

particular conditions are satisfied : "[NCBI]Neisseria 

meningitidis" has disposition "[IDO]pathogenic disposition". 

Pathogenesis 

The pathogenesis of meningitis refers to the process or processes 

responsible for triggering and developing meningitis. The 

pathogenesis of meningitis occurs in three (03) sequences that 

are: transmission, acquisition, colonization.  

There are two (02) modes of transmission of meningococcal. The 

aerosol mode and the contaminated secretions one. A person who 

caught the pathogen agent Neisseria meningitidis but who has not 

any manifestations (symptom and sign) of the meningitis is 

called "healthy carrier of meningitis". We translate this by 

"healthy carrier of meningitis" is a "infectious agent carrier of 

meningitis". "Asymptomatic carriage" is a process during which 

the infected person develops no symptomatic manifestation of 

meningitis. This state of fact is described by 3 relations: : "healthy 

carrier of meningitis" is a "[IDO]asymptomatic host of neisseria 

meningitidis". "[IDO]asymptomatic host of neisseria 

meningitidis" is a "[IDO]asymptomatic host of infectious agent". 

"[IDO]asymptomatic host of infectious agent" participates in 

"asymptomatic carriage" and "asymptomatic carriage" is a 

"[BFO]process". This process asymptomatic carriage precedes 

the phase of colonization in the nasopharynx, what is transcribed 

by these two relations "asymptomatic carriage" precedes 

"[IDO]incubation period" and "infectious agent carrier of 

meningitis" participates in "colonization of the human 

nasopharynx".  

 

 

Figure 3– Conceptual model of the clinical perspective of the meningitis disease 

Modeling clinical perspective in IDOMEN 

Signs and symptoms  

Meningitis symptoms and signs are clinical features of 

meningitis. The most common symptoms of acute meningitis are 

high fever, headache, stiff neck, vomiting, irritability or 

confusion, photophobia (sensitivity to light), Kerning signs, 

lethargy seizures. "meningitis symptom" and "meningitis sign" 

are perceived or noticed on patient. They are formalized as follow 

"meningitis sign" is a "[OGMS]sign" and "meningitis symptom" 

is a "[OGMS] symptom" by reusing existing concepts in OGMS. 

For instance, we can also infer the following relations 

"headaches" is a "meningitis symptom", "headaches" is a 

"meningitis symptom", "photophobia" is a "meningitis 

sign",  "Kernig sign" is a "meningitis sign". 

Meningitis patient is a patient presenting clinical manifestations 

of meningitis. "Meningitis patient" is a subclass of "patient" and 

a "clinical manifestation of meningitis" is a 

"[OGMS]manifestation of a disease". Therefore "meningitis 

symptoms" recognized as "clinical manifestations of meningitis" 

and "meningitis signs" recognized as "clinical manifestation of 

meningitis". 
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Diagnosis 

The first step in the diagnosis consists mainly in the recognition 

of clinical manifestations.  

In terms of diagnosis, "meningitis diagnosis" is concretization of 

"clinical manifestation of meningitis", "meningitis diagnosis" is 

a "[IAO]diagnosis". "meningitis diagnosis process" is a 

"[OGMS]diagnosis process". and  "meningitis diagnosis 

process" has output "meningitis diagnosis". 

After seeing clinical signs, we can perform a CSF sample to 

further the diagnosis.  In case of the observation of CSF (“CSF 

analysis”) reveals a cloudy or purulent appearance after 

macroscopic examination, this indicates a probable case of 

bacterial meningitis. CSF analysis can be extended by other 

laboratory tests such as Polymerase Chain reaction, antibiogram, 

etc., used to diagnose meningitis are organized in class called 

"Laboratory test for meningitis".  

Finally, only the detection of the bacterial agent in the CSF at the 

laboratory level makes it possible to effectively define a 

confirmed case of meningitis. 

"Laboratory test for meningitis" is a "[OGMS]Laboratory test". 

The results of the laboratory tests are subclasses of 

"[OGMS]Laboratory findings". 

Treatment 

Meningitis is a disease whose evolution is very fast in the patient, 

which necessitates a quick diagnosis in order to start the 

treatment.   The different treatments for meningitis are specified 

in WHO standard protocols called "WHO standard specifications 

for meningitis treatment". Here are some treatments recorded in 

the standard protocol: "WHO standard ampicillin treatment for 

patient meningitis", "WHO standard penicillin treatment for 

patient meningitis",  

"standard WHO ceftriaxone treatment for patient meningitis", 

"WHO standard chloramphenicol treatment for patient 

meningitis". All of these different treatments are based on 

antibiotic administration [7], so we have for example "WHO 

standard ampicillin treatment for meningitis patient" has part 

"ampicillin" and "ampicillin" is a "antibiotic". 

 

Figure 4– Conceptual model of the epidemiological and public health perspective of the meningitis disease 

 

Modeling epidemiological and public health perspective in 

IDOMEN 

In the figure 4, we describe different aspects related to disease 

spread/outbreak such as surveillance, prevention, epidemic 

emergence factors (risk behaviours, climate and environment). 

Prevention 

The prevention and control of meningitis is based on vaccination, 

vaccination campaigns and awareness : "vaccination", 

"vaccination campaigns" and "awareness" are subclass of "WHO 

standard specifications for preventing and control meningitis". 

"WHO standard specifications for preventing and control 

meningitis" is a "meningitis planned process". "meningitis 

planned process" is a "[OBI]planned process". To control and 

prevent the occurrence of an outbreak there is a mechanism 

called "cases notification" consisting in systematically notifying 

the different cases encountered in health facilities ("presumed 

case of meningitis", the "probable case of meningitis" and the 

"confirmed case of meningitis"). We have represented this 

notification mechanism in IDOMEN as follow "presumed case 

of meningitis notification" is a "meningitis case notification”, 

"probable case of meningitis notification" is a "meningitis case 

notification”, "confirmed case of meningitis notification" is a 

"meningitis case notification”. As soon as one of the thresholds 

("threshold of presumed cases", "threshold of probable cases" 

and "threshold of confirmed cases") are reached an alert that 

corresponds to the level of the situation is launched in order to 

bring appropriate measures. 

Epidemic emergence factors 

The recurrence of meningitis outbreaks is linked to a complex 

combination of several factors of kinds economic, social, 

climatic and environmental [8] [9]. We defined a class 

"meningitis epidemic emergence factors" which is a parent 

classes of following subclasses "environmental factors", "social 

factors", "economic factors", "climatic factors". The population 

dynamics (movements of populations and communities) are 
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considered to be factors influencing the intensity of meningitis 

epidemics in the African meningitis belt : "massive population 

consolidation" is a "socio-demographic factors". "socio-

demographic factors" is a subclass of  "environmental factors" 

and "social factors". For example of "massive population 

consolidation" in the meningitis belt we have : "pilgrimage", 

"popular market", "refugees camp" and  "overcrowded housing". 

The "climatic parameters" are : "atmospheric pressure", "wind 

speed" , "humidity", "cold", "rainfall" and "solar radiation". 

 

Figure 5– Use case reasoning 

Conclusions 

In this first stage of the IDOMEN ontology building, we provided 

formalization in OWL2 using the Protege editor which also 

allows us to experiment reasoning use cases on the ontology. For 

example, the Figure 5 presents (1) a SPARQL query about 

“Which are the infectious agent carriers that also are Neisseria 

Meningitidis hosts ?”, (2) the result without launched inference 

engine, and (3) the results by activating the reasoner FaCT++ 

1.6.5 engine in the Protégé editor. This explains that we obtain 

more complete results by deductive inferences on classes and 

subclasses. In the case of our query the deduction is based on the 

transitivity properties from the classes inheritance. 

In this work we modeled the knowledge relating to the biological 

perspective, clinical, epidemiological and public health 

perspectives of the meningitis disease. A usable version is 

available for download at https://github.com/cedricbere/ 

IDOMEN/blob/master/Ontology/idomen.owl.  

Our future work will focus on validating and evaluating the 

ontology before using for filtering on social media. 
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Abstract 

Clinical decision support systems (CDSS) will play increasing 

role in improving quality of medical care for critically ill 

patients. However, due to limitations in current informatics 

infrastructure, CDSS do not always have complete information 

on state of supporting physiologic monitoring devices, which 

can limit input data available to CDSS. This is especially true 

in use case of mechanical ventilation (MV), where current 

CDSS have no knowledge of critical ventilation settings, such 

as ventilation mode. To enable MV CDSS make accurate 

recommendations related to ventilator mode, we developed a 

highly performant machine learning model that is able to 

perform per-breath classification of five of  most widely used 

ventilation modes in USA with average F1-score of 97.52%. We 

also show how our approach makes methodologic 

improvements over previous work and is highly robust to 

missing data caused by software/sensor error.  

Keywords:  

Artificial respiration, clinical decision support systems,      

machine learning  

Introduction 

Mechanical ventilation (MV) is life-saving intervention 

delivered in intensive care unit (ICU) to patients with acute 

respiratory failure. When delivered properly, MV allow injured 

lungs heal while ventilator performs majority of work of 

breathing for patient. When delivered improperly, MV has been 

associated with variety of adverse clinical outcomes including 

patient discomfort, increased sedative dosing, longer ICU 

length of stay, increased chance of ventilator-induced lung 

injury, and lower survival [1,2]. New generation of clinical 

decision support systems (CDSS) promises to reduce chances 

of delivering improper MV by automating aspects of ventilator 

configuration, and providing clinically accurate and relevant 

alerts to providers. However, key detriment to these systems is 

lack of access to configured state of ventilator and therefore 

lack information that may improve efficiency of these CDSS 

[3]. 

One such piece of information that many MV CDSS lack is 

choice of ventilation mode (VM) that determines pattern of 

flow and pressure delivery with each breath (Figure 1 B-D). 

This information is generally unavailable to CDSS due to lack 

of interoperability and information exchange between CDSS 

and ventilator or electronic health record [3]. CDSS knowledge 

of VM is important because changing VMs may be a necessary 

procedure in course of patient care [4]. For example, if CDSS 

determines that patient is breathing asynchronously with 

ventilator, it may be able to make recommendation that 

providers choose a different VM that provides more comfort 

and flexibility in breathing to patients [5-8]. Another example 

would be that CDSS could provide alerts to clinicians if patients 

continually violate safe volumes of air to inhale. This would be 

especially important in cases where patients have acute 

respiratory distress syndrome and need limited tidal volumes 

[9,10]. In this case CDSS could recommend patients be placed 

on VM that limits tidal volumes such as volume-control. 

 

Figure 1- Displays visualizations of ventilator waveform data 

(VWD). Flow measurements represented in blue, and pressure 

in red. A.) Here we display examples of how to extract 

information from VWD. Positive End Expiratory Pressure 

(PEEP) is noted as minimum pressure supplied by ventilator, 

and peak inspiratory pressure (PIP) is maximum pressure 

supplied during inhalation. Inspiratory time (I-time) is amount 

of time patient breathes in. Total amount of air breathed in 

represented in green, and air breathed out shown in teal. B.) 

Shows canonical example of volume control (VC), mode 

patient receives fixed volume of air for each breath. C.) Shows 

example of pressure control (PC). In PC, pressure is fixed 

during inhalation. D.) Example of continuous positive airway 

pressure (CPAP). Here minimal pressure support is given, 

and all breaths initiated by patient. 

If MV CDSS lacks knowledge of VM from more traditional 

methods, it may still be able to access it by utilizing information 

derived from streams of flow and pressure readings that 

comprise ventilator waveform data (VWD). To the best of our 

knowledge, only one previous effort has developed rule-based 

classifier using analysis of VWD for providing hourly VM 

classifications. However, its use of closed dataset, limited 

temporal resolution, and accuracy of model represent potential 

limitations both for research and decision support [3,5]. Having 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190235

318



 

 

highly granular temporal resolution VM classification results is 

important because in practice providers may change VM 

frequently based on changes in clinical state or patient tolerance 

of VM. These changes may cause specific VM to remain 

constant for as low as minutes of time. To improve upon 

previous work, we note that machine learning (ML) has proven 

capable of accounting for highly variable nature of physiologic 

data such as VWD on temporally granular time scales [11,12]. 

So we created a ML model that could identify different VMs on 

per-breath basis, with freely accessible dataset, using only 

VWD as input.  

In this paper, we detail multiple important considerations for 

modeling ML classifier that can classify VM. First, we discuss 

how we created one of the largest datasets of per-breath labeled 

information, extraction of features from VWD, and 

performance of our resulting ML model that can determine five 

of most widely used ventilation modes in USA [4]. Second, we 

discuss experiments of how well our model performs in 

presence of missing training data. Finally, we discuss 

experimentation we conducted for reducing size of our training 

dataset by nearly 72% while maintaining generalizability of our 

classifier to our testing set. To allow reproducibility of our 

work, our code and dataset are publicly accessible and 

published on GitHub. Thus, we hope that our work will serve 

as catalyst for continuing to improve capabilities and efficiency 

of MV CDSS. 

Methods 

In this study, we used dataset of VWD collected from 103 

subjects (IRB# 647002) within intensive care environments of 

University of California Davis Medical Center (UCDMC) 

consisting of MV flow and pressure measurements sampled at 

50 Hz [13,14]. Ventilation mode was not recorded in course of 

VWD data collection. We then randomly selected 2-4 hour 

epochs of VWD from the 103 subjects. All VWD was stored in 

data files of 2 hours in length, and approximately 2,000 breaths 

were stored per data file. Each breath in these epochs was 

annotated by three expert clinicians (JYA, BTK, JN) for 

presence of one of five VMs: volume control (VC), pressure 

control (PC), pressure support (PS), continuous positive airway 

pressure (CPAP), and proportional assist ventilation (PAV) 

(Table 1). Many patients had 2-4 hour periods selected where 

VM was switched multiple times, other modes such as pressure 

regulated volume control (PRVC), volume support, and airway 

pressure release ventilation (APRV) were found, and annotated 

within these epochs, but were excluded in our final analysis 

because of their rarity of use at UCDMC. 

Table 1-Descriptive statistics for our dataset for each 

ventilator mode analyzed. Also analyzed number of patient 

ventilator asynchrony (PVA), suction, and cough breaths 

found [14]. While these breaths do not represent normal 

breathing, they are typical in clinical practice. 

 Volume 

Control 

Pressure 

Control 

Pressure 

Support CPAP PAV

Patients 23 37 55 28 22 

Total 

Breaths 

61,662 78,635 92,360 14,795 36,303 

PVA 

Breaths 

7,714 4,570 6,924 2,373 7,669 

Suction 

Breaths 

750 136 681 350 373 

Cough 

Breaths 

229 117 178 56 96 

  

Given VWD is so heterogeneous it can be difficult for even 

expert clinicians to make consistent classification of breathing 

patterns [15]. Thus, in performing classification of VM we 

ensured that each breath was dual clinician adjudicated, 

meaning that two clinicians would independently annotate a 

single breath, and if classifications disagreed they would be 

resolved through communication between the two [14]. To 

further account for breathing heterogeneity, we included 

regions containing pathologic patient-ventilator interactions 

such as patient-ventilator asynchrony (PVA), routine clinical 

events such as suctioning and cough, and regions of noisy data 

caused by moisture/blood/mucus in ventilation circuit tubing 

[14]. 

Table 2-Set of proposed features for our model. Features were 

segmented into per-breath and multi-breath time frames.  

Feature  Description 

Inspiratory 

Flow Slope 

Variance (per 

breath) 

This feature measures variance of succes-

sive, 0.08-second long slope measurements 

of inspiratory flow curve of a single 

breath. This feature was effective for clas-

sifying volume control. 

Variance of 

Pressure (per 

breath) 

This feature takes variance of all pressure 

measurements for a single breath. This fea-

ture was helpful for classifying CPAP 

which typically utilizes low pressures rela-

tive to PEEP on inspiration. 

Variance of 

Per-Breath 

Inspiratory 

Flow Slope 

Variance 

The inspiratory flow slope variance was 

found on per breath basis, and this feature 

takes variance of inspiratory flow slope 

variance across a 10 breath window. 

Inspiratory 

Time (I-time) 

Variance (10 

breath win-

dow) 

The amount of time that patient inhales for 

single breath is called I-time. This feature 

calculated variance of 10 successive 

breaths. 

Pressure-

Based I-time 

Variance (10 

breath win-

dow) 

We defined pressure-based I-time as 

amount of time (seconds) that pressure is 

elevated by [0.4 * (PIP - PEEP)] above 

PEEP. This was an important variable to 

measure in pressure control and pressure 

support, where flow-based I-time can be 

shorter than ventilator’s set I-time, which 

may occur in delayed cycling asynchrony. 

N Plateau 

Pressures (20 

breath win-

dow) 

A plateau pressure is taken on ventilator 

when inspiratory flow is set to 0 for a cer-

tain amount of time, during which ventila-

tor can read residual pressure in respiratory 

system. PAV will repetitively take plateau 

pressures in order to adjust ventilation to 

patient’s needs. 

Pressure-

Based I-time 

Variance 

(100 breath 

window) 

In this feature, pressure-based I-time statis-

tic is also calculated for 100-breath win-

dow. This feature was necessary to provide 

capacity for differentiating between pres-

sure control and pressure support in syn-

chronously breathing patients. 

With this dataset, we utilized 55 patients and 140,928 breaths 

for our training cohort, and 48 patients and 165,988 breaths for 

our testing cohort. There was no patient overlap between testing 

and training cohorts. Testing set was chosen to be 

approximately as large as training set because initial modeling  
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yielded strong results, and we wished to utilize large testing set 

as further validation for our approach. Using both Scikit-learn 

and Pytorch ML libraries [16,17], we evaluated use of multiple 

ML algorithms including: support vector machine (SVM) [18], 

multi-layer perceptron (MLP), long-short term memory 

recurrent neural network (LSTM RNN) [19], logistic 

regression, and random forest (RF) classifier [20]. All models 

performed classification on per-breath basis, highest possible 

level of granularity possible in VM classification. Based on 

model investigation, we settled on usage of RF with 

parameterization of 30 classifier trees for our final model (see 

online supplemental). 

Our feature set is composed of 7 items of expert-guided 

information derived from raw VWD, and is described in Table 

2. Our features are derived from both per breath and multi-

breath analytic time frames. Per-breath time frames occur over 

single breath, while multi-breath time frames are composed of 

windows of short, medium, and long periods of breathing. Short 

window is 10 breaths long, medium window 20 breaths, and 

long window 100 breaths. Tuning of features and 

hyperparameters was guided by performing 10-fold cross-

validation of our training data. After tuning model 

hyperparameters during the validation phase, we evaluated our 

model on our testing set. No additional changes to our feature 

set, or model hyperparameters were performed after model 

development was completed in training set. Model performance 

is primarily reported through F1-score because it is more 

representative of class-imbalanced classifier performance than 

accuracy is. F1-score is calculated as harmonic mean of 

precision (PPV) and recall (sensitivity): 

F1-score 
 2

�
������� ∗ 
�����

�
������� � 
�����

 

Limitation to using RF to classify ventilator mode is RF 

classifier assumes that all breaths are independent of each other. 

However, ventilator mode is a continuous setting that does not 

vary over time, unless it is manually changed by provider. 

Therefore, one breath’s mode is often predictive of next 

breath’s mode. This modeling incongruity causes RF classifier 

to sometimes perform incorrect VM classification even in 

periods where classifier correctly predicts correct VM for a 

majority of breaths. To smooth these incorrect predictions, we 

implement an algorithm we term “look-ahead smoothing” 

which operates as second pass heuristic on all per breath RF 

breath predictions. More specifically, once RF is finished, look-

ahead smoothing examines each breath VM classification 

sequentially, and if it determines breath’s classification is not 

in accordance with previous � breaths then it will look ahead at 

next � breaths in sequence. The breath will then be re-classified 

in accordance to majority � percent of subsequent � breaths. 

Both � and � are configurable parameters that we set at � 
 50 

and	� 
 60, parameters which were found via sensitivity 

analysis. In real-time classification, assuming average 

respiratory rate of 20 breaths per minute, this technique results 

in latency of at most 2.5 minutes between a given breath and 

availability of its final classification.  

Finally, we implemented experiment to test how well our 

classifier would generalize to larger dataset if random breaths 

in our training dataset were missing due to some technical error. 

So we conduct experiment where we ablate (i.e. remove) data 

observations at random from our training dataset in equal 

proportion for VC, PC, PS, CPAP, and PAV. We do not 

perform any ablation on the testing set. We then report results 

of this experiment by recording F1-score for each class with 

respect to percentage of dataset that simulated as missing. 

Results 

Using RF model with feature set defined in Table 2, we initially 

performed 10-fold cross validation with our training set to test 

performance of our VM classifier. We found that during cross 

validation our model consistently performed within 98-99% for 

F1-score, recall, and specificity for all VMs. We then evaluated 

our model on withheld test set. CPAP suffered largest drop in 

performance because it confused PS for CPAP for an entire 

patient. VC/PAV suffered no drop in performance and PC/PS 

only suffered slight declines in performance (Table 3).  

Table 3-Performance of our Random Forest model when 

applied to our withheld testing set. 

Mode F1-Score Accuracy Precision Recall Specificity

VC 0.999 1.0 0.998 1.0 1.0 

PC 0.989 0.993 0.983 0.996 0.992 

PS 0.975 0.981 0.993 0.958 0.996 

CPAP 0.85 0.988 0.767 0.952 0.989 

PAV 0.994 0.999 0.99 0.998 0.999 

We hypothesized that since the model performed well on both 

training and testing sets that it would also be robust to scenarios 

in which breath data went missing due to reason of sensor or 

software failure. We report results for this experiment in 

Figure 2. We found model is robust to missing data until 

approximately 90% of data is removed. After this point PC and 

PS F1-score performance begins to decrease and other 

classifications begin to fluctuate. After 99% of data is removed 

our classifications lose clinical utility. 

Figure 2-Here we simulate scenario where percentage of 

training observations is missing due to some kind of 

software/hardware error. 

Given results of random ablation experiment, we hypothesized 

that we may have created too large a training set. To reduce the 

size of our training set in generalizable, non-random way, we 

hypothesized we only needed to keep the first of certain number 

of contiguous breaths from each VM per data file, and still 

maintain performance of our original model. In this respect, we 

could make recommendations to physicians to only annotate 

first �breaths in a series and just leave the rest alone. This 

could also decrease amount of time necessary to annotate VM 

on future patients. So, we performed a sensitivity analysis to 

determine what the optimal number of contiguous observations 

to keep per ventilator mode is. We do this by sequentially 

iterating over each VM in our training set and only picking first 

� breaths in a file while keeping number of observations from 

other VMs constant. Our analysis (Figure 3) showed that it was  
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most optimal to only use first 450 VC observations, first 120 

PC, 1,200 PS, 160 CPAP, and 80 PAV observations in a file. 

Using this methodology, we ablated overall number of training 

observations by 71.41% from 140,928 to 40,285 observations, 

while still maintaining generalizability of our training set to our 

withheld test set, and largely improved CPAP performance 

(Table 4). By performing ablation we were able to boost 

average F1-score of our classifier to 0.9752 from 0.9614 that 

was reported in Table 3. 

Figure 3-Results from our sensitivity analysis for choosing 

first N contiguous breaths for a given mode in a data file. 

Table 4-Final results of our ablation experiment where we 

only keep first 450 VC, 120 PC, 1,200 PS, 160 CPAP, and 80 

PAV observations in a data file. We note final number of 

training observations that we kept, and report how much of 

reduction that was in contrast to original training set. 

Performance improvements/degradation over results listed in 

Table 3 are bracketed alongside final performance metrics. 

E.g. performance increase of 2.0% is denoted as (+.02). 

Mode Training Observations F1-Score 

VC 6,079 (-83.65%) 0.998 (-0.001) 

PC 2,154 (-92.77%) 0.964 (-0.025) 

PS 27,892 (-26.81%) 0.967 (-0.008) 

CPAP 3,040 (-73.55%) 0.955 (+0.105) 

PAV 1,120 (-94.46%) 0.993 (-0.001) 

Discussion 

In this paper, we highlighted how we created dataset of 308,957 

breaths annotated for VM on per-breath basis and how we 

developed highly accurate, ML-based VM classification model 

that only utilizes raw VWD to perform classifications. Our VM 

classifier was highly performant in detecting five of most 

widely used VMs in USA, even in presence of signal noise, 

episodes of PVA, and routine clinical events such as cough and 

suction [4]. Using our approach, we were able to achieve 

methodological and performance improvements in VM 

classification compared to current state of art [3]. In this regard, 

Murias reported 89% accuracy at detecting per-hour VM 

classification, and we report average accuracy of 98.05% of 

per-breath VM classification (Table 3). Finally, we examined 

how robust our model is to presence of missing training data, 

and additional experimental results that suggested how we can 

decrease the size of our dataset while still maintaining 

generalizability of our classifier. 

We took multiple measures to ensure we were not overtraining 

our classifier. First, we utilized a relatively large and diverse 

sampling of patients to create both our testing and training sets. 

This created one of the largest available datasets of per-breath 

labeled VWD. Two to four hour epochs were chosen at random 

from each of these patients. Our testing set included almost as 

many patients as our training set, and was composed of more 

breaths than our training set. There was no overlap of patients 

between training and testing sets. Finally, all model features 

and hyperparameters were evaluated on the training set using 

K-fold validation, and were frozen after initial evaluation of our 

testing set. 

Our ablation experiments deserve additional consideration. 

Results of the random ablation experiments highlight multiple 

things: 1) RF is extremely performant with our featurization 

approach, and is also able to perform VM classification with 

small amounts of data. 2) Our ablation results also illustrate that 

it may not be necessary to create very large training datasets of 

information to create performant ML classifiers for VM. 3) Our 

size reduction experiments did see some decreases in 

performance in PC and PS because of the manner in which we 

performed our sensitivity analysis. In our analysis we only 

modified observations from a single VM type while keeping 

other VM observations constant, so it was not possible to 

determine side effects from simultaneously ablating several 

modes at once. Future experiments could perform more 

computationally demanding task of ablating multiple modes at 

once to further explore the issue. 4) Our size reduction 

experiment showed that first 160 breaths seem to be most 

representative of CPAP breathing patterns. We hypothesize this 

can be explained by the fact that some patients tire quickly 

when on CPAP, and thus their breathing can become more 

irregular. In this case, later breaths in CPAP sequences may 

more closely resemble asynchronous breathing from other 

ventilator modes instead of CPAP. 

This work had several limitations. Our use of “look-ahead 

smoothing” introduced small latency of 2.5 minutes to real-time 

ventilator mode predictions. This time delay in classification 

would not likely be of clinical consequence since CDSS 

recommendations requiring VM state information would rarely 

be executed over such short time frames to ensure that transient 

changes in waveforms do not trigger frequent false alarms. If 

latency is not desired then “look-behind smoothing” can be 

used as alternative approach. Our study was also confined to a 

single academic medical center and single ventilator type. 

There are also additional ventilator modes such as PRVC that 

we were unable to add to our model due to their paucity of use 

at UCDMC. We welcome additional collaboration and 

inclusion of multi-center data and have publicly released our 

code and dataset.   

Conclusions 

In conclusion, we created a highly-performant ML classifier for 

detecting five of most commonly used ventilator modes in 

USA, using only raw VWD as input. Our use case further 

demonstrates utility of ML analysis of physiologic waveform 

data to improve CDSS characterization of patient state when 

state is missing due to limitations of available informatics 

infrastructure. We also illustrated usage of dataset ablation to 

characterize how missing data affects generalization 

performance of our classifier, and how we can restrict size of 

our training set while maintaining model generalization to our 

test dataset. Our classifier will facilitate development of more 

advanced automated MV CDSS to improve management of 

patients experiencing respiratory failure.  
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Abstract 

Despite the high consumption of dietary supplements (DS), few 

reliable, relevant, and comprehensive online resources could 

satisfy information seekers. This research study aims to 

understand consumer information needs on DS using topic 

modeling, and to evaluate accuracy in correctly identifying 

topics from social media. We retrieved 16,095 unique questions 

posted on Yahoo! Answers relating to 438 unique DS 

ingredients mentioned in sub-section, “Alternative medicine” 

under the section, “Health”. We implemented an unsupervised 

topic modeling method, Correlation Explanation (CorEx) to 

unveil the various topics in which consumers are most 

interested. We manually reviewed the keywords of all the 200 

topics generated by CorEx and assigned them to 38 health-

related categories, corresponding to 12 higher-level groups. 

We found high accuracy (90-100%) in identifying questions 

that correctly align with the selected topics. The results could 

guide us to generate a more comprehensive and structured DS 

resource based on consumers’ information needs. 

Keywords:  

Dietary supplements,  social media, topic modeling. 

Introduction 

Dietary supplements (DS) usage has gained popularity in recent 

years with almost 52% of U.S. adults reporting the use of one 

or more supplement [1]. This high DS usage is especially 

common among adults aged �60 years, where 70% have 

reported using one or more DS [2]. In spite of this escalating 

trend in DS consumption across a wide range of consumers, 

there are not many online resources that consumers could refer 

to for DS information that is personalized, reliable, succinct, 

up-to-date, and in a language that is easily comprehensible by a 

lay-person.  

In recent years, the internet has emerged as an important source 

of health-related information providing an opportunity for 

people to search online for free health information. According 

to a Pew Research Center report, 80% of internet users have 

looked for health information online [3, 4]. This would be 

especially true in the case of DS as its use is primarily self-

initiated rather than based on clinicians’ recommendations [5]. 

Existing online DS health information resources in the U.S. can 

range from open access, publicly available databases, e.g., Food 

and Drug and Administration (FDA) [6]; Office of Dietary 

supplements (ODS) [7]; Dietary Supplement Label Database 

(DSLD) [8], to commercial databases that often require a paid 

subscription, e.g., Natural Medicines (NM) [9]. When it comes 

to personalized queries from consumers, the information  is 

often consolidated under online resources such as “Frequently 

Asked Questions”. However, the information dissipated from 

such resources is often very basic, non-specific, and not very 

helpful. 

The rapid growth of digital data in today’s world, especially in 

the healthcare domain, offers great opportunities for secondary 

use in clinical research. Topic modeling [10] has been an area 

of great interest and to date, several studies have been 

conducted to make use of  electronic data and utilize  this novel 

methodology. The reason for topic modeling’s growing 

popularity is the area’s ability to reveal the latent structure and 

groupings of the underlying corpus without any prerequisite 

knowledge. Some of the applications of topic modeling in 

healthcare  research include: analyzing clinical notes from 

Electronic Health Record (EHR) data; discovering and 

understanding health care trajectories [11]; identifying 

medication prescribing patterns [12]; mining adverse events of 

DS from product labels [13]; and discovering health topics in 

social media [14, 15] among various others. 

There are various social Questions and Answers (Q&A) sites 

and online forums within health communities, e.g.,  Yahoo! 

Answers, allowing one to seek information through posting 

questions and receiving answers from others users (e.g., 

consumers, health professionals) [16]. Previously, we have 

used Yahoo! Answers data in several studies e.g., to investigate 

the terminology and language gap between health consumers 

and health professionals [17]; to mine consumer friendly 

medical terms to enrich consumer health vocabulary [16]; and 

to understand the information needs for diabetes patients about 

their laboratory results [18].  

The purpose of this research study is to understand the 

information needs of DS consumers by analyzing questions 

coming directly from consumers and in their own language. The 

goal is achieved by using Correlation Explanation (CorEx) - a 

topic modeling algorithm on  the title and body of each question  

under the Q&A section of the Yahoo! Answers database in 

order to unveil the “topics” around DS information needs. We 

generated a list of coherent topics that more accurately 

represent the areas of DS-related information and associated DS 

ingredients that consumers are most interested in. We will also 

evaluate the accuracy of the CorEx method in correctly 

identifying the topics from social media. In the future, the 

knowledge gained from this study could be used as a guide for 

developing more meaningful DS resources for consumers that 

are better aligned with their information needs. 
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Methods  

Figure 1 illustrates the overview of the methods. We extracted 

and pre-processed questions retrieved from the Yahoo! 

Answers database, focusing on questions around DS. We 

performed topic modeling using CorEx in order to understand 

DS-related topics and categories that consumers are most 

interested in. We then evaluated the accuracy of the topic 

modeling methodology by manually reviewing a subset of top 

ranked questions. We further investigated the actual DS 

ingredients associated with all the questions under each topic.  

 

Figure 1— Process overview 

Collecting and Pre-processing Data 

We collected in total 2,820,179 Yahoo! Answer questions and 

the corresponding answers posted under 21 sub-categories 

belonging to the main category “Health”. We further extracted 

112,090 questions (including their titles and contents) from one 

of the sub-categories “Alternative Medicine”. We then matched 

the preferred DS names in “iDISK”, the first Integrated Dietary 

Supplements Knowledge base where DS related information is 

represented in a comprehensive and standardized form [19], 

with the DS ingredient name in the questions. After two 

assessors (YW, RR) had manually reviewed the matched 

preferred names, we cleaned up the DS ingredient names list 

based on the following rules: 1) only including ingredients with 

more than 5 matched questions; 2) excluding commonly 

consumed everyday food/drink items, e.g., fruits, vegetables, 

wine, caffeine, and water; 3) excluding body parts, e.g., adrenal 

cortex, brain, and stomach; and 4) excluding recreational drugs 

e.g., marijuana, poppy seed. Only the questions that exactly 

matched the DS ingredient names on this list were kept. 

These questions were further pre-processed by subject matter 

experts (TN, JV) and used for topic modeling. We removed all 

ingredient mentions within the questions to understand the 

information needs non-specific to certain DS. Each question 

was then lower-cased and tokenized. Special characters, 

hyperlinks, and common stop-words (e.g., ‘I’, ‘you’, etc.) were 

removed, and each word was normalized using the normalized 

string generator (Norm) from the SPECIALIST NLP tool [20]. 

We only considered words that had at least 3 characters, since 

any word shorter than that was usually not meaningful. We also 

removed words that occurred fewer than five times, or more 

than 85% of the time, as they might not contribute much to the 

question.  

Identifying Topics for DS Questions 

In our preliminary investigation of different topic modeling 

strategies, we found that Correlation Explanation (CorEx) [21] 

discovered the most coherent topics compared to Latent 

Dirichlet Allocation (LDA). In contrast to LDA, which defines 

a generative model for inferring topics, CorEx discovers topics 

by maximizing the mutual information between words and 

topics. A subjective assessment of topic quality was performed 

by two assessors/co-authors and subject matter experts (YW, 

RR). A topic was considered “coherent” by the experts if 

assessors found a clear semantic criterion that unites the words 

under a particular topic. In total, we evaluated several results 

corresponding to various CorEx models on different numbers 

of topics (n = 100, 150, 200, 250). Comparing topic modeling 

results from 100 to 250 topics, we found the model with 200 

topics yields the most coherent topic categories. 

The selected model was further analyzed and assigned topic 

names after mutual agreement between two assessors (YW, 

RR). The “topics” with similar themes were then merged into 

“categories” (e.g., gastrointestinal disorders, psychiatric 

disorders) that were further condensed into higher level 

“groups” (e.g., “uses and symptoms”). For the group, “uses and 

symptoms”, we utilized System Organ Classification (SOC) 

created by the Medical Dictionary for Regulatory Activities 

(MedDRA), a medical terminology used to classify adverse 

event information associated with the use of 

biopharmaceuticals and other medical products [22]. 

Topic Evaluation 

To evaluate the accuracy of the topic modeling, we selected 15 

topics and extracted their corresponding 10 questions with 

highest ranked probabilities. Manual review (RR, YW) was 

conducted to determine if the extracted questions correctly 

aligned with topics generated by the above topic modeling 

methods. The measure of correctness was reported as 

percentage accuracy. We also extracted the DS ingredient 

names corresponding to each topic in order to explore the 

distribution of ingredients names across various topics. We also 

reported the DS ingredients associated with most questions for 

selected topics.  

Results 

Question Data and Topic Analysis 

The final list consisted of 438 unique DS terms in total 

associated with 16,095 unique matching questions. After data 

pre-processing, our corpus contained a total of 213,790 tokens, 

which made up of 7,164 unique words. 

From the 200 topics generated by CorEx modeling method, the 

domain experts (RR, YW) identified topics with similar themes 

and classified them into 38 unique categories by (Table 1). The 

38 unique categories were further summarized into the 

following 12 higher level groups: uses or adverse effects, 

product-related, healthy lifestyle, information 

resources/scientific evidence, addiction, time of use qualifier, 

sleep disorder, interventions, adverse effect in general, health 

benefits, mind and body, and population qualifier. The 

distribution of higher-level groups and number of their 

associated categories is provided below (Figure 2).  

After evaluating the top 10 ranked questions for selected topics, 

we reported accuracy as number and percentage of questions 

that correctly aligns with the generated topic. Table 1 lists 

examples of selected topic groups, their associated categories 

along with the top 15 most probable words and common 

ingredients mentions. 
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Table 1— Selected Topic Categories with Associated Features and Accuracy of Topic Modeling 

Topic Groups Topic categories 

(Topic Index)  

Representative key words Question example Number of 

correctly 

matched 

(accuracy) 

Representative 

supplements 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Uses &  

adverse effects  

Gastrointestinal 

disorders (65) 

constipation, laxative, fiber, 

enema, suppository, constipate, 

dulcolax, docusate, insoluble, 

poop, saline, fleet, along with, 

bum, fecal 

Want to take magnesium for health, but 

it irritates my IBS? Does anyone have 

any advice for taking Mg? 

 

10 (100%) Magnesium, Senna, 

Castor, Probiotics, Glycerin 

Musculoskeletal 

disorders (93) 

arthritis, bracelet, rheumatoid, 

knee, magnetic, anabolic, steroid, 

juvenile, sheet, gout, rheumatism, 

mattress, wonderfully, bangle, 

supplemental 

 

Is hyaluronic acid supplement safe for 

children with juvenile rheumatoid 

arthritis? 

10 (100%) Copper, Fish Oil, Vitamin 

D 

Psychiatric  

Disorders (11) 

john, anxiety, depression, wort, 

htp, antidepressant, calm, social, 

root, 5htp, sam, tryptophan, 

zoloft, ssri, withdrawal 

Is there alternative solution for 

anxiousness. I’d like to know is if 

anybody has any feedback on Buspar, 

Kava root, Passion flower & St. John’s 

wort? 

10 (100%) Valerian, St. John’s Wort, 

SAM-e 

Respiratory, 

thoracic/ 

mediastinal  

disorders (1) 

remedy, throat, sore, home, 

lemon, salt, hot, cure, natural, 

gargle, warm, epsom, voice, 

soothe, homeopathic 

How can I soothe my sore throat? I have 

been drinking warm tea with honey & 

gargle some salt water but it doesn’t 

work. 

9 (90%) Honey, Ginger, Vitamin C, 

Garlic 

Skin & 

subcutaneous  

tissue disorders 

(23) 

skin, face, acne, wash, foot, hand, 

red, spot, itchy, facial, cream, 

wrinkle, mask, oily, swell 

What are some natural ways to get rid of 

pimples (home remedies)? I have heard 

about Aloe 

10 (100%) Apple cider vinegar, Fish 

oil, Honey, Tea tree oil 

Cardio-

vascular/blood & 

lymphatic system 

disorders (2) 

blood, level, low, pressure, high, 

normal, cholesterol, , cause, heart, 

disease, diagnose, raise, thin, flow 

Does anyone know about an alternative 

medicine way of treating high blood 

pressure? I have heard of l-arginine to be 

effective. 

9 (90%) Iron, Fish Oil, Sodium 

Endocrine  

disorders (68) 

thyroid, hypothyroidism, 

synthroid, levothyroxine, 

hypothyroid, gut, patient, 

syndrome, leaky, radioactive, 

testimony, underactive, iodide, 

success, advisable 

Are there natural alternatives after 

having radioactive iodine treatment for 

Graves’ disease? 

10 (100%) Iodine, Kelp, Vitamin D 

Infections & 

infestations (31) 

infection, yeast, bladder, 

antibiotic, treat, kill, bite, 

mannose, parasite, mosquito, coat, 

douche, poultice, intestinal, 

frequent 

 

Home remedies for yeast infections? I 

have heard where diluted apple cider 

vinegar in a bath tub could provide 

temporary relief 

10 (100%) Cranberry, Garlic, Apple 

Cider Vinegar, 

Pregnancy, 

puerperium/ 

perinatal  

conditions (40)    

control, birth, period, pregnancy, 

pregnant, miscarriage, irregular, 

headache, hormone, tension, 1st, 

abortion, fertility, defect, 

endometriosis 

 

Is it safe to drink penny royal tea along 

with parsley tea to induce a miscarriage? 

10 (100%) Vitamin C, Iron, Dong Quai

Dental & gingival 

conditions (124) 

pot, tooth, eliminate, desperate, 

prune, brush, resistant, walnut, 

wisdom, piss, neti, dentist, 

dependency, swish, tonsillitis 

 

I am getting my wisdom teeth out & I 

would like to know if clove oil will help 

in pain in my gums? 

10 (100%) Apple Cider Vinegar, 

Silver, Garlic, Clove 

Addiction Smokables (21) smoke, weed, marijuana, cigarette, 

legal, pipe, bowl, roll, tobacco, 

illegal, bud, blunt, smoker, kush, 

hash 

 

What is the difference between Salvia-A 

& Salvia divinorum? I smoked salvia 

divinorum 

10 (100%) Damiana, Catnip, Mullein, 

Salvia divinorum, Kratom, 

Clove 

Product-related Dose/dose form/ 

preparation (43) 

mcg, 1000, complex, omega, 

5000, 2000, 2500, multiple, adult, 

2000iu, standardize, milligram, 

cla, strength, gnc 

 

Is the dose of vitamin A 2500 IU? Why 

can I not find that in a supplement? 

10 (100%) Biotin, Vitamin D, Vitamin 

C, Fish Oil, Vitamin B12, 

Folic Acid, Vitamin A 

Sleep disorder 

 

Sleeping (50) fall, asleep, 2am, cry, couch, 3am, 

deaf, sleeper, category, 

pulmonary, carpet, regardless, 

proportion, haven’t, recreational 

 

Need more info about Melatonin? I have 

trouble falling asleep 

8 (80%) Melatonin, Valerian 

Frequency/ 

Time 

Frequency/Time 

reference (9) 

even, month, since, may, though, 

well, always, never, pretty, end, 

fine, mean, without, course, quite 

Chromium supplements... do they work? 

I have been taking them for a few weeks 

now 

7 (70%) Iron, Vitamin D, Cranberry 

Health life style Weight control (19) weight, lose, gain, loose, berry, 

cardio, primarily, weight, 

workout, lift, shed, cambogia, 

underweight, usda 

Would it be safe to take a weight loss pill 

with the supplements? 

9 (90%) Acai, Apple Cider Vinegar, 

Honey, Garcinia, 

R.F. Rizvi et al. / Analyzing Social Media Data to Understand Consumer Information Needs on Dietary Supplements 325



We found the percent accuracy for most of the selected topics 

is between 90% - 100%, except sleep (80%) and frequency/time 

categories (70%). “Use and adverse effects” is the most 

dominant topic group and accounted for 50 topics out of 200. 

Under this topic, there were 15 categories classified based on 

MedDRA SOC (Figure 3). 

 

Figure 2— Distribution of TopicGgroups and the Associated   
Number of Categories. 

Figure 3— Distribution of uses/adverse effects related 
categories based on system organ class (SOC) 

Dietary Supplements Associated with Most Questions 

We also extracted the DS ingredient names associated with 

most questions corresponding to a particular topic in order to 

explore the distribution of most commonly discussed 

ingredients. Only DS ingredients associated with �10% of 

questions under a specific topic were reported (Table 2). 

Discussion 

In this study, we employed CorEx topic modeling over user-

generated questions coming from the Yahoo! Answers data in 

order to better understand the information needs of consumers. 

We also discovered interesting information on the distribution 

of DS ingredients across topics of special interest to consumers. 

This research effort further validates the feasibility of topic 

modeling to extract important information hidden in large 

corpus of social media data.  

Applying CorEx topic modeling methods, we were able to 

accurately identify 12 topic groups. The top three groups with 

the most number of respective assigned categories and topics, 

which can be regarded as the information most sought by 

consumers, are: “use and adverse effects”, “product-related”, 

and “healthy life style” (Figure 2). Extracted information 

pertaining to any symptom or sign could either be an indication 

or an adverse event of a DS, (e.g., diarrhea, abdominal pain, 

palpitations, headaches); therefore, uses and adverse effects 

were combined as one group, “use and adverse effects”. We 

found a higher number of topics and the associated number of 

questions concerning: gastrointestinal system (specifically 

diarrhea and constipation); psychiatric (mainly anxiety and 

depression); and skin and subcutaneous tissues (primarily acne 

and UV protection). We also had a “mixed group”, having 

keywords corresponding to more than one system. For 

“product-related groups”, we merged categories like dose, dose 

from, preparation because of their co-occurrence under one 

topic (e.g., Topic #43). Under the “healthy life style” group, the 

topics were mostly around eating healthy and weight 

control/exercise. 

Table 2— Total Number of Questions Matched for Each Topic 
The representative ingredient is the one that matched the most 
questions. The percentage of the questions that mentioned the 
representative ingredient is shown in the parenthesis. The text 

in bold represents the ingredient with high percentage of 
associated questions.  

Topic categories Topic 
Index) 

Number of 
questions 
matched 

Representative 
Ingredient 

Questions 
containing 
Representative 

Ingredient 

Gastrointestinal 

disorders (65) 

145 Magnesium 24 (16.55%) 

Musculoskeletal  
disorders (93) 

45 Copper 11 (24.44%) 

Psychiatric disorders 
(11) 

256 Valerian 45 (17.58%) 

Respiratory (including 
ear, nose & throat), 

thoracic & mediastinal 
disorders (1) 

476 Honey 226 (47.48%) 

Skin & subcutaneous 

tissue disorders (23) 

84 Apple Cider 

Vinegar 

17 (20.24%) 

Cardio-vascular/blood  
& lymphatic system 

disorders (2) 

264 Iron 38 (14.39%) 

Endocrine disorders  
(68) 

48 Iodine 11 (22.92%) 

Infections & infestations   
(31) 

160 Cranberry 37 (23.12%) 

Smokables (21) 134 Damiana 11 (8.21%) 

Dose/dose 
form/preparation (43) 

98 Biotin 35 (35.71%) 

Sleeping (50) 45 Melatonin 29 (64.44%) 

Weight control (19) 171 Acai 26 (15.20%) 

We found high accuracy when we identified questions that 

correctly align with the topic categories/groups (Table 1). We 

found few low matching accuracy topics also having questions 

related to other topics, e.g., sleeping disorders topic with 

questions related to recreational drug, anxiety/depression. We 

also reported actual DS ingredient names associated with most 

questions for a particular topic (Table 2).  We found a 

substantially higher percentage of questions for the ingredients 

“Honey” under respiratory disorders and “Melatonin” under 

sleep disorders. This information provides essential knowledge 

on the use of DS for various specific reasons and needs further 

exploration. 
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This research study had several limitations. We analyzed only 

questions belonging to alternative medicine sub-category under 

“health” section and might have missed dietary supplement 

occurrences under other sub-categories, e.g., mental health 

conditions, general health care. We only used preferred DS 

ingredient names and not their synonyms (e.g., scientific 

names, common names) to extract the corresponding questions. 

Also, there are inherent limitations to topic modeling e.g., 

topics were generated based on the statistical word distribution 

within the questions and thus topics with incoherent topic 

keywords were also generated.  

Conclusions 

This research provides essential insights on extracting and 

understanding the information needs of consumers around 

dietary supplements using CorEx-based topic modeling that 

could identify the relevant topics embedded in a large corpus of 

Yahoo! Answers data with high accuracy. The knowledge 

gained here could be used to generate a more comprehensive 

repository of resource for consumers around dietary 

supplements usage. Thus, this study is an important 

contribution in further accentuating the potential benefits of 

using social media data in the clinical research.  
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Abstract 

Objective: To characterize the scientific reproducibility of 

biomedical research studies by query and analysis of semantic 

provenance graphs generated from provenance metadata terms 

extracted from PubMed articles. Methods. We develop a new 

semantic provenance graph generation algorithm that uses a 

provenance ontology developed as part of the Provenance for 

Clinical and Health Research (ProvCaRe) project. The 

ProvCaRe project has processed and extracted provenance 

metadata from more than 1.6 million full text articles from the 

PubMed database. Results. The semantic provenance graph 

generation algorithm is evaluated using provenance terms 

extracted from 75 selected articles describing sleep medicine 

research studies. In addition, we use eight provenance queries 

to evaluate the quality of semantic provenance graphs 

generated by the new algorithm. Conclusion. The ProvCaRe 

project has created a unique resource to characterize the 

reproducibility of biomedical research studies and the semantic 

provenance graph generation algorithm enables users to 

effectively query and analyze the provenance metadata in the 

ProvCaRe knowledge repository.      

Keywords:  

Knowledge Bases; Biomedical Ontologies; Health 

Information Systems 

Introduction 

Provenance metadata describes the history or origin of data, and 

therefore plays a critical role in supporting the reproducibility 

of results from scientific experiments. Scientific reproducibility 

has received increasing attention in the biomedical research 

community, including clinical research, drug development, and 

basic science research, with the publication of the U.S. National 

Institutes of Health (NIH) “Rigor and Reproducibility 

guidelines” [6; 15]. Reproducibility of results from biomedical 

research studies is critical to ensure that valid results are used 

when designing new research studies, developing new drugs 

with less likelihood of failing during clinical trials, and ensuring 

the allocation of limited funding resources to rigorously 

designed research studies [13; 21]. Provenance metadata 

therefore represents essential information about research 

studies, including protocols, data acquisition methods, and 

statistical analysis models. 

However, there has been limited work in the use of provenance 

metadata to support reproducibility in biomedical research. 

Therefore, as part of the Provenance for Clinical and Health 

Research (ProvCaRe) project, we are developing a framework 

to use semantic provenance metadata for characterizing the 

reproducibility of biomedical research studies [23]. We have 

developed a provenance-focused natural language processing 

(NLP) pipeline to extract provenance metadata terms from 

more than 1.6 million full-length articles in the National Center 

for Biotechnology Information (NCBI) PubMed database 

consisting of 28 million citations [1]. The extracted provenance 

information is stored in a structured form in the ProvCaRe 

knowledge repository.  

The ProvCaRe knowledge repository is a unique resource for 

sudying and characterizing the reproducibility of biomedical 

research studies using a systematic and exhaustive approach. 

Provenance metadata is intuitively modeled as a graph 

consisting of nodes and edges, for example ResearchStudy →  

hadCohortSizeOf → 5861(participants), where ResearchStudy 

and 5861(participants) are nodes and hadCohortSizeOf is an 

edge [8]. The World Wide Web Consortium (W3C), which is 

the organization for Web technology standards, developed the 

PROV specifications to facilitate interoperability and 

interchage of provenance metadata in data management and 

Web-based information systems [16; 19]. The PROV 

specifications can be extended to biomedical domain to model 

provenance as a graph with formal semantics and terms mapped 

to ontologies. We used this approach to generate semantic 

provenance information in the ProvCaRe knowledge repository 

with terms mapped to a provenance ontology to support queries 

related to scientific reproducibility. 

In this paper, we investigate the generation of provenance 

graphs from the structured provenance information stored in the 

ProvCaRe knowledge repository. In particular, we describe a 

new method to transform structured provenance information 

into a W3C Resource Description Framework (RDF)-based 

semantic provenance graph. We also describe an approach to 

query and analyze the provenance graph using a test case of 

provenance information from 75 selected articles.  

Background 

Resources 

W3C PROV Specifications 

The W3C PROV specifications consists of: (1) the core model 

called PROV-DM, which defines a common terminology 

system for representing interoperable provenance metadata 

[19]; (b) the PROV Ontology (PROV-O) that represents 

PROV-DM in the W3C Web Ontology Language (OWL2) [12; 

16]; and a set of constraints (PROV-Constraints) to define valid 

forms of provenance conforming to the PROV specifications 

[4]. We extended PROV-O in the ProvCaRe project to model 

provenance terms associated with biomedical research studies. 

In particular, we extended the three core concepts of PROV-O, 
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namely “prov:Agent”, “prov:Entity”, “prov:Activity”; and its 

properties, namely “prov:wasDerivedFrom”, 

“prov:wasGeneratedBy”, and “prov:used”. The namespace 

prov refers to “http://www.w3.org/ns/prov#”.   

ProvCaRe Knowledge Repository 

The provenance terms extracted by the ProvCaRe NLP pipeline 

are currently stored in the ProvCaRe knowledge repository as a 

set of three related provenance terms (for a detailed description 

of the NLP pipeline, please refer to [23]). For example, we 

stored provenance terms extracted from an article describing a 

study on sleep-disordered breathing and hypertension by 

O’Connor et al. [20] as “hypertension status of participants”, 

“was ascertained at”, “second follow-up exam” in the 

ProvCaRe knowledge repository. However, this representation 

of provenance metadata has some limitations, for example (1) 

it is verbose (making it difficult to query efficiently); and (2) it 

cannot be modeled as a RDF graph structure. Given a user 

query, “How was the hypertension status of participants 

determined in this research study?”, the ProvCaRe query 

interface uses keyword-based matching together with ontology-

based “expansion” of query expression for retrieving query 

results. Therefore, we address these challenges by developing a 

new algorithm to map the provenance information in the 

ProvCaRe repository to a semantic provenance graph.  

Related Work 

Provenance metadata has long been used in fine arts, library 

management, and computer science to track art items, literary 

resources, and data elements. In particular, provenance 

metadata plays a critical role in ensuring data quality [3] and 

reproducibility of experiment results [17]. Provenance terms 

describing the context of biomedical research experiments, for 

example sample size of the experiment, randomization 

techniques used, protocol used for selection of participants in a 

research study cohort, are critical for enabling the 

reproducibility of research study results [15]. 

 

Figure 1: Architecture of the ProvCaRe framework and its 

components, including the ProvCaRe ontology 

Although previous work in the biomedical research domain had 

limited or no focus on provenance metadata for reproducibility, 

a number of guidelines and best practices have been adopted to 

improve reporting of research studies to support 

reproducibility, for example the NIH “Rigor and 

Reproducibility guidelines” [10] and the Ontology for Clinical 

Research (OCRe) project, which developed a formal model of 

clinical research studies [24]. Projects that have explored the 

role of provenance in scientific reproducibility in other domains 

include work by Chirigati [5] and [18]. Many projects have also 

explored querying of provenance graphs using query language 

for workflow provenance [2] and Semantic Web technologies 

such as SPARQL [17; 22]. 

To the best of our knowledge, ProvCaRe is first project to 

generate a semantic provenance graph from unstructured text to 

support queries for scientific reproducibility. 

Methods 

An overview of the ProvCaRe platform and its components is 

shown in Figure 1 illustrating a provenance-focused NLP 

pipeline, storage of provenance triples in the knowledge 

repository, and the creation of semantic provenance graphs. The 

ProvCaRe ontology plays a central role as the reference 

knowledge model during both the extraction of provenance 

metadata and generation of provenance graphs. 

ProvCaRe ontology for biomedical provenance metadata 

The ProvCaRe ontology was developed by extending the 

classes and properties of the W3C PROV ontology using 

OWL2 description logic [16]. The two key design objectives of 

the ProvCaRe ontology are: (1) modeling the essential 

components of a research study, and (2) incorporating terms 

from existing domain ontologies for terms specific to different 

medical disciplines to provide appropriate level of granularity 

for provenance terms. Example terms modeled in the ProvCaRe 

ontology to meet the first objective are: the method used to 

conduct the study, the instruments used to record or analyze 

data in the study, and the different types of data used in the 

research study. Similarly, to meet the second objective, the 

ProvCaRe ontology currently models terms specific to sleep 

medicine, endocrinology, and neurological disorders. Example 

terms in the ProvCaRe ontology include: polysomnogram 

(sleep medicine), electroencephalogram (neurology), and 

Hyperaldosteronism (endocrinology). These terms are mapped 

to existing biomedical ontologies, such as SNOMED CT, 

National Cancer Institute (NCI) Thesaurus, and Gene Ontology 

(GO).  

These mappings allow the provenance terms mapped to 

ProvCaRe ontology classes to reference terms in existing 

biomedical ontologies, which supports interoperability of the 

ProvCaRe knowledgebase with existing biomedical databases, 

such as NCBI Gene and Protein database. The ProvCaRe NLP 

pipeline uses the ProvCaRe ontology to identify and extract 

provenance terms from full-text articles in the PubMed 

database. At present, the ProvCaRe ontology consists of about 

300 classes and 40 object properties. The ProvCaRe ontology 

plays a key role in the generation of the semantic provenance 

graphs from the provenance terms as it provides the schematic 

model to represent the nodes and edges of the graph structure. 

Generating semantic provenance graph 

The W3C Resource Description Framework (RDF) is a widely 

used Semantic Web technology for representing graph 

structures [11]. A RDF graph consists of “subject”, “predicate”, 

and “object”. For example, ResearchStudy → wasApprovedBy 

→ EthicsCommittee, where ResearchStudy is the “subject”, 

wasApprovedBy is the “predicate”, and EthicsCommittee is the 

“object” of the RDF triple. Two or more RDF triples can be 

aggregated to form a RDF graph. The RDF graphs can be 

queried using the W3C SPARQL query language that also 

supports reasoning to infer new knowledge from RDF graphs. 

We use RDF syntax to generate the semantic provenance graph 

in the ProvCaRe project. Figure 2 illustrates a new algorithm 

developed in the ProvCaRe project to transform structured 

provenance metadata extracted from unstructured text into 

graph structures with “subject”, “predicate”, and “object” 

mapped to ontology terms. The algorithm uses the output of the 

ProvCaRe NLP pipeline, which consists of the constituents of 

the sentence such as nouns, verb (“chunked sentence”), and 

output of the named entity recognition (NER) as listed in Line 

1. The provenance-focused NER module has an important 

feature that uses the ProvCaRe ontology together with existing 
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biomedical NLP resources such as the Unified Medical 

Language System (UMLS)-based MetaMap and the National 

Center for Biomedical Ontologies (NCBO) annotator for entity 

recognition [14]. This comprehensive approach to provenance 

NER ensures that the ProvCaRe NLP pipeline is able to 

effectively identify and extract provenance terms from 

unstructured text.  

In Line 3, 4, and 5 of the graph generation algorithm (Figure 2), 

we use mappings between structured provenance and 

ProvCaRe ontology classes to generate concise representation 

of provenance terms, which can be used to generate  

 

Figure 2: the algorithm used to generate a sematic 

provenance graph from terms stored in the ProvCaRe 

knowledgebase  

components of the provenance graph. For example, the 

sentence from an article by O’Connor et al. describing a 

prospective cohort study on sleep disordered breathing and 

hypertension [20], “The institutional review boards of all 

participating institutions approved the study, and participants 

signed a consent form” describes provenance of ethical 

approval and participant consent for the research study. The 

graph generation algorithm following the steps described in 

Figure 2 generated a semantic provenance graph (Figure 3). 

It is important to note the differences between the verbose 

structured provenance information generated by the ProvCaRe 

NLP pipeline and the concise graph representation generated by 

the new algorithm. For example, the provenance RDF graph 

supports querying by graph query languages, including 

SPARQL and the use of reasoning techniques based on RDF 

semantics [9]. An important feature of the semantic provenance 

graph generation algorithm is its ability to correctly identify 

different constituents of a sentence containing provenance 

terms and generate one or more provenance RDF triples that 

accurately represents the information content of a sentence. As 

shown in Figure 3, the algorithm correctly generates two 

provenance triples representing: (1) the formal approval for the 

study; and (2) the consent forms signed by the study 

participants.  

These individual provenance triples can be linked or aggregated 

together to form the corresponding semantic provenance graph 

for analysis. This approach allows the ProvCaRe query feature 

to support graph traversal-based queries. For example, using the 

predicate “recruited” to link the two provenance RDF triples in 

Figure 3, a graph traversal query can identify that a research 

study used consent forms as part of the recruiting protocol. 

Query and analysis of provenance graphs 

As we discussed earlier, a key objective of the ProvCaRe  

 

Figure 3: An example semantic provenance graph generated 

from provenance terms extracted from a sentence in an article 

describing a prospective cohort study by O’Connor et al. 

project is to query and analyze these semantic provenance 

graphs to characterize the reproducibility of research studies. 

Therefore, the ProvCaRe project developed a Web-based user 

interface to support user queries that search for research studies 

associated with their research hypothesis. The query results 

include the provenance metadata extracted from the research 

studies associated with the user query. This provenance query 

and analysis interface is accessible at https://provcare.case.edu, 

which allows users to explore the ProvCaRe knowledge 

repository.  

The current version of the ProvCaRe query module uses a 

“keyword-based search” together with ontology-driven “query 

expansion” approach to query the structured provenance 

information in the ProvCaRe knowledgebase. As part of our 

ongoing work, we are implementing a SPARQL query engine 

in ProvCaRe to query the semantic provenance graph generated 

by the new graph generation algorithm described in this paper. 

In the next section, we evaluate the results of the graph 

generation algorithm. 

Results 

We used a corpus of 75 articles describing sleep medicine 

research studies for evaluation of the graph generation 

algorithm. This corpus of articles was selected from sleep 

medicine reearch studies that made their data available as part 

of the National Sleep Research Resource (NSRR) [7]. 

However, we note that as part of the ProvCaRe project, we have 

processed more than 1.6 million full text articles available in 

the PubMed database. For example, Figure 4 illustrates the 

distribution of 35 million terms extracted from the 1.6 million 

articles categorized according to a select number of ProvCaRe 
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ontology classes (terms are organized by their frequency in the 

figure). Provenance terms describing the design of research 

studies, for example “comparative” research studies have the 

highest frequency, whereas provenance terms describing the 

statistical data analysis term “variance” has the lowest 

frequency.   

Figure 4: Distribution of provenance terms from 1.6 million 

full text articles corresponding to ProvCaRe ontology classes 

Evaluation of the graph generation algorithm and 

properties of the semantic provenance graph  

In Table 1, we describe the characteristics of the semantic 

provenance graph generated from the corpus of 75 papers with 

10,875 provenance RDF triples generated from more than 

30,000 sentences. The 33,783 nodes of the provenance RDF 

triples were mapped to various biomedical ontologies, for 

example the term Population was mapped to SNOMED CT and 

the term Study was mapped to the ProvCaRe ontology. It is 

interesting to note that more than 6900 sentences generated 

more than 1 provenance RDF triple, which is a key feature of 

the semantic provenance graph generation algorithm as it 

accurately reflects the information content of the sentence.  

Table 1–  Properties of semantic provenance graph generated 

from 75 full-text research articles 

Type of characterization Count 

Number of provenance RDF triples 10,875 

 
 

Provenance terms mapped to ontology 

classes  

33,783 

  

Total number of sentences processed 

from 75 papers 

30,450 

sentences

  

Total number of sentences with more 

than 1 provenance RDF triple generated 

 

6917 sentences 

An important feature of the semantic provenance graph 

generation algorithm is scalability in terms of time required to 

process large number of provenance terms. Figure 5 shows the 

performance of the algorithm for five sets of articles with 

increasing size. The results show that the algorithm scales 

almost linearly as the number of articles increases. As part of 

our ongoing work, we are further optimizing the performance 

of the algorithm as we aim to process all 35 million provenance 

terms extracted from the 1.6 million articles in ProvCaRe .  

Qualitiative evaluation of the semantic provenance graph 

In addition to the quantitative analysis of the provenance triples 

generated by the semantic provenance graph generation 

algorithm, we qualitatively evaluated the graph generated for 

the research study described by O’Connor et al. (this article was 

selected at random from the corpus of 75 articles). We used a 

set of eight queries to represent important contextual 

information about not only this specific research study reported 

by O’Connor et al., but also other biomedical research studies. 

The queries are listed below: 

Q1. What were the inclusion and exclusion criteria? 

Q2. How were subjects assigned to groups? 

Q3. How was blood pressure measured? 

Q4. What was the definition of hypertension? 

Q5. What method was used to perform sleep studies? 

Q6. How were apnea-hypopnea indices categorized? 

Q7. When were repeat blood pressure measurements checked? 

Q8. How was the data analyzed? 

The objective of evaluating these queries over the semantic 

provenance graph was to evaluate the quality of the graph. The 

query results were manually reviewed  and were found to 

closely correspond to the provenance information available in 

the original article by O’Connor et al. We propose to perform a 

systematic evaluation of the provenance graph query results 

using the sematic provenance graph generated from the 1.6 

million articles in future. 

Figure 5: The performance of the semantic provenance graph 

generation algorithim over five different sets of articles 

Discussion 

The use of the semantic provenance graph structure to underpin 

the ProvCaRe knowledge repository is expected to significantly 

improve query and analysis features available to users. This will 

in turn enable the biomedical research community to query and 

analyze provenance metadata reported by various research 

studies in the context of scientific reproducibility. However, 

there are several practical challenges that need to be addressed 

before the ProvCaRe knowledge repository can play a greater 

role in characterizing the reproducibility of research studies. 

These challenges include the lack of detailed description of a 

research study in published articles, for example protocol 

related to data collection, data analysis, and validation of study 

hypothesis. 

This challenge can be addressed by making available the 

provenance information associated with research studies in 

public metadata repositories. Together with existing data 

repositories, these provenance metadata repositories can 

support reproducibility of published studies. An important 

challenge in the ProvCaRe project is the scalability of graph 

query operations as we progressively convert all the provenance 
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information in the ProvCaRe knowledgebase into an RDF 

provenance graph. We note that the ProvCaRe query interface 

includes a novel provenance-based ranking feature that allows 

users to assign weight values to ProvCare ontology terms to 

rank query results. Together with the provenance-based ranking 

feature and time complexity of graph operations, the current 

performance of the ProvCaRe query interface requires 

significant optimization to support real-time user interactions. 

We are exploring the use of customized indexing techniques to 

address this challenge. 

Conclusions 

We demonstrated the practical use of provenance metadata 

extracted from full-text articles in the PubMed database to 

characterize the reproducibility of research studies. In 

particular, we described the development and application of a 

new graph generation algorithm to transform verbose 

provenance metadata extracted by the ProvCaRe NLP pipeline 

into semantic provenance graphs, which can support the query 

and analysis of provenance metadata. The ProvCaRe 

knowledgebase, which includes provenance data extracted 

from more than 1.6 million full-text PubMed articles, is a 

unique resource to characterize the scientific reproducibility of 

biomedical research studies and its representation as a semantic 

provenance graph will allow users to perform knowledge 

discovery tasks using ontology-driven reasoning techniques.  
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Abstract 

Social media may serve as an important platform for the 
monitoring of population-level opioid abuse in near real-time. 
Our objectives for this study were to (i) manually characterize 
a sample of opioid-mentioning Twitter posts, (ii) compare the 
rates of abuse/misuse related posts between prescription and 
illicit opiods, and (iii) to implement and evaluate the 
performances ofsupervised machine learning algorithms for 
the characterization of opioid-related chatter, which can 
potentially automate social media based monitoring in the 
future.. We annotated a total of 9006 tweets into four 
categories, trained several machine learning algorithms and 
compared their performances. Deep convolutional neural 
networks marginally outperformed support vector machines 
and random forests, with an accuracy of 70.4%. Lack of context 
in tweets and data imbalance resulted in misclassification of 
many tweets to the majority class. The automatic classification 
experiments produced promising results, although there is 
room for improvement.  

Keywords:  

Social media, Opioids, Surveillance 

Introduction 

The problem of opioid (prescription and illicit) addiction and 
overdose is having lethal consequences all over the United 
States [1]. The 2015 National Survey on Drug Use and Health 
(NSDUH) estimated that 11.5 million adults misused/abused 
prescription opioids, and among adults with prescription opioid 
use, 12.5% reported misuse [2]. The number of opioid overdose 
deaths continue to rise alarmingly, with 174 people dying from 
drug overdoses daily [3], and the current rate of opioid 
prescriptions is three times higher than in the 90s. Between 
2014 and 2015, opioid related death rates increased by 15.6%, 
continuing a trend from 1999, and this increase was driven by 
illicit opioids other than methadone [4]. Despite the significant 
acceleration of the crisis in recent years, surveillance measures 
are slow, and deriving estimates from surveys, such as the 
NSDUH, is belated. There is almost a two-year lag between the 
occurrence of overdose related deaths and the time by which 
the statistics are publicized.† Such a lag in the process of data 
collection and synthesis makes it impossible to determine the 
trajectory of the epidemic or identify geographic areas that are 
                                                           
†Available at: https://www.drugabuse.gov/related-
topics/trends-statistics/overdose-death-rates. Accessed: 
October 22, 2018.  

more greatly impacted by the crisis at a specific point of time. 
Whether its illicit or prescription opioids, the vast numbers of 
people affected means that a comprehensive public health 
approach is needed to curb the crisis, going beyond simply 
changing patterns of prescribing [5]. Kolodny and Frieden [1] 
recommended 10 steps that the federal government should take 
to reverse the opioid epidemic, and, as their first point, the 
authors outlined the need for real-time assessment of the 
numbers, patterns, or trends of opioid misuse/addiction.  

In this paper, we explore the possibility of using social media, 
namely Twitter, as a resource for performing real time 
surveillance of opioid abuse, including both prescription and 
illicit opioids. Past studies have shown that users post 
information related to drug abuse on social media [6]–[8]. 
However, there is a lack of analysis of the differences in abuse-
related chatter versus other types of chatter, such as 
consumption, although it is well known that not all drug-related 
chatter represents abuse [9]. There is also a lack of 
understanding regarding the differences between the chatter 
associated with prescription and illicit opioids (e.g., what 
proportions of illicit vs. prescription opioid mentioning chatter 
represent abuse?). Unsupervised methods that primarily rely on 
the volume of data do not take into account the large amounts 
of noise that is present in social media data (e.g., [10]). There 
are currently no prototype end-to-end, automated pipelines that 
can enable the real time surveillance of opioid abuse/misuse via 
social media. In this paper, we take the first steps in addressing 
these gaps. We present (i) data collection strategies from 
Twitter, including the use of automatically generated 
misspellings and geolocation metadata, (ii) an analysis of the 
contents of tweets mentioning prescription and illicit opioids, 
and (iii) a comparison of several supervised classification 
approaches. Our experiments show that opioid chatter on 
Twitter can vary significantly between prescription and illicit 
opioids, with some illicit opioid keywords being too ambiguous 
to be useful for data collection. We also show that using 
annotated data, we can train supervised learning algorithms to 
automatically characterize tweets. We suggest that such a 
supervised classification system, paired with geolocation 
metadata from Twitter, can be used to perform localized 
surveillance of opioid abuse/misuse. We present our pilot 
methods using the state of Pennsylvania as example. 
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Methods 

Data Collection 

We collected data from Twitter using names of prescription and 
illicit opioid keywords (e.g., Percocet® and heroin), including 
street names (e.g., china white, tar, skag, percs) and common 
misspellings (e.g., percoset, heorin). We used the list of drug 
slang terms recently released by the Drug Enforcement Agency 
(DEA) of the United States to create an initial list of possible 
slang terms for different prescription and illicit opioids [11]. 
We manually reviewed the terms and removed those we were 
sure to be too ambiguous. For example, some of the slang terms 
associated with heroin, as per the document, are ‘basketball’,  
‘coffee’, ‘lemonade’ and ‘whiskey’. Through manual searches 
of the Twitter web interface, we could not find any instances 
where these terms were used to refer to opiods. Therefore, we 
removed these to reduce the retrieval of noise. This strategy led 
us to use a total of 56 unique names of opioids. Since drug 
names are often misspelled on social media, we automatically 
generated misspellings for these keywords using a misspelling 
generation system [12]. Table 1 presents some sample opioid-
related keywords and their automatically generated 
misspellings. After collecting an initial set, we analyzed 
samples of retrieved tweets for each keyword. We discovered 
that despite our initial filtering of keywords, approximately 
85% of the tweets were retrieved by 4 keywords—tar (~6.5%), 
dope (~54%), smack (~20.5%) and skunk (~4%)—and in these 
tweets, these keywords were almost invariably unrelated to 
opioids and represented something else. We, therefore, 
removed these keywords for our final data collection. In this 
manner, we collected tweets between the years 2012 to 2015, 
only including those geolocated from within Pennsylvania and 
excluding retweets. 

Table 1– Sample of opioid-related keywords and their 
automatically-generated frequently occurring misspellings 

Keyword Generated Misspellings 
Tramadol trammadol tramadal tramdol 

tramadols tramado tramedol 
tramadoll tramadole tramidol 
tamadol tranadol tramodol 
tremadol 

Heroin herione herroine heroins 
heroine heroin heorin herion 

Methadone methadones methadose methodone 
mehtadone metadone methadon 
methdone 

Oxycontin oxicontin oxcotin oycotin 
oxycotins oycontin oxycontins 
oxycoton oxicotin ocycotin 
oxycodin oxycottin oxycotine 
ocycontin 

Codeine codiene coedine codine codene 
codein 

Dilaudid delaudid dialudid dilaudad 
diluadid diaudid dilaudin 
dilauded dilauid dillaudid  

 

Annotation 

Our intent was to compare the distributions of tweets for 
prescription and illicit opioids and to attempt to train supervised 
learning algorithms—both of which require manual 

annotation/labeling of a sample of tweets. Based on manual 
inspection of the collected data,. we decided to manually code 
the tweets into 4 broad categories—self-reported abuse, 
information sharing, non-English, and unrelated. Details about 
these categories are as follows. 

Abuse-related (A)  

Abuse-indicating or possible abuse by the poster or by someone 
the user knows or is communicating with. This category also 
includes admissions of abuse in the past. For illicit opioids, any 
consumption is considered to be abuse. For prescription 
opioids, consumption is considered to be abuse only when there 
is evidence that the user is taking the drug without a 
prescription, through a non-standard route (e.g., injecting, 
snorting) or in combination with other substances in order to 
experience certain sensations.  

Information Sharing/Seeking/Providing (I)  

Tweets in which the poster is asking for information or 
providing information about an opioid. This category also 
includes expressions of medical use (e.g., mentions of having a 
prescription or taking painkillers after surgery), and sharing of 
news articles or other media that contain information about 
opioids. General statements about the drug may are also put into 
this class. 

Non-English (N) 

Tweets that are not written in English belong to this category. 

Unrelated (U)  

This category includes tweets that are not about the drug or 
opioid, but about something else. This category also includes 
tweets that make metaphorical comparisons (e.g., I am addicted 
to X like heroin). Some examples of tweets belonging to this 
category:  handle related (@codeine_CXXX), heroine (hero), 
cooking (brown sugar). This category also includes tweets 
about movies or lyrics of songs that mention opioids, but don’t 
have any information value. Table 2 presents examples of 
tweets belonging to these four categories. 

Table 2– Sample tweets and their categories; opioid keywords 
shown in bold 

Tweet Category 
@username naa, i just popped a few percs at 
2, i drink, sip lean. Wbu? 

A 

Sooooo heroine addicts robbed the house 3 
houses away from me...makes me feel safe 

I 

Ok I thought that it was just a really funny 
oxy clean commercial but turns out it was just 
the Spanish channel 

U 

Te quieroo muchito mi hermana negra N 

 

We iteratively annotated a set of 100 tweets and discussed the 
disagreements between pairs of annotators. The disagreements 
on the initial set were resolved via discussion, and the same 
process was executed twice until an acceptable level of 
agreement was reached. In the final set, disagreements for 
overlapping tweets were resolved by a third annotator—the first 
author of this article. 

Analysis and Supervised Learning 

Prescription versus Illicit Opioids 

Using the annotated dataset, we compared the volumes of 
prescription and illicit opioids in the sample to better 
understand which of these two broad classes of opioids were 
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more frequently discussed on Twitter. Since the sample for 
annotation was drawn randomly, we assumed that the 
distributions of prescription and illicit opiod mentions 
represented their natural distribution in publicly available 
Twiter chatter. We also assessed the differences in the 
distributions of the four tweet categories for these two types of 
opioids by comparing their proportions. The results of these 
comparisons are presented in the Results section. 

Supervised Machine Learning 

To train and evaluate several machine learning algorithms, we 
first split the annotated data into training (~80%) and test 
(~20%) sets. We used the training set for analysis, algorithm 
training and feature analyses, and held out the test set for 
evaluation. Our intent was primarily to assess the utility of the 
annotated corpus for supervised machine learning, with the 
assumption that if supervised classification produced adequate 
performance, they can be employed in the future for real time 
monitoring. We trained and optimized three different 
classification algorithms over the dataset—support vector 
machines (SVMs), random forests (RFs) and deep 
convolutional neural network (d-CNN), and compared their 
performances with a naïve bayes (NB) baseline classifier. 
SVMs and RFs have been shown in the past to perform well for 
text classification tasks, particularly because of their suitability 
for handling large feature spaces. Meanwhile, CNN based 
classifiers have become popular in the recent past, and they 
work particularly well in the presence of large annotated data 
sets. For the SVMs, RF and NB classifiers, we performed basic 
feature engineering based on our findings from past work on 
the topic of automatic prescription medication abuse detection 
from social media [13]. As features, we used preprocessed n-
grams (n=1—3), word clusters or generalized representations 
of words, and the presence or absence of abuse-indicating 
terms. We used 10-fold cross validation over the training set for 
the RF and SVM classifiers to find optimal parameter values. 
For the SVMs, we optimized the kernel and the cost parameter. 
For the RF classifier, we optimized the number of trees. For the 
d-CNN classifier, we used dense word vectors, or word 
embeddings as input. We obtained pre-trained word 
embeddings from our past work [14]. We used a three-layer 
convolutional neural network, and for optimizing the various 
hyperparameters, we split the training set further into two sets 
and used the larger set for training and the smaller set for 
validation. For NB, SVM and RF classifiers, we used 
implementations provided by the python scikit-learn library 
[15], and for the d-CNN classifier, we used the TensorFlow 
library [16]. Figure 1 summarizes our entire processing 
workflow for this study—from spelling variant generation 
through to supervised classification of tweets. 

Results 

A total of 9006 tweets mentioning both prescription and illicit 
opioids were annotated by 4 annotators. Among 550 
overlapping tweets, average inter-annotator agreement was 
0.75 (Cohen’s kappa [17]). The final data set consisted of 1748 
abuse tweets, 2001 information tweets, 4830 unrelated tweets, 
and 427 non-English tweets. The majority of the tweets 
mentioned illicit opioids—7038 illicit and 2257 prescription.‡ 
Figure 2 shows the distributions of illicit and prescription 
opioid mentioning tweets in our annotated set, illustrating that 
although the relative volume of illicit opioid tweets is much 
                                                           
‡ Note that the sum is of these two numbers is greater than the 
total number of tweets annotated (9006) since some tweets 
mention both prescription and illicit opioids. 

higher, a significantly larger proportion of these tweets are 
unrelated to opioids. The significantly higher number of 
unrelated tweets for illicit opioid mentioning posts suggests that 
such tweets have higher amounts of noise associated with them, 
and may be more difficult to mine knowledge from despite the 
large volume. 

Table 3 presents the performance of the three classifiers and the 
NB baseline over the test set. In total, we used 7204 tweets for 
trainining and 1802 tweets for evaluation. For the d-CNN 
classifier, the training set was further split into 6304 for training 
and 900 for validation. It can be seen that, in terms of overall 
accuracy, macro-averaged recall and precision, the d-CNN 
classifier marginally outperforms the two traditional 
benchmark classification approaches (SVMs and RF) despite 
the relatively small amount of annotated data that was used. All 
the three classifiers perform significantly better than the NB 
baseline. The high performance of the d-CNN classifier is 
encouraging because such deep neural network based 
classifiers have more room for improvement, compared to their 
traditional counterparts, as more data is annotated.  

 

Figure 1 The Twitter data processing workflow for this study 

Discussion 

Our experiments produced very promising results and showed 
that automatic machine learning based approaches may in fact 
provide a possible mechanism for monitoring opioid abuse in 
near real time for targeted geographic locations (e.g., at the state 
leve). By combining geolocation information and manually 
annotated data, we were able to automatically characterize 
opioid-mentioning chatter from Pennsylvania with moderate 
accuracy. Table 4 shows three sample tweets, their automatic 
classifications, location by county and timestamp. 

Our manual categorization efforts revealed the difficulty of 
annotating tweets with high inter annotator agreement. Creating 
a specific annotation guideline and several iterations of 
discussions over small sets of overlapping annotations helped 
improve agreement, although in many cases, due to the lack of 
context in the tweets, the assigned category depended on the 
subjective assessement of the annotator. This suggests that 
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thorough annotation guidelines and such an iterative approach 
to annotation are very important for achieving acceptable 
agreement levels for complex annotation tasks such as this.  

We found that illicit opioid mentioning tweets were particularly 
highly noisy, with references to song lyrics or movie quotes, 
which led to a large proportion of them to be labeled as 
unrelated. The high proportions of unrelated tweets for both 
types of opioids, and particularly for illicit opioids, illustrate the 
importance of a supervised classification system for automatic 
surveillance. Keyword-based surveillance methods, which rely 
on the volume of data collected using specific keywords, are 
evidently not suitable for opioid toxicosurveillance since most 
of the data retrieved by the keywords will be unrelated noise. 
The amount of noise may increase or decrease based on events 
publicized over media outlets. In addition, as our initial analysis 
of the retrieved data showed, if ambiguous keywords are to be 
used, the vast majority of tweets collected via the ambiguous 
keywords (e.g., dabs) can be noise, and this noise may mask the 
real abuse related signals. Thus, when designing surveillance 
strategies for similar tasks via social media, care must be taken 
to identify noisy keywords that may invalidate the surveillance 
process by bringing in too much noise.  

The automatic classification experiments produced acceptable 
performances, suggesting that automated, real-time opioid 
toxicosurveillance may be a possibility. In the future, we will 
explore additioal classification strategies for further improving 
performance. A brief error analysis revealed that lack of context 
in tweets caused our learning algorithms to often misclassify 
tweets to the majority class (U). To better understand the 
characteristics of the missclassified tweets, more analyses are 
required. 

In the future, we will also apply supervised classifiers trained 
using our annotated data to automatically characterize 
unlabeled posts collected over a longer time period to better 
understand how opioid abuse related tweets are distributed over 
time and more fine-grained geolocations. Such an analysis may 
reveal specific time periods that are associated with higher rates 
of abuse. We will also explore how the opioid abuse rates 
reported on Twitter correlate, if at all, with real-world data 
regarding the opioid crisis, such as geolocation-centric opioid 
overdose death rates. 

Conclusions 

Our study suggests that Twitter is a promising platform to 
perform real-time surveillance of opioid abuse/misuse. 
Although we have only used geolocation data to identify the 
origins of tweets at the state level, it may be possible to further 
narrow down to the county or city level, particularly as the 
volume of data grows over time. Our manual categorization of 
the data and analyses shows that keyword based data collection 
from Twitter results in the retrieval of significant amounts of 
noise. Therefore, studies attempting to use streaming Twitter 
data for surveillance must be wary of the amount of noise 
retrieved per keyword and only use keywords that are 
unambiguous. The same protocol should be followed for 
research involving data from other social networks. Our 
annotation also showed that even when using keywords with 
high signal-to-noise ratios, the number of unrelated tweets is 
significantly higher for illicit opioids compared to prescription 
opioids. Thus, the total volume of opioid related chatter may 
not be indicative of the real abuse or misuse of opioids, but may 
be driven by other factors such as news articles or the release of 
movies/songs. To overcome this problem, we employed a 
supervised classification approach to automatically categorize 

the tweets, and we found a deep convolutional neural network 
to produce the best performance with an overall accuracy of 
70.4%. In the future, we will try to improve on this 
classification performance by employing more advanced 
strategies, and also use the output of the classifiers to perform 
downstream geolocation-centric analyses. 

Table 3– Classifier accuracies over the test set 

Classifier 

Recall Precis-
ion 

Accu-
racy 
(%) 95% CI 

Naïve Bayes 0.61 0.58 53.9 51.6-56.3 
Random 
Forest 

0.66 0.70 70.1 67.9-72.2 

Support 
Vector 
Machines 

0.68 0.70 69.9 67.8-72.1 

Deep 
Convolutional 
Neural 
Network 

0.70 0.71 70.4 68.2-72.5 

 

Figure 2– Distributions of tweets belonging to each category 
for illicit and prescription opioid mentioning tweets. The charts 
show that aabout 75% of the tweets in the sample mention illicit 
opioids, and that illicit opioid mentioning tweets have much 
higher proportions of unrelated information (including non-
English tweets), while prescription opioid mentioning tweets 
have higher proportions of misuse/abuse and information 
oriented tweets.  
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its on the news.. kensington oxys on the loose Information Philadelphia 15:01:55     XX-XX-2015 
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Abstract 

Although some studies have shown that obesity and other non-

communicable diseases are more common in more 

disadvantaged areas, no publications to date have examined the 

interaction of obesity with urban and rural disadvantage in 

lower-income countries. This study analyzed the rates of obesity 

and underweight in disadvantaged urban women and 

disadvantaged rural women in 31 lower-income countries, and 

calculated the age-adjusted odds ratios of urban vs. rural obesity 

and underweight. The odds of obesity were significantly (p<0.05) 

higher for urban populations in 16 of the 31 countries and in all 

aggregated regions; the evidence that underweight is also 

associated more with urban populations was mixed. Because 

obesity is a rapidly-growing threat to the public health and 

financial strength of lower-income countries, and urban 

disadvantage is associated with more obesity than rural 

disadvantage, policymakers should work to understand, predict, 

and prevent obesity in urban populations specifically. 

Keywords:  

Obesity Epidemiology, Healthcare Disparities, Geographic 

Factors 

Introduction 

An Inequitable Burden 

Obesity is growing rapidly in low- and middle-income countries 

(LMIC), and is becoming a greater threat to global health than 

undernutrition and infectious diseases [1]. Obesity is a potentially 

preventable risk factor for many types of cancer and for heart 

disease [2], which are the leading causes of death around the 

world [3]. The global cost to treat excess morbidity due to obesity 

is already billions of dollars annually and the associated burdens 

of mortality, morbidity, economic costs, and social stigma are 

rising fastest in the countries least able to bear them [4]. 

What Is Known: Economic Disadvantage and Obesity 

Some studies have shown that obesity and other non-

communicable disease are more common in neighborhoods with 

more poverty, pollution, and crime, and less common in 

neighborhoods with access to healthy foods, exercise 

opportunities, and public transportation [5, 6]. These geographic 

associations can guide population-level interventions such as 

community-based preventive health programs and national 

health policy decisions [7]. While most of the published literature 

comes from the United States and Europe, there has been a recent 

increase in the number of high-quality global studies of obesity 

and geographic disadvantage [8, 9], including retrospective 

studies of the the rich, multi-national, multi-year data of the 

Demographic and Health Surveys (DHS) Program [10]. 

What Is Not Known: Urban and Rural Disadvantage 

Although studies have shown urban-rural differences in the 

association of obesity with economic disadvantage in both high-

income countries [11] and low-income countries [12], no 

publications to date have examined the interaction of obesity with 

urban and rural disadvantage in countries with diverse economic 

conditions. This study examined DHS data from multiple low-

income and lower-middle-income countries to examine the 

association of obesity with urban disadvantage and rural 

disadvantage.  Because many lower-income countries bear a 

double burden of underweight and obesity [13], the prevalences 

of both these conditions were analyzed. 

Hypothesis 

Both obesity and underweight are more strongly associated with 

urban disadvantage than with rural disadvantage among adults in 

lower-income countries. 

Methods 

Population 

Thirty-one countries (shown in Table 1) met all four inclusion 

criteria: (a) DHS survey results were available within the last ten 

years (i.e. in 2008 or later) [10], (b) the survey results included 

body-mass index (BMI) values, (c) the survey results included 

responses from both urban and rural areas, and (d) the country 

was classified by the World Bank as a “Low Income” or “Lower-

Middle Income” economy [14].  

Data Sources 

Results were included from the most recent DHS survey in each 

country [10]. DHS surveys only include weight-and-height 

measurements on women of child-bearing age, which DHS 

defines as 15 to 49 years old. Our study included those subjects 

but excluded subjects who were younger than 18 years old, and 

excluded women who were pregnant at the time of their BMI 

measurement Because independent studies [15, 16] have 

detected qualitative differences in health outcomes between 

adults in the lower three quantiles and the upper two quantiles of 

the DHS Wealth Index, the lower three quantiles were used to 

define economic disadvantage and only subjects in those 

quantiles were included in the analysis. 
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Data Elements 

The independent variables collected for each included individual 

were country, urban/rural category [10], DHS Wealth Index [10], 

and age. Because the body-mass index or BMI classifications of 

the World Health Organization [17] have been shown to have 

predictive value in health outcomes including mortality [18], 

BMI categories were used as nominal dependent variables. 

Statistical Methodology 

The prevalences of obesity (BMI ≥ 30) and underweight (BMI < 

18.5) were calculated for disadvantaged urban women and 

disadvantaged rural women in each region. The age-adjusted 

odds ratios of urban vs. rural obesity and urban vs. rural 

underweight were calculated for each region, using normal 

weight (18.5 ≤ BMI < 25) as the reference category. The 95% 

confidence interval was calculated for each odds ratio.  

Results 

Table 1 shows the survey characteristics and population 

characteristics of each region. 

 

Table 1 – Survey and Population Characteristics by Region 

Region 

Income  

Class 

Survey 

Year 

Women (n) Mean Age 

(SD) 

Urban 

% 

Mean BMI 

(SD) 

Africa 

Benin Low  2012 7,791 31 (8) 22 23 (4)

Burundi Low  2017 3,692 31 (9)   3 20 (2)

Cameroon Lower-Middle  2011 3,380 31 (9) 20 23 (4)

Comoros Low  2012 2,368 30 (9) 31 25 (5)

Congo Lower-Middle  2012 3,517 32 (9) 18 22 (4)

Congo Democratic Republic Low  2014 4,531 31 (9) 12 21 (3)

Cote d’Ivoire Lower-Middle  2012 2,359 31 (9) 15 22 (3)

Ethiopia Low  2016 6,107 31 (9)   3 20 (3)

Gambia Low  2013 2,330 30 (9) 15 22 (4)

Ghana Lower-Middle  2014 2,471 31 (8) 27 23 (4)

Guinea  Low  2012 2,048 31 (9)   4 22 (3)

Kenya Lower-Middle  2014 2,025 31 (9) 20 22 (4)

Lesotho  Lower-Middle  2014 1,541 30 (9)   9 25 (5)

Malawi Low  2017 3,558 30 (9)   5 22 (3)

Mozambique Low  2015 4,772 32 (9) 12 22 (3)

Rwanda Low  2015 3,056 31 (9)   7 23 (3)

Sao Tome and Principe Lower-Middle  2009 1,184 32 (9) 40 24 (5)

Tanzania Low  2016 5,335 31 (9)   6 22 (4)

Togo Low  2014 2,302 32 (9)   3 22 (4)

Uganda Low  2016 2,719 31 (9)   8 22 (3)

Zambia Lower-Middle  2014 7,375 31 (9) 22 22 (3)

TOTAL: Africa -- -- 79,711 31 (9) 14 22 (4)

Asia

India Lower-Middle  2016 359,117 32 (9) 13 21 (4)

Kyrgyz Republic Lower-Middle  2012 3,907 33 (9)   5 25 (5)

Myanmar Lower-Middle  2016 6,579 33 (9)   9 22 (4)

Nepal Low  2016 3,376 31 (9) 55 21 (3)

Pakistan Low  2013 2,311 33 (9) 24 23 (5)

Tajikistan Low  2012 4,413 31 (9) 10 23 (4)

Timor-Leste Lower-Middle  2016 5,560 32 (9) 11 20 (3)

TOTAL: Asia -- -- 385,263 32 (9) 13 21 (4)

Latin America

Bolivia Lower-Middle  2008 7,809 32 (9) 36 26 (4)

Haiti Low  2017 4,532 31 (9) 15 23 (4)

Honduras Lower-Middle  2012 12,026 31 (9) 22 26 (5)

TOTAL: Latin America -- -- 24,367 31 (9) 25 25 (5)

Worldwide

Low Income -- -- 65,241 31 (9) 13 22 (4)

Lower-Middle Income  -- -- 364,821 32 (9) 14 21 (4)

TOTAL: Worldwide -- -- 489,341 32 (9) 14 21 (4)

n = number of subjects; SD = standard deviation 
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As shown in Table 2, the odds of obesity were significantly (p < 

0.05) higher for disadvantaged urban women than for 

disadvantaged rural women in 16 of the 31 countries and in all 

larger regions that were analyzed. The odds of obesity were not 

significantly different in the other regions.  

The odds of underweight were significantly higher for 

disadvantaged urban women than for disadvantaged rural women 

in two of the 31 countries, but significantly lower in one country 

(India), in the aggregate of all lower-middle income countries, 

and in the aggregate of all 31 countries.

 

Table 2 – Urban and Rural Prevalences and Odds Ratios by Region 

 -----------------------Obesity----------------------- ------------------Underweight-------------------- 

Region 

Urban 

Prevalence 

Rural 

Prevalence 

Urban/ Rural 

OR (CI) 

Urban 

Prevalence 

Rural 

Prevalence 

Urban/ Rural 

OR (CI) 

Africa 

Benin 4.2 4.0 *2.7 (2.3 - 3.1) 6.3 5.6 1.0 (0.9 - 1.2)

Burundi 0.8 0.2 3.1 (0.4 - 5.4) 22.8 20.6 1.1 (0.7 - 1.7)

Cameroon 10.0 4.6 *2.6 (1.9 - 3.5) 6.7 9.2 0.8 (0.6 - 1.1)

Comoros 18.4 12.8 *1.8 (1.4 - 2.3) 5.5 5.5 1.2 (0.8 - 1.7)

Congo 8.4 3.1 *3.7 (2.6 - 5.3) 14.1 14.0 1.2 (0.9 - 1.5)

Congo Democratic Republic 1.0 0.9 1.2 (0.5 - 3.0) 15.0 16.6 0.9 (0.7 - 1.2)

Cote d’Ivoire 7.5 2.4 *4.4 (2.7 - 7.2) 11.7 6.8 2.1 (0.4 - 3.0)

Ethiopia 1.2 0.5 2.3 (0.5 - 9.6) 25.9 29.6 0.9 (0.6 - 1.2)

Gambia 7.0 4.3 *2.0 (1.2 - 3.3) 16.6 16.9 1.0 (0.8 - 1.4)

Ghana 10.7 6.9 *1.9 (1.4 - 2.6) 6.2 6.0 1.2 (0.8 - 1.8)

Guinea  2.5 2.1 1.2 (0.3 - 4.9) 7.5 14.1 0.6 (0.2 - 1.3)

Kenya 5.0 4.9 1.1 (0.9 - 1.5) 12.0 14.4 0.9 (0.7 - 1.0)

Lesotho  11.1 15.3 0.7 (0.4 - 1.3) 5.9 3.1 1.8 (0.8 - 4.0)

Malawi 6.6 2.6 *3.2 (1.6 - 6.1) 9.6 6.2 *1.8 (1.1 - 3.2)

Mozambique 0.9 0.8 1.2 (0.5 - 3.2) 9.8 8.5 1.2 (0.9 - 1.7)

Rwanda 3.2 1.3 *2.6 (1.1 - 5.8) 6.4 6.2 1.1 (0.6 - 1.9)

Sao Tome and Principe 12.5 9.4 1.3 (0.9 - 2.0) 6.8 7.3 1.0 (0.6 - 1.6)

Tanzania 4.6 3.9 1.2 (0.7 - 2.1) 6.7 9.3 0.8 (0.5 - 1.2)

Togo 5.3 4.2 1.5 (0.5 - 4.2) 10.5 8.7 1.3 (0.6 - 2.8)

Uganda 4.3 2.4 2.0 (1.0 - 4.1) 12.3 11.0 1.2 (0.8 - 1.9)

Zambia 3.2 2.1 *1.8 (1.3 - 2.4) 9.8 11.2 0.9 (0.8 - 1.1)

TOTAL: Africa 6.2 3.3 *2.0 (1.8 - 2.2) 9.7 12.2 0.9 (0.7 - 1.0)

Asia

India 4.1 1.8 *2.5 (2.3 - 2.6) 20.3 25.8 *0.8 (0.8 - 0.8)

Kyrgyz Republic 14.0 14.8 0.8 (0.5 - 1.3) 4.0 4.5 0.9 (0.4 - 1.9)

Myanmar 5.7 3.8 *1.7 (1.1 - 2.4) 14.3 15.2 1.0 (0.8 - 1.3)

Nepal 2.0 1.4 1.4 (0.8 - 2.4) 18.1 16.8 1.1 (0.9 - 1.3)

Pakistan 11.3 7.5 *1.6 (1.1 - 2.2) 11.3 15.6 0.8 (0.6 - 1.0)

Tajikistan 10.9 8.0 1.6 (1.0 - 2.3) 8.5 8.6 1.1 (0.8 - 1.6)

Timor-Leste 1.0 0.8 1.4 (0.6 - 3.2) 25.3 26.1 1.0 (0.8 - 1.2)

TOTAL: Asia 4.2 2.1 *2.2 (2.1 - 2.3) 20.0 25.1 0.8 (0.8 - 0.8)

Latin America

Bolivia 21.0 16.2 *1.8 (1.5 – 2.0) 1.1 0.7 *1.8 (1.1 - 2.8)

Haiti 8.9 6.4 *1.4 (1.1 - 1.9) 10.0 10.5 1.0 (0.7 - 1.3)

Honduras 26.6 17.2 *2.0 (1.8 - 2.3) 3.3 3.4 1.2 (0.9 - 1.5)

TOTAL: Latin America 22.0 14.6 *2.0 (1.8 - 2.2) 3.1 4.2 0.9 (0.7 - 1.0)

Worldwide

Low Income 5.7 3.3 *1.9 (1.7 - 2.1) 11.5 12.7 1.0 (0.9 - 1.1)

Lower-Middle Income  6.2 2.8 *2.6 (2.5 - 2.7) 17.5 23.6 *0.8 (0.8 - 0.8)

TOTAL: Worldwide 6.2 2.9 *2.4 (2.3 - 2.5) 16.7 22.1 *0.8 (0.8 - 0.8)

OR = odds ratio; CI = 95% confidence interval; * = 95% confidence interval which excludes the null hypothesis 
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Urban Disadvantage and Obesity 

Figure 1 shows the geographic distribution of urban-rural 

disparities in the prevalence of obesity. Darker  reds indicate a  

 

 

higher urban-rural odds ratio of obesity, ranging from 1.0 in 

countries with no significant  urban-rural difference to an odds 

ratio of 4.4 in Cote d’Ivoire.

 

Figure 1– Odds Ratio of Urban vs. Rural Obesity by Country 

Urban Disadvantage and Underweight 

Figure 2 shows the geographic distribution of urban-rural 

disparities in the prevalence of underweight. Darker  browns  

 

indicate a higher urban-rural odds ratio of underweight, ranging 

from 0.8 in India, through 1 in countries with no significant  

difference, to an odds ratio of 1.8 in Bolivia and Malawi. 

 

 

Figure 2– Odds Ratio of Urban vs. Rural Underweight by Country 

Discussion 

The hypothesis that obesity is associated more with urban 

disadvantage than with rural disadvantage was found to be true 

in about half of the lower-income countries for which data were 

available, in the aggregates of each continent, and in the 

worldwide aggregate of all 31 countries. However, the evidence 

that underweight is also associated more with urban disadvantage 

than with rural disadvantage was very weak, and was 

contradicted by the finding that underweight is actually 

associated less with urban disadvantage than with rural 

disadvantage in some regions and in the worldwide aggregate.  

Limitations  

The study was limited by the relatively few countries for which 

data was available, and by the restriction of BMI measurements 

to women in the survey data. The findings of this study cannot be 

generalized to higher-income countires, may or may not be 

generalizable to other lower-income countries, and cannot be be 

generlized to men in lower-income countries. 
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Further study 

This preliminary study used a relatively simple statistical 

analysis on the more disadvantaged part of each country’s 

population, as defined by quintiles of the Wealth Index. In order 

to better understand the interaction of disadvantage with urban 

residence in the rates of obesity and underweight, a multinomial 

regression against the Wealth Index of the entire population 

would provide further insights. 

Broader impacts 

Because obesity is a rapidly-growing threat to the public health 

and financial growth of lower-income countries, and urban 

disadvantage is associated with more obesity than rural 

disadvantage, policymakers should work to understand, predict, 

and prevent obesity in urban populations specifically. 

Conclusions 

The evidence that obesity is more strongly associated with urban 

disadvantage than with rural disadvantage is compelling, 

although no clear relationship could be established between 

underweight and urban or rural disadvantage. As obesity 

becomes more prevalent in lower-income countries, it is 

becoming more deadly and more expensive than underweight, as 

is already true in higher-income countries. More resources are 

needed for the scientific study and public-policy responses to this 

threat.  
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Abstract 

Behavioral analysis for identifying changes in cognitive and 

physical functioning is expected to help detect dementia such 

as mild cognitive impairment (MCI) at an early stage. Speech 

and gait features have been especially recognized as behavioral 

biomarkers for dementia that possibly occur early in its course, 

including MCI. However, there are no studies investigating 

whether exploiting the combination of multimodal behavioral 

data could improve detection accuracy. In this study, we 

collected speech and gait behavioral data from Japanese 

seniors consisting of cognitively healthy adults and patients 

with MCI. Comparing the models using single modality 

behavioral data, we showed that the model using multimodal 

behavioral data could improve detection by up to 5.9%, 

achieving 82.4% accuracy (chance 55.9%). Our results suggest 

that the combination of multimodal behavioral features 

capturing different functional changes resulting from dementia 

might improve accuracy and help timely diagnosis at an early 

stage. 

Keywords:  

Alzheimer’s disease, linguistic features, motion capture 

Introduction 

As the world’s elderly population increases, the number of 

people living with dementia is rising rapidly, making dementia 

an increasingly serious health and social problem. According to 

a previous survey, around 47 million people globally were 

living with dementia as of 2015, corresponding to about 7.6% 

of the world’s over-65-year-olds [1]. While dementia affects 

individuals within many domains, including cognition, 

neuropsychiatric symptoms, activities of daily living, and 

usually comorbid physical illnesses, it also affects their 

supporters, including relatives and even wider society because 

people with dementia require constant and costly care for years 

[2]. In fact, approximately 85% of the healthcare costs of 

dementia are related to family and society, and global annual 

costs reached over 818 billion USD in 2015 [2]. In contrast, 

there have been numerous attempts to develop an effective drug 

to combat dementia, but the results of trials have all been 

negative [2]. One of the remaining possible way to improve this 

situation is thought to intervene at earlier disease stages such as 

mild cognitive impairment (MCI) or preclinical Alzheimer’s 

disease. Although there is no validated effective intervention, 

longitudinal studies suggested that early intervention at stage of 

MCI might reduce the progression to dementia [3]. An 

intervention that delays the onset of Alzheimer’s disease (AD) 

dementia by 5 years is estimated to result in a 57% reduction in 

the number of AD patients and to reduce 45% of the projected 

Medicare costs [4]. Thus, early detection of dementia has been 

increasingly important. However, diagnostic coverage of 

dementia worldwide remains low, and even in high-income 

countries, only 40–50% of dementia sufferers have received a 

diagnosis [5,6]. Thus, detection at earlier disease stages should 

be a more challenging issue.  

One of the most promising ways to detect dementia at early 

disease stages is identifying the evolution of behavioral change 

over the course of dementia’s progression. Instead of medical 

examinations including brain imaging as well as in-clinic 

neuropsychological assessment, being capable of inferring 

dementia and MCI from behavioral features that can be 

measured in various everyday situations holds promise for 

increasing the opportunity for timely detection. 

Among the behaviors, the most investigated might be speech 

and gait [7]. Speech has been used for characterizing language 

dysfunction resulting from cognitive changes [8-12]. For 

example, memory impairment causes difficulties with word-

finding and word-retrieving, which has been measured by 

speech features such as fillers, including non-words and short 

phrases (e.g., "umm" or "uh") [9]. The reduction in speech 

expressiveness is another language dysfunction typically 

observed in both MCI and AD. This reduction is measured by 

the decrease in adjectives and indicators related to vocabulary 

richness (such as type-token ratio and Brunet’s index) [10]. Gait 

disturbances are also common across the dementia spectrum, 

although the main clinical hallmark of dementia is cognitive 

impairment especially related to memory impairment [13]. 

Over the past decade, large cohort studies on dementia have 

shown the relationship between the severity of cognitive 

impairment and increased gait abnormalities [13-16]. For 

example, dementia is associated with a decrease in gait velocity 

and an increase in stride variability [17]. While there are limited 

studies evaluating gait in MCI, some but not all studies have 

suggested that gait dysfunction can be observed in patients with 

MCI even under normal walking conditions [13]. Although 

speech and gait features have been suggested as behavioral 

biomarkers for AD and possibly early in the course of dementia, 

including MCI, no studies have investigated whether 

combining both behavioral features could improve detection 

accuracy for MCI and AD. If speech and gait each could capture 

different aspects of subtle changes related to physical and 

cognitive functioning, the multimodal behavioral approach 

seems to be promising for building a model enabling detection 

at an earlier disease stage. 

In this study, we investigate whether combining behavioral 

features of speech and gait could improve detection accuracy   

for patients with MCI. We collected speech and gait behavioral 

data from Japanese seniors consisting of cognitively healthy 
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adults and patients with MCI.  Specifically, speech data were 

collected while performing an picture description task by 

microphones, while gait performance was assessed during a 5-

meter walk at normal speed by a marker-based motion capture 

system. Through the analyses, we demonstrate that exploiting 

the combination of multimodal behavioral data to identify MCI 

outperforms that based on each set of single-modality data 

alone by up to 5.9%, achieving 82.4% accuracy (chance 

55.9%). The results demonstrate how our multimodal 

behavioral analysis could identify the early stages of dementia 

by exploiting the combination of subtle changes. 

Methods 

Participants 

We collected data from 34 elderly individuals (20 females and 

14 males, between 64 and 82 years, i.e., 73.06 ± 4.76). Nineteen 

participants were grouped as healthy controls (HCs) and fifteen 

as having MCI. There was no significant difference in age 

among the groups. Table 1 shows the number of participants 

(number of female participants), mean age, and mean Mini-

Mental State Examination (MMSE) score for the HC and MCI 

groups. None of the participants in the HC group were 

diagnosed as having MCI or dementia before the experiment. 

The definitions of the MCI groups were based on diagnosis by 

psychiatrists through medical examinations including structural 

magnetic resonance imaging, blood tests, and 

neuropsychological tests. More specifically, the doctors 

followed the guidelines and criteria of the study by Petersen et 

al [18]. This study was conducted under the approval of the 

Ethics Committee, University of Tsukuba Hospital. 

Speech data collection and feature extraction 

We collected speech data from the participants while they 

performed the Cookie Theft picture description task. The 

Cookie Theft picture description task, adapted from the Boston 

Diagnostic Aphasia Examination, is a task used to test the 

production of free speech in a structured context [19]. A picture 

is provided to the participants, showing a mother and two 

children (a boy and girl). Participants are asked to tell 

everything they see in the picture. This task is used to test the 

ability of the participants to describe the characters and events 

in the scene.  

The task was administered using a 2nd generation iPad Air 

through a web-based application using a Wizard of Oz 

experiment method. This method is efficient for examining user  

 

interaction with computers and facilitating rapid iterative 

development of dialog wording and logic. The method requires 

two machines linked together, one for the subject and one for 

the experimenter. In this implementation, the experimenter (the 

“Wizard”), pretending to be a computer, “operates” using 

complete replies to user queries or presses function keys to 

which common messages have been assigned. The software 

automatically records the dialog and its timing. This was done 

as a step towards a fully automated system to first assess the 

ability to achieve similar results using tablet devices as in 

traditional assessment styles.  

Voice recordings were collected using three microphones: a 

throat microphone (NANZU SH-12iK), a lavalier microphone 

(SONY ECM-CS3), and the iPad’s internal microphone. The 

throat and lavalier microphones were fitted onto the 

participants’ necks and connected to a USB recording device 

(ZOOM H1/MB) for voice recording (wav format, 44.1 

k/stereo) (Figure 1A). Analysis was done on voice recordings 

gathered from the lavalier microphone, which were selected 

after synchronization with the throat microphone showing 

which portions of the recordings contained actual speech from 

participants. The throat microphone does not record the sound 

of open-air, so participants’ speech area can be detected by  

extracting the sections above a certain volume level in the 

recorded audio. Recordings from the iPad’s internal 

microphone were collected but not analyzed in this study. These 

recordings will be used in later analysis after the proper features 

have been selected and a model is developed from higher 

quality audio. After assessment, voice recordings from the 

lavalier microphone were used for preprocessing. The recorded 

audio was preprocessed by automatic speech recognition 

(ASR), which automatically transcribes audio data into text 

format. Then the experimenter manually corrected the errors of 

the ASR by listening to the recorded audio. The experimenter 

also annotated fillers and false starts during the transcribing 

procedure. For the preprocessing, we used the Japanese 

morphological analyzer MeCab [20]. 

Once all the transcribing and annotatince were completed, we 

collected speech features on the basis of the previous studies.  

 

Status 

No. of 

Participants 

(Female) 

Mean Age 

(SD) 

Mean 

MMSE 

(SD) 

Control 19 (12) 71.63 (4.39) 28.42 (1.47)

MCI 15 (8) 74.87 (4.73) 25.53 (3.89)

Table 1 – Demographics of participants 

Figure 1 – Overview of speech and gait experiments. (A) Example of the speech experimental setup. (B) Example of motion capture 

data during gait experiment. 
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Previous study reported that syntactic complexity is closely 

associated with the incidence of dementia [21]. Syntactic 

complexity was measured in various ways, such as the mean 

length of sentences, number of sentences, ”part-of-speech” 

frequency, and dependency distance [10,22]. Dependency 

distance infers the number of intervening words between two 

syntactically related words in a sentence [23]. Another feature 

that must be considered is vocabulary richness. This measures 

lexical diversity, which tends to reduce in dementia cases [9]. 

Repetitiveness is also reported as an important factor of 

capturing the linguistic dysfunctions of the patients with 

dementia [24]. Some matrixes measure the frequency of 

repeated words and phrases, and others estimate sentence 

similarities by calculating the cosine distance between two 

sentences [10]. The feature which widely used in image 

description tasks is semantic density. It was calculated on the 

basis of ”informational units” that are predefined objects or text 

segments that might refer to important information. For 

example, in the Boston Cookie Theft picture description task, 

information units consist of objects such as ”Woman”, 

”Cookies”, and ”Boy taking the cookie”. With the information 

units, semantic density can be defined as the number of 

information units divided by the total number of words [10,22]. 

A number of previous studies have found that individuals with 

dementia tend to produce speech with lower information, 

defined as semantic density, than with healthy controls [22, 25].  

In this study, we collected 49 speech features from the 

transcribed and annoteated text of picture descrtion task. It 

includes twenty-seven features related to parts-of-speech 

(POS), four features related to information units (e.g. 

frequency, ratio), six features for syncatcic complexity (e.g. 

maximum dependency level), six different measures of 

sentence similarities (e.g. cosine-disntance), and three 

measures of vocabulary richness (e.g. type-token-ratio). 

Number of false starts and number of fillers are extracted from 

the annotation in the transcribed text. Addition to the text 

features, the speech rate (audio length/syllables) was also 

caluclated. 

Gait data collection and feature extraction 

The gait experiment was conducted on the same day as the 

speech experiment. The participants took enough rest between 

experiments. We collected motion data of the participants 

walking five meters in a lab area at their usual speed. To ensure 

that gait features were collected during steady-state walking, 

participants started walking at least two meters before the target 

zone and completed their walk at least two meters beyond it, 

which makes nine meters walk in total. Start and end points 

were marked on the floor with tape. Before each experiment, a 

trained experimenter gave verbal task instructions to the 

participants as “Please walk up to the tape at  your usual speed”.  

Participants’ body positions during their walk were captured by 

the motion capture system, OptiTrack Flex 13, with eight 

cameras allocated in a 6 meters �  12 meters walking area 

(Figure 1B). Three-dimensional kinematic data were measured 

at 120 Hz using a full body skeleton model of 50 markers. 50 

markers includes head (4 markers), torso (6 markers), waist (4 

markers), shoulder (4 markers), arm (6 markers), hand (8 

markers), leg (8 markers), foot (6 markers), and toe (4 markers). 

Skeleton is calibrated for each participant before the gait 

experiment. 

In a previous study, a broad range of characteristics is used to 

describe gait performance. Gait speed is applied widely as an 

evaluative and a predictive measure of various diseases 

[13,14,26]. Other measures such as gait velocity and stride 

variability has also been suggested as a sign of dementia [17]. 

Step width and step width variability reflect the postural control 

of gait [27]. 

In this study, we collected 13 gait features from the positional 

data obtained from each markers during a gait task. We 

calculated the gait cycle from four markers on each foot (toe in, 

toe out, toe tip, and heel). Once all the data preprocessing was 

completed, gait speed (walk length/time), step length (mean and 

standard deviation), stride (mean and standard deviation), left-

right stride variability, toe angle (mean and standard deviation), 

left-right toe angle variability and step width (mean and 

standard deviation) were extracted from gait cycle. We also 

Figure 2 – Distributions for speech and gait features which may have tendancy between HC and MCI groups. Boxes denote 25th 

(Q1) and 75th (Q3) percentiles. Line within box denotes 50th percentile, while whiskers denote upper and lower adjacent values that 

are most extreme within Q3+1.5(Q3-Q1) and Q1-1.5(Q3- Q1), respectively. Filled circles show outliers, and squares represent 

mean values.  
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extracted the position of head top marker and calculated the 

variablity of the distance from the direction of travel to see the 

stability of the head position.  

Feature anaysis & classification models 

After linguistic features and gait features were extracted, we 

investigated if each feature differed significantly between the 

HC and MCI groups. We performed Student t-test for statistical 

examination, and considered to be significantly different when 

the p value was less than 0.05. 

Classification was then done using support vector machine 

(SVM) models with a linear kernel function with a two-class 

classification model for testing the strength of features for 

differentiating patients with MCI from HCs in an automated 

fashion [28]. We used the algorithm for the SVM models 

implemented in MATLAB (MathWorks Inc., Natick, MA). 

Features were selected on the basis of the receiver operating 

characteristic (ROC) score for each feature. 

We evaluated the model’s accuracy by leave-one-out cross-

validation, where classifers were trained using data collected 

from all participants expect one and then were tested on data of 

the one participant left out of the training data set. After 

obtaining loss estimate using cross-validation, accuracy, 

sensitivity, specificity and F-measure were calaulated for the 

model. 

Results 

We investigated if these features differed significantly between 

the HC and MCI groups for each task. Through the analysis, 

two features in speech, fillers and proportion of nouns showed 

siginificant difference between HC and MCI groups (p < 0.005 

and p < 0.05, respectively; Figure 2). We calculated the effect 

size (Cohen’s d) of each feature as discriminative power [29]. 

For Cohen’s d, the 0.8 effect size is thought to be large, while 

the 0.5 effect is medium, and the 0.2 effect size is small [29]. 

We found large and medium effect size with fillers (effect size 

of 1.09, 95% CI: 0.32-1.86; Figure 2) and medium effect size 

with proportion of noun (effect size of 0.76, 95% CI: 0.04-1.48; 

Figure 2). For the gait features, gait speed and head postition 

stability were higher with HC than MCI, although this 

differences were not statistically significant (p=0.056 and 

p=0.053, respectively; Figure 2). These changes in the speech 

and gait features consistent with the results of previous studies 

that investigated the differnces in these measures with HC and 

dementia [10,13,22]. 

Next, we evaluated classification models for each speech and 

gait task between HC and MCI groups. As a result, for the 

speech features, three features were selected to be used for the 

classification model, which achieved 76.5% accuracy 

(sensitivity: 73.3%, specificity: 78.9%, F-measure: 0.733). As 

for gait features, three features were also selected for the 

classification model, which achieved 76.5% accuracy 

(sensitivity: 88.9%, specificity: 72.0%, F-measure: 0.667).  

Finally, we analyzed the classification model by combining 

speech and gait features. We combined speech and gait features 

that were selected in each classification model. The accuracy 

was 82.4% (sensitivity: 76.5%, specificity: 88.2%, F-measure: 

0.813) which improved by 5.9% from that of the classification 

models using the features of individual tasks. 

Discussion 

In contrast to previous studies focusing on detecting MCI and 

AD from a single modality of behavioral data, we aimed to 

argue the effectiveness of multimodal behavioral analysis. To 

this end, we collected and investigated speech data during the 

image description task and gait data during the 5-meter gait test 

with normal speed from cognitively healthy controls and MCIs.  

 We first investigated the significant differences of each feature 

and found significance only in speech features with a medium 

to large effect size. We did not find differences in gait features 

when comparing people with MCI to controls. Gait disturbance 

in MCI is still controversial [30], but a reason for the absence 

of significant differences can be explained by the following: 

gait patterns differ between MCI subtypes, and then the use of 

a heterogeneous MCI group, including people with single-

domain and multi-domain MCI, increases the intra-group 

variability of gait features in MCI groups [31,32]. In our 

experiment, such a heterogeneous MCI group in addition to the 

small number of participants might be a possible reason. 

Therefore, we could not find features that differed significantly 

between the MCI and controls with a larger effect size in both 

sets of behavioral data.  

 We then built a classification model by combining these 

features. When we built models by using speech and gait data 

separately, the models each showed the same accuracy of 

76.5%, which was the same accuracy of the baseline model by 

using MMSE scores. In comparison with these models, we 

showed that the model using multimodal behavioral data could 

improve detection by up to 5.9%, achieving 82.4% accuracy. 

The results indicate that exploiting the combination of 

multimodal behavioral data could improve the detection 

accuracy of MCI. Though no gait features differed significantly 

between the MCI and controls, these gait features could 

contribute to improving detection performance by combining 

speech features. These results might be made possible by 

exploiting the combination of multimodal behavioral features 

capturing different functional subtle changes resulting from 

MCI. If this hypothesis is true, our approach focusing on the 

multimodal behavioral analysis might be important especially 

(i) in targeting at earlier stages such as MCI or preclinical AD 

stages and (ii) in using data collected in non-controlled 

environments such as free living situations with a lot of noise. 

One of the limitation in this study is the relatively small number 

of participants.. For future work, we will need to confirm our 

results on a larger number of participants. Another limitation is 

the limited number of task trials. The speech and gait data we 

analyzed were collected from a single trial from a single task. 

We need to conduct further research with data from multiple 

trials to verify our results.  

To the best of our knowledge, this is the first empirical study to 

demonstrate that multimodal behavioral analysis on speech and 

gait data could improve detection accuracy for patients with 

MCI and might be useful for early detection of AD. We hope 

the results of our study will help promote future efforts towards 

timely diagnosis at an early stage such as MCI. 

 

Features 

Acc 

(%) 

Spe 

(%) 

Sen 

(%) 

F-measure 

MMSE 

(baseline)

76.5 72.0 88.9 0.667 

Speech 76.5 78.9 73.3 0.733

Gait 76.5 72.0 88.9 0.667

Speech & Gait 82.4 88.2 76.5 0.813

Table 2 – Classification model performance for HC vs. 

MCI. Performance is measured after leave-one-out cross-

validation (Acc: accuracy, Spe: specificity, Sen: sensitivity). 
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Abstract 

Computer-assisted text coding can facilitate the analysis of 
large text collections. To evaluate the functionality of 
providing an analyst with a ranked list of suggestions for 
suitable text codes, we used a data set of discussion posts, 
which had been manually coded for reasons given for taking a 
stance on the topic of vaccination. We trained a logistic 
regression classifier to rank these reasons according to the 
probability that they would be present in the post. The 
approach was evaluated for its ability to include the expected 
reasons among the n top-ranked reasons, using an n between 
1 and 6. The logistic regression-based ranking was more 
effective than the baseline, which ranked reasons according to 
their frequency in the training data. Providing such a list of 
possible codes, ranked by logistic regression, could therefore 
be a useful feature in a tool for text coding. 

Keywords:  

Vaccination Refusal, Text Mining, Supervised Machine 
Learning  

Introduction 

Vaccination hesitancy has led to outbreaks of vaccine-
preventable diseases in several parts of the world [1]. To study 
reasons that are given for vaccination refusal and vaccination 
hesitancy in different types of user-generated text resources, 
e.g., Internet discussion forums, might be one method for 
increasing our knowledge about this phenomenon. 

There are previous studies in which these types of texts have 
been manually analysed for reasons for vaccination hesitancy 
[2, 3]. There are also studies which have applied topic 
modelling for automatically extracting vaccination-related 
information from text collections too large for a fully manual 
analysis [4, 5]. Previous research has shown topic modelling 
to be an efficient text-mining method for selecting and 
topically sorting texts, but a manual coding of the selected 
texts is also recommended for a deeper understanding of their 
content [6].  

We have, in a previous study, performed such a manual 
coding of texts selected through topic modelling. We had 
applied topic modelling on Internet discussions of the subject 
of vaccination, and the topic modelling algorithm 
automatically extracted six topics present in the collection. We 
then manually coded 50 texts associated with each one of 
these topics, through identifying the reasons that the authors 
had given for taking a stance for or against vaccination. We 
detected 242 different unique reasons in total, some only 

occurring once and some reoccurring [7]. Although the text 
selection and sorting that was provided by the topic modelling 
facilitated the coding, it was still a demanding task. It was 
particularly difficult to determine whether a reason identified 
in the text was a new one, not yet included in the analysis, or 
whether this reason had occurred in any of the previously 
analysed texts.  

The coding procedure might, therefore, be simplified if the 
user is assisted in the task of locating suitable text codes 
among the codes previously identified. That is, when an 
analyst selects a text for a manual coding of reasons, a system 
could automatically suggest which previously identified 
reasons that might be found in the text that is being coded. 
The system could, for instance, rank previously identified 
reasons according to how likely it is that they are present in 
the text. Such a ranked list could support the analyst in the 
task of determining whether a reason identified in the text that 
is being coded has occurred in any of the previously analysed 
texts. 

The aim of the study described in this paper is to design and 
evaluate a method for providing such a ranked list of 
previously identified reasons.  

Previous Studies on Reason Classification and 
Identification 

Among the large body of recent research on stance detection 
and argumentation mining, the ones most relevant for the 
present study investigate a task that is referred to as argument 
identification or recognition [8, 9] or as reason identification 
and classification [10]. These studies have either (i) analysed a 
text collection for all reasons occurring in the collection, and 
then not included the infrequently occurring ones in the 
automatic classification experiments [10], or (ii) used external 
resources for finding a few important reasons that are likely to 
occur in the text collection, and then labelled the texts with 
these reason categories [8, 11]. When training classifiers on 
four different text collections to recognise 11, 12, 15, and 18 
reason categories, respectively, F-scores in the low 50s were 
achieved [10]. When instead training classifiers on two 
different text collections to recognise six and seven reason 
categories, respectively, micro-average F-scores between 0.7-
0.8 were achieved [8]. Topic-independent classifiers were 
created by using training data that was constructed through 
measuring the similarity between the opinionated text and the 
text describing the reason. Finally, an F-score of 0.49 was 
achieved for the task of classifying texts into 16 reason 
categories, by using the method of clustering texts according 
to 16 topics derived from topic modelling based on Non-
negative Matrix Factorization (NMF) [11]. The automatically 
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extracted topics were manually mapped to 16 pre-defined, 
prominent reasons. There were also previous attempts to 
identify prominent reasons in texts in a fully unsupervised 
fashion, which however have yielded low results [9]. 

In contrast, for the use case studied here, also the less 
frequently used reasons must be included. A final report of the 
outcome of the text coding might only include frequently 
occurring reasons; however, during the process in which the 
analyst carries out the text coding through identifying reasons 
in the texts, it is still unknown which reasons that occur 
frequently in the text collection. Both the prominent and non-
prominent ones among previously identified reasons are 
therefore relevant to identify in the text that is in the process 
of analysis. Consequently, both prominent and non-prominent 
reasons should be provided as coding suggestions to the user, 
and should therefore also be included in the experiment. 

Methods 

The experiments consisted of training a classifier to rank the 
reasons that had previously been identified in the coding, 
according to the likelihood that they are present in the text that 
is currently coded. 

The Previously Constructed Data Set 

Our previous study consisted of applying the NMF topic 
modelling algorithm on posts from vaccine-related Internet 
discussions from the British parental website Mumsnet [7].  
We chose the data based on the fact that the discussions were 
taking place on a general discussion forum for parents. 
Although views expressed in the Mumsnet forum by no means 
could be claimed to be representative for a population other 
than its actively participating users, the opinions expressed on 
Mumsnet are likely to be more general than, e.g., opinions 
expressed on an anti-vaccination website. In addition, 
Mumsnet informs their users of the fact that the site's 
discussion threads are published as publicly available posts, 
for which no login is required. Debaters are also asked to 
anonymise their postings, e.g., by using a chat nickname. 
Therefore, according to the data classifications provided by 
Eysenbach and Till [12], the content of the forum belongs to a 
public sphere rather than a private one. 

Before applying topic modelling, we pre-processed the texts 
by removing stop words and performing a concept cluster-
detection. That is, we concatenated into one term word 
collocations that occurred frequently in the text collection, and 
we replaced different term instantiations of the same concept,  

 
Figure 1 – The distribution of the frequency of the unique 

reasons identified for the six topics. 

e.g., synonyms and different inflections of a word, with a 
common string representing this concept. The term-
replacement was achieved by the use of word embedding 
vectors associated with the terms in the corpus. These vectors 
were clustered using DBSCAN clustering [13], and terms 
whose vectors were assigned to the same cluster were 
considered as belonging to the same concept. We chose 
DBSCAN, since it uses the properties of the data set that is to 
be clustered to determine how many clusters to create, and the 
user thereby does not have to provide an a priori specification 
of the number of appropriate clusters. A clustering algorithm 
with this property is a requirement for this clustering task, as 
the number of clusters of inflections and synonyms that occur 
in the text collection is unknown beforehand. We used a final 
cluster set of 402 clusters, which we obtained by a manual 
quality control of the automatically constructed clusters. 
Through the quality control, 165 terms were added to a list of 
terms to exclude in the cluster construction process.1  

The topic modelling algorithm automatically extracted six 
topics from the text collection. The subject of Topic 1 and 4 
was Measles, Mumps, and Rubella (MMR) vaccination; for 
Topic 1, it was in the form of reasons related to fear of and 
research on adverse vaccine reactions, and for Topic 4, it 
related to vaccine immunity duration, disease severity, and 
single vaccines. Topic 2 was about the vaccinology professor 
Paul Offit, Topic 3 was about eradication of diseases through 
vaccinations, and Topic 5 contained reasons related to 
trust/distrust in the medical profession and industry, as well as 
reasons related to attitudes towards vaccination among 
medical professionals. Finally, texts for Topic 6 discussed risk 
assessments for vaccination, for diseases, and for infecting 
others. 

For each one of the topics extracted by the topic modelling 
algorithm, we manually coded 50 texts for reasons that were 
given for and against vaccination. This analysis consisted of 
reading the selected texts and identifying reasons mentioned in 
the text. A reason identified could either be (i) a reason that 
had not previously occurred in the text collection, or (ii) a 
reason previously identified in the text collection. In the first 
case, we wrote a new description of this reason in the coding 
sheet, and in the second case, we noted the exact same 
description as previously used in the coding sheet. We 
performed the analysis in Microsoft Excel, with one column 
for the texts and additional columns for the descriptions of the 
reasons identified in the texts.  

Most of the coded descriptions of reasons were formulated as 
an argumentative statement, e.g., “There is no proven link 
between MMR and autism, despite many studies”, “That small 
pox vaccination has been successful does not mean that there 
are no problems with other vaccines”, “Not only the MMR 
combination should be offered, but also single vaccinations”, 
and “The risk of catching the vaccine-preventable disease or 
that the disease will result in complications is higher than the 
risk of the vaccination”. Some were, however, formulated as a 
meta-description of reasons, e.g., “Expression of distrust in 
government/pharmaceutical industry”. The original study 
reported on the detailed results of the coding [7]. 

The number of reasons identified varied between the different 
topics, as did the frequency of occurrence for the reasons 
(Figure 1). For a few texts, no reasons were detected, and 
these were removed from the data set used in the experiments 
for the present study. This resulted in a final data set for the 
six topics that contained 42, 47, 50, 49, 49 and 50 texts, 
                                                           
1 Examples of word pairs clustered together are:  
worry/concern, problem/difficulty and autism/autistic 
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respectively, and where each one of them had one or several 
associated reasons.  

Classifier Training 

We carried out six separate experiments for each one of the 
extracted topics. That is, classifiers were trained and evaluated 
on texts and reasons that belonged to one topic at a time. In 
addition, we also performed an experiment on a data set in 
which the six topic-divided data sets were combined into one 
set. This evaluation used leave-one-out cross-fold validation.  

The type of machine learning classifier chosen for the 
experiment was a logistic regression classifier. This choice 
was based on the inherent data scarcity of the task evaluated. 
That is, the task of assisting a text coder in locating the 
appropriate reason category among a set of previously 
identified reasons required a classifier suitable for small 
training data sets. This inherent data scarcity is due to that, in 
the typical use case, most of these previously indentified 
reasons will have a limited number of associated texts that can 
be used for forming the training data set.  

Moreover, the logistic regression classifier returns a 
probability estimate for each one of the possible classification 
categories in the data set. This probability estimate is not only 
suitable to use for ranking the previously created reasons that 
the coding process suggests to the user, but it also forms an 
output that is human interpretable. The probability estimate of 
a logistic regression classifier could therefore be shown to the 
user as an indication of the likelihood that a previously 
identified reason is present in the text that is currently being 
coded. This would not be the case for classification outputs 
such as the distance to the separating hyperplane of a support 
vector machine, which would make little sense to a human 
text coder.  

The situation simulated in the experiments was that all texts 
associated with a topic would have been coded for reasons, 
except one of them. That is, a situation in which the left out 
data point in the leave-one-out scheme would not yet have 
been coded. We used the rest of the data, i.e., all data points 
except the one left out, for training a logistic regression 
classifier. Features were extracted from the texts, and their 
associated reasons were used as classification categories. 
Texts with several associated reasons were added multiple 
times to the training data set, once for each of its associated 
reasons, with that reason as the classification category. The 
describing text for each one of the coded reasons was also 
added to the training data, to form one additional training data 
point for each one of the classification categories. 

Tokens that occurred at least twice in the data set were used as 
features, and the same stop word list as had been used for 
constructing the topic models was applied to remove stop 
words. Due to the scarcity of data, no n-grams were used. The 
probability estimate for each classification category that is 
returned by the logistic regression classifier was used for 
producing a ranked list of reasons, which thus formed the 
output of the classification. That is, the larger the probability 
that a text would be classified as containing a certain reason, 
the higher ranking did this reason achieve in the ranked list 
produced for this text.  

Apart from the standard method of using tokens as features, 
we also performed an experiment with the same term-cluster 
replacement as used for the topic modelling. That is, different 
terms that belong to the same concept were replaced with a 
unique string representing this concept. This concept-string 
was then treated as a normal token by the feature extraction 
procedure.  

The logistic regression classifier available in scikit-learn was 
used with default parameters [14], as we considered the data 
available too small for parameter tuning. However, we ran all 
experiments with the default inverse L2 regularisation strength 
of 1 as well as with a strength of 10. We used the Gensim 
library [15] for accessing embedding vectors and used an out-
of-the-box word2vec model,2 trained on Google news. 

Evaluation 

Results for the logistic regression classifier with standard 
features, as well as for the same classifier with cluster 
features, were recorded for both L2 settings. We applied 
leave-one-out cross-fold validation on all evaluations. 

The situation that the analyst needs to find a reason among 
previously identified reasons only arises when a reason 
contained in the text already has been identified in at least one 
of the previously analysed texts, i.e., not when a text is going 
to be assigned to a new reason. For reasons that have exactly 
one text association in the data set, the only situation that 
arises is this one where a new reason is created. A ranking of 
existing reasons thereby does not make any sense for this 
situation. Therefore, this evaluation of the reason ranking did 
not include these text-reason associations as left out data 
points. The associations were however included in the training 
data, and thereby as possible classification categories. This is 
in accordance with the authentic situation, in which it would 
be unknown to the classifier that the reasons that only occur 
once in the data are not to be associated with the held-out data 
point. When performing the classification for the left out data 
point, these reasons are therefore just as valid as any of the 
other reasons to include in the ranking. The inclusion of these 
data points makes the evaluation more realistic, as the task 
would have been simplified if these reasons had been removed 
altogether from the experiment. 

The ranking was evaluated on the criterion of the proportion 
of cross-validation folds for which the expected reasons were 
among the n top-ranked reasons. An n ranging from 1 to 6 was 
used, as up to around six reasons would be a reasonable 
number of coding suggestions to scan through when coding a 
text.3  

Baseline and Ceiling 

The aim of the study was to find out whether the use of 
machine learning would be an appropriate approach for 
solving the task of providing the user with coding suggestions. 
We therefore focused the study on evaluating the performance 
of the machine learning classifier we deemed most suitable for 
this task, rather than on comparing different machine learning 
algorithms. We compared this classifier, i.e., a logistic 
regression classifier, to a baseline strategy that did not employ 
machine learning. This baseline strategy instead ranked the 
reasons according to their frequency, i.e., according to the 
number of texts they were assigned to in the training data.  

Note that the baseline strategy ranked the texts according to 
the reason frequency in the training data set, not the entire data 
set. This means that the reason frequencies that the held-out 
data point contributed to were not a part of the frequency 
count, as these would not be known in a realistic setting. This, 
in turn, results in that the baseline rankings sometimes differ 
depending on which data point is used as held-out data. It is 

                                                           
2 code.google.com/archive/p/word2vec/ (March 27 2019) 
3 The experiments can be replicated by running the Python 
script run_classifier.py, found at 
https://github.com/mariask2/topics2themes (March 27 2019).  
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therefore possible for the baseline to, for each evaluation fold, 
fail to produce a correct ranking. 

Since the same text often is associated with several reasons, it 
is not possible to achieve a score of 100 percent correct 
inclusion of reasons when the evaluation criterion only takes 
the most top-ranked elements into account. That is, not all a 
reasons that are associated with a held-out text can be included 
among the n top-ranked elements for the cases when a > n. 
For each of the six topics and each of the top n rankings for 
which results were evaluated, we therefore calculated an upper 
ceiling. If n=1, and there is only one associated reason (a) that 
belongs to the text (a=1), an optimal ranking will give that 
reason the highest-ranking position and contribute to one 
correct classification. However, if there, e.g., are three reasons 
associated with a text (a=3), two of these reasons can not be 
ranked highest, and an optimal ranking of reasons for that text 
will therefore contribute with one correct classification and 
two incorrect ones, or generally: for each text, if a > n, the 
number of incorrect classifications of an optimal ranking are 
equal to a - n. 

Results 

Table 1 below shows results for each one of the six topics as 
well as for the combined data set. The results show the 
proportion of times that the expected reason was included 
among the n top-ranked reasons (where n ranges from 1 to 6). 
Four numbers are presented, which includes the standard and 
cluster features for logistic regression (for an inverse L2 of 10) 
and the frequency-based baseline ranking and ceiling results, 
for each one of the points of measure. The boldfaced font 
indicates the best result among the three ranking methods.  

Both of the logistic regression-based methods performed 
better than the baseline method, except for three points of 
measure (shown by underscore in Table 1). For one of these 
points of measure, the lower-performing of the two logistic 
regression-based methods performed equally to the baseline 
method, and for the other two points of measure, the lower-
performing of the two logistic regression-based methods 
achieved a result that was two percentage points lower than 
the result achieved by the baseline. Despite these few 
exceptions, the logistic regression-based methods clearly 
outperformed the baseline method with general and large 
performance differences.  

The difference was less evident between standard logistic 
regression and logistic regression with concept clusters. 
Which of the two methods performed best varied between 
different topics and between different values of n. Also the 
regularisation strength had a very limited effect on the overall 
results. For half of the topics, the results decreased a few 

percentage points with a stronger regularisation, while it led to 
a minor increase in results for the other half of the topics. 

Discussion 

There is a large variation among the six topics in the data set. 
That is, a variation (i) in terms of the number of identified 
reasons (from 23 to 61), (ii) in the frequency distribution of 
these reasons (see Figure 1), (iii) to what extent several 
reasons were associated with the same text (as indicated by the 
ceiling calculations), and (iv) in terms of what classification 
results were achieved. That the logistic regression methods 
generally performed better than the frequency-based ranking 
for this diverse data set indicates some level of generalisability 
of the results, despite the limitation that the experiment was 
performed on one single data set. Although the actual 
efficiency of the ranking might differ between different text 
collections and different manual coding strategies, the results 
achieved encourage us to implement text coding support by 
using logistic regression-based ranking of previously 
identified reasons. 

In contrast, since the use of concept-cluster features does not 
yield any obvious advantage, there is no point in carrying out 
the more complex feature extraction process that the use of 
these features entail. 

It should be noted that the situation evaluated here is when all 
but one of the texts already have been assigned reasons, and 
that other results might have been achieved if an earlier point 
in the analysis process had been simulated. To perform such a 
simulation is a task to include in future work. It might also be 
interesting to, similar to previous work [8], evaluate the 
performance of a ranking that relies entirely on the analyst's 
description of the identified reason; however, such an 
approach might be less suitable for detecting reasons that are 
formulated in the form of meta-descriptions. 

We have previously constructed an interactive visualisation 
tool whose graphical user interface displays the output of topic 
modelling applied to a text collection [16]. The tool displays 
the texts selected by the topic modelling algorithm, and 
includes methods for searching and sorting among these texts. 
The tool also provides the functionality of attaching user-
defined themes to the texts. That is, for the application 
described here, these themes would correspond to reasons 
identified when analysing texts. The interactive tool does, 
however, not yet include any functionality for suggesting 
which themes to associate to a text that is being analysed. 
Instead, the tool shows themes in a list previously identified 
by the user, which is simply sorted according to the creation 
time of the themes. The next step in developing the tool will 
therefore be to add the text analysis support investigated here. 

Table 1 – The proportion (%) of evaluated texts for which the expected arguments was found among the n top-ranked reasons 
(log: a logistic regression classifier with standard features, clu: a logistic regression classifier with cluster features, and 

bas/cei:baseline/upper ceiling).  
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That is, to use a logistic regression classifier to rank the 
previously identified themes in the list according to the 
likelihood that they are present in the text that is currently 
being analysed. Such a classifier could be re-trained, 
whenever the user creates a new text-theme association, and 
thereby be able to continuously adapt and improve the theme 
ranking when the user extends and refines the manual 
analysis. 
We hope that such a tool, with the extended coding support 
investigated here, could be useful for assisting coding of re-
curring content in large text collections. For instance, for cod-
ing discussion forums for recurring arguments used in vac-
cination debates. The semi-automatic approach of such a tool, 
i.e., to extract texts typical to frequently occurring topics and 
then assist the user in the task of manually coding the extract-
ed texts, does not guarantee that all important subjects dis-
cussed in the text collection are detected. However, the ap-
proach offers the possibility of accessing important content in 
text collections that are too large to make a fully manual cod-
ing feasible. The output of the semi-automatic coding could, 
for instance, be used for forming hypotheses on reasons why 
different types of health decisions are made, e.g., health deci-
sions related to vaccination. 

Conclusions 

We have investigated the efficiency of ranking previously 
identified reasons according to the likelihood that they are 
present in a text that is being manually coded. The perfor-
mance of a logistic regression classifier that ranked reasons 
according to the probability that they would be present in the 
text that is being coded was compared to a ranking based on 
the frequency of the reasons in the data set. When evaluating 
the approaches for their ability to include the expected reason 
among n top-ranked reasons, using an n between 1 and 6, we 
could conclude that the logistic regression-based ranking out-
performed the frequency-based one. These results therefore 
encourage us to construct a system that provides the human 
text coder with a ranked list of suggestions for possible rea-
sons that might be present in a text, and to implement this 
ranking by the means of a logistic regression-based classifier. 
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Abstract 

To provide the best treatment, a physician needs information 
about both the patient and the medicines matching the patient 
status and improving it. In this article, we present three 
methods for structuring the sections of medical prospectuses 
using neural networks. To structure the information from a 
medical prospectus we use 3 web sources with structured data 
from sections (with names sections from prospectuses and with 
uniformized names of sections) to train as input for neural 
networks. The tests were conducted on Romanian prospectuses. 
After running the three algorithms, the prospectuses were 
compared in terms of accuracy and execution time for each 
source. It was concluded that the accuracy is higher in 
convolutional networks and in the case of uniform name 
sections. The output data is used in applications with decision 
support for the treatment, matching best treatment with the 
patient’s status. 
Keywords:  

Prescriptions, neural networks (computer), drug information 
services 

Introduction 

Prescribing medicines for certain illnesses in as correct manner 
as possible is a challenge for all doctors and healthcare 
providers worldwide. The number of illnesses and medicines is 
higher and higher, and new treatments for new diseases are rare. 
The lack of sufficient information on treatments and the lack of 
uniformity of existing data on medication, as well as the lack of 
tools to compare and verify interactions between patient 
medication, creates a vulnerable situation. Prior to providing a 
specific treatment, a physician needs data such as: medical 
history, diagnosis, and complete information about the 
appropriate medication for the diagnosis. 
The drug prospectus contain very important information for the 
doctor. For example, in a Nurofen 200 mg prospect, there are 
several sections, such as "What is Nurofen 200 mg and What is 
used for," "Warnings and precautions," "What should you avoid 
when you are taking this medicine?", "Nurofen 200 mg with 
other medicines", "Pregnancy, breast-feeding and fertility", 
"How to take Nurofen 200 mg", "Possible side effects", 
"Containing 200 mg nurofen". These data are useful for the 
physician to not prescribe wrong medication that may interact 
with another drug / disease / allergy / condition of the patient. 
For example, in the prospectus of Nurofen 200 mg, it is 
emphasized that a patient with gastro-duodenal ulcer cannot 
take this medicine. The same data is found in any medical 
prospect, but each manufacturer names the sections differently 
or locates them in different order. Any doctor has access to 
online prospectuses, but they need extended knowledge about 

the medication and for this knowledge they have to read the full 
prospectus for the right information each time they consult the 
information about the drug, especially for new ones. This 
means a lot of invested time for this process. 
Information and medical data are both structured and 
unstructured. Most structured information is available in 
English. Various databases with structured information have 
been created and are easily included in medical applications or 
used by physicians to provide effective treatment for patients. 
Many researchers have begun to develop algorithms or to use 
new technologies to create the largest possible structured 
information. Structured information is easier to read and 
requires less time to be found. The researchers also seek to 
extract important data from various documents to use them in 
specific areas or to build for physicians structured databases 
with the extracted information. . 
In this age of technology, we are confronted with a great deal 
of medical information coming from different sources. For 
physicians to have access to this ocean of information, 
structuring and compaction of data is needed. Important data 
can come from our daily activities, from the internet or even 
from clinical staff. Figure 1 shows the diversity of sources from 
which important clinical information can be obtained to be used 
later to treat and improve the medical condition of a patient. 
The goal is to integrate and structure information from these 
sources as to make it more easily available to medical units [1]. 

 
Figure 1– Sources of Medical Data [1] 

 
A lot of work has been done on natural language processing 
(NLP) in English. This also applies to the processing of medical 
texts where the most robust data structuring and processing is 
for English texts. Deléger, Grouin, and Zweigenbaum [2] 
describe the implementation of a system for extracting 
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medicines and adjacent information from French texts based on 
an originally algorithm used for English medical text. The 
system is based on special dictionaries of medical terms and 
extraction rules. The texts resulted from 17,412 French 
electronic health records (EHRs) from the Cardiology Unit of 
the French University Hospital registered between 2004 and 
2006. This dataset was divided into two data bodies: a corpus 
of development of 17,362 documents used to implement the 
system and a test body of 50 documents. The test body contains 
253 drugs plus associated information items. The extraction 
rules were designed using English rules and examples of the 
development corpus. The dosing, form, frequency, duration and 
reason for which the drug was administered were extracted 
from the documents. The evaluation of the algorithm on the 50 
documents obtained an F-measure score of 86.7%. 
In Xu and Wang [3], a simple and accurate learning algorithm 
was developed to extract drug-disease pairs from 20 million 
biomedical summaries available on MEDLINE. The authors' 
process for extracting these data consists of the following steps: 

1. Obtaining and analyzing the MEDLINE corpus 
2. Creating lexicons for diseases and medicines 
3. Correlation of MEDLINE sentences with disease and 

drug entities 
4. Find patterns of treatments 
5. Extract extra pairs from MEDLINE using selected 

patterns 
6. Perform a semantic analysis of extracted drug-disease 

pairs. 
The authors have used around 100 million sentences extracted 
from MEDLINE abstracts published between 1965 and 2010. 
A total of 34,305 pairs of single-disease treatments were 
extracted, most of which were not included in the existing 
structured databases. The algorithm of the authors reached a 
precision of 0.904 in extracting all pairs. 
Extracting information about medicinal products from clinical 
texts is very important for EHR research. Jiang et al. [4] present 
the implementation of Java MedEX, an existing Unstructured 
Information Management Architecture (UIMA) data extraction 
system. In addition to showing earlier developments, the 
authors included new coding modules in the MedEx-UIMA 
system that map the data of drugs extracted with the RxNorm 
concepts. The MedEx-UIMA system consists of two main 
components: the clinical text extraction module and a 
standardization module encoding RxNorm (RxNorm concept 
unique identifiers) and normalizes TIMEX3 [5] frequency 
information. The information extraction module is a Java 
implementation of an older MedEx version then implemented 
in Python. The authors processed 826 documents with both 
systems (MedEx-UIMA and MedEx-Python) reaching similar 
results with both systems. Using the 300 annotated drug entries 
manually, the MedEx-UIMA system obtained the F-measure 
score for accuracy of 98.5%. 
Casillas et al. [6] present a model for extracting allergic drug 
reactions from medical electronic records. The purpose of the 
paper is to extract this data from medical texts into Spanish. The 
authors developed two methods: a rule-based and a machine-
based method. Both methods include semantic knowledge 
derived from FreeLing-Med, a software explicitly developed 
for medical text analysis. The corpus of text used in this 
research is composed of EHR documents written by doctors 
from Galdakao-Usansolo Hospital. First, a simple approach has 
been attempted to co-ordinate the terms of the EHR with 
SNOMED CT terms for allergy detection. This approach is 
effective but has not proven appropriate for medical texts 
written by physicians in which the type of allergy writing is 

different from the standard. Follow a rule-based algorithm has 
better results (70% accuracy) than the first simple approach 
(30% accuracy). The best approach with great results was the 
machine learning-Inferred Classifier method that gave a 
precision score of 88%. 
Despotou et al. [7] uses NLP techniques to interpret UK NICE 
BNF drug recommendations that are provided as free text. The 
NLP component, MetaMap, identifies and interprets the 
semantic meaning of concepts in medical texts. NICE BNF 
provides structured definitions for drug-related issues but uses 
raw text for instructions on indications for drugs such as "500 
mg three times a day" or "300-900 mg every 4-6 hours; 
maximum 4g per day." The authors analyze the dosing 
instructions and using NLP techniques identify types of 
semantic expressions and investigate how they can be 
generalized and used in specific rules to be applied in medical 
IT systems that contribute to e-prescribing. 
Over the last few years, as presented in this section, a lot of 
applications were developed to support structuring and 
embedding information in medical applications. Databases 
have been created with a wealth of drug-related information, 
but most research has been made in and for English-speaking 
countries. 
In this study, we use neural networks and the associated 
algorithms to structure Romanian medical prospectuses in order 
to extract the information from each section for further use in 
medical applications. We use the algorithms to train the neural 
networks since there are no other alternatives that we can use 
for Romanian text to extract certain sections from the 
prospectuses. This kind of processing works in cases where 
translate coding or databases is missing. In the following we 
present the methods, the results, and conclusions of the study.  

Methods 

Deep learning methods or neural networks have recently 
influenced many areas, including the processing of natural 
language. These methods are constantly improved with 
algorithms and increased performance compared to what exists 
in each field. A number of tools have been developed to enable 
the implementation of deep learning such as: Caffe, 
DeepLeaning4J, Eblearn, Keras, Neon, Scikit-learn, 
TensorFlow, Theano, etc. These tools attempt to optimize 
different aspects in learning or developing deep learning 
algorithms. These deep learning software tools have begun to 
receive a great deal of attention from the research community 
and are being increasingly developed to allow the formation of 
deep networks with thousands of parameters. Developers are 
trying to continually improve these tools to attract as many 
users as possible and to promote research [8]. 
In the current study we use medical prospectuses in Romanian 
language extracted from three online sources and structured on 
sections by extraction algorithms that we propose for this action 
[9]. 
In this study we use a method of training the neuronal networks 
with the names of selected already structured sections through 
various neural network algorithms and test them by providing 
other texts to which the trained network predicts the correct 
section name. The purpose of categorizing the text is to 
categorize the texts into categories that are easier to access. 
Each text can be categorized into one or more categories. We 
use neural networks to learn the classifiers in the examples and 
automatically categorize other documents in the same 
categories. In order to obtain this structure, we use three neural 
network models: Vector Support Machine Classifier from 
Scikit-learn library, Naïve Bayes Classifier from Scikit-learn 
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library, and 1D Sequence-Model Convolution Networks with 
sequential model from the Keras library. Figure 2 presents the 
workflow obtaining this structure. 

 
Figure 2 – Workflow for Structuring Prospectuses  

 
Support Vector Machine (SVM) is a supervised classification 
algorithm that is extensively and successfully used for text 
classification task. An SVM represents the examples as points 
mapped in space so that the examples of the separated 
categories are divided by a clear gap that is as broad as possible 
[10]. 
Naive Bayesian is a simple and efficient classifier to implement 
NLP because it supposes that all the words of the documents 
are independent one of each other. The Naïve Bayes Classifier 
is the simplest probabilistic classifier used to classify text 
documents. The Naïve Bayes method is a module classifier 
based on probability and the probability of known 
conditionality. The basic idea is to use common words and 
category probabilities to estimate the class of a particular 
document [11]. 
Convolutional Neural Network (CNN) is a class of artificial 
neural networks that use convolutive layers to filter inputs for 
useful information. Convolution involves combining input data 
(a feature map) with a convolution kernel (filter) to form a map 
of the transformed features. Convolutional filters are modified 
based on the learned parameters to extract the most useful 
information. Text convolution is used for convolutional 1D 
networks [12]. 
To learn these three types of neural network models we use the 
structured data from the three medical prospecting websites: 
HelpNet, Pharmacists' Page and CSID. Table 1 presents the 
figures found in each data file. 
After creating the files for each source as well as for mixed 
sources, we ran the three previously specified algorithms one 
by one to train the network section names for each text and then 
predict the section names for other text files. For training and 
testing, we use combinations between the above-mentioned 
sources. In order to run the algorithms, we use a computer with 
Intel Core i5-6400 processor of 2.70 GHz and 8 GB RAM and 
the processing time was quite good. Each run calculates the 

accuracy of the results and the running time. The outcomes of 
the process are presented in the Results section. 

Table 1 – Number of Data Used in Neural Network 
Structuring 

Name of the 
source 

Number of 
prospectuses 

Number of 
sections 

CSID 3814 44834 
Help Net 2820 18336 
Pharmacists' Page 1513 22851 

 
For all the algorithms, the first step consists of creating the 
learning and testing files containing the information of interest, 
specifically the label and the text associated with that tag. The 
learning files contain 70% of this information, and the test files 
30%. For each solution we use specific items, as follows. The 
SVM (Support Vector Machine) algorithm uses the LinearSVC 
(Linear Support Vector Classification) classifier to train the 
network, and the prediction function is called on the test file. 
CNN uses the Sequential model in the Keras library to train the 
network, using the ‘Dense layer’ and calling the ‘relu’ 
activation function. We use 3 iterations (epochs) per learning 
file. Since we use textual classification, we only need a layer of 
convolution, so we use 1D Convolution. In the Naive Bayes 
algorithm, the text is transformed firstly as an array of elements, 
followed by a normalized expression of frequent terms and 
calling the NB multinomial classifier for the data previously 
obtained.  
Each classifier is evaluated by calculating the accuracy and F1 
score. 
One of the main issues we had to deal with was the unevenness 
of the section names for the same type of section, different 
names for each drug may appear. For example, in the warning 
section, the following names may be found: caution, special 
warnings, warnings, warnings and precautions, precautions for 
use, warnings and special precautions, precautions, warning. To 
overcome this problem, we began aligning these sections 
creating files with similar section names and reference names. 
In [13] we propose a method of refining prospectuses sections 
to make them uniform. 
To refine section names, we identified the most important 
section names: 'Indications', 'Contraindications', 'Dosage', 
'Pregnancy and Breastfeeding', 'Active Substance', 
'Composition', and any other section in the 'Information' 
section. We restored prospectus sources using just these section 
names and we ran the three algorithms again for all sources and 
their combinations. The outcomes of the process will be 
presented in the Results section. 
 Following the SVM algorithm running on data from the three 
sources, accuracy scores range from 1.99% in different training 
and testing sources and up to 56.78% on the same data source 
both for training and for testing. Execution time depends on the 
size of the text and the number of section names in the training 
source so that in the sources where the data from the CSID site 
is used, the running time is longer, the section names being 
varied and the prospectuses being more. 
When running the Naive Bayes algorithm on the same data, the 
running time has dropped a lot, and accuracy is higher for all 
tests. For the algorithm, when referring to data with many 
different section names (CSID), we train the network only for 
fewer sections, choosing the most common ones. In this case, 
the results were more accurate, between 45.41% and 68.44%. 
When running the convolutional network, the accuracy 
increased even more, but running time increased significantly 
as compared with the previous methods. The best accuracy was 
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recorded for training and test data for the CSID source 
(77.47%). With this method we had to lower more the number 
of training sections for an optimal algorithm operation. When 
we use CSID source to train the neural network we select only 
the most common 350 names from sections since the array that 
is created in the algorithm is very large and the algorithm 
cannot be run on a usual computer. 
The percentage of accuracy is lower when providing new 
sources of information different from those with which the 
network was trained. Section names are very different from one 
source to another. Thus, in the CSIDs there are approximately 
11,300 unique names for different sections, in the Pharmacists 
page there are around 450 unique names of sections, and in 
Help Net there are around 350 unique names of sections. 
After the sections were reduced and uniformized, the accuracy 
increased greatly after running the SVM algorithm. The 
algorithm run times have also decreased, obtaining an accuracy 
of 38.26% for two different sources and an accuracy of up to 
93.08% for training and testing data from the same source. 
After running the Naive Bayes algorithm for data sources with 
uniform sections the accuracy increased significantly, and the 
running time of the algorithm decreased. The accuracy in this 
case ranges between 71.86% and 85.05%, both of which are this 
time for sections of the same data source. 
Following the run of the convolution algorithm, the accuracy is 
highest, but the times stay high. Accuracy ranges between 
77.62% and 91.31%. As can be seen, the accuracy of all source 
combinations is over 77%, which means that the correct 
prediction rate of the sections is the best. 
As can be seen in the results presented with data uniformity, the 
accuracy result increased. Training the algorithms with the 
most complex and complete databases, the accuracy will 
increase. For what we need in medical applications, namely as 
accurate as possible, the best algorithm tested in this paper for 
accuracy in both non-uniform and uniform sections is the 
convoluted neural network. Due to the fact that it is working 
with multiple layers to drive information, the accuracy is the 
highest. 

Discussion 

The first algorithm that was run was the Support Vector 
Machine on the three sources and their combinations. The first 
run was on data with non-homogeneous sections, and the 
second run was on data with homogeneous sections. Figure 3 
shows a comparative diagram of the two results in terms of 
accuracy. 

 
Figure 3 – SVM Accuracy 

The first comparison is between the type of source used for the 
SVM algorithm, non-uniform sources in the blue version on the 
graphs, and sources with uniformized sections in the orange 
version on the graphs. As can be seen, the accuracy in the 

second case has increased significantly, especially if different 
data sources were used for training and testing and the running 
time decreased due to the number of low sections. For this 
algorithm, a relatively higher accuracy was obtained only for 
uniform sections. 
The average accuracy for SVM on non-uniform sections is 
28.52%, and for SVM on uniform sections the average 
increased to 68.58%, with an increase of 40.06%. 
The median of accuracy for SVM on non-uniform sections is 
35.65%, and for SVM on median uniform sections is 73.20%. 
The second comparison was made between data used, with a 
different number of sections for the Naive Bayes algorithm.  
Figure 4 shows a comparative diagram of the two results in 
terms of accuracy. 

 
Figure 4 – Naïve Bayes Accuracy 

In this case, the accuracy between the two types of sources used 
differed less. And in this case, the accuracy was bigger and 
more constant, as can be seen in the graph for the uniform 
sections. The average accuracy for Naive Bayes on non-
uniform sections is 55.28%, and for Naive Bayes average 
uniform sections increased to 77.76%, with an increase of 
22.48%. 
The median of accuracy for Naive Bayes on non-uniform 
sections is 54.93%, and for Naive Bayes on uniform sections is 
78.17%. 
The last comparison between the accuracy of the different three 
algorithms on data sources was done for the convolutional 
network algorithm. Figure 5 presents a comparative diagram of 
the two results in terms of accuracy. 

 
Figure 5 – CNN Accuracy 

In this case, the accuracy was also good for non-uniform 
sections, but increased over 85% in most cases to uniform 
sections. The average of CNN accuracy for non-uniform 
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sections is 64.87%, and for CNN on uniform sections the 
average grew to 86.55%, with an increase of 21.68%. 
The median of accuracy for CNN on non-uniform sections is 
67.10%, and for CNN on uniform sections is 86.97%. 
As can be seen, the best accuracy was in the case of 
convolutional neural networks and on uniformized sections. In 
Figure 6, we can see comparatively the accuracy of the 
algorithms on the non-uniform databases, and in Figure 7 we 
can see comparatively the accuracy of the algorithms on the 
uniform databases. 

 
Figure 6 – Comparative Accuracy on Non-Uniform Sections 

 

 
Figure 7 – Comparative Accuracy on Uniform Sections 

Conclusions 

Structuring medical information is very important to help 
doctors find the best treatments for patients and to create 
systems with alerts when drugs can interact with certain 
diseases / allergies or other medicines that the patient already 
has. In this study, we have chosen to structure the medical 
prospectuses in Romanian because in this language there are no 
databases with full structured information about the drugs. The 
extracted information can then be used to create databases that 
are added to the prescription modules. In the future, we will test 
algorithms on medical prospectuses from other languages in 
order to create a general model for structuring medical 
prospectuses. Future work also focuses on more solutions to be 
multilingual and adapt easy to situations in which there are no 
structured databases or translated codes with drug information. 
The results are encouraging and the solution is easy to 
implement as a module in healthcare information systems. 
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Abstract 

Early detection of Alzheimer’s disease is important for 

deploying interventions to prevent or slow disease progression. 

We propose a multi-view dependence modeling framework that 

integrates multiple data sources to distinguish patients at 

different stages of  the disease. We design interpretable models 

that can handle heterogeneous data types including neuro-

images, bio- and clinical markers, and historical and 

genotypical characteristics of the subjects.  We learn the 

dependence structure from data with guidance from domain 

knowledge in Bayesian Networks, visualizing and quantifying 

the conditional probabilistic dependence among the variables. 

Our results indicate that the hybrid dependence models also 

improve prediction performance. 

Keywords:  

Alzheimer Disease, Bayesian networks, Classification 

Introduction 

Alzheimer’s Disease (AD) is a neurodegenerative disorder that 

leads to cognitive decline of the elderly and renders them 

incapable of performing routine activities of daily living. The 

neuronal degeneration is often irreversible [1]; common clinical 

symptoms such as memory loss or speech impairment may only 

appear at a later stage.  It is important to identify the relevant 

factors that may individually or collectively impact the 

cognitive condition or state to assist in accurate and early 

diagnosis. Such factors may be categorized based on  

demographics, physical examinations, clinical tests,  cognitive 

assessments, etc. Each category presenting information about 

an individual froms a distinct view or perspective. We propose 

a framework for detecting AD at different stages by fusing 

multiple views of patient-related data and explicating the 

dependence among the factors or variables. 

In practice, AD severity is usually assessed by psychometric 

tests such as Mini Mental State Examination (MMSE) and 

Alzheimer’s Disease Assessment Scale-Cognitive (ADAS-

Cog). Disease markers acquired from neuroimaging and protein 

studies are considered  better indicators of AD in the early 

stages of Mild Cognitive Impairment (MCI) [1]. Genotype and 

non-behavioral background factors from demographics, family 

and medical history have been associated with cognitive 

decline. Linking potential diagnoses to background factors 

helps to identify the individuals at risk of developing AD and 

indicates ways to plan for its prevention and intervention.  

We aim to build a disease model that accommodates the 

correlational, causal and complementary semantics of 

dependence and uncertainty from heterogeneous, multi-view 

data, possibly from different modalities. Clinical data is 

heterogeneous and variables relevant to AD coud be discrete 

(e.g., medical history of diabetes is binary) or continuous (e.g., 

individual’s age). Knowledge discovery from medical data can 

be broadly categorized into correlation-based and causality-

based. Correlation identifies how close two variables are to 

having a linear relationship with each other and indicates a 

predictive relationship. Most multi-view disease models 

identify correlations of bio- and clinical markers for predicting 

the clinical status. On the other hand, a variable A causally 

influences variable B if we manipulate A to different values, 

measure the effects on B, and observe changes in the 

probability distribution of B under different values of A. 

Incorporating the causal contributions from background factors 

in the model helps us understand their interactions that manifest 

as the individual’s cognitive state. The cognitive state cannot 

be causally established from the background factors in a fully 

data-driven approach using only observational data [4]. 

Knowledge about disease epidemiology can help identify 

beneficial or risky causal factors. Complementarity separates 

the unique knowledge in a view, leading to better predictions 

through combining different views [2].  

We propose a hierarchical probabilistic graphical model that 

incorporates two types of views: markers including MMSE, 

neuro-images that measure the cognitive state, etc., and 

background including genotypic, demographic variables that 

could possibly impact the cognitive state. The variables in each 

high-dimensional view are linear transformations of the 

underlying continuous, low-dimensional latent traits. The 

dependence between the predictor variables and the cognitive 

state is depicted in Bayesian Networks (BNs). We learn 

relevant evidence-based relations among the variables using 

prior knowledge of domain rules elicited from experts. We 

examine the key classification metrics: accuracy, precision and 

recall to determine the disease stage of a set of individuals from 

the Alzheimer’s Disease Neuroimaging Initiative (ADNI) 

dataset [5].  

Related Work 

Multiple linear/logistic regressions are the most popular 

correlation-based approaches used by clinicians and 

epidemiologists. Classifiers such as naive Bayes (NB), decision 

tree, back-propagation neural network (NN), and support vector 

machine (SVM) [6] have also been used for disease prediction 

from clinical data. With the recent progress in multi-view 

machine learning, combinations of markers distinguish AD 

patients from cognitively normal (CN) controls with high 

accuracy. Multiple kernel learning [2], canonical correlation 

[15] and shared subspace learning [3] are applications of multi-

view learning that target the correlations between views of bio- 
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or clinical markers. These methods treat all views uniformly as 

results of the clinical state.  

To identify risky/beneficial factors from background views, it 

is necessary to understand how changes in the variables affect 

the clinical state. Previous studies that explore associations 

between background factors and diseases are mostly 

hypothesis-driven; the validity of a hypothesis is tested with the 

available data. Structural equation models and dynamic causal 

networks [8] operate on causal assumptions given by domain 

experts about the disease. However, since the  data may be from 

different sources, it is hard to include all the assumptions that 

may be valid in one source but not in another. Also, those 

relationships that are not included a priori are possibly missed.  

Jin et al. [9] analyzed 16 multimodal features from ADNI, 

including age, sex, education, hippocampal volume, 2 average 

Positron Emission Tomography intensity measures, 7 Single 

Nucleotide Polymorphisms (SNP), MMSE and ADAS-Cog  for 

cognitive score prediction in a BN. They included the notion of 

causality in determining the conditional probabilsitic 

dependence. However, feature or variable selection was done 

manually and solely based on domain knowledge, without 

considering other potentially important markers from the 

corresponding modalities. Hence, they do not address 

correlations among the variables within a modality. 

Methods 

A Bayesian Network (BN) is a probabilistic model that consists 

of two parts: a graphical model visualizing the dependencies 

among the variables and a probability model quantifying the 

dependencies. Learning the structure of a BN is done either 

purely from domain knowledge or the dependencies learnt from 

the data or a combination of both. 

We learn probabilistic dependence models from multi-view 

clinical data using a hybrid approach i.e., score-based BN 

structure learning [9] guided by inputs from experts about the 

direction of dependencies. We adopt the prior knowledge of a 

causal approach in which genetic variables like SNPs and 

demographic variables such as age and sex are fixed before 

other variables and are not influenced by them. We assume that 

i) the markers assume certain values as manifestations of the 

clinical status and ii) non-behavioral background variables may 

influence the occurrence of AD and not vice-versa. We use a 

multi-level BN [10] to simulate this hypothetical data 

generation hierarchy: background traits � cognitive state � 

marker measures. We summarize the procedure to learn the 

dependency model, i.e., the BN of multi-view data in Figure 1.  

 

Figure 1. Modeling multi-view dependence via BN integration 

We consider a supervised setting, where �
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background views and � the response variable, i.e., clinical 

status of AD, the intermediate stage of Mild Cognitive 

Impairment (MCI) or normal controls (NC). 	�	
� is the 

number of marker views, while 	�
 is the number of 

background views and 
 the number of subjects. We divide the 

variables in the dataset into mutually exclusive views based on 

their modality and the features they describe. The target 

variable, i.e., the clinical status of the subject is included in each 

view; it connects the background variables and the disease 

markers during view integration. 

Extracting abstractions of correlated variables 

In using multi-view patient data, we face the ‘curse of 

dimensionality’, which results in complex models that overfit 

and are not very “interpretable”. There is also the issue of multi-

collinearity among the variables within a view. We overcome 

these by abstracting out latent factors/traits from the variables 

which simultaneously explain their correlations and achieve 

dimensionality reduction. The latent factors are continuous-

valued, follow a normal distribution with zero mean and unit 

covariance and, emulate a continuum: low to high, sick to 

healthy, etc. We use Bayesian matrix factorization (BMF) [14] 

to extract latent factors from continuous-valued views. We 
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 is the noise. Further, 

we specify a Gamma prior for the inverse variances, �
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of 

the noise term, �
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 i.e., �
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��Gamma (��, �), where ��,  � 

are hyperparameters. The impact of each factor in �
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 on the 

actual variables in �
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 can be derived by inspecting �
���

. The 

higher a variable weighs, higher is the corresponding factor’s 

ability in capturing its correlations with other variables. 

Specifically, the variables with higher weights in a factor are 

interpreted as a cluster because they are similar due to their high 

correlations. To make the clusters interpretable, we need to 

reduce the number of variables with higher weights on many 

factors. Thus we apply sparsity constraints on the weights to 

have fewer non-zero weights and seggregate the strongest 

signals. We apply the constraint as a prior probability to the 

weight matrix. However, with the multiple heterogenenous 

views of data, our model needs to handle outliers and unknown 

sparsity structures of variables. For this we apply the horseshoe 

prior on the weight matrix, �
���

, with a shrinkage parameter,  

�
�

���
�

~ Half- Cauchy (0,1), that is robust at handling unknown 

sparsity and leaves out large outliers [12]. 

For categorical-valued views, we use multi-dimensional Item-

Response Theory (IRT) models [16] to express the observed 

variables as resulting from continuous latent traits. For 

example, the probability of a person achieving a certain score 

in a test is a consequence of their ability, the test’s difficulty 

and the discrimination power of a question. It is then possible 

to assume that individuals with the same ability answer a 

question correctly with a certain probability. Cognitive 

capability is an interpretation of this ability with respect to 

MMSE. IRT relates the latent ability, !�, to the probability of 

getting the correct answer to a question through the Item 

Characteristic Curve (ICC). Difficulty, "�, is practically the 

point on the ICC where the probability for answering correct is 

50%, whereas, discrimination, #�, is the slope of the ICC. An 
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ICC with a steep slope imparts sudden value jumps even for a 

small change in ability. This in turn implies that the particular 

question’s discrimination power is very high. Meanwhile, if the 

item achieves a median (50%) probability at higher values of 

cognitive ability, the item is difficult. Equation 2 shows the 

probability of choosing the right option, �, for a question, �. 
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where �� � 
��� ��. For ordinal-valued views, where there are 

more than two possible values of responses, we use the Partial 

Credit Model (PCM). The above equations apply for both 

marker and background views. 

Learning the structure of dependence in a view 

Directed edges in a BN represent the probabilistic dependence 

between variables, with the child node being conditionally 

dependent on the parent. Therefore, learning the structure of 

dependence among the latent factors from a view translates to 

learning the edges of the BN. However, as the number of 

variables in a view increases, an exhaustive search in the space 

of possible graph structures becomes infeasible. In clinical data, 

there my be many variables of interest in each view of different 

data types. We use the Conditional Gaussian BN (CGBN) 

framework [9] with multinomial and Gaussian distributions to 

model discrete and continuous nodes respectively. The discrete 

nodes are parameterized by conditional probability tables, with 

their values depending on their discrete parents. The mean of a 

continuous node is deduced as a linear regression of the 

continuous parents on each configuration of its discrete parents. 

Variance, however, depends only on the discrete parents. 

CGBN disallows discrete nodes with continuous parents. We 

incorporate the following techniques in the CGBN structure 

learning procedure to reduce the search space. 

Incorporating topological constraints 

Certain constraints which represent either scientific laws, 

common sense, expert opinions, accumulated personal 

experiences, etc., help to build better structures. These are 

usually qualitative constraints and do not signify the strength of 

dependence between variables. Following the convention in Li 

and Leong [3], we define the domain constraints in Table 1. The 

values of demographic (e.g., “Age”, “Sex”) and genetic 

variables (e.g., SNPs) are fixed before other variables and are 

not influenced by them; these should be roots in the BN. On the 

contrary, the values of bio- or clinical markers are dependent 

on other variables and do not affect other variables; these 

should be leaves in the network. Older age is known to be linked 

to AD and hence there is a directed edge from “Age” to the 

clinical status. We also restrict edges from clinical status and 

latent markers to latent background and, latent markers to 

status. 

Table 1. Types of topological constraints in a BN 

Constraints Description 

Roots Cannot be children of other nodes 

Leaves Cannot be parents of other nodes 

Known links Links that domain experts know exist 

Forbidden links Links that domain experts know don’t exist

Ordering Chronological or logical ordering of variables

 

BN structure learning with search space reduction 

We achieve further search space reduction by trying to build 

edges only between variables that are correlated. For each node 

the candidate neighbors with a definitive correlation, we create 

the dependency structure of a view using a search and score 

algorithm. We use a greedy hill climbing strategy that searches 

for a possible distribution of edges, while trying to maximize 

the Bayesian information criterion (BIC) score [10]. BIC 

measures the goodness of fit of the structure given the data, but 

also penalizes complicated structures with many parameters to 

learn. The search begins from an empty graph. At each step, the 

greedy algorithm performs an edge operation (adds, deletes or 

reverses a directed edge) that increases BIC maximally. 

Model averaging 

We use the bootstrap approach to assess the confidence of 

network structures learnt from a few hundreds of instances. 

Accuracy is a measure of confidence on the presence of an edge 

and its direction in the BN structure [9]. For a number of 

iterations, the algorithm re-samples the same number of 

instances, � as the dataset, 
, with replacement. It further 

learns the network structure from this re-sampled dataset. The 

structures resulting from each iteration are averaged to help 

identify the nodes and edges which appear in at least half of 

them. We use only those edges which have edge strengths more 

than 0.5 and probability of edge direction more than 0.5. The 

edge strength signifies the confidence on the direct dependence 

relationship between two nodes and is estimated as its empirical 

frequency over the set of networks learned from bootstrap 

samples. The probability of the edge direction is computed 

conditional on the edge being present in the network. 

Integration of multiple views 

We learn the dependence model of the multi-view data by 

selectively combining nodes and edges from the view-specific 

BNs. In the second phase of structure learning, edges between 

latent variables from different views are established. From each 

view-specific BN, we segregate the nodes that form the Markov 

blanket (MB) of the clinical status node. The set of children, 

parents, and spouses of the node � is its MB [9]. In a BN, a 

variable is conditionally independent of all the other variables 

given its MB. Since the bootstrap approach iterates a number of 

times while resampling of the training data with replacement, 

we have as many candidate structures as there are iterations. If 

the edge between nodes � and � is not present in any of the 

candidates, the edge strength of ���� is 0. If it appears in all the 

candidates, the strength is 1. Since the edge strength, � is a 

positive value between 0 and 1, it can be regarded as a 

probability of the validity of the edge in the BN, i.e., ��
���

�

	

��
���

�

�
���	
����


 . Thus, we follow a Bayesian approach with only the 

MB nodes from view-specific BNs and edges across views to 

be learned afresh with a default uniform prior and edges within 

views learned with a prior probability. 

Parameter learning and inference 

We learn the parameters of the integrated BN structure through 

maximum likelihood estimation with Laplace smoothing over 

the ������ training samples. We compute the predictions of the 

clinical status by averaging likelihood weighting simulations. 

The predicted value is the one with the highest conditional 

probability for a discrete target, and the highest expected value 

of the conditional distribution for a continuous target. 

Experiments 

Data: We work with a dataset of 589 subjects from ADNI 

which includes their background variables: demographic (4), 

genotypic (SNP~900) and medical history (25), and markers: 

grey matter volumes from baseline MRI (90), and cognitive 

measures: Mini Mental State Examination (MMSE) and 
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Clinical Status (AD/MCI/CN). Table 2 shows the 

demographics of the subjects included in our study. 

Setup: We use the Stan probabilistic programming language to 

build view-specific abstractions and decide on the dimensions 

through multiple cross-validations [14]. We build and represent 

the BNs programmatically using the bnlearn R-package [9]. 

The integrated BN is used to predict the clinical status (2- AD, 

1-MCI and 0-CN). For all the classification problems, we learn 

one BN structure per view with disease status as the target 

variable. This is followed by structure and parameter learning 

for the integrated BN for different view combinations. We 

report the performance of all models averaged over 5-fold cross 

validations. We evaluate the classification of a concatenated 

data vector comprising data from the three modalities, viewing 

it as a baseline study. 

Table 2. Subject Demography  

 AD (n = 128) 

66 M, 62 F 

MCI (n = 287) 

179 M, 108 F 

CN (n = 174) 

98 M, 76 F

Mean Range  Mean Range Mean Range

Age 75.4 

(±7.3) 

58.4-

87.7 

75.3 

(±7.2) 

55.1-

88.8 

75.2 

(±5.2) 

62-

84.7

MMSE  23.77 

(±1.9) 

20-26 27.12 

(±1.6) 

24-30 29.04 

(±1.2) 

25-30 

Assumptions: We learn view-specific BNs using only the 

constraints that apply to the variables within. As the disease 

state is a categoric variable in classification, we discretize its 

possible parent variables such as “Age”, “Years of education” 

according to the rules of CGBN. Only views with more than 5 

variables are subject to the extraction of low-dimensional 

abstractions. We use a subset of SNPs (~900) as previously 

reported in [3]. Each SNP is matched to the gene/s located 

within a distance of 20kb. We learn a latent score for each gene 

per person using PCMs and use these for further processing. 

Results 

BMF captures the dense correlations among 90 regions of 

interest (RoI) captured into 25 latent factors. Figure 2 depicts 

the weights of the top 10 features (y axis) on the 25 factors, with 

longer bars indicating higher absolute weight in the 

corresponding color-coded factor. Left Amygdala has the 

longest bar, and hence the highest absolute weight. The latent 

factors are interpreted based on the hemisphere, lobe and area 

of the brain surface where the constituent RoI belongs. In 

Figure 3, the discrimination and difficulty parameters of the 

ICC for MMSE questions are elaborated in the left and right 

subplots. The five most discriminating questions are related to 

attention in computing alphabets in a series (MMO, MMR, 

MMW), language (MMWATCH), reading (MMREAD) and 

orientation (MMSTATE) while the five most difficult questions 

are alphabets in a series (MMD, MMO, MMR), orientation 

(MMONFLR) and immediate recall (MMTREE). 

 

Figure 2. RoIs with highest absolute weights on factors 

Table 3 shows the genes abstracted from their corresponding 

SNPs and factored brain RoIs that report the 5 highest 

associations with AD (p-values <= 0.05). Table 4 compares the 

performance of our approach for the multiclass classification of 

AD vs. MCI vs. CN with the baseline, single views, and the 

state-of-the-art classification for AD [7]. Figure 4 presents the 

integrated BN structure of demography and the abstractions 

from marker views of MRI, MMSE and background views of 

genes and medical history. The MRI factors are color-coded in 

navy, genes in yellow, clinical status (DX) in red, demographic 

variables in pink, medical history in ivory and MMSE in green. 

Figure 3. Discrimination and difficulty of MMSE (low-high) 

Table 3. Genes, Brain areas identified by our model as 

associated with AD 

Gene p-value Brain Area p-value 

APOE <.001 Left Hippocampal <.001

TOMM40 <.001 Right Hippocampal <.001

SLC6A11 <.001 Left Amygdala <.001

IL16 <.001 Right Amygdala <.001

FGD6 .002 Left Insula Medial <.001

Table 4. Key performance metrics for classifying AD/MCI/CN 

Discussion 

Most clinicians use only total MMSE scores to assess AD 

staging. This reports an accuracy of 71.7%. Our method 

achieves an accuracy of 80.18% along with a precision of 0.73 

and a recall of 0.68. The reported measures are averaged over 

predictions of AD, MCI and HC subjects by the model. The 

performance of the baseline (vertical concatenation of views) is 

not very impressive due to the inclusion of more features 

compared to training samples, i.e., ‘large p small n’ that leads 

to model overfit. It underperforms grossly while working with 

589 individuals and ~1030 features. The results in Table 4 show 

that our method fares better than the state-of-the-art approach 

to identify the stage of AD [7]. By categorizing the data views 

and defining edge directions, we are also able to visualize and 

interpret the model structure (refer to Figure 4). We notice that 

MRI factors are correctly modeled as interacting mostly 

through the disease variable and form a connected network. As 

we include only the variables from the Markov blanket (MB) of 

the disease variable, the less relevant ones are filtered out from 

each view due to the conditional independence property. The 

inclusion of the background features from genes, medical 

history and demography in the final BN in the MB of the 

clinical status variable (DX) implies that they are not 

Study/Data Accuracy% Precision Recall

MMSE 71.7 0.58 0.91

Baseline 59.44 0.64 0.58

(Our work) 80.18(�8.89) 0.73(�.06) 0.68(�.09)

[7] Used MRI, 

PET

72.9 NA NA 
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overshadowed by the markers. We also compare our results 

with a recent work [8] which used BN structure learning to 

predict the MMSE scores using a highly selective list of 16 

biomarkers from various modalities. They report a mean square 

error of 2.81, while we achieve 2.44 ($0.29). Feature selection 

from each modality is done manually in their prediction model. 

Our approach also facilitates relevant biomarker discovery. The 

latent factors extracted from the marker and background views 

and visualization of correlated features lead to hitherto 

unexplored associations with the clinical status. Finally, in 

Figure 5, we report the impact of significant clinical features in 

the MB of the clinical status variable in the network we learnt. 

We examine the probabilities of a clinical status of AD or MCI 

conditioned on different values of the variables 

(scaled/standardized for continuous variables) in the MB of the 

clinical status. The results show that lower grey matter volume 

of the left hippocampus and insula region are indicative of a 

higher probability for cognitive impairment. The presence of 

APoE and TOMM40 SNPs strongly increase the chance of 

cognitive impairment and so does a lower education, MMSE 

score and higher age. These results are reasonable based on 

published evidence. 

 

Figure 4. Multi-view integrated BN 

 

Figure 5. Conditional probabilities for cognitive impairment 

The CGBN framework, however, does have several restrictions 

on the nodes and their distributions. In particular, only direct 

conditional dependencies can be viewed. There could be hidden 

or non-linear associations that are not explicitly captured. 

Conclusion 

We have introduced a multi-view disease staging framework 

that takes into account the dependence semantics among the 

variables from disparate data sources. Our model achieves 

comparable and sometimes better prediction performance in 

identifying individuals at different stages of AD as compared 

with the state-of-the-art approaches. Moreover, our framework 

is scalable, takes into account the heterogeneity and the 

multitude of the data types, modalities, and quantities. It also 

serves as the basis of a general approach to clinical decision 

support with interpretable recommendations from multi-view 

data.  
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Abstract 

Methods for cardiac tissue engineering and application in 

experiments are core technologies developed at the Institute of 

Pharmacology and Toxicology in Göttingen. As is the case in 

many academic research laboratories data capture and 

documentation may be improved to latest methods of digital 

research. A comprehensive information system infrastructure is 

the foundation of further advances toward automation of lab 

processes. A data management system concept is proposed and 

prototypically deployed that enables traceability of assets 

within the lab and reproducibility of published assays and 

results. The prototype integrates existing electronic lab 

notebook, experiment result database, and a newly introduced 

research data management system by means of a custom 

developed portal and integration component. The architecture 

concept and developed integration tools explore connection of 

routine experimental work in a biomedical research lab to a 

universal infrastructure of data. 

Keywords:  

Automation, Laboratory; Data Curation; User-Computer 

Interface;  

Introduction 

Biomedical research laboratories in industry and academic 

environments are challenged with an ever-increasing 

complexity and quantity of data to be handled. Engineered 

human tissue models are, for example, pushing into high-

throughput drug screening [1], precision medicine [2], and 

clinical tissue replacement therapy applications [3]. Laboratory 

automation technology and data science methods are 

introduced into the biomedical lab domain. Complementary to 

this bottom-up need for digital transformation, regulatory and 

political initiatives to improve data management in research 

demand adherence to quality standards and promote 

infrastructure development to facilitate an interconnected 

ecosystem of data [4]. Both the potential benefits and the 

methodological pitfalls of “big data” applications in biomedical 

research are well documented [5] with an overall expectation 

that given expert handling and realistic interpretation of 

computational models and predictive methods, significant 

scientific progress is possible. Driven by everyday needs in the 

development of biotechnological methods for generation and 

application of engineered myocardium, we investigate the 

prerequisites and best practices for capturing laboratory process 

and experimental data, and enabling integration with cross-

organizational data-driven research. 

Background 

The Institute of Pharmacology and toxicology of the University 

Medical Center Göttingen (UMG) has a long-standing history 

in the generation of engineered human myocardium (EHM) 

induced pluripotent stem cells following a well-defined 

protocol [6]. The primary functional parameter of EHM 

samples are force and frequency of contraction (FoC, R-R) 

which directly report on quality and maturity of tissues and are 

evaluated during in vitro compound screening experiments, see 

Figure 1. The technological challenge currently faced is to 

develop scalable methods for generation, cultivation and 

analysis of EHMs that are compliant with Good Manufacturing 

Practice (GMP). Our key approach is the automation of the 

entire process by removing human interventions in handling 

and documentation stepwise one after another. 

 

 

Figure 1 – Simplified process of engineered heart muscle 

generation and substance screening. (CC-BY-SA 4.0 T. Meyer, 

M. Suhr) 

Automation of complete drug screening experiments depends 

on the same atomic laboratory processes as EHM generation, 

routine change of culture media and FoC measurement. A 

video-optical method for simultaneous measuring of 48 EHM 

samples on a microtiter culture-plate is developed on site, 

enabling major gains in process efficiency. Currently, EHM 

generation protocol steps are executed manually by lab 

personnel and are documented in paper notebooks and the 

electronic lab notebook (ELN) RSpace [7]. The video-optical 

FoC measurement is performed by a high-resolution camera 

attached to a hardware frame-grabber for near real-time 

transformation of the optical signal into time series data. Raw 

output from the camera system is processed using a custom 

MATLAB program to calculate functional parameters. The tool 

stores results in a MySQL database along with experiment 

parameters and metadata like EHM sample source materials 

(base cell line, generation protocol, batch ID, creation date, type 

and geometry of culture-plate, etc.). The database schema has 

been designed and frequently expanded to enable fine-grained 

documentation and planning of EHM generation and 
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experiments with process automation in mind. Data is stored 

describing assets like culture-plates, cell lines, chemical 

substances, and personnel involved as well as the execution of 

experimental steps. 

These laboratory processes initiate a typical scientific data life 

cycle routine. Beginning with the planning and creation of 

primary data, several stages of processing, publication, and 

archiving are traversed before allowing re-use of result data for 

new investigations [8]. Such research data management (RDM) 

activities are supported by sophisticated infrastructures and 

systems for ETL processes, data publication, and data sharing 

[9]. Goals for technical implementation have been coined the 

FAIR principles, calling for research data that is findable, 

accessible, interoperable, and reusable [10]. Advanced RDM 

tools achieve compliance with the FAIR criteria but usually on 

a per-project basis and not as a basic tool for everyday 

documentation and data capture in the laboratory. Considering 

the overall trajectory towards interconnected systems of FAIR 

data across organizational and discipline boundaries [4], on-site 

data management infrastructure is needed that allows for user-

friendly, FAIR-compatible, data provenance preserving, and 

possibly regulation compliant everyday experimental work in a 

constantly changing ecosystem of experimental settings and lab 

automation. 

Objectives 

Based on the EHM use case, we explore the preconditions and 

available tools for a laboratory RDM infrastructure enabling 

acquisition, storage, and sharing of raw data and metadata 

created during the process. Essential quality requirements for a 

resulting system architecture are usability in a laboratory 

environment and software sustainability in a highly specific 

area of biomedical research, i.e. drawing on lean human and 

financial resources for information technology. Ideally, the 

concept should be flexible enough to be reused for different 

experimental scenarios in biomedical research laboratories. 

Methods 

Literature search is conducted to (a) determine mandatory 

quality standards for data processing systems in the given 

experimental context, and to (b) collect reported best practices 

for RDM in similar biomedical contexts and tools available for 

prototypical implementation. Through iterative manual 

screening of articles’ title, abstract, and full text, the result set 

is refined. Based on frequent interviews and discussion sessions 

with the involved biomedical researchers, laboratory processes 

are modeled as basis for formation of a system requirements 

catalog following recommendations from the requirements 

engineering field [11]. Combining the insights from the 

literature search, we propose a concept for an architecture of 

RDM tools to meet the requirements of a biomedical research 

lab and implement a prototype supporting the EHM generation 

use case. 

Results 

Goals and Requirements 

Taking into account content and scope of application of 

multiple “GxP” guidelines [12], we include implications for 

information systems from GLP in the requirements engineering 

process, namely: user access control mechanism, audit trailing, 

metadata storage, data integrity and quality checks, as well as 

validation of interfaces, archival, and backup procedures [12]. 

From the analysis of data management best practices and 

available tools we derive six goals for a comprehensive system: 

(CG1) to enable research process, (CG2) to maximize usability, 

(CG3) to ensure information security, (CG4) to favor dynamic 

extension, (CG5) to maximize sustainability, and (CG6) to 

increase reporting quality of results. Based on the conducted 

literature and requirements analyses as well as the defined 

goals, we defined primary system requirements that imply 

general usage scenarios for information systems in the given 

context. This set represents the functionality of a socio-

technical system to operate core processes at a biomedical 

research laboratory. 

Tools 

The literature search results revealed 10 distinct software tools 

and frameworks for data management in a research laboratory. 

Multiple of these are no longer actively developed since 

original publication. Among open source projects, two at least 

partially closed-source commercial products are reported 

(LabMatrix, LabKey Server) which have not been further 

considered for application in this exploratory case study. We 

exclude tools that are tailored only for minor or too specific 

aspects of the system requirements. Final candidate tools that 

enable both experimental data capture and FAIR-compatible 

data sharing are openBIS [13] and SEEK [14] from the 

“FAIRDOM” ecosystem. 

Architecture Concept  

Laboratory information systems are commonly divided into 

three categories: user-centric ELN, operative data- and process-

centric laboratory information management system (LIMS), 

research result-centric scientific data management system 

(SDMS) [15]. The requirements specified exceed the 

functionality offered by any single system especially with 

regard to the need for extensibility: constantly changing 

experimental settings and analytical processes require a system 

that can be flexibly integrated and extended with new modules 

and functionality while at the same time meeting quality 

requirements like interoperability and sustainability with given 

resources. 

Machina and Wild discuss three models for system integration 

in drug discovery research [15] which is very similar to the 

given environment: “ELN-centric” integration is driven by the 

idea to unify all user interaction with different subsystems 

through the interface provided by an electronic lab notebook. 

Modular integration describes the interconnection of sub-

modules from neighboring systems like ELN and LIMS 

enabled by a distinct integration system. The service-oriented 

integration approach relates closely to the Service-Oriented-

Architecture (SOA) paradigm of software design [16] with 

multiple independent modules (services) providing 

encapsulated functionality and communicating through 

messages. We combine aspects from these integration models 

into an architecture concept as follows: The available tools for 

the research lab data management system are self-enclosed 

software systems with internal modular structure as presumed 

in the modular-integration approach. To ensure operative 

flexibility and longevity of the systems, extensibility is 

maximized by applying the SOA paradigm. We propose a 

service-oriented integrated system architecture constructed 

around five logical components:  

• Electronic laboratory notebook (ELN). A system 

for manual laboratory work documentation and 

collaboration in GxP-compliant manner. 

• Laboratory information management system 

(LIMS). A leading system for laboratory asset 

registration and management. 
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• Multiple experiment-specific subsystems providing 

services for custom settings that cannot be 

implemented with ELN and LIMS. 

• Data integration and analysis system (DIAS). A 

system for integration of data from disparate sources, 

visualization and analysis. 

• Research data management system (RDMS). A 

system for research project planning, high-level 

documentation, result and data sharing. 

To achieve integration of these components, three auxiliary 

building blocks complete the concept: 

• Portal. A (web-based) central access point for all 

functionality that provides a unified graphical user 

interface. 

• Service integration layer. The control center for 

service-based integration, connecting services and 

subsystems and exposing functionality via API or 

relaying GUI to the portal service. Central shared 

services like user management, authentication, and 

authorization should be realized within the 

integration layer to harmonize subsystem behavior. 

• External services. An arbitrary number of external 

services and systems relayed to the overall system 

through connector services in the integration layer. 

Communication between services and subsystems should be 

realized through application programming interfaces as the 

SOA paradigm proclaims. Subsystem user interfaces can be 

integrated into the portal-based unified GUI. If subsystems do 

not provide API or GUI, it should be possible to customize 

services within the integration layer to provide surrogate 

functionality. Figure 2 depicts a graphical representation of the 

architecture concept. 

 

Figure 2 – Architecture concept for a comprehensive research 

laboratory data management system. (CC-BY-SA 4.0 M. Suhr) 

Prototype Implementation 

With regard to the goal of enabling especially the EHM 

experiment-specific workflows, ELN and RDMS are the 

components to be implemented with priority: ELN because it 

enables coherent documentation of manually executed 

workflow tasks; RDMS because the planning and publishing 

capabilities enable improvements for both organization of work 

and FAIR-compliant publication of results. The existing 

RSpace instance is to be integrated and a local instance of 

SEEK will be set up as part of the prototype system. 

The MySQL database system developed for the EHM 

compound testing experimental data capture and storage and 

the MATLAB program for analysis of video-optical contraction 

force measurements are heavily interwoven in the current form. 

Instead of replacing these operational systems in an early phase 

of the project, they are to be integrated as a first experiment-

specific subsystem. 

Finally, portal and service integration layer components have 

been implemented as custom solution for demonstration 

purposes: The “LabHub” in its first iteration is intended as a 

central platform for user interaction, resource management, 

data entry, and access to data from past experiments in the EHM 

context. Aiming for usability, extensibility, and sustainability 

we utilize the widespread content management system Drupal 

as a software development framework to create a set of 

logically independent modules for user interaction and data 

processing. Service integration functionality is demonstrated by 

offering an administrative user interface for service and 

resource registration. Drupal modules in the LabHub context 

define service types which again are used by other modules as 

a resource. Instances of services are registered through GUI 

using internet protocol. This allows for example, to register 

multiple instances of the SEEK platform, which in turn can be 

connected to by an arbitrary number of modules that 

communicate with the SEEK REST API. “Connector” modules 

that define service types and “consumer” modules that interact 

with the respective web-service API are implemented for the 

SEEK and RSpace systems. API and application layer modules 

for the existing EHM MySQL database are drafted, enabling 

role-based management of laboratory asset data and access to 

experimental result data. Using the integration layer 

functionality, this experiment-specific system communicates 

with both RSpace and SEEK instances allowing for user-centric 

documentation of workflow steps in the ELN and FAIR-

compliant publication of FoC measurement data in the RDMS 

component. 

At the current stage of the project, access to both the Drupal and 

SEEK web servers is restricted to the local network. 

Developmental stage source code of the LabHub prototype is 

available through a public code repository 

(http://hdl.handle.net/21.11101/0000-0007-CADE-C). 

Discussion 

A challenge implicit in the research question is how to find 

candidate software for implementing an infrastructure 

satisfying all the diverse requirements of operative and research 

data processing and managing in a biomedical lab. This is 

mostly due to the circumstance that no canonical descriptive 

name for the category of software exists. “ELN” and “LIMS” 

are labels well-defined and attached to a multitude of open 

source, service-based, and commercial products. The term 

“SDMS” is mentioned in articles and per definition comes very 

close to the here proposed requirements for research lab data 

management [17] but is neither topical nor actively promoted. 

Of the discovered software tools that in description satisfied a 

considerable subset of our requirements, some are no longer 

available or maintained. The most challenging task for this 

project is to not follow these projects into a dead end but to aim 

for sustainability. Remarkably, some software tools initiated in 

the years 2007-2011 have succeeded due to innovative concepts 

and future-proof development processes. 

Architecture Concept 

Inefficiency of user interfaces is a central barrier of adoption of 

IT systems in the lab [19]. Overcoming usability barriers in 

practice is the actual challenge and must be made a focal point 

of infrastructure design and implementation. Four of our 

declared six main goals emphasize software quality aspects, 

addressing this need to improve quality of research data 

handling while not negatively interfering with operative 

processes [18]. 
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Appropriate models of laboratory information system 

architecture and the integration of subsystems exist for decades 

already with similar challenges pronounced as [19]. Despite 

this understanding of the problems, formulation of solution 

models, and the obvious progress of technology, seamless 

integration of data producing and data processing entities is an 

ongoing effort. The presented analysis updates the modeling 

with explicit focus on sustainable operation of the technical 

infrastructure. Strength of the proposed concept is the 

extensible integration of existing software systems as well as 

service modules into an architecture accessible through a 

central portal component. Combination of integration methods 

[15] serves to integrate the existing systems as components, as 

demonstrated here with the RSpace instance. This approach 

allows for re-use of the framework at other laboratories as it is 

agnostic of whether or not components have been deployed 

before. “ELN-centric integration” [15] follows a similar 

reasoning but for adoption of the approach an extensible and 

modifiable ELN component is required. In comparison, the 

framework presented here does not require any existing system 

to function as the central access and integration component but 

encourages a modular solution.  

Considering the broad spectrum of specialized systems 

discovered in the literature search and the indicated system 

requirements, only an integrated architecture of multiple 

systems and services is probable to succeed in the long run. 

Classic LIMS solutions are reported to expand in functionality 

and aim towards becoming comprehensive information systems 

for all laboratory needs [15] but the dynamic nature of method 

and experiment development at a research lab is not suitably 

addressed by traditional monolithic systems. Notably, the 

product STARLIMS is named as an example for an expanding 

LIMS [15] and is already deployed at UMG service units 

Biobank and Stem Cell Unit. Investigation of synergistic effects 

and integration opportunities is planned. 

Among RDM projects in medical informatics and biomedicine, 

the framework discussed here is remarkable for not focusing 

infrastructure within a collaborative project. Typically, systems 

are developed and proposed for project-specific use cases on 

grant-based funding. Here, persistent organizational 

infrastructure is considered with research projects and the 

associated data management systems located within the outer 

system context. Sustainability and extensibility have been 

exclaimed goals so that the resulting architecture should be 

more long-lived than project-centric infrastructures. The 

modularity embedded in the concept is meant to ensure that 

subsystems can be exchanged and replaced to address changing 

technical and structural requirements. The more systems are 

integrated into a complex data management architecture 

however, the higher becomes the need for capturing data 

provenance records to prevent data quality from deteriorating 

[9,20]. 

LabHub Prototype 

The goal dimensions initially declared are addressed by the 

prototype. Still, the achievements mark only a beginning when 

assessed against the business goals of enabling research process 

and improving reporting quality. Most problematic is the 

question of sustainability. The topic has been at the core of 

considerations leading to the architecture concept and 

implementation plan. The prototype created is not inherently 

sustainable though. Some of the approaches reported in the 

scientific literature have vanished quickly in spite of support by 

a professional team of researchers or developers. Re-evaluation 

of openBIS as a data management system may thus be of 

interest. Major drawback ascertained in assessment of openBIS 

for the EHM use case was the user interface design not suited 

for cross-platform operation. Given the resources to integrate 

openBIS into a modern, usable, platform-independent front 

end, reuse of the system’s wide spectrum of data management 

features could be an elegant way to create an integrated 

platform, as already demonstrated by other projects [21]. 

Promoting LabHub development to become a data-centric 

counterpart for efforts to standardize control interfaces for lab 

automation devices may be considered. We plan cooperation 

with the Standardization in Lab Automation (SiLA) to advance 

the automation of EHM generation processes. To our 

knowledge, no platform for management, control, and 

scheduling of lab processes using SiLA compatible devices 

does exist yet, indicating an opportunity to investigate. 

Systemic Challenges 

Sustainability of a system is less a question of technology than 

of available resources. Project grants for specialized innovative 

research data processing systems may be easier to allocate than 

permanent funding for infrastructures needed for basic 

operation. Ideally, the operative infrastructure would support 

FAIR data sharing to promote secondary use of data internally 

for quality control and meta-analyses, and externally in 

research projects. Above all, implementing and maintaining a 

complex integrated system in such a way requires capable 

personnel. A small dedicated team of software engineers may 

become an integral asset. 

Laboratories and institutes will need to adopt gateway services 

for inter-organizational collaborative data-driven research 

projects on (inter-) national scale. Here, the SEEK instance 

operates as such by allowing FAIR-compatible sharing of data. 

Projects like the Medical Informatics Initiative in Germany [22] 

or the European Open Science Cloud (EOSC) [23] promote 

infrastructural integration and cross-site data exchange. 

Independent of how the challenge of privacy preserving data 

sharing will be solved technically, providing internal primary 

data in FAIR-compliant ways enables integration with the 

emerging global data infrastructure [4]. Developing and 

operating a FAIR-compatible infrastructure at an institute or 

laboratory may prove to be of both scientific and strategic 

advantage in technological advancement of biomedical 

research in the coming years. 

Conclusions 

We describe challenges and requirements that transcend the 

specific setting of cardiac tissue engineering. The proposed 

architecture framework promotes extensibility and usability for 

highly dynamic, constantly evolving operative realities. The 

topic of innovative research lab data infrastructure is open for 

collaborative advancements and investigation. FAIR data 

publication and reporting are explored for the presented use 

case but are not yet operational and require further investigation 

and refinement especially with regard to application of 

semantics. Achieving sustainability of the LabHub software or 

any integrated infrastructure is a major challenge and requires 

commitment regarding resources and effort. The development 

of an integration and control framework for laboratory process 

automation is promising in terms of scientific and operative 

potential. 

In conclusion, a framework for comprehensive research lab 

data management is proposed for discussion and possibly 

adaptation. Our findings are a foundation for diverse 

subsequent investigation and possibly software development. 

The core challenges require close cooperation and collaboration 

of biomedical researchers and computer scientists to pave the 

way for dynamic and persistent socio-technical information 

systems connected to a global infrastructure of data. 
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Abstract 

The onset of acute kidney injury (AKI) during an intensive care 

unit (ICU) admission is associated with increased morbidity 

and mortality. Developing novel methods to identify early AKI 

onset is of critical importance in preventing or reducing AKI 

complications. We built and applied multiple machine learning 

models to integrate clinical notes and structured physiological 

measurements and estimate the risk of new AKI onset using the 

MIMIC-III database. From the clinical notes, we generated 

clinically meaningful word representations and embeddings. 

Four supervised learning classifiers and mixed-feature deep 

learning  architecture  were  used  to construct prediction 

models. The best configurations consistently utilized both 

structured and unstructured clinical features and yielded 

competitive AUCs above 0.83. Our work suggests that 

integrating structured and unstructured clinical features can be 

effectively applied to assist clinicians in identifying the risk of 

incident AKI onset in critically-ill patients upon admission to 

the ICU. 

Keywords:  

Clinical Decision Support, Natural Language Processing, 

Acute Kidney Injury. 

Introduction 

Acute kidney injury (AKI) is commonly seen in adults in the 

intensive care unit (ICU). AKI is one of the major diagnoses 

among ICU patients and a leading factor associated with a 

prolonged hospital stay and subsequent morbidity or early 

mortality post discharge [1, 2]. Acute renal failure is a complex 

disorder that presents itself in a variety of settings with clinical 

manifestations, ranging from a minimal elevation in serum 

creatinine to anuric renal failure [3]. Unfortunately, the main 

biomarker of AKI, serum creatinine (SCr), is a late marker of 

injury, which delays diagnosis and treatment [4]. However, the 

efficacy of intervention greatly relies on the early identification 

of AKI [5]. Early recognition is critical in that AKI usually 

occurs over the course of a few hours to days and is  potentially  

reversible if detected and managed early [5, 6]. 

In this study, we used the definition of AKI from the Kidney 

Disease Improving Global Outcomes (KDIGO) [7], in order to 

standardize the published diagnostic criteria. The diagnostic 

criteria are defined as an acute increase in the absolute level of 

serum creatinine of more than 0.3 mg/dl or 50% higher change 

in serum creatinine (SCr) from baseline within a 48-hour period 

or decreased glomerular filtration rate (GFR) to less than 0.5 

ml/kg/hour for more than six hours [7, 8]. These criteria were 

based on accumulating evidence that even small alterations in 

SCr are associated with serious consequences. Therefore, an 

accurate creatinine forecast may enable prediction of AKI risk. 

In this study, we focus on predicting AKI using first-day 

measurements of a multivariate panel of physiologic variables, 

in order to elucidate early, subclinical deterioration of patient’s 

physiologic baselines that are predictive of AKI. 

Many factors including nephrotoxic medications, insufficient 

effective circulating fluid volume, and intrinsic renal disease 

can cause or contribute to AKI [9, 10]. In addition, 

epidemiology studies show multiple comorbidities, including 

diabetes mellitus, cardiovascular disease, chronic liver disease, 

cancer, and complex surgery have been associated with the 

development of AKI [5, 10, 11]. Thus, a comprehensive 

understanding of ICU patients is essential to predict the 

development of AKI.  

The increasing use of electronic health records (EHRs) allows 

access a comprehensive and extensive amount clinical data to 

develop models to predict AKI in ICU [3]. There are several 

previous studies using EHR data to predict AKI [12-21]. Most 

studies achieved a modest performance with area under the 

receiver operation curve (AUC) close to 0.75. However, 

majority of these studies focus on specific patient population 

such as the elderly and cardic surgery patients. In addition, 

many prior studies rely on various static scoring algorithms 

and/or do not incorporate the temporal progression of the 

clinical, laboratory information that is shown to be effective for 

the prediction. Last but not least, some studies incoporate a 

limited set of predictors that are not inclusive enough to capture 

changes in clinical care that may impact AKI risk; similarly, 

some studies rely on non-routine biomarkers such as neutrophil 

gelatinase-associated lipocalin (NGAL) that are not always 

tested for general patients. Data-driven predictive modeling for 

AKI has recently gained traction, but is focused on using either 

structured EHR data [22] or unstructured clinical notes alone 

[23]. In summary, these models are not optimally suited for a 

relatively general patient population and are not set up as 

adaptive tools to assist the clinical decision-making process. 

Our approach, in contrast, involves the careful modeling of a 

wide array of predictor data including clinical treatments and 

the temporal aggregation of predictor data. Specifically, we 

include not only structured data such as laboratory test results, 

but also unstructured data, the ICU clinical notes (e.g., 

physician notes and nurse notes) to provide a comprehensive 

picture of the patients’ current pathophysiologic condition and 

help develop a powerful model to predict AKI. 

From a pratical standpoint, our approach focuses on the early 

prediction of AKI on patients who do not meet AKI criteria on 

admission to the ICU, thus targeting a population that could 
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benefit from early intervention which might reverse the 

development of AKI or minimize its clinical impact. This is 

especially important since prior studies on automated AKI 

detection (as opposed to prediction) show limited effectiveness 

of therapeutic interventions in patients already meeting AKI 

criteria [24]. We expect the early prediction of AKI in this study 

to have a wide range of clinical applications. 

Methods 

Dataset 

Data for this study was acquired from Medical Information 

Mart for Intensive Care III (MIMIC-III). MIMIC-III captures 

de-identified health information for more than 46,000 patients 

admitted to the critical care units at Beth Israel Medical Center 

between 2001 and 2012. We developed a SQL script to extract 

data of patients for who had a creatinine measured at 72 hours 

following ICU admission from the MIMIC-III database [25]. 

Only patients 18 years of age or older were included, and 

patients with the pre-existing condition of Chronic Kidney 

Disease (CKD), who have an estimated glomerular filtration 

rate GFR (eGFR) < 60 mL/min/1.73 m
2
 were excluded [26, 27]. 

Data extracted include patients’ age, gender, ethnicity, 72-hour 

serum creatinine (with only the creatinine value from the first 

24 hours used as predictor, the value from the 2
nd

 and 3
rd

 days 

are used to identify AKI), vital signs and lab values during the 

first day of ICU admission, whether the patient was 

mechanically ventilated during the first day of ICU admission, 

the hourly rate of urine output during the first day of ICU 

admission, and the clinical notes during the first 24 hours of 

ICU admission. Only clinical notes from the first 24 hours of 

the ICU stay are included given the commonly seen lag between 

the provide-patient encounter and the time the notes were 

performed. 

Based on the criteria from KDIGO [7], AKI is defined as either 

of the following two conditions being met: (1) greater than or 

equal to 50% increase from the baseline creatinine value to the 

current creatinine value and (2) greater than or equal to 0.3 

mg/dL change in creatinine from the baseline creatinine to the 

current creatinine value. Since our study focuses on AKI 

developed after the ICU admission, patients who got AKI on 

admission (day 1) were excluded. After this step, the remaining 

patients’ AKI status were determined by comparing day 2 and 

day 3 maximum creatinine to the day 1 minimum creatinine 

level (the baseline). 

A total of 16,558 ICU stays of 14,469 patients met the inclusion 

criteria for this study. The dataset was first split into training 

and test sets by an 7:3 ratio. Then, reassignment was conducted 

to ensure multiple ICU stays of the same patient stayed in the 

same set. The AKI prevalence rate overall and in both sets are 

approximately 17% as shown in Table I below. Table II 

presents the predictor variables used in this study, along with 

their statistical characteristics such as mean and standard 

deviation for continuous variables and count and percentage for 

categorical or discrete variables. 

Table I – AKI Status Distribution Overall and in Training and 

Test Sets. 

Set All AKI Non-AKI 

AKI 

Prevalence 

Overall 16,558 2,785 13,773 16.82% 

Training 11,558 1,927 9,631 16.67% 

Test 5,000 858 4,142 17.16% 

Natural language processing of the clinical notes 

To better interpret clinical notes, some preprocessing steps 

were needed. Masked protected health information (PHI) in the 

notes were removed first. Then, in order to make the 

information usable in machine learning classifiers, clinical 

notes were converted to structured features. Our first set of 

features consists of unigram bag-of-words [1], which identified 

and normalized lexical variants from the unstructured text 

content. Those features with document-frequency under 10 

were removed to reduce noise. A total of 313 stop words were 

applied according to NCBI guide. Term frequency-inverse 

document frequency (tf-idf) weighting adjustment was also 

applied [28]. 

Table II - Univariate Characteristics for Predictors of 

Interest, N= 16,558 

Variable  Mean  SD 

Age (year) 60.80 16.16

Gender - N, %

 Female 6,735 40.68%

 Male 9,823 59.32%

Ethnicity - N, %

 African-American 1,048 6.33%

 White 11,981 72.36%

 Hispanic 532 3.21%

 Other 2,997 18.10%

Heart rate maximum (bpm) 105.43 19.76

Heart rate mean (bpm) 87.10 15.03

Systolic BP minimum (mmHg) 92.45 17.04

Systolic BP mean (mmHg) 119.06 15.85

Diastolic BP minimum (mmHg) 44.60 10.95

Diastolic BP mean (mmHg) 61.33 10.00

Temperature maximum (Celsius) 37.65 0.74

SpO2 minimum (%) 92.20 7.24

SpO2 mean (%) 97.53 1.83

Glucose level maximum (mg/dL) 173.82 72.33

Bicarbonate level minimum (mg/dL) 23.86 4.26

Creatinine level minimum (mg/dL) 0.73 0.20

Creatinine level maximum (mg/dL) 0.80 0.22

Hemoglobin level minimum (g/dL) 10.34 2.07

Platelet count minimum (K/μL) 208.83 113.13

Potassium level maximum (mg/dL) 4.42 0.80

Partial thromboplastin time minimum (s) 32.49 11.49

Partial thromboplastin time maximum (s) 40.39 23.63

International normalized ratio minimum 1.33 0.43

International normalized ratio maximum 1.47 0.68

Prothrombin time minimum (s) 14.48 3.00

Prothrombin time maximum (s) 15.42 4.23

Blood urea nitrogen level maximum (mg/dL) 16.54 8.34

White blood cell count maximum (K/μL) 12.94 8.14

Calcium level minimum (mg/dL) 8.08 0.75

Average urine output (mL) 2,249.40 1419.51

Estimated glomerular filtration rate (eGFR) 110.33 50.20

Mechanical Ventilation - N, %

 No (0) 7,649 46.20%

 Yes (1) 8,909 53.80%

Missing data imputation for structured data 

There are no missing values among age, gender, and race. Other 

structured clinical and laboratory data obtained from clinical 

settings contained missing values, which indicates certain tests 

were not performed during the patient’s ICU stay. For example, 

the variables having a large proportion of missing values 

include minimum albumin level (74.1%), maximum bilirubin 

level (67.2%), maximum lactate level (55.8%), maximum c-

reactive protein level (99.0%), maximum asparate 

aminotransferase level (66.8%), maximum pH level (36.6%), 

and minimum base excess level (64.8%).  

We employed a two-step process to handle missing values. 

First, we removed the variables with missing values greater 
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than 20%. We thenfilled in the values for predictors (e.g., labs 

not performed or recorded) using Multivariate Imputation by 

Chained Equations (MICE) [29] for those variables with less 

than 20% missing values. MICE estimates a conditional model 

for each variable to be imputed, with the other variables as 

possible predictors [30]. The term chained equation comes from 

the adoption of a Gibbs sampler, which is an iterative Markov 

Chain Monte Carlo  algorithm for obtaining a sequence of 

observations that are approximated from a joint probability 

distribution. As MICE closely tracks the conditional 

interdependencies among variables, we expect MICE to 

produce more accurate imputation. Then, as the second step, we 

used the measured and imputed values for these predictors plus 

age and gender to predict maximum creatinine results during 

day 2 and day 3. In this step, we predicted both numerical 

results for creatinine (linear regression) and whether creatinine 

increase would be classified as AKI (logistic regression).  

Although no creatinine results were actually missing from our 

dataset per the inclusion criteria, we assessed model 

performance and creatinine predictability by masking 

creatinine results from a test fold during five-fold cross 

validation and then compared predicted creatinine results to the 

masked (measured) values. The masked-measured values were 

treated as the “ground truth” in assessing model performance. 

The imputation stage was required because the prediction 

algorithms used in the second stage of our procedure could not 

directly accommodate missing data in predictors.  

Machine learning classifiers 

Logistic regression (LR), random forest (RF), multinomial 

naïve Bayes (NB), and supported vector machine (SVM) 

classifiers were implemented in scikit-learn to find the best 

prediction model. As the class ratio is imbalanced, we set the 

class_weight parameter to “balanced” for logistic regression, 

random forest and supported vector machine classifiers to down 

weight the more popular class. In order to tune parameters and 

reduce over-fitting and instablity, a grid search with 3-fold 

cross-validation was performed on the training set. The best 

parameters for each classifier were then applied to the test set 

to assess the prediction performance of each model. 

Mixed-feature Convolutional Neural Networks 

We also explored deep learning models for AKI prediction. We  

used mixed-feature Convolutional Neural Networks (CNN) to 

combine word features and structured clinical features. The 

architecture of mixed-feature CNN model is shown in Figure 1. 

It  used  pre-trained  word  embeddings and structured clinical 

data as the input. A one-dimensional convolution layer was 

built on the input embeddings. We used max pooling to select 

the most important feature with the highest value in the 

convolutional feature map and then concatenated the max 

pooling results of word embeddings and structured clinical 

features. The concatenated hidden features were fed into a fully 

connected layer, followed by a dropout and ReLU activation 

layer. Finally, a fully connected layer was fed to a softmax 

output layer, whose output is the probability distribution over 

labels (AKI or  Non-AKI). 

We adopted the following parameter settings for the mixed-

feature CNN after further separating 10% from training data as 

validation set for parameter tuning, the number of  convolution  

filters: 32, the convolution kernel size: 5, the dimension of 

hidden layer in the fully connected layer: 64, dropout keep 

probability: 0.8, learning rate: 0.001, batch size: 64. We used 

weight blancing in mixed-feature CNN training to address the 

class imbalance issue. In particular, we used the labels of 

classes to automatically adjust weights inversely proportional 

to class frequencies using the training data. The weights are 

then used in calcualting the weighted cross entropy from logits 

in the softmax layer. 

Evaluation 

We adopted area under the receiver operating characteristic 

(AUC) to evaluate the performance of imbalanced binary 

classifiers. Precision, recall, F-measure of positive AKI status 

were also calculated for  reference. 

Results 

In this section, we report the evaluation results on the held-out 

test set using four supervised learning classifiers (LR, RF, NB, 

SVM) over three different feature configurations (structured 

feature only, unstructured clinical notes only, and structured 

features combined with unstructured clinical notes), as well as 

results by mixed-feature CNN. Table III presents the results 

from the above model configurations. 

 

Figure 1. Mixed-feature Convolutional Neural Networks. 

We first investigated the combinations of three feature 

representations and four supervised learning classifiers. The 

baseline predictor of each representation used Naive Bayes 

algorithm yielded AUC in the range from 0.65 to 0.75, F-

measure from 0.17 to 0.37. In particular, combining structured 

and unstructured features in NB does not lead to better AUC. 

Logistic regression with L2-regularization over the mixed 

features yielded the best F-measure of 0.5423 on AKI status 

prediction, while calibrated SVM with L1-regularization gave 

the best AUC of 0.8352. Overall, all classifiers, except for NB 

as the baseline, yielded a competitive AUC score over 0.79, 

given that most previous models had modest AUCs around 0.75 

(see Related Work section). In addition, the best LR model 

favored high recall (i.e., sensitivity: 0.7284) over precision (i.e., 

positive predictive value: 0.4319). This serves well for the 

clinical application of AKI onset alarm as we want to capture 

as many future AKI onsets as possible, while tolerating modest 

false alarms. 

For the mixed-feature CNN, using ratio balancing class 

weights, yielded the best performance of 0.8167 AUC and 

0.3559 F-measure. Despite heavy parameter tuning, all 

configurations of parameters of mixed-feature CNN did not 

outperform the best non-CNN classifiers. Based on our 

previous experiments on general domain text corpora [31], 

CNN-based architectures generally work well for datasets with 
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short texts, but may not outperform bag-of-word on corpus with 

long texts such as the AKI clinical note corpus. In addition, due 

to the fact that training CNN models is usually time-consuming, 

in our case, well-calibrated non-CNN classifiers seem to be a 

more suitable choice. 

Feature analysis 

We further examined important features by ranking coef- 

ficients in the L2-regularized logistic regression (best F-

measure) over bag-of-words and structured clinical features. 

Table IV presents top 10 positive structured clinical features 

that contribute to AKI onset. The maximal creatinine level in 

day 1 carries a weight almost 10 times higher than the predictor 

with the second highest weight. The information critical to 

predict AKI is concentrated in the top three predictors by 

weight. These predictors are consistent with the known 

pathophysiology of AKI that older patients have higher 

incidence of AKI. Mechanical ventilation and coagulopathy 

(prolonged prothrombin times) are also known risk factors of 

AKI and also might represent patients with higher severity of 

illness and/or sepsis. The elevated potassium level likely 

represents early electrolyte disturbances in the setting of injured 

kidneys likely to meet AKI definition in the subsequent days. 

Finally, the elevated creatinine and BUN levels, while not 

meeting AKI criteria in these patients given the exclusion 

criteria of the study, likely represents an early elevation 

indicative of injured kidneys which has not peaked yet. 

Table III – Machine Learning Model Results. Str: structured 

features. Unstr: unstructured features. ALG: algorithm. 

MCNN: Mixed-feature CNN. Best AUC and F-measure are in 

bold. 

Features ALG AUC Precision Recall F-meausre

Str 

+ 

Unstr 

LR 0.8336 0.4319 0.7284 0.5423 

RF 0.7914 0.6774 0.0490 0.0913 

NB 0.6728 0.2681 0.6166 0.3737 

SVM 0.8352 0.7274 0.2340 0.3541 

MCNN 0.8167 0.7292 0.2354 0.3559 

Str LR 0.8117 0.3782 0.7401 0.5006 

RF 0.8132 0.8125 0.1364 0.2335 

NB 0.6574 0.2560 0.6247 0.3631 

SVM 0.8097 0.7439 0.2133 0.3315 

Unstr LR 0.7735 0.4009 0.6457 0.4946 

RF 0.7582 0.5769 0.0350 0.0659 

NB 0.7495 0.5658 0.1002 0.1703 

SVM 0.7727 0.5306 0.0606 0.1088 

Figure 2 presents top 50 positive bag-of-words features with 

theirs font sizes proportional to their coefficients in the model. 

For the selected features, in most cases, these features appear to 

be clinically meaningful. For example, ‘lasix’ with highest 

coefficient in bag-of-words is one of the diuretics that can treat 

fluid retention and edema that might be caused by  kidney  

dysfunction. Also, ‘co’ and ‘ci’ in bag-of-words is short for 

‘cardiac output and cardiac index’, which  assess whether a 

patient’s heart is pumping enough blood and delivering 

sufficient oxygen to cells. Patients with abnormal cardiac 

output and even heart failure often have  a  higher  risk  of  AKI 

[36]. The words ‘insulin’ and ‘incisional’ indicate diabetes 

mellitus comorbidity and procedural risks that may predispose 

AKI onset. Feature examination confirms that clinically 

meaningful key words in clinical notes can be used to predict 

AKI onset and the models we built do capture those words.  

Discussions, Limitations and Future Work 

Due to data accuracy concern, this study only uses the increase 

in creatinine to determine AKI. Should data that accurately 

record the decrease of GFR for a prolonged period exist, future 

studies will include both criteria to better capture AKI. 

Table IV – Top physiologic variables that are associated with 

increased AKI risk by L2-regularized logistic regression.  

Physiologic Variable Weight 

Creatinine level maximum (mg/dL) 4.8374

Mechanical Ventilation 0.4578

International normalized ratio maximum 0.2315

Potassium level maximum (mg/dL) 0.0589

Prothrombin time minimum (s) 0.0267

Estimated glomerular filtration rate (eGFR) 0.0199

Age (year) 0.0192

Diastolic BP mean (mmHg) 0.0101

Partial thromboplastin time minimum (s) 0.0095

Blood urea nitrogen level maximum (mg/dL) 0.0063

 

 

Figure 2 Ranked top 50 positive features in Bag-of-words with 

its coefficients as font size in AKI onset prediction by L2-

regularized logistic regression. 

When working with structured clinical variables, we have used 

MICE imputation to fill in missing entries [30]. In principle, 

MICE assumes the missing-at-random pattern, an assumption 

that almost certainly will not hold in real clinical practice, since 

clinicians often order tests under certain expectations about the 

likely results. However, our previous study shows that even 

when the missing-at-random assumption may not hold, in 

practice, MICE may still be used as an effective way and 

baseline for comparing other multiple imputation methods due 

to its simple implementation [32, 33]. On the other hand, 

missingness may represent no indication for having the test 

performed, hence may offer clinical information. Thus, we plan 

to investigate missingness patterns as additional predictors for 

AKI prediction in future studies. 

When working with clinical notes, we only explored the bag-

of-words model in conventional machine learning models and 

the word embeddings in mixed-feature CNN model. Though 

this yields promising performance, there are other options for 

using medical concepts as features such as through NLP 

pipelines including MetaMap [34], clinical Text Analysis and 

Knowledge Extraction System (cTAKES) [35]. Further 

investigation is necessary in order to identify which pipeline is 

the most suitable tool to generate medical concepts in disease 

prediction with clinical notes. In addition, we only explored 

mixed-feature CNN as one deep learning framework. Other 

deep learning architecture that is suitable for clinical dataset 

with mixed feature types and long text content are of future 

interest. 

The improved model performance implies the potential clinical 

application in the near future. However, it requires further study 

and discussion to determine the model performance that is 

needed before it could be intergreted in clincal decision-making 

process. 
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Conclusions 

Our study demonstrates that a supervised learning method that 

integrates both structured physiologic variables and 

unstructured clinical notes can be effective in early prediction 

of AKI onset in the first 72 hours following ICU admission for 

general adult patient population. We showed that carefully 

selected physiologic variables and well-represented clinical 

notes as features can predict new AKI onset with an AUC 

greater than 0.83, competitive with previous studies focused on 

specific patient groups or on novel biomarkers. Our work 

suggests that prospective trials with independent model training 

and validation cohorts are needed to further evaluate the clinical 

utility of this approach for identifying at risk patients early in 

their hospital course and potentially instituting interventions to 

decrease the likelihood of developing AKI.   
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Abstract 

It is widely anticipated that the use and analysis of health-related 

big data will enable further understanding and improvements in 

human health and wellbeing. Here, we propose an innovative 

infrastructure, which supports secure and privacy-preserving 

analysis of personal health data from multiple providers with 

different governance policies. Our objective is to use this 

infrastructure to explore the relation between Type 2 Diabetes 

Mellitus status and healthcare costs. Our approach involves the 

use of distributed machine learning to analyze vertically 

partitioned data from the Maastricht Study, a prospective 

population-based cohort study, and data from the official 

statistics agency of the Netherlands, Statistics Netherlands 

(Centraal Bureau voor de Statistiek; CBS). This project seeks an 

optimal solution accounting for scientific, technical, and 

ethical/legal challenges. We describe these challenges, our 

progress towards addressing them in a practical use case, and a 

simulation experiment.  

Keywords:  

Health Information Systems, Data Science, Machine Learning 

Introduction 

A growing amount of personal health data are being collected by 

a variety of entities, such as healthcare providers, insurance 

companies, and wearable device manufacturers. Use of personal 

health data such as health status, current and prior medications, 

lifestyle and behavior offers unprecedented opportunities to 

augment our understanding of human health and disease. This 

contributes to improved diagnostic accuracy and efficiency [1,2], 

and facilitates the transition to preventive [3,4] and precision 

medicine [5–7]. Moreover, the analysis of health data can help 

governments pursue effective health policies while minimizing 

healthcare costs. Such innovation arises from the secondary use 

of health data for research. 

However, a major barrier to research lies in the difficulty of 

accessing and analyzing health data that are dispersed in both 

their form (e.g. medical records, consumer activity, and social 

media), representation (structured, semi-structured, and/or 

unstructured), and stewardship (who is responsible for data 

collection and governance?). While many methods to represent 

and exchange healthcare data have been developed [8], there has 

been a lack of focus on legal-ethical concerns such as data 

ownership and data stewardship as well as issues relating to 

privacy, security, and confidentiality [9]. Such considerations  

are particularly crucial when use and analysis of health data 

involve multiple legal entities, different data standards, a lack  

of detailed provenance, and unclear access authorization 

procedures.  

Another significant challenge lies in the analysis of personal 

health data from multiple sources. The simplest case is where 

data are horizontally partitioned, such that data about different 

sets of individuals are located in different sites. Analyzing these 

distributed data is relatively well understood and reduces to 

combining a set of models from each site. A more challenging 

case is where data are vertically partitioned: different attributes 

about a particular individual are distributed over a set of data 

sources. While in the case of horizontally partitioned data 

analytical results are combined afterwards, this is not possible in 

the vertically partitioned case since none of the data providers 

can execute the complete analysis independently of the other 

providers. This is particularly challenging either when there is a 

legal impediment to link records across data providers with a 

unique identifier or when this unique identifier is unavailable. 

Addressing this challenge effectively requires a great level of 

technical sophistication to simultaneously address legal and/or 

privacy constraints.  

Instead of centralizing the data for the analysis, one could use 

distributed learning methods, which operate over vertically 

partitioned data. In such a scenario, data-processing algorithms 

are sent to each site, and can only return the results of an  

analysis rather than any of the original data. One such 

infrastructure is the Personal Health Train (PHT) [10,11],  

which sends applications (the trains) containing algorithms to  

the data sources (the stations). The station can inspect whether 

the train is allowed to execute the application on (a subset of) the 

available data. The PHT empowers data subjects with more 

control (who can access the data?) and transparency (what are  

the trains requesting?). Hence, the PHT facilitates authorized 

algorithmic processing in a secure manner at multiple data sites 

without requiring a transfer of (original) data to a centralized 

location. Moreover, the PHT implements privacy-by-design in 

the following ways: 1) it can restrict which data elements are 

available to an application, 2) it can restrict the results of the 

analysis to only processed data, rather than original data, and 3) 

no data party can see the data of other parties in the network.  

Here, we describe an implementation of the PHT that uses a 

Trusted Secure Environment (TSE) to analyze vertically 
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partitioned data that are prepared in line with the FAIR principles 

(Findable, Accessible, Interoperable, Reusable) [12]. By 

describing data using the FAIR principles, the infrastructure 

becomes ambivalent to certain syntactic data structures (e.g. 

OHDSI, CDISC-ODM or HL7 v2/v3/FHIR), as the applications, 

executed at the data source, should be able to interpret different 

types of data structures. To test the feasibility of this 

infrastructure, we combine data from two independent data 

providers to investigate how Type 2 Diabetes Mellitus (T2DM) 

status affects healthcare cost. The first dataset comes from the 

Maastricht Study1, an observational prospective population-

based cohort study focusing on the etiology of T2DM, and the 

second comes from the official statistics office in the 

Netherlands: Statistics Netherlands1 (Centraal Bureau voor de 

Statistiek; CBS). We present preliminary results involving 

simulated data and discuss the challenges and feasibility of such 

an infrastructure to be scalable and secure. 

Methods 

In this section, we describe the development of our proposed 

infrastructure from a scientific, technical, and legal perspective 

to support the workflow. Following is the description of our 

simulation experiment to test the usability of our infrastructure. 

Development Workflow 

The PHT architecture has been previously used to analyze 

horizontally partitioned datasets [13–16]. Here, we extend this 

work to include vertically partitioned data. While several studies 

discuss exchanging and analyzing vertically partitioned data 

[17,18], these are largely theoretical and overlook practical 

challenges, e.g. legal and ethical considerations, incompatible 

data management standards, scalability of the infrastructure, lack 

of financial support to sustain such efforts, and  the technical 

requirements of learning from vertically partitioned data. To 

tackle these challenges, our team has established three 

interlocking work packages that target: i) the scientific questions 

in the medical domain; ii) the ethical, legal, and societal issues; 

and iii) the technical aspect. These packages are highly 

intertwined to ensure the development of practical solutions. 

Scientific Perspective 

To develop infrastructure that is useful to scientific researchers, 

we have identified key research questions that the infrastructure 

should help answer. Answering these research questions should 

require the combination of sensitive (non-public) data from 

multiple providers. To combine data from multiple providers, a 

substantive set of individuals should be shared by the providers 

and at least some attributes of these individuals are present in 

both datasets to enable linking of the data records (and not 

necessarily by some specific individual identifier). 

ELSI Perspective 

The Ethical, Legal, and Societal Issues (ELSI) team deals with 

two types of challenges: i) privacy concerns that arise from the 

special nature of personal health data3; and ii) the legal challenges 

that arise from working with multiple data providers with each a 

distinct governance framework. Combining data from multiple 

parties is a relatively new phenomenon, and often not foreseen 

when establishing the legal framework when the data are 

collected. Therefore, one of the major challenges has been to 

facilitate this study whilst adhering to the original legal 

framework and defined purpose. In doing so, the ELSI team has 

examined the reach of the original legal basis (i.e. informed  

 

                                                           
1

 Statistics Netherlands is a Dutch governmental institution that gathers 

statistical information about the Netherlands: https://www.cbs.nl/en-gb  

2

 PHT architecture: https://bitbucket.org/jvsoest/pytaskmanager.git 

consent) and purpose for which each data provider obtained the 

personal data, and is further analyzing the legal basis and purpose 

for which secondary processing can occur. Options that are being 

considered include but are not limited to the route of compatible 

processing and the route of scientific research in the public 

interest. Additionally, there are a number of limitations from the 

data providers themselves regarding accessing, sharing, and 

linking data. In addition, for this challenge, a legal framework 

has to be formulated in order to establish collaborations between 

the data providers, among themselves and with the research team.  

Constructing this legal framework and finding the proper legal 

basis for the researchers’ team is a valuable contribution from the 

ELSI team. 

Technical Perspective 

Following the PHT architecture2, we use the concepts of (FAIR 

data) stations3, rails (infrastructure) and (applications) trains. The 

minimal requirement of a FAIR data station is to enable 

execution of applications, where data providers decide whether 

to execute the application. These FAIR data stations are based on 

Semantic Web technologies such as the Resource Description 

Framework (RDF) [19], to convert the source data4, and make 

the converted data FAIR. 

Application (train) developers (i.e., researchers) can create the 

application trains using Docker containers [20], which are 

lightweight virtual machines. The Docker container carries all 

required software packages to execute the application on board. 

These applications can for instance query data available in the 

data station, perform data cleaning/formatting, and execute 

machine learning or statistical analysis [15]. Only the results of 

these (analytical) applications are sent back to the application 

developers. 

To implement the proposed infrastructure, we created three 

stations. Two FAIR data stations are at the Maastricht Study and 

at CBS. A third station was configured as a “Trusted Secure 

Environment” (TSE), containing no data by itself, however, 

acting as a trusted and independent entity. Additionally, we 

created two application trains. The first application train extracts 

the data from two data stations, pseudonymizes the personal 

identifiers, encrypts the dataset, and sends the data to the TSE 

station. The second application train decrypts the data and 

analyzes the data at the TSE. For every execution, both 

application trains are configured for proper encryption and 

security measures. 

Experiment Design 

Prior to feeding our infrastructure with real data, we conducted a 

simulation experiment with two scenarios where researchers 

combine data from two independent providers using a TSE 

station. We monitor time to obtain the analytical results for each 

scenario. Scenario 1 consists of two providers, A and B, each 

having the same (small) number of individuals; Scenario 2 

consists of providers A and B, but provider B has a much larger 

set of individuals, including all Provider A’s individuals. For 

these scenarios, we use data from a publicly available dataset 

which contains attributes that could be interpreted as sex, body 

mass index (BMI), number of children, smoking status, region, 

and health insurance reimbursement of participants [21]. 

Additionally, we generated artificial personal identifiers 

including date of birth, zip code, house number, and sex for 

linking purpose [22]. In practice, combining multiple datasets 

might be prone to record-linking errors. We will discuss this in 

more detail in the Discussion section. Please find this synthetic 

3

 FAIR stations: http://github.com/maastroclinic/DataFAIRifier 
4

 Convert CSV file to RDF file: 

https://github.com/sunchang0124/FAIRHealth/ 
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dataset in Figshare
5

. This dataset is vertically split over the two 

providers: both have artificial personal identifiers (date of birth, 

zip code, house number, and sex). Only Provider A has BMI, 

number of children, and smoking status, while only Provider B 

has living region and health insurance reimbursement. In 

scenario 1, both providers have 1338 patients. In scenario 2, 

Provider A still has 1338 patients while Provider B hosts 64,400 

patients.  Since, Provider A in the second scenario only hosts a 

small subset of Provider B, a single record of Provider A might 

match with several records from Provider B. Even though this 

scenario is often encountered in practice, few solutions are 

available to address this linking challenge for vertically 

partitioned data [23].  

For our experiment, we developed application trains using 

Docker 18.03.1. Pseudonymization, encryption, verification, and 

record linkage were implemented in Python 2.7. The 

infrastructure was tested with a 2.5GHz PC with 16GB RAM and 

500 GB hard disk. 

Result 

In this section, we detail the contributions of each of the three 

work packages. Next, we discuss the outcome of the experiment. 

Figures 1 and 2 provide an illustration of the infrastructure. In 

Figure 1, an overview of the operational framework for two 

providers, A and B, and a trusted secure environment, TSE, is 

presented. In Figure 2, we present the technical and legal 

requirements of the FAIR data stations. Researchers request 

permission to access and process data from the data provider. 

Once permission is granted, application trains to pseudonymize 

and encrypt the data are sent and executed in the data stations. 

Next, the encrypted data are sent to the TSE, followed by the data 

analysis application (from the researchers).  

In the FAIR data stations (Figure 2), personal identifiers are 

pseudonymized by one-way hashing and salting techniques. 

One-way hashing turns any format of data into a fixed-length 

"fingerprint" that cannot be reversed. Salt, as a random string, is 

appended to data before hashing, to eliminate the risk of 

malicious decryption. We used Secure Hash Algorithm 2 (SHA-

512) as the one-way hashing function and random salts are shared 

by two data providers to make personal identifiers 

pseudonymized on both sites. This results in a unique code per 

record, allowing linking the same records from all data providers. 

Every time data providers grant researchers permission to 

process/analyze the data, the personal identifiers get 

pseudonymized using different salts. The salt needs to be created 

and agreed upon by all data providers.  Additionally, to safeguard 

secure transfer, processed data are encrypted, prior to sending 

them to TSE. The same as with the salt, encryption keys are re-

generated every time. 

The procedure then continues as follows: when the encrypted 

data are sent to the TSE, a notification is generated by the data 

stations to confirm the successful execution and departure of the 

train. After all encrypted data arrive at the TSE station, the 

researchers trigger analysis at the TSE with a set of keys and an 

application that includes code for the analysis. There is one 

private key per data station to decrypt the dataset, and one 

verification key to test the dataset integrity. The data station can 

only encrypt using the public key but cannot decrypt. The TSE 

station maintains the private key to decrypt for this specific data 

provider. After getting verified and decrypted data from both 

providers, the data can be linked and merged by pseudonymized 

personal identifiers. As the salted hashes performed at the data 

station are unknown to the TSE, it is not able to reverse or decrypt 

                                                           

5

 Find our synthetic datasets: 

https://doi.org/10.6084/m9.figshare.7379810.v2. 

sensitive data such as personal identifiers. Thus, in addition to 

pseudonymization and encryption, the privacy of information is 

further protected as no data provider has direct access to the TSE. 

After executing the analytical algorithms on the merged dataset, 

the TSE checks whether the results reveal any personal 

identifiable information. Only the validated results such as 

figures and/or tables that do not contain any personal identifiable 

information are returned to the researchers. Finally, all (received 

and created) data in the TSE are destroyed. 

 

Figure 1 - Conceptual overview of the proposed infrastructure. 

Data access is regulated by the data provider hosting the 

stations. If access is granted, the data providers encrypt the 

data and send these to the TSE. The TSE executes the 

researchers’ application and allows aggregated results to be 

returned to the researcher. 

 

Figure 2 - Overview of data stations and application trains. 

Within each station, data are prepared, i.e., legal conditions are 

checked, FAIR principles implemented, personal identifiers 

pseudonymized, and encrypted. The application train enters the 

data station with algorithms and leaves with results or 

processed data. 

Simulation Experiment 

We used our proposed infrastructure to analyze synthetic data 

(discussed in the Methods section) that was vertically partitioned 

to form two datasets, each with a different data provider. Figure 

3 shows one such result: a plot of BMI and health insurance 

reimbursement over one calendar year. While simple, the 

simulation experiment provides evidence for the feasibility of the 

infrastructure to execute an analysis, in this case, retrieval of a 

relation between two attributes in separate datasets in a secure 

and privacy-preserving manner. 
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Figure 3. Plot of body mass index (BMI) versus health 

insurance reimbursement in the past year (dollars) from the 

analysis of a synthetic and vertically partitioned dataset using 

the proposed infrastructure. 

We conducted an experiment with two scenarios. In the first 

scenario, where both providers host 1338 individuals, 

pseudonymization took 0.4 - 0.5 seconds and encryption took 0.1 

- 0.2 seconds for each data station. At the TSE, verification and 

decryption spent merely 0.1 - 0.2 seconds, while record linkage 

took around 7.2 seconds. For the second scenario, where provider 

A hosts 1338 individuals and Provider B 64,400 individuals, 

pseudonymization for Provider B took 7.3 seconds and 2.5 

seconds to encrypt. The total time cost at the TSE increased to 

about 15 seconds. From our experiment, we found that 

pseudonymization (at data stations) and record linkage (at the 

TSE) consumed approximately 80% of the running time. Future 

work will focus on operational performance measures, and 

among others, the size of provider datasets and number of 

attributes considered in linking. 

Discussion 

We have described and demonstrated a distributed learning 

infrastructure using artificial and vertically partitioned data 

involving two providers and a trusted secure environment. This 

is a preliminary, but promising result.  

Our long-term goal is to deploy the infrastructure to analyze 

actual data from two independent organizations - Statistics 

Netherlands and the Maastricht Study. Thus far, we have 

requested data for 3451 consenting participants from the 

Maastricht Study, which is characterized by extensive 

phenotyping and provides information on the etiology, 

pathophysiology, complications, and comorbidities of T2DM. 

All participants are aged between 40 and 75 years and live in the 

southern part of The Netherlands. We requested those attributes 

which were complete and consented. Attributes include socio-

demographic factors, lifestyle factors, the status of T2DM, 

physical function, mental functions, BMI, and cardiovascular 

disease history. From CBS, we requested regional population 

data of health insurance reimbursement available at Statistics 

Netherlands. As of November 2018, all application trains have 

been developed. We are in the stage of approving and building 

data stations for the Maastricht Study and CBS. A joint 

controllership agreement between the two organizations is 

established to enable the TSE. We are preparing analytic 

algorithms that will 1) answer scientific questions regarding the 

associations between T2DM status and healthcare costs, and 2) 

to evaluate the performance and security of our infrastructure.  

Applying the infrastructure to real-world situations will present 

several challenges. Although we have only explored a two-data-

provider scenario, we anticipate that it can be extended to more 

than two providers. While the performance of this system will 

depend on the size of the data and the algorithms used for 

encryption, merging, and analysis, we believe that the biggest 

bottleneck is in creating consortium agreements and deploying 

the infrastructure in individual facilities. As such, there is a need 

to further develop a “PHT” deployment kit that enables 

stakeholders to consider all the issues and options and make 

informed decisions in the most efficient manner. A second 

challenge in our implementation lies in the possibility of errors 

caused by linking vertically partitioned datasets. The accuracy of 

matching across these will decrease owing to missing data, 

typographical errors, differences in pseudonymization 

procedures, and different formats of identifying information. In 

addition, to match a fraction of records from multiple large 

datasets, the data providers could limit the size of their data by 

sending only a selection to TSE. This selection can be discovered 

and defined by sending exploratory or individual selection 

algorithms first. For instance, in our case, instead of sending the 

information of the entire Dutch population to the TSE, only a 

subset of the Dutch population which meets the criteria of the 

Maastricht Study sample is sent to the TSE. However, note that 

this selection might also leak information about the individuals 

in the data of (one or more) data providers. We intend to explore 

the impact of such aspects in future studies. A third challenge is 

how to manage and transport the keys securely among different 

parties. The TSE requires decryption and verification keys to 

decrypt the data and run the analysis algorithms. This approach 

must be agreed on by all parties from both technical and ethical-

legal perspectives. 

Conclusions 

To analyze vertically partitioned data, we extended a Personal 

Health Train (PHT) infrastructure to send data analysis 

algorithms to multiple data stations and return only the results 

instead of the original data to the researchers.  

This infrastructure was developed in a coordinated manner across 

multiple scientific, technical, ethical, legal, and societal aspects 

involving several units and organizations. This coordination 

across interests is essential to explore viable solutions for data 

sharing and reuse, as envisioned by the proponents of the FAIR 

principles. In particular, the idea of bringing the algorithm to the 

data, rather than obtaining consent to receive a copy of the data, 

offers an entirely new paradigm that has not been considered by 

most organizations. Having a new paradigm will require 

stakeholders to take the time and effort to thoroughly evaluate 

this in terms of their legal and technical requirements. However, 

as our experiment shows, it offers a more scalable and secure 

solution to analyze vertically partitioned data in a secure and 

privacy-preserving manner. Additional operational and security 

enhancements are still needed before the infrastructure is suited 

to deal with real (sensitive) data. Future work will explore the 

quality of scientific discovery (accuracy of outcome), the 

security, scalability, sustainability, and performance of 

computation. While no solution will be perfect for all situations, 

we believe that this adaptation of the PHT model will find utility 

in situations involving sensitive data with a multitude of 

stakeholders. 
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Abstract 

An attractive feature of non-lattice-based ontology auditing 

methods is its ability to not only identify potential quality issues, 

but also automatically generate the corresponding  fixes. 

However, exhaustive manual evaluation of the validity of 

suggested changes remains a challenge shared with virtually 

all auditing methods. To address this challenge, we explore 

machine learning techniques as an aid to systematically 

evaluate the strength of auto-suggested relational changes in 

the context of existing knowledge embedded in an ontology. We 

introduce a hybrid convolutional neural network and 

multilayer perception (CNN-MLP) classifier using a 

combination of graph, concept features and concept 

embeddings. We use lattice subgraphs to generate a curated, 

loosely-coupled training set of positive and negative instances 

to train the classifier. Our result shows that machine learning 

techniques have the potential to alleviate the manual effort 

required for validating and confirming changes generated by 

non-lattice-based auditing methods for SNOMED CT. 

Keywords:  

Non-lattice-based auditing, SNOMED CT, neural networks 

Introduction 

Non-lattice-based ontology auditing methods are based on the 

principle of Formal Concept Analysis. They have shown 

effectiveness in suggesting missing hierarchical relations (or 

IS-A relations) and concepts in SNOMED CT (SNCT) [1-3] as 

well as other teminology systems. A non-lattice-based 

approach consists of the following steps: extracting non-lattice 

subgraphs with concept pairs voilating the lattice property; 

detecting defects in the extracted non-lattice subgraphs; 

suggesting relational changes automatically; and reviewing and 

validating suggested changes by an ontology curator or a 

domain expert. Figure 1 shows a non-lattice subgraph in the 

September 2017 release of SNOMED CT (US edition) [3]. 

Examination of this subgraph reveals a missing hierarchical 

relation between nodes 4 and 5: “Transient neonatal 

hyperglycemia” IS-A “Acute hyperglycemia.” 

 

Figure 1 - An example of non-lattice subgraph [3]. 

However, human review of change remediations requires 

significant manual effort.  The main motivation of this paper is 

to explore machine learning (ML) techniques as an aid to 

systematically evaluate the strength of auto-suggested 

relational changes using existing knowledge embedded in an 

ontology. Specifically, change predictions resulting from the 

IS-A relation prediction classifier can be compared with change 

suggestions using non-lattice subgraphs by assessing their 

agreement. When such an approach is used to audit the IS-A 

relations, it can bring benefits in two ways: the agreement 

between the ML prediction and non-lattice-based prediction 

can provide independent confirmation of the suggested IS-A 

changes, while disagreements may point to areas for 

improvements for both types of approaches. Furthermore, 

change suggestions generated by ML techniques may provide 

ranked list of changes based on numeric “strengths.” If an ML 

technique can reach a high level of performance (using e.g. 

precision and recall measures), it may serve as an independent 

auditing approach by itself independent of non-lattices. 

ML techniques have been widely used in knowledge graphs [4]. 

To arrive at an optimal subset of features, CNN has been used 

to automatically learn features [5]. Also pretrained word 

embeddings [6] have proven to be useful in neural network 

models for relation extraction. Recent study further improved 

performance by incorperating additional hand-crafted features 

[7]. Inspired by this, we propose a hybrid CNN-MLP classifier 

for IS-A relation prediction by exploring various knowledge in 

SNCT. Besides of concept embeddings, we analyze lexical and 

graph structural information in the entire directed acyclic graph 

(DAG) of SNCT, such as semantic meaning inheriting concept 

ancestors. Pesquita et al. [8] summerized two main semantic 

similarity approaches in an ontology graph for comparing 

concepts: node-based and edge-based. In this work, we 

aggregate node-based and edge-based similarity approaches as 

graph level features. Despite concept embeddings can present 

semantic meaning of concepts, we still handcraft concept level 

features as task specific features. Non-lattice-based auditing 

methods suggest IS-A relational changes to correct defects in 

non-lattice subgraphs and form lattice subgraphs [1-3]. Accord-

ingly, constructing training set from lattice subgraphs equips us 

with the same objective of non-lattice-based methods.  

In this paper, we introduce an ML approach to validate auto-

suggested insertion changes from non-lattice-based auditing 

methods. Combining various knowledge in lattice subgraphs 

and DAG of SNCT, we implement IS-A relation prediction and 

auto-insertion change suggestion as two subtasks in the 

workflow of validation. We apply CNN to explore the concept 

pair features in concept embeddings and combine the output of 

CNN with handcrafted graph, concept features via MLP to 
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predict IS-A relations of concept pairs. Also evaluation metrics 

for subtasks are provided. Evaluation of our validation method 

is implemented on a reference set. 

Methods 

Our method consists of two main steps. In the first step, 

learning from various knowledge embedded in lattice 

subgraphs of SNCT, a hybrid CNN-MLP classifier is designed 

to predict IS-A relations of concept pairs. In the second step, 

based on the idea of majority voting [10], we validate the given 

insertion changes with predicted insertion changes generated by 

the classifier. 

Relation Prediction 

Figure 2 is an overview of our relation prediction workflow. 

First, we generate a training set using lattice subgraphs. Second, 

we pretrain concept embedding and develop graph and concept 

level features. Finally, we predict IS-A relations of concept 

pairs with a hybrid CNN-MLP classifier. 

 

Figure 2-An overview of the IS-A relation prediction workflow 

Lattice-based Training Set 

A desirable property of the IS-A relationship is that it conforms 

to the lattice property [9]. This is also a by-product of non-

lattice-based auditing methods: non-lattice subgraphs often 

become lattice-conforming by correcting hierarchical defects 

(e.g., inserting IS-A relations). Using this as working principle, 

we construct the training set for our CNN-MLP classifier using 

relations embedded in lattice subgraphs. Lattice subgraphs also 

allow us to naturally select a balanced set of positive samples 

and negative samples. Extracting all lattice subgraphs in SNCT, 

we construct a lattice-based training set with the following steps. 

1. Select a subset of concepts with label length, which is the 

number of words in a label, no longer than  �. We denote 

this set of concepts as ������. 

2. Among all lattice subgraphs, choose those with size, which 

is the number of concepts in a subgraph, no more than �, 

denoted as 	
���
����, and find those that contain any 

concept in ������. 

3. Form a positive training set by extracting IS-A edges and 

their transitive closure from step 2. Form a negative 

training set by extracting non-edge node pairs in step 2. 

Concept Embedding 

Learning from current ontologies, the embedding techniques 

[6] allow us to represent concepts and capture latent semantic 

properties of concepts. In SNCT, each concept contains an 

associated human readable label, and concepts occuring in the 

same relation could describe each other. We take relations 

represented with labels as sentences to learn word embeddings. 

After perfoming a few basic text preprocessing steps, such as 

removing punctuations and digits, converting to lowercase and 

stemming, we use a skip gram word2vec model [6] to produce 

word embeddings with 200 dimensions. To generate concept 

embeddings, a sequence of words in concept labels are 

transformed to a set of vectors by looking up pretrained word 

embeddings. The out-of-vocabulory (OOV) word is assigned a 

vector with zeros. Then the word embeddings are summed into 

a single embedding as a concept embedding.  

Feature Development 

The IS-A relation comes with a source concept C
1

 and a 

destination concept C
2
. We develop features based on two types 

of observations. One is that from global graph level of  entire 

IS-A DAG in SNCT, a concept at a lower level inherits 

semantics from its ancestors and is more specific in terms of the 

biomedical meaning [11]. The other is that measured from local 

level of concept pairs, if there are overlaps in noun phrases of 

C
1
 and C

2
 , the noun phrase in C

1
 usually contains more words 

than C
2

 as C
1

 becomes more specific. The more overlaping 

words the two concepts have, the more likely they  should form 

an IS-A relation. 

Graph level features. The work of Zhang et al. [11]  and Cui et 

al. [3] provides several heuristics to generate graph level 

features. Considering concept semantics inherited from its 

ancestors and path information, we design three graph level 

features for situations of a concept pair to be in an IS-A relation. 

All graph level features are explored from the entire active IS-

A graph of SNCT. 

1. Graph level dissimilarity. The semantic of a concept could 

be specified through a path to its descendants, that is, a 

concept inherits all semantics from its ancestors. A pair of 

concepts, inheriting semantics from different paths, may 

have some common ancestors. Non common ancestors of 

C
1

 distinguished C
1

 from C
2

, then the graph-level 

dissimilarity can be characterized by 

							GraphDissim
C
1
,C
2
��1-CA
C

1
,C
2
�/A
C

1
� 

where �A
C
1
,C
2
� is the common ancestor set of �

�
 and �

�
, 

and  ���
�
� is the ancestor set of �

�
. 

2. Graph level similarity. The semantic of a concept could be 

simplified with a concept label. While a given concept 

inherits semantics from its ancestors, the concept labels of 

ancestors could be used to enrich the label of the concept. 

For an IS-A relation (say C
1
 IS-A C

2
), because C

1
 is more 

specific than C
2
, the enriched label of C

2
 maybe a part of 

enriched label of C
1
, so we define graph level similarity as  

GraphSim
C
1
,C
2
��CEL
C

1
,C
2
�/EL
C

2
� 

where ��	��
�
, �

�
� is the common enriched label set of 

�
�
and �

�
, and �	��

�
� is the enriched label set of �

�
. 

3. Path comparison. If C
1
 IS-A C

2
 , we assume that C

2
  has a 

shorter path to the root R than C
1
 does. We define a flag 

feature indicating whether the shortest path from C
2
 to R is 

shorter than that of C
1
 to R. 

Concept level features. This category of features concerns 

about properties of labels in concept pairs. 

1. Chunk comparison. We observe that if there are overlaps 

between noun phrases in C
1
 and C

2
, the noun phrase in  C

1
 

usually has more words than that in  C
2
. We design two 

flag features from all the extracted noun phrases in both C
1
 

and C
2

 to indicate word number comparison of noun 

phrases in C
1
 and C

2
 separately.  

2. Concept level overlap. This feature considers overlaps of 

pairwise concepts. We define it as: 

										ConceptOLP
C
1
,C
2
��W
C

1
�∩W
C

2
�/W
C

2
� 

where W
C
1
�∩W
C

2
� is the overlapped word set of C

1
	and 

C
2
, and W
C

2
� is the word set of C

2
. High value lesser than 

one implies that the meaning of C
1
 approaches the meaning 

of C
2
. 

3. Concept level similarity. This feature concerns about the 

consine similarity of disjoint words in C
1

and C
2

, and 
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disjoint words are represented with the summation of word 

embeddings. 

Neural Network Classification 

We design a hybrid CNN-MLP binary classifier to incorporate 

concept embedding and  handcrafted features (see Figure 3). 

 

Figure 3 - Architecture of hybrid CNN-MLP binary classifier 

We convolute the embeddings of concept pairs with 100 filters 

of window size 2 to get local features and use ReLU activation 

function. In order to fomulate a balanced feature vector between 

embeding features and handcrafted features, we transfer 100 

dimension vector into 10 dimension vector by fully connected 

layer in CNN, which then is concatenated with graph level and 

concept level features. The concatenated feature vector is fed 

into a one layer MLP with active function of ReLU for the 

hidden layer and sigmoid for the output layer. In order to 

evaluate the performance of features, we feed MLP with 

different feature combinations, thus the number of neurons of 

MLP hidden layer is decided by the average of neurons in MLP 

input and output layers. Time complexity of neural network 

depends on the architechture, especially the number of neurons, 

of the network. 

Validation of Auto-Suggested Insertion Changes  

The objective of our work is using an ML approach to validate 

auto-suggested insertion changes. The validation workflow 

involves four stages: test set generation, relation prediction, 

auto-insertion change suggestion, and majority voting based 

validation. In stage 1,  non-lattice-based auditing method [3] 

provides a set of non-lattice subgraphs containing auto-

suggested insertion changes. IS-A relations and their transitive 

closure (positive instances), and non-edge concept pairs 

(negative instances) are extracted from the given non-lattice 

subgraphs to form a test set. In stage 2, the IS-A relations of 

extracted positive instances and negative instances are 

predicted by our hybrid CNN-MLP binary classifier. In stage 3, 

we retrieve top N predictions ranked by IS-A relation 

probability outputs. The predicted false positives are the set of 

auto-suggested insertion changes provided by our classifier. In 

stage 4, inspired by majority voting [10], we confirm the auto-

suggested changes with the agreement between our classifier 

and the given auditing method. In this way, relational ML 

techniques alleviate the manual validation effort by confirming 

and validating changes automatically. 

In the validation workflow, our classifier is used in two 

subtasks: predicting IS-A relation of concept pairs in stage 2, 

and automatically suggesting insertion changes in non-lattice 

subgraphs in stage 3. To evaluate performance of subtasks and 

determine configuration of the classifier for the validation task, 

we specify a test set, a reference set and evaluation metrics next. 

Test Set and Reference Set 

To evaluate our method, we use relations in a random sample 

of 200 non-lattice subgraphs from [3] as a test set, which 

contains 1,545 IS-A and transitive closure of IS-A edges 

(positive instances),  3,019 non-edge node pairs (negative 

instances). A total of 223 insertion changes were auto-

suggested for the 200 non-lattice subgraphs [3]. Two domain 

experts confirmed 185 suggested insertions (a precision of 

82.96%), which serve as a reference set for evaluating the 

performance of this work.  

Evaluation of Relation Prediction  

To thoroughly analyze the relation prediction part along, e.g., 

comparing training set parameters (α,β) and different categories 

of  features, we predict 1,545 positive instances and 3,019 

negative instances in the test set. For evalution, we report the 

precision-recall curve. 

Evaluation of Auto-Suggested Insertion Changes  

Motivated by precision and recall metrics, Zhang et al. 

introduced insertion recall, insertion precision and insertion G-

measure [12] to evaluate an ontology quality assurance (OQA) 

method against validated changes. They considered an OQA 

method M   as a group of subgraphs. Each xsubgraph may 

potentially capture missing IS-A relations as edges. A subgraph 

s is a graph consisting of a set of IS-A relations. E is a reference 

set of validated missing IS-A relations. Then the insertion 

recall, precision and G-measure are defined as: 

R
insert
�

|�r∈E|∃s∈M,r∈s�|
|E|

 

P
insert
�

|�s∈M|∃r∈s,r∈E�|
|M|

�

G
insert
��P

insert
(R

insert
 

Our classifier outputs probabilities which can be used to rank 

instances in the test set from most probable IS-A relation to the 

least. In order to demonstrate the ability to validate auto-

suggested changes, we treat our method as an OQA method and 

take top N predictions as predicted IS-A relations. False 

positives predicted by our classifier are auto-suggested 

insertion changes. The reference set contains 185 validated 

missing IS-A edges and their transitive closure. We use R
insert

 , 

P
insert

 , 	G
insert

 [12] to evaluate auto-suggested insertion 

changes obtained via our method. The higher the G
insert

, the 

greater the agreement between our method and domain expert’s 

validation, that is, more likely our method has the ability to 

alleviate the manual effort required for validating auto-

suggested changes. 

Results 

Dataset and Implementaion 

We used the September 2017 version of SNOMED CT (US 

edition) in this work. We constructed a lattice-based training set 

[1] by varying label length  α  and lattice size β. The statistics 

of training set are shown in Table 1. While relation prediction 

performance was evaluated with the test set, the reference set 

was used to evaluate auto-insertion change suggestion. We 

implemented the model using Keras [13]. Declaring binary 

cross entropy as the loss function, we ran 10 epochs for all the 

training examples. Noun phrase chunk detection and 

preprocessing for learning embeddings were implemented with 

NLTK [14].  

Table 1 - Statistics of Training Set 

 # of positives # of negatives 

� � 5, � � 5 151,553 243,197 

� � 5, � � 10 515,954 1,005,074 

� � 10, � � 5 197,630 319,286 

� � 10, � � 10 693,776 1,351,872 
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Relation Prediction 

Experiments were performed to evaluate IS-A relation 

prediction by permuting training set construction parameters 

and various feature categories. The experiments were 

performed on a MacBook Pro running  MacOS Sierra, with 16 

GB RAM and 2.7 GHz Intel Core i7 processor. 

 

Figure 4 - The performance of relation prediction varying 

feature categories and training set construction parameters 

Comparing Figure 4a), 4b) and 4c), the best prediction 

performance was produced with graph level features. When 

recall of IS-A relations was increased, the precision was 

decreased with concept level features. Though concept 

embeddings and concept level features both describe sementics 

of concept pairs, concept embeddings worked better than 

handcrafted concept level features. 

Figure 4a) shows that longer concept label expresses concept 

level features more effectively, slightly leading to prediction 

performance improvement. Figure 4b) shows that graph level 

features are independent with label length α and lattice size β 

which is coincident with development of graph features, 

especially while increasing recall. As for the feature category 

of concept embeddings, prediction performance varied with 

different settings of training set parameters, which may be 

explained by Table 2 by OOV word rate over test set while 

looking up pretrained word embeddings. More OOV words in 

test set resulted in decrease of relation prediction performance. 

Table 2 - Out-of-vocabulary word  rate over test set 

   

	 � 
 

	� � 
 

	 � 
 

	� � 
� 

	 � 
� 

� � 
 

	 � 
� 

	� � 
� 

OOV rate 4.4% 3.7% 3.0% 2.6% 

 

Figure 5 shows that combining graph level features, concept 

level features and concept embeddings as the input of MLP had 

led to performance improvement. The best average precision 

was 0.972, achieved with α�5, 	β�5. Overall, our experiments 

showed that exploring various features was effective for IS-A 

relation prediction. 

 

Figure 5-The performance of relation prediction with feature 

combination varying training set construction parameters 

Auto-Suggested Insertion Changes 

In this set of experiments, we evaluated our auto-suggested 

insertion changes for non-lattice subgraphs. A set of 185 

validated missing IS-A relations was taken as the reference set. 

Among top N IS-A relation predictions, we evaluated auto-

suggested insertion changes by R
insert

 , P
insert

 , 	G
insert

  values 

as defined in the subsection of auto-suggested insertion changes 

evaluation. Informed by the previous experiments, we 

configurated this set of experiments with feature combination 

and setting α�5, 	β�5. 

The test set contained 1,545 positive instances and 3,019 

negative instances. Ranked by probability outputs of our 

classifier, we kept top N predictions as IS-A relations (predicted 

positive instances). Predicted false positives constituted 

insertion change suggestions in the non-lattice subgraphs. The 

top 1,500 predictions contained 129 IS-A relations already 

identified in the reference set of 185 validated missing IS-A 

relations. As we retrieve more predicted IS-A relations from the 

ranked list (i.e., as N increases), we obtain more validated 

missing IS-A relations. Note that both insertion recall (R
insert

) 

and insertion precision (P
insert

) increase as N increases. We 

stopped retrieving predictions at N=2,000 in case more 

irrelevant IS-A relations out of the referece set would be 

included. 

Table 3 - Evaluation of auto-suggested insertion changes at 

top N predictions 

��� � �
������

(%) �
������

(%) �
������

(%) 

1500 69.57 59.80 64.50

1600 80.98 69.35 74.94

1700 85.32 72.36 78.57

1800 86.41 72.86 79.35

1900 89.67 75.38 82.22

2000 90.21 75.88 82.74

Compared with the reference set, Table 4 shows examples of 

auto-suggested insertion changes from top 2,000 predictions in 

and out of the reference set. For those out of the reference set, 

they may reveal additional insertation changes needed to make 

non-lattice subgraphs conforming to the lattice property.  

Table 4-Examples of auto-suggested insertion changes 

compared with the reference set 

In the reference set  

Source Concept Destination concept 
Thoracic spondylosis Spondylosis 

Sclerema neonatorum Neonatal dermatosis

Acute empyema of sphenoidal sinus Sphenoidal sinusitis

Oculocutaneous albinism Congenital anomaly of eye

Degloving injury of genitalia Degloving injury of perineum

 

Out of the reference set  

Source concept Destination concept 
Echography  scan B-mode for fetal growth rate Ultrasound scan of fetus

Dilatation of anastomosis of bile duct Biliary dilatation procedure

Feeding problems in newborn Feeding problem

Physiological mobilization of the shoulder Procedure on shoulder region

Carcinoma in situ of lower labial mucosa Tumor of lower labial mucosa

The evaluation results and examples of auto-suggested 

insertion changes indicated that our method is effective to 

predict IS-A relations of concept pairs. Verified by the 

reference set, our method automatically suggested insertion 

changes for non-lattice subgraphs.  

Validation of Auto-Suggested Insertion Changes  

The performances of two subtasks in the workflow of 

validation, relation prediction and auto-insertion change 

suggestion, have been demonstrated to be promising by two sets 

of experiments. Configured with feature combination and α�5, 

	β�5  for the classifier, we evaluated 223 auto-suggested 

insertion changes in the test set. We compared insertion 
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changes resulting from our classifier with the given 223 

insertion changes, and those changes with agreement were 

validated. The number of insertion changes validated by our 

classifier is shown in Table 5. Since 185 insertion changes were 

validated by domain experts, we also showed the number of 

expert-validated insertion changes among our classifier’s 

validation. Validated by our method, the auto-suggested 

insertion change precision improved from 82.96% to 86.46%. 

We can further alleviate manual effort by narrowing down the 

number of insertion changes with the improvement of 

precision. 

Table 5 – Validation evaluation at top N predictions 

compared with the reference set 

Top N 

# of Classifier 

Validated 

# of Expert 

Validated 

Precision 

(%) 

1500 150 129 86.00 

1600 174 149 85.63 

1700 183 157 85.79 

1800 185 159 85.95 

1900 191 165 86.39 

2000 192 166 86.46 

Discussion 

In this paper, we introduced a relational ML-based validation 

approach, CNN-MLP, to alleviate manual effort required for 

validating change suggestions in ontology auditing work. In 

addition to validating auto-suggested insertion changes, our 

experiments indicated that CNN-MLP classifier may be 

effectively used in tasks of concept pair relation prediction and 

ontology auditing. As shown in Table 4, five auto-suggested 

insertion changes were out of the reference set; although they 

were not  used to validate change suggestions,  they may 

provide additonal candidates for change redemiations.  

Evaluated with the reference set, the performances of auto-

suggested insertion change and auto-suggested insertion 

change validation look promising. However, note we have not 

addressed the task of auto-deletion change suggestion and 

deletion change validation due to the lack of the reference set 

containing validated deletion changes. Labeled data (or 

reference set) is required in the framework of supervised ML 

approach. SNCT is updated by domain experts twice a year, and 

it may be possible to treat insertion and deletion changes in 

different versions of SNCT as labeled data for ML based 

auditing or validation.  

Conclusions 

We have presented an ML approach to validate insertion 

changes generated by non-lattice-based auditing methods. In 

validation workflow, we introduced a hybrid CNN-MLP 

classifier to predict IS-A relations of concept pairs, and 

automatically suggest insertion changes for non-lattice 

subgraphs. Experiments on IS-A relation prediction achieves an 

average precision of 0.972, and auto-suggested insertion 

changes achieves ������� of 82.43% with top 2,000 predictions, 

which indicate the potential of our classifier to validate IS-A 

insertion changes. Validated with insertion changes resulting 

from our classifier, the precision of a given set of auto-

suggested IS-A insertion changes is improved from 82.96% to 

86.46%. 

By cumulating SNCT deletion changes as a surrogate reference 

set for ML approaches [12],  our future work will focus on 

exploring features to predict potentially incorrect IS-A relaitons 

for validating auto-suggested deletion changes in non-lattice 

subgraphs. 
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Abstract 

Secondary analysis of electronic health records for clinical 

research faces significant challenges due to known data quality 

issues in health data observationally collected for clinical care 

and the data biases caused by standard healthcare processes. 

In this manuscript, we contribute methodology for data quality 

assessment by plotting domain-level (conditions (diagnoses), 

drugs, and procedures) aggregate statistics and concept-level 

temporal frequencies (i.e., annual prevalence rates of clinical 

concepts). We detect common temporal patterns in concept 

frequencies by normalizing and clustering annual concept 

frequencies using K-means clustering. We apply these methods 

to the Columbia University Irving Medical Center 

Observational Medical Outcomes Partnership database. The 

resulting domain-aggregate and cluster plots show a variety of 

patterns. We review the patterns found in the condition domain 

and investigate the processes that shape them. We find that 

these patterns suggest data quality issues influenced by system-

wide factors that affect individual concept frequencies. 

Keywords:  

Electronic Health Records; Cluster Analysis; Data Accuracy 

Introduction 

Secondary reuse of observational health data for research is 

increasing in importance and popularity as electronic health 

data become more available and analytic methods become more 

powerful. However, analysis of electronic health records (EHR) 

continues to face many social and technical challenges, 

including data inaccuracy, incompleteness, and biases implicit 

in the healthcare recording process [1–5]. Since observational 

clinical data are sourced from disparate systems not designed 

for research purposes, researchers consuming these data must 

clearly understand the nuances of their data. Due to the 

complexity of interactions, ongoing development, and technical 

challenges of these systems, events that impact data integration 

can occur without awareness from data managers. Further, 

experts knowledgeable of the intricacies of the data may not be 

available to researchers, especially in the context of shared data 

in collaborative research networks, such as the Observational 

Health Data Sciences and Informatics (OHDSI) [6].  

EHR data quality is receiving increased attention for its effects 

on secondary analysis for clinical research and population 

health informatics [7–10]. Temporal trend analysis is a 

common method of assessing data quality. Kahn’s harmonized 

data quality framework includes temporal plausibility metrics, 

such as comparing data value density over time against 

expected values [7]. Hall’s database guidelines recommend 

counting frequency of records and field occurrences over time 

to identify blocks of missing data or changes in data volume 

[8]. Brown et al demonstrate visually exploring trends of 

intrasite and intersite frequency to detect data anomalies [9]. 

ACHILLES performs temporal analysis of concepts in 

Observational Medical Outcomes Partnership (OMOP) 

databases to assess month-to-month stability of counts and flags 

changes that exceed thresholds [6]. These methods enable 

detection of data quality issues in individual variables but do 

not detect systemic issues that may affect multiple variables.  

The Columbia University Irving Medical Center (CUIMC) 

Clinical Data Warehouse (CDW) formatted using the OMOP 

Common Data Model (CDM) (herein referred to as the OMOP 

database) contains observational data on nearly 60,000 

concepts. Individual analysis of 60,000 concepts would be 

prohibitively time consuming. Although population prevalence 

of clinical concepts can change with time, we hypothesize that 

common patterns of temporal trends in EHRs reveal systemic 

factors that influence observational data and data quality.  

In this manuscript, we present methods of detecting systemic, 

population-level data quality issues in electronic health records 

by analyzing domain-level aggregate statistics and identifying 

common temporal patterns across concepts. We apply these 

methods to the CUIMC OMOP database and infer and 

investigate system wide processes that affect the data quality.  

Methods 

Data Source 

This study received institutional review board approval with 

waiver for obtaining informed consent. The CUIMC CDW 

contains records from multiple sites and was converted to 

OMOP CDM v5.1 in March 2018. Diagnoses (“conditions” in 

OMOP nomenclature), drugs, procedures, and visit types were 

collected from CUIMC’s OMOP database from the condition-

occurrence, drug_exposure, procedure_occurrence, and 

visit_occurrence tables, respectively. We analyze conditions, 

drugs, and procedures to provide multiple views of patient data 

and visit types to indicate clinical service capacity. 

Conceptual Framework 

Figure 1 shows our conceptual framework for analysis. There 

are four entities: patients, concepts, domains, and time. Patient 

health is characterized in the OMOP database by individual 

concepts, which are categorized by domains (e.g., conditions, 

drugs, and procedures). For each concept, we count the number 

of patients in each year and plot the counts over time. Data 

captured in EHRs are affected by population health status, 

health service capacity, medical coding protocols, and 

operation of clinical databases. These parameters change over 

time, as reflected in the counts and frequency of concepts.  
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Concept Prevalence 

We assume that population health is consistent with only minor 

changes annually and gradual changes over many years [11]. 

Correspondingly, we assume the annual frequency of most 

clinical concepts to be relatively stable over time if the health 

system is stable. Observed fluctuations in concept frequencies 

may have causes intrinsic to the concept (e.g., outbreaks or new 

interventions) or extrinsic to the concept (e.g., expansion of 

clinical services). We measured yearly counts and frequencies 

of concepts from the OMOP database. We defined counts as the 

number of unique patients with the concept per calendar year. 

We defined frequency as the count divided by number of 

patients in that year. We estimated the number of patients per 

year from the number of unique patient identifiers associated 

with at least one condition, drug, or procedure per year. 

Domain-Level Concept Aggregates 

Given a stable healthcare system, we hypothesize the domain-

level aggregated metrics are highly stable over time. 

Fluctuations in these metrics may reflect changes to healthcare 

services or the EHR recording process. To identify global 

trends in each domain, we analyzed the yearly patient count and 

yearly aggregated statistics across concepts in condition, drug, 

and procedure domains using the domain of each concept as 

defined in the OMOP standard vocabulary to aggregate 

concepts. We analyzed four aggregated statistics across each 

domain per year: 1) the total patient counts across concepts; 2) 

the count-per-capita (total patient count divided by number of 

patients), indicating the average number of conditions, drugs, 

or procedures per patient; 3) the number of unique concepts; 

and 4) the mean frequency across concepts.  

Clustering of Concept Patterns 

Analyzing thousands of individual concept frequencies would 

be overwhelming and difficult to differentiate between changes 

in the population prevalence versus changes affecting the 

recorded prevalence in EHRs. To identify common behavior 

patterns with similar trends among concepts, we performed K-

means clustering [12] within each domain. Each concept’s 

annual frequencies were normalized to unit magnitude and 

treated as vectors. We used concept frequency instead of count 

to normalize against population changes. We normalized 

frequencies to unit magnitude to match trends with similar 

proportional changes. Annual frequencies from calendar years 

1985 to 2017 were included; we excluded 2018 since data was 

not yet available for the entire year. We excluded concepts with 

maximum frequency below 0.01% of the population to reduce 

noise from infrequent concepts. We performed K-means 

clustering on the normalized frequency vectors. We manually 

selected K by clustering each domain with different levels of K 

(4, 6, 8, 10, 12, 15, 20, and 25) and selecting the smallest K 

before intracluster variance ceased to improve substantially.  

Post-hoc Analyses 

To determine if the clustered concept patterns reveal systemic 

factors (e.g., changes in health service capacity or medical 

coding protocols) that affect concept frequency in the database, 

we manually reviewed the domain- and concept-level patterns, 

arriving at hypotheses on the causes of several patterns. We 

performed post-hoc analyses to validate these hypotheses.  

Results 

As of March 2018, the CUIMC OMOP database contains EHR 

records on 5,368,414 patients, covering 59,583 concepts, 

including 18,399 conditions, 18,691 drugs, and 22,787 

procedures spanning October 1985 to March 2018. 

Domain-Level Concept Aggregates 

Figure 2 shows plots of the domain-level count-per-capita and 

total counts of a) conditions, b) drugs, c) procedures, and d) 

people per year. Patient counts are relatively flat between 1986-

2001, except for a slight depression from 1992-1995, and grows 

steadily from 2001-2010 and rapidly after 2010, with a spike in 

2014. The condition domain total count and count-per-capita 

increase nearly linearly over time. The condition count-per-

capita is slightly unstable before 2000 but steadily increases 

after 2000, peaking in 2015 and dropping in 2016-2017. The 

total count of conditions spikes in 2014. Drug data is nearly 

non-existent before 2001 but steadily increases until it peaks in 

2013. The drug count-per-capita drops substantially in 2014 

and fluctuates through 2017. The procedure domain is the most 

unstable. Procedures display notable growth in 1989, a large 

spike in 1996-1997, rapid increase from 2001-2005 and steady 

Figure 2– Total count (blue) and count-per-capita (orange) of 

a) conditions, b) drugs, c) procedures and d) people per year.

Figure 3– Count of unique concepts (orange) and the mean 

frequency of concepts (blue) per year for a) conditions, b) 

drugs, and c) procedures.

Figure 1– Conceptual framework for analysis. 
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increase thereafter. Similar to drug count-per-capita, procedure 

count-per-capita drops in 2014 and fluctuates through 2017. 

Figure 3 shows the annual number of distinct concepts and the 

mean frequency of patients across concepts for each domain. 

The condition domain stably grows from 1989-2013 but 

fluctuates thereafter. The drug domain is relatively stable from 

2001-2006 but fluctuates thereafter. In the procedure domain, 

the number of concepts stably grows from 1989 to 2001, grows 

quickly to 2005, slowly grows through 2014, and quickly grows 

again. The mean frequency of procedure concepts has similar 

periods of behavior with an additional sharp increase in 1996.  

Concept-Level Analyses 

Due to space limitations, we primarily present and discuss the 

results for concept-level analyses in the condition domain and 

exclude drug and procedure results. Figure 4 plots annual 

frequencies for the ten conditions with the highest total counts 

across all years, showing multiple remarkable behaviors. Type 

2 diabetes mellitus and asthma both begin to drop in 2014 and 

are nearly zero by 2017. Type 2 diabetes mellitus and acute 

upper respiratory infection both exhibit abrupt depressions 

from 1992-1995. Inflamed seborrheic keratosis is nearly zero 

until 1999 but rapidly increases and plateaus after 2001. Chest 

pain and abdominal pain both increase in frequency from 

roughly 1990-1995 and decrease from 1995-2000. 

K-means clustering was performed for conditions (K=20). 

Figure 5 shows plots of cluster centroids (i.e., the temporal 

pattern) for condition concepts. The clusters are sorted in 

descending order of the number of concepts belonging to each 

cluster. The two largest condition clusters have nearly zero 

frequency until a rapid increase in 2014. Clusters 4, 5, 6, 11, 12, 

and 19 drop in frequency starting around 2014.  Cluster 12 is 

the only cluster with constant frequency over a large time 

period but only contains 3.47% of condition concepts. Clusters 

3 and 16 increase almost linearly with time. Other clusters 

display patterns that are more dynamic. Clusters 7, 8, 10, 13, 

14, 17, and 18 exhibit peaks at different times. Condition cluster 

11 decreases from 1989-1999 and then increases until 2014.  

Post-hoc Analyses of Trends 

To demonstrate that the above methods reveal systemic data 

quality issues, we manually reviewed the domain- and concept-

level patterns, hypothesized the causes of several patterns, and 

performed post-hoc analyses to test these hypotheses.  

Condition clusters 0 and 1 behave like step functions with a 

rapid increase in 2014 while many other clusters begin to 

decrease around the same time. The number of condition 

concepts (Fig. 2a) also suddenly increases in 2014. We 

hypothesized that these patterns were caused when the health 

systems converted from using one medical coding system to 

another, e.g., from ICD9CM to ICD10CM. To investigate this, 

we analyzed the composition of medical coding systems (i.e., 

OMOP source vocabularies) contributing to these clusters. 

Table 1 shows the source vocabulary composition of condition 

clusters 0 and 1 compared against the aggregate of all other 

trends. Condition clusters 0 and 1 are composed of 93.9% and 

92.0% ICD10CM source concepts, respectively. The remaining 

clusters are composed of 83.2% ICD9CM concepts.  

The domain-level count of condition concepts displays an 

abrupt depression from 1992-1995 (Fig. 1a). Condition clusters 

9, 15, and 19 also display similar depressions from 1992-1995, 

but this behavior is not noticeable in other clusters. Since the 

behavior was isolated to a few trends, we hypothesized that this 

depression was caused by changes affecting specific service 

types (e.g., temporary loss of data or reduction of services) 

which cover the conditions in these clusters.  

To investigate whether changes in health services occurred, we 

analyzed the number of patient visits per year stratified by visit 

type (e.g., inpatient, outpatient, etc.) from the OMOP visit- 

occurrence table. Figure 6 shows plots of the annual counts for 

the 10 most frequent visit types, which account for 97.3% of 

Figure 4– Example annual concept trends for the ten most prevalent conditions. 

Figure 5– K-means clusters for conditions. Plots show cluster centroids (the cluster trend over time) with standard deviation across 

concepts as error bars (intracluster vaiance). Subplot titles show cluster labels and the percent of concepts belonging to each cluster.
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Table 1– Source vocabulary composition of condition clusters. 

Vocabulary ID Cluster 0 Cluster 1 

Remaining 

clusters 

SNOMED 0.2% 1.6% 0.0%

ICD10CM 93.9% 92.0% 16.8%

ICD9CM 6.0% 6.4% 83.2%

 

visits. We excluded 17 less frequent visit types, including 

cardiology clinic, general surgery clinic, community clinic, etc., 

from the figure for visual clarity. Outpatient visit is the most 

frequent type and exhibits a large depression from 1992-1995. 

The other visit types do not display similar depressions. 

Inpatient visits appear in 1989 and are very stable throughout 

the years. Emergency room visits appear in 1989 with unstable 

growth until 1995 and stable growth thereafter. 11.7% of visits 

did not have a specified visit type (No matching concept).  

Discussion 

Concept Prevalence 

Reviewing plots of annual frequencies of individual concepts, 

we found that the large majority of concepts exhibited a variety 

of unstable behaviors. Figure 1 shows a sample of plots, 

including the ten most prevalent conditions. We show the most 

frequent conditions because we assumed they would generally 

behave more stable than less frequent conditions. If frequencies 

of clinical terms in the EHR are representative of general 

population prevalence, then the behavior of terms in the EHR 

should reflect the behavior of the clinical concepts in the 

population. We should expect relative stability from the 

conditions in Figure 1, but from this small sample, it is 

immediately apparent that concepts exhibit a wide variety of 

behaviors in the EHR. Most of these fluctuations are too 

dramatic to be reflective of real health changes in the 

population. For example, Type 2 diabetes mellitus and asthma 

fall to nearly 0% frequency in 2015 while inflamed seborrheic 

keratosis was nearly 0% until 1999 but plateaus from 2000 

onward. These patterns suggest underlying changes in the usage 

of medical coding systems (e.g., changing from ICD9CM to 

ICD10CM). Type 2 diabetes mellitus and acute upper 

respiratory infection both have abruptly depressed frequencies 

from 1992-1995. Chest pain and abdominal pain have similarly 

shaped growth and decline patterns in the 1990s.  

Domain-Level Analysis 

The domain-level aggregate plots show high-level changes 

observable in the EHR. Figure 1 shows the annual number of 

patients, total patient count across concepts, and the count of 

concepts per capita for each domain. Some of the patterns 

observed in individual concepts also exist at the domain-level. 

From 1992-1995, the number of patients abruptly drops relative 

to surrounding years, corresponding to decreased condition 

counts. This suggests that the dips in type 2 diabetes mellitus 

and acute upper respiratory infection were caused by system 

level events, potentially affecting many conditions. Drug 

counts were practically non-existent before 2001 and almost 

linearly increased after 2001, indicating that drug data was not 

available before 2001. Changes in the annual number of unique 

concepts and the mean patient frequency across concepts (Fig. 

2) may suggest changes in the usage of medical coding systems. 

The increased number of concepts in the condition domain from 

2014-2015, in the drug domain from 2007-2011, and in the 

procedure domain from 2002-2005 and 2015-2017 all suggest 

that changes occurred in the medical coding system. 

Concept-Level Analysis 

As discussed above, many concept frequency curves display 

fluctuations too dramatic to be caused by changes in population 

prevalence. We applied K-means clustering to find groups of 

concepts that have similar behavioral patterns. Clusters contain 

hundreds to thousands of concepts, so their average frequency 

curves are minimally influenced by true changes in individual 

concepts’ population prevalences. These cluster patterns may 

suggest changes in the medical system that influence the 

clinical recording process, including service capacity changes 

(e.g., expansion of medical system) or events that affect patient 

data records (e.g., deployment of new clinical databases). In 

Figure 5, various patterns among condition concepts can be 

easily identified along with the proportion of concepts that 

follow the pattern. A small number of concepts remain stable 

and constant over time (e.g., condition cluster 12, 3.47% of 

conditions), and the stability only lasts for a period (1989-

2013). The majority of concepts are stable only during certain 

time windows, and these windows vary by cluster.  

Several clusters have sharp increases that correspond with 

decreases in other clusters. Clusters 0 and 1 increase while 

clusters 4, 5, 6, 11, 12, and 19 drop around 2014. We 

hypothesized that these patterns were caused by changes in the 

medical coding systems in 2014. To test this hypothesis, we 

analyzed the composition of source vocabularies among these 

clusters to determine if these clusters are primarily represented 

by different vocabularies (Table 1). Indeed, clusters 0 and 1 are 

composed of over 90% ICD10CM concepts, while all other 

clusters are cumulatively composed of 83.2% ICD9CM 

concepts, supporting the hypothesis above. Similar patterns 

were observed in the procedure domain associated with changes 

from ICD9Proc to ICD10PCS in 2016 (data not shown).  

Condition clusters 9, 15, and 19 exhibit a marked drop in 

frequency between 1992-1995, corresponding with dips in 

domain-level counts (Fig. 2a). Since this behavior was not 

observed among most other clusters, we hypothesized that this 

depression was isolated to specific sites or services. To test this, 

we analyzed annual visit type occurrences (Fig. 5). Outpatient 

visits display a similar depression between 1992-1995 while the 

other visit types behave stably during this time, suggesting that 

clusters 9, 15, and 19 are primarily composed of conditions 

observed in outpatient settings. Inpatient visit and emergency 

room visit types both begin in 1989, corresponding with the 

opening of the Milstein Hospital Building of Presbyterian 

Figure 6– Annual number of visits for the 10 most common 

visit concepts.  
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Hospital. A flurry of other visit types, including private 

physicians’ group office, nurse practitioner clinic, and 

community medical center, begin to appear in 2009, suggesting 

that the network of clinical data sources connected to the 

clinical data warehouse was expanding to more sites. 

Limitations 

There are a number of limitations to our methods. While 

clustering the annual concept frequencies reveals patterns of 

behavior among the concepts, the clusters on their own do not 

provide meaningful insight for the causes of these patterns. For 

some patterns, we were able to generate hypotheses and 

corroborate the causes by investigating other information 

sources (e.g., visit types and source vocabularies) to reveal 

systemic forces behind these patterns. However, many patterns 

are unexplained, and we cannot infer causality for the 

hypothesized causes of patterns as we did not apply statistical 

analyses. Even without causal explanations, these methods still 

allow researchers to identify time frames of data instability to 

exclude from their analyses or interpret with caution. These 

methods do not produce quantitative, scalar, and invariant 

results, which are desired characteristics of data quality metrics 

to allow comparison of data quality statistics across data sets 

and time [13]. The domain- and concept-level analyses were 

performed at annual intervals, which may be too coarse to 

detect short data aberrations. However, the method should 

perform well with shorter intervals. 

The selected number of clusters for K-means clustering was 

arbitrary. The choice of K influences the resulting clusters and, 

thus, the interpretation of results. We attempted to use the 

elbow method [14] to guide our choice, but the intercluster sum 

of squared differences had broad-shouldered changes over K in 

all domains (data not shown). This indicates the presence of 

many small clusters or many concepts may not follow common 

patterns, thus, there may not exist an optimal choice for K. 

We determined the annual number of patients based on 

observations in the condition, drug, and procedure tables and 

subsequently used this patient count in calculating concept 

frequencies of those conditions, drugs, and procedures. This 

introduces bias into the calculation of concept frequency. 

Ideally, the patient population should be identified externally 

from the variables undergoing analysis. The OMOP CDM 

contains observation_periods which should identify the start 

and end dates when the patient was observed in the database. 

However, in our database, 66.6% of patients have missing start 

dates, which may indicate an error in the extract-transform-load 

process, which converts data from the clinical data warehouse 

to the OMOP CDM. Also, we assume that each patient has a 

single unique identifier. This may not be true if patients have 

duplicate registrations within the CDW.  

Developing this analysis on an OMOP database confers both 

advantages and disadvantages. By analyzing the transformed 

database, we lose some ability to investigate data provenance 

and sources of data quality issues. However, developing this 

analysis on a widely adopted CDM allows other institutions to 

immediately benefit and learn from these results. Although 

other data models will not be able to replicate this analysis 

directly, the methods are simple to implement in other systems. 

Conclusions 

We contribute methods for analyzing EHR data quality aspects 

(e.g., temporal plausibility, consistency, etc.) for secondary 

analysis using domain-level aggregate statistics and clustering 

the annual concept frequency trends to find common temporal 

patterns across concepts. These patterns may indicate EHR data 

quality issues caused by operational or system-wide factors that 

affect multiple concepts simultaneously.  
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Abstract 

Prescription information and adverse drug reactions (ADR) 
are two components of detailed medication instructions that 
can benefit many aspects of clinical research. Automatic 
extraction of this information from free-text narratives via 
Information Extraction (IE) can open it up to downstream uses. 
IE is commonly tackled by supervised Natural Language 
Processing (NLP) systems which rely on annotated training 
data. However, training data generation is manual, time-
consuming, and labor-intensive. It is desirable to develop 
automatic methods for augmenting manually labeled data. We 
propose pseudo-data generation as one such automatic 
method. Pseudo-data are synthetic data generated by 
combining elements of existing labeled data. We propose and 
evaluate two sets of pseudo-data generation methods: 
knowledge-driven methods based on gazetteers and data-
driven methods based on deep learning.  We use the resulting 
pseudo-data to improve medication and ADR extraction. Data-
driven pseudo-data are suitable for concept categories with 
high semantic regularities and short textual spans. Knowledge-
driven pseudo-data are effective for concept categories with 
longer textual spans, assuming the knowledge base offers good 
coverage of these concepts. Combining the knowledge- and 
data-driven pseudo-data achieves significant performance 
improvement on medication names and ADRs over baselines 
limited to the use of available labeled data. 

Keywords:  

Natural Language Processing, Machine Learning, Information 
Storage and Retrieval 

Introduction 

Electronic health records (EHR) contain significant amounts of 
medical information. However, most of this information is 
presented in unstructured narrative free-text and remain 
unavailable to computerized systems that rely on structured 
representations for access and retrieval [1,2]. This unavailable 
information includes medication and prescription information, 
which is often described in narrative portions of electronic 
health records (EHRs) [3] and can complement the information 
represented in prescriptions themselves [4]. 

Natural language processing (NLP) methods such as 
information extraction (IE) can open up this information to 
downstream uses [2,3], such as comparative effectiveness [5] 
cohort selection [6,7], medication reconciliation [8], and 
pharmacovigilance and pharmacogenomics [9]. Extraction of 
medication information from narratives enhances patient safety 
by making this more complete medication information 
available to use for clinical decision support [8].  Extraction of 
ADRs supports goals highlighted by the U.S. Food and Drug 
Administration (FDA) [10] for comparing the ADRs present in 

labels from different manufacturers for the same drug, and for 
performing post-marketing safety analysis by identifying new 
ADRs not currently present in the labels [11]. 

Over the last few decades, there have been many efforts for 
extracting information from clinical narratives [4,11]. An 
important factor in the development of these systems is the 
availability of sufficient training data [12]. However, 
preparation of training data is time-consuming and labor-
intensive; as a result, such data sets are scarce. Even when such 
data are available, some concept types in the data tend to be 
sparsely-represented [13]. NLP systems either relatively 
underperform on concept categories that are more sparse or 
they complement their supervised machine-learning models 
with hand-build rules [14,15]. An alternative to these 
approaches requires augmenting labeled data with pseudo-data.  
Pseudo-data are synthetic data that are derived from samples in 
labeled data, e.g., by combining elements of existing samples. 
Despite its promise for IE, to the best of our knowledge, 
pseudo-data generation has received limited attention in the 
clinical domain. Instead, researchers have focused on 
modifying the architectures of their systems to improve 
recognition of concepts, potentially over-fitting their systems to 
the data and to the task [4]. We aim to address this gap in the 
literature. 

Our proposed approach develops and compares knowledge- 
and data-driven pseudo-data generation methods for IE from 
narratives of EHRs [4] and from drug labels [11]. We use the 
resulting pseudo-data to enhance NLP methods for extracting 
medication and ADR information. Despite focus on medication 
names and ADRs, we also study concepts that relate to 
medications and ADRs. Our IE methods extract concepts in a 
sentence; therefore, improving identification of a key concept 
in a sentence can have a spillover effect and help extraction of 
the rest of the concepts in the sentence, even when those 
concepts themselves are not directly enhanced with pseudo-
data. We, therefore, report results on the following set of 
concept types: medication names, dosages, frequencies, modes, 
durations, and reasons; ADRs, animal species, drug classes, 
factors, negated phrases, and severities. Our results show that 
pseudo-data helps improve performance on medication names 
and ADRs over methods that are limited to the use of available 
labeled data. 

Related Work 

Extraction of ADR and medication information is commonly 
solved using rules and/or machine learning classifiers. Rule-
based systems have proven to be useful [4,14] for this purpose 
but come with limitations on performance, scalability, and 
generalizability [16]. They suffer particularly on concept types 
that show much syntactic variation [13]. In response to these 
limitations of rule-based systems, most high-performing 
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methods utilize machine learning classifiers [13,15-17]. The 
primary challenge facing these systems is data sparsity [13]. As 
a result, machine learning solutions often require support from 
rules [16] and have given promising results. The current state 
of the art in medication extraction is one such hybrid system 
that combines a machine learning classifier with post-
processing rules and achieves 89.6% F-measure on medication 
names in narrative EHRs [15]. In comparison, the current state 
of the art in ADR extraction is a machine learning system that 
achieves 82% F-measure [17] on ADRs. Given their reliance on 
labeled data, performance on both tasks can be improved by 
more data.  Given the high cost of generating manual gold 
standard data, we explore an automatic method, pseudo-data 
generation, for augmenting available labeled data. To assess 
generalizability, we incorporate pseudo-data into two tasks 
tackled on two different kinds of corpora: medication extraction 
from EHRs and ADR extraction from drug labels. 

Pseudo-data generation is a common way of resolving 
imbalanced datasets. Despite its potential benefit for addressing 
data sparsity, pseudo-data generation remains relatively 
unexplored in the clinical domain. Outside of the clinical 
domain, Chawla et al. [18] proposed an oversampling method, 
called synthetic minority over-sampling technique (SMOTE), 
that generates pseudo-samples for minority classes by joining 
existing samples with their nearest neighbors in terms of feature 
vectors. SMOTE takes the size of the largest class as a 
parameter to produce a fully balanced training set for all 
classes. Within the clinical domain, pseudo-data generation has 
been tackled only in very few studies: e.g., Keretna et al. [19] 
formulated an extended segment representation technique to 
improve biomedical IE, with emphasis on ambiguous named 
entities. 

In our study, we evaluate the efficacy of pseudo-data in clinical 
IE on medications and ADRs. We propose two methods for 
pseudo-data generation. The first method utilizes a combination 
of random duplication and external gazetteers. Being one of the 
simplest oversampling methods, random duplication on its own 
is rarely effective [18]. Literature [20] fails to show significant 
improvement on minority class recognition when data sizes of 
the minority class are increased through repetition of existing 
data. We expect that this finding results from lack of any “new” 
information. Therefore, we incorporate information from 
external gazetteers and generate new samples from them so that 
we can address the sparsity of unique samples. The second 
method takes advantage of word embeddings. Pennington et al. 
[21] have shown that semantically similar words cluster 
together in the word embedding space. Given this, we generate 
pseudo-data by replacing tokens (from clinically-relevant 
concepts) in the existing training data with their nearest 
neighbors in terms of embeddings. After generating pseudo-
data, we use them to enrich our training data. We hypothesize 
that pseudo-data can help improve IE performance. 

Data 

We base our studies on two established NLP data sets for 
medication and ADR extraction. Our first corpus consists of 
991 discharge summaries from Partners Healthcare and was the 
basis for the 2009 i2b2 Medication Challenge [4] which 
focused on the extraction of medication and prescription 
information from narratives of EHRs. This dataset contains 145 
annotated summaries and 846 unannotated summaries in the 
training set. The test set contains 252 annotated summaries. Our 
second data set consists of 2,309 drug labels from the FDA and 
were the basis for the 2017 TAC ADR Challenge [11], which 
focused on the extraction of ADRs, related drug classes, ADR 

severities, and other information from narratives. This dataset 
contains 101 annotated labels and 2,208 unannotated labels in 
the training set. The test set contains 99 annotated labels. In our 
study, we build systems based on the training data. We then run 
an end-to-end system against the test set. See Table 1 for the 
per-category statistics for each dataset. 

Table 1 - Number of records, tokens, and phrase-level 
concepts per category (training and test set) 

 

Methods 

We study pseudo-data generation on two types of concepts, 
medication names and ADRs, which lie at the heart of any 
prescription and ADR extraction task. Given our focus on 
pseudo-data generation, we first introduce a baseline IE system 
that can extract these concepts from labeled data. We then 
present two pseudo-data generation methods and measure the 
contribution of pseudo-data to the gold standard data and to 
extraction performance. 

Creating a Baseline IE System  

Our baseline IE system [16] uses conditional random fields 
(CRFs) [22] trained with: (1) Normalized tokens: lower-cased 
tokens with punctuation or special characters removed. We 
replace all numbers with a generic placeholder (e.g., 300 ml → 
DDD ml, 3rd degree → D degree). (2) Part-of-speech (POS) 
tags. (3) Temporal properties: A set of seven binary features 
that indicate whether a token represents a signal for temporal 
expressions such as time, temporal period, and temporal 
reference. (4) Real-valued word embeddings trained on the 
unannotated portions of our datasets, as indicated by prior work 
[23]. When including these features into the training process, 
we use window size of ±2 around the target word. This window 
size is selected as the optimal parameter from cross-validation 
experiments which checked window sizes from ± 1 to ± 5 in our 
previous study [16]. 

We evaluated this system on both ADR and medication 
extraction using only gold standard labeled data (see Table 2 
for results [16]). We then enhanced it with pseudo-data as 
follows: we collected sentences from the annotated training 
data that contained at least one ADR or medication name. We 
generated pseudo-data based on these sentences using two 
different methods: Knowledge-driven and data-driven. 

Generating Knowledge-Driven Pseudo-data 

This method takes advantage of external gazetteers. Using 
ADR extraction as an example for describing the methodology, 
we select and access a database (i.e., Vigibase from 
VigiAccess.org) that can serve as a lookup table for ADRs [23]. 
In our study, most ADR concepts found in drug labels use 
normalized terms and controlled vocabularies (i.e., the FDA 
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publishes regulations governing the content and format of ADR 
information [10]). With the help of Vigibase, we manually 
create a gazetteer that contains 18,310 ADRs commonly found 
in the drug labels. We then randomly select one sentence from 
the ones previously collected from our gold standard and 
replace the ADR in that sentence with a different one from the 
gazetteer. If we have more instances in the gazetteer than the 
total number of sentences that contains ADRs in the gold 
standard, then we continue this step until all instances in the 
gazetteer are injected to the sentences in the gold standard, 
creating at least one pseudo-data sentence per original that 
contains an ADR. For example, the original sentence “the most 
common adverse reactions (>=20%), regardless of causality, 
were stomatitis, infections, and asthenia” becomes “the most 
common adverse reactions (>=20%), regardless of causality, 
were dizziness, pyrexia, and fatigue”. We use the same method 
for pseudo-data generation for medication names, creating a 
gazetteer from Drugs.com which contains 5,394 commonly 
used medication names. 

Generating Data-Driven Pseudo-data 

This method takes advantage of patterns observed in the data. 
In particular, we study similarity of concepts using word 
embeddings. We utilize word embeddings trained on MIMIC-
III (a large database of about 2 million clinical notes for about 
46 thousand patients [24]). For each sentence containing an 
ADR/medication, we replace each token within the concept 
with the top three closest tokens represented by word 
embeddings (i.e., replacing each ADR/medication token with 
its first, second, and third nearest neighbor, respectively) to 
create pseudo-concepts. For multi-token concepts, we create 
multiple pseudo-concepts by combinatorically putting together 
the nearest neighbors of each of their constituent tokens. We 
measure word-to-word distances using Euclidean distance, as 
suggested by the literature [21] as a proxy for semantic 
similarity. This measure of similarity between tokens is a 
likelihood rather than a certainty; however, it has been widely-
accepted and used in NLP with reliable results [21]. The 
purpose of the data-driven pseudo-data is to enrich the training 
data with more tokens that resemble ADRs/medication names 
[25-27]. We do not aim to replace each word with its synonym. 
Rather, we aim to replace each concept with a concept that is 
semantically similar or related [25-27], and is of the same type, 
i.e., replace a drug with a drug in order to improve learning 
contexts in which drugs occur.  

Unlike knowledge-driven pseudo-data that is guaranteed to 
contain pseudo-concepts of the correct type, concepts that are 
related in the word embedding space may not all be concepts of 
the same type. In order to identify and utilize the most useful 
pseudo-concepts from data-driven pseudo-data, we use 
confidence thresholds and filter examples with lower 
confidence. For this, we start with training a supervised model 
using labeled data. We apply this model to predict concepts on 
the data-driven pseudo-data. We obtain confidence rates for 
each of the predicted labels and utilize sentences from pseudo-
data that contain at least one ADR concept (or medication 
concept) that scores higher than the confidence threshold. We 
repeat this process until no ADRs/medications in the pseudo-
data are introduced to the labeled data.  

The literature suggests picking a confidence threshold of 0.90 
or 0.95 [28] for filtering. In these cases, the system only utilizes 
high-confidence concepts from the pseudo-data. Such high 
thresholds would minimize noise that can come from incorrect 
pseudo-concepts. However, setting a high confidence threshold 
also potentially excludes some correctly predicted pseudo-
concepts from the training model. Given sufficient samples of 

training data, the optimal threshold can be tuned via cross-
validation.  In our case, we observe that a threshold of 0.85 
would filter out some potentially useful pseudo-concepts.  
Therefore, we set the threshold to 0.8 in order to be conservative 
without being overzealous. Figure 1 shows some example 
pseudo-concepts. 

 

Figure 1 - Examples of data-driven pseudo-concepts 

Generating Hybrid Pseudo-Data 

Knowledge- and data-driven methods can generate different 
pseudo-data. Therefore, as a final step, we combine these two 
datasets to create a hybrid pseudo-dataset.  Figure 2 shows the 
workflow we designed to generate the hybrid pseudo-data.  

 

Figure 2 - Generating hybrid pseudo-data 

Results and Discussion 

We tune the parameters of our models with five-fold cross-
validation on the training set. Then we train our IE system on 
the complete training set and evaluate on the test set for each 
task. Feature sets and window sizes remain identical to those 
described in Baseline IE System section. 

Table 2 shows phrase-level F1-measure with and without 
pseudo-data on the test set for both IE tasks. When extracting 
ADRs and medication names, with respect to the baseline using 
no pseudo-data, the model performs significantly better when 
enhanced with either knowledge-driven  or data-driven pseudo-
data. The performance gain also spills over to other concept 
categories, with significant performance improvement on the 
severity class. 

In medication name extraction, the model with data-driven 
pseudo-data performs significantly better than the model with 
knowledge-driven pseudo-data. However, there is no 
significant advantage of data-driven pseudo-data in ADR 
extraction when compared to knowledge-driven pseudo-data. 
Manual analysis of the system output and pseudo-data showed 
that medication names are mostly single token nouns in the 
MIMIC III vector set. As a result, these concepts can be used 
interchangeably without breaking the surrounding context and 
can benefit IE performance. In contrast, in spite of 53.60% of 
the ADRs being single-token concepts in the test set, many of 
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them have longer textual spans. Given that our data-driven 
methods utilize word embeddings at the token level, even after 
filtering through confidence thresholds, these pseudo-concepts 
may not benefit IE. 

Our results and manual analyses suggest that data-driven 
pseudo-data are suitable for concept categories with short 
textual spans, whereas the knowledge-driven pseudo-data are 
effective for concept categories with longer textual spans, 
assuming that the gazetteer offers a good coverage of the 
concept types in focus. Hybrid pseudo-data puts the strengths 
of the two together and shows statistically-significant 
performance improvement on the extraction of both ADRs and 
medication names. The biggest gains come from improved 
performance on concepts that appear only once in the data. For 
example, on the ADR extraction task, 10.92% of ADR concepts 
fall under this category. Furthermore, 53.95% of these ADRs 
appear in the VigiAccess gazetteer. We also checked the ADRs 
that were not extracted by the model with knowledge-driven 
pseudo-data but by the model with hybrid pseudo-data. The 
model with hybrid pseudo-data performed particularly well on 
ADRs that are modified by adjectives or prepositional phrases. 
For instance, unlike the model with hybrid pseudo-data, the 
knowledge-driven model failed to recognize “peripheral 
sensory neuropathy” and “residual neuropathy” when 
“sensory” and “residual” are modifying the ADR term 
(“peripheral neuropathy”). 

Table 2 - Phrase-level F1-measure with and without pseudo-
data on the test set for both IE tasks 

 
The model with hybrid pseudo-data also shows statistically 
significant gains on severity. However, it fails to show any 
performance gains against the baseline (differences are not 
statistically significant) on the rest of the minority classes. 
These concept categories have limited training samples 
therefore the classifier faces difficulties when generalizing 
patterns. For example, there are only 44 samples (5 unique 
samples) for Animal class in the training data. Therefore, the 
model fails to recognize other animal entities in the test data 
(e.g., “cynomolgus”, “minipig”, “ferret”).  

Error Analysis and Limitation 

We analyzed the system’s output to pinpoint incorrect 
predictions with respect to the gold standard. In medication 
extraction, we found the model still cannot distinguish some 
generic medication names (e.g., “his medication”, “other 
antibiotics”, “this medication”, “trial drug”). We found 70 
instances related to “medication(s)”, 53 instances related to 
“antibiotic(s)”, and 14 instances related to “home” in the 
remaining errors. Also, the system cannot recognize some 
ambiguous medication names. For example, the extraction of 

“No Doz” and “One A Day” is problematic because the first 
one starts with a negated token, whereas the second one looks 
like a medication frequency. In ADR extraction, generic ADRs 
are also a common theme in erroneous predictions (e.g., “gi 
adverse reactions”, “autoimmune disorders”, “interstitial lung 
disease”). Furthermore, some ADR concepts contain (or are 
surrounded by) multiple generic concepts and are syntactically 
complex, (e.g., “irreversible vision damage with vision 
damage from SABRIL”, “structure infections with 
moderate/severe pre-existing renal impairment”, “drug 
reaction with eosinophilia and systemic symptoms”). What 
is more, some concepts contain negated tokens and mislead the 
system. For example, the model failed to extract “negative 
thoughts” and “non-melanoma skin cancer” due to the 
included negation signals, “negative” and “non”. 

Other errors arise because of misleading lexical context. For 
example, “alcoholic beverage” and “vomiting” are both 
predicted as medication names when appearing respectively in 
“she took 600 ml alcoholic beverage for the day” and “vomiting 
x 5 hours”. Similarly, the system does not recognize animal 
concept “rodent” in “rodent models inhibition of IL-12/IL-
23p40” because it is presented with a protein product. Finally, 
our system still misses concepts that have longer textual spans 
or lack temporal signals (e.g., “disruption of the body ability 
to reduce core body temperature”, “progression of pre 
chronic myelomonocytic leukemia with nras mutation”, 
“after your cardiac catheterization”, “possibly lifelong”). 

In addition, our method faces its biggest challenges when 
differentiating certain concepts that look like ADRs but are not 
caused by a reaction to a drug (and are therefore not ADRs). 
These include: (1) Concepts that look like ADRs but actually 
refer to the medical problems of patients. For example, in “fever 
and persistent constipation upon admission”, where the 
underlined concepts are not ADRs. This is the most prominent 
type of challenge. (2) Hypothetical or negated ADRs that do not 
actually occur. For example, “evaluate if neuropathy is 
suspected” and “if muscle signs and symptoms persist”. 

Our future work will focus on these challenges and explore 
more comprehensive knowledge-bases, such as the Unified 
Medical Language System (UMLS) [29] as well as phrase-level 
[30] or sentence-level embeddings [31] that can generate more 
reliable pseudo-data for the training models. 

Conclusion 

In this paper, we evaluated the contribution of pseudo-data to 
clinical IE, using ADR and medication extraction as test bed 
applications. We developed two methods for generating 
pseudo-data. The first method is knowledge-driven and uses 
gazetteers that contain clinically-relevant concepts, whereas the 
second method is data-driven and takes advantage of word 
embeddings. We found that the data-driven method is suitable 
for concept categories with short textual spans, whereas the 
knowledge-driven methods are effective for concept categories 
with longer textual spans, assuming the gazetteers offer good 
coverage of the concepts within each category. Hybrid pseudo-
data takes advantage of strengths of both, improving 
performance on the extraction of two important concept 
categories in clinical IE: ADRs and medication names. 
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Abstract 

NimbleMiner is a word embedding-based, language-agnostic 

natural language processing system for clinical text 

classification. Previously, NimbleMiner was applied in English 

and this study applied NimbleMiner on a large sample of 

inpatient clinical notes in Hebrew to identify instances of 

diabetes mellitus. The study data included 521,278 clinical 

notes (one admission and one discharge note per patient) for 

268,664 hospital admissions to medical-surgical units of a 

large hospital in Israel. NimbleMiner achieved overall good 

performance (F-score =.94) when tested on a gold standard 

human annotated dataset of 800 clinical notes. We found 15% 

more patients with diabetes mentioned in the clinical notes 

compared with diagnoses data. Our findings about 

underreporting of diabetes in the coded diagnoses data 

highlight the urgent need for tools and algorithms that will help 

busy providers identify a range of useful information, like 

having a diabetes.  

Keywords:  

Natural language processing, Text classification, Diabetes.  

Introduction 

With the wide international adoption of electronic health 

records and other information technology in healthcare, there is 

an exponential growth in health data. It is estimated that as 

much as 50 to 80% of all healthcare data are captured as 

unstructured, mostly free text narrative data.  Examples of 

health narrative data include daily inpatient progress notes that 

are completed by physicians and nurses, primary care clinics 

follow-up notes, radiology notes, surgical notes, etc. [1].  

With large potential benefits that are projected from using these 

data, these exponentially growing narrative information sources 

pose several significant challenges.  Busy clinicians are now 

required to go through an increasing number of narrative notes 

about a patient to understand their medical history and diagnose 

their conditions correctly [2]. Health researchers are dealing 

with an increasing number of clinical notes they need to review 

in order to identify important aspects of care and patient 

characteristics [2].   

Some of these challenges can be solved through natural 

language processing (NLP) with a variety of techniques aimed 

at extracting meaning from narrative data [1]. NLP can be 

broadly divided into linguistic approaches and statistically 

based approaches. Linguistic NLP systems tend to use complex 

language characteristics, for example large vocabularies of pre-

defined terms and expressions, to identify a concept of interest 

in clinical texts. For example, past studies extracted wound 

characteristics from outpatient notes [3] and identified patients 

with poor treatment adherence in inpatient notes [4] using pre-

build vocabularies of clinical terms for these domains. 

Statistically-based NLP approaches - sometimes also called text 

classification- are often based on probabilistic estimations of a 

presence of a specific phenomenon in the clinical texts. For 

example, text classification was used to classify clinical notes 

in terms of information completeness and adequacy [5] or to 

identify depression and depression symptoms among patients 

[6].  

Although significant advancements in clinical NLP were made 

over the last decades, most of the published NLP studies and 

existing NLP systems focus on processing information in 

English. In general, a vast majority of languages around the 

world are considered low-resource languages in terms of NLP 

[7]. More tools and approaches are urgently needed to 

overcome the resource barrier so advances in NLP can deliver 

more widespread benefits to health providers, researchers and 

patients [8].    

This paper presents a novel open-source NLP system called 

NimbleMiner. NimbleMiner was previously tested in text 

classification tasks in English. For example, we successfully 

applied NimbleMiner to identify fall-related information in 

clinical notes, while achieving higher system performance in 

significantly less time compared to a previous rule-based 

systems [9]. By design, NimbleMiner implements a language-

agnostic NLP approach and we estimated that our system can 

be applied to languages other than English. To evaluate this 

assumption, this study applied NimbleMiner to process clinical 

narratives in Hebrew.  

Similar to many other languages, Hebrew has very scarce 

resources to implement NLP  [8].  In healthcare, we found only 

one published effort that reported building Hebrew NLP 

healthcare pipeline in early 2010 [10] and since then, no other 

reports were identified. The aim of this study was to apply 

NimbleMiner on a large sample of inpatient clinical notes in 

Hebrew to identify instances of diabetes mellitus (both insulin 

dependent type I diabetes and insulin resistant type II diabetes). 

We worked with clinicians in the largest hospital in Israel 

(Sheba Medical Center) to develop the NLP pipeline and 

evaluate its performance.  
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Methods 

Our methods are summarized in Figure 1. We first manually 

reviewed a random sample of admission and discharge 

narrative notes for 400 patients, identified diabetes cases, and 

created a gold standard of human annotated notes with the help 

of clinical experts. We then trained and tested our NLP 

system—called NimbleMiner—and classification algorithms. 

Finally, we assessed our automated approach by comparing 

system-generated classification against the gold standard. We 

also compared diabetes cases extracted from narrative data 

versus coded diagnoses for pateints included in the gold 

standard. 

 

Figure 1– Study Methods Overview 

Dataset 

We extracted a large sample of clinical notes of all the patients 

admitted to the Sheba Medical Center over two years 2016-17. 

Sheba Medical Center located in the Tel Aviv District, is the 

largest hospital in Israel with about 1,700 beds, over 1,400 

physicians, and 2,600 nurses. Only patients admitted to 

medical-surgical units were included in this study. We excluded 

any pediatric patients or women who were admitted for 

pregnancy/delivery reasons. Over the study time period, there 

were 268,664 admissions for 127,851 unique patients. Patients’ 

average age was 65.1.  

In this project, we used a subset of admission and discharge 

narrative clinical notes for all the patients in the sample. There 

were 521,278 clinical notes (one admission and one discharge 

note per patient’s admission) after excluding missing data. 

Admission notes consisted of narrative description of patient’s 

state at the hospital admission, including previous medical 

history, patient’s diagnoses, medications, reason for admission, 

patient’s signs and symptoms, relevant social history, etc. 

Discharge notes included information similar to the admission 

note, with addition of hospital treatment course and discharge 

recommendations. On average, clinical notes had roughly 2,000 

characters, with admission notes being slightly longer than 

discharge summaries (about 200 charters longer on average). It 

is important to note that the written Hebrew alphabet does not 

include vowels, thus writing is more concise compared to other 

languages. This study received an Institutional Review Board 

approval from the University of Haifa, Israel. 

Domain Definitions  

We used clinical literature [11] and our team’s expertise to de-

fine the domain of interest. In this project, we focused on iden-

tifying clinical notes where diabetes is very likely to be de-

scribed. To accomplish that, we defined several categories of 

terms that will suggest high likelihood of diabetes presence, as 

follows: 

• Diagnosis of diabetes: any mention of patient’s having di-

abetes in the text (e.g., terms like “diabetes mellitus”, ab-

breviations like “DM”, etc.).  

• Mention of one or more diabetic medications in the text: 

including – Insulin derivatives (e.g., Lantus, Apidra, No-

vorapid, Actrapid), Insulin pump, Glucomin, Glucophage, 

Methformin, Januet, Jardiance, Sulfanyl urea, Gluben, 

Forxiga, DPP4, Januvia, GLP1, Victoza, Trajenta, etc.).  

• Indication of hemoglobin A1c >6.5% or fasting glucose 

levels > 125 mg/dL in the text. �

• Diabetes complications in the text (e.g., diabetic foot, di-

abetic neuropathy, diabetic retinopathy, etc.).  

NLP System Description  

NimbleMiner is an open source NLP system developed by our 

team [9]. User manual and download options can be accessed 

at: http://github.com/mtopaz/NimbleMiner. Other research or 

clinical teams can use the system under the GNU General Pub-

lic License v3.0. NimbleMiner includes several methodological 

stages of clinical note processing that are briefly described be-

low and presented in Figure 2.  

 

Figure 2– NimbleMiner System Process Stages 

 

Stage 1- Language model creation: The user selects a large 

corpus of clinical notes and defines language model 

characteristics. We use a word embedding model (specifically 

skip-gram model) for language model generation and users can 

change model settings based on their preferences. Stage 2- 

Interactive rapid vocabulary explorer: The user enters a 

query term of interest, and the system returns a list of similar 

terms it identified as relevant. The list of suggested similar 

terms is based on the cosine term similarity metric extracted 

from the word embedding model. The user selects and saves the 

relevant terms by clicking on them. Negated or other irrelevant 

terms and expressions that are not selected by the user are saved 

by the system for further tasks, such as negation  detection. 

Figure 3 describes the steps of the vocabulary explorer stage. 

Stage 3- Labels assignment and review: The system uses the 

stage 2 discovered similar terms to assign labels to clinical 

notes (while excluding notes with negations and other irrelevant 

terms). Assigning a positive label means that a concept of 

interest is present in the clinical note. When needed, the user 

reviews and updates lists of similar terms and negated similar 

terms. The user reviews the clinical notes with assigned labels 

for accuracy. This weakly supervised rapid labeling approach  
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is based on a positive labels learning framework validated in 

previous research [12,13]. Stage 4- Machine learning: The 

user choses a machine learning algorithm to be applied to create 

a predictive model (e.g., Support vector machines, recurrent 

neural network, random forest). The model is then applied to 

predict which clinical notes might have the concept of interest. 

The user reviews the predicted notes and can go through stages 

2-4 again to add new labels. 

NLP System Settings   

Narrative data were pre-processed by removing punctuation 

and lowercasing all English words (Hebrew letters do not have 

upper case). All numeric symbols were kept in the text. 

Additionally, we converted frequently co-occurring words in 

the clinical notes into phrases with lengths of up to four words 

(4-grams) [14]. This is a common process in NLP where sets of 

co-occurring words are combined into phrases. For example, 

“pt has diabetes” might be a common 3-gram. We used a 

phrase2vec algorithm with default settings to implement this in 

NimbleMiner.  

NimbleMiner has a user interface that is implemented in R 

statistical package. We used a skip-gram model implementation 

called word2vec and phrase2vec to create a word embedding 

model in R [14]. Parameters of the word embedding model 

were held constant based suggestions in other studies of word 

embedding [15]. Specifically, we used a model with window 

width size = 10, vector dimension = 100, minimum word count 

= 5, negative sample size = 5, and sub-sampling = 1e-3. We 

used all the available clinical documents (~ 521K clinical notes) 

to train the model.  

For each similar term entered by the user, the system presented 

50 potentially similar terms based on the cosine term similarity. 

Our previous experiments [9] showed that the random forest 

algorithm outperforms other approaches (e.g., J48 Decision 

trees, Support Vector Machines), hence we used this algorithm 

in the machine learning stage of this study. Random Forest 

algorithm was used with default settings (number of iterations 

= 100, minimum number of instances = 1, minimum variance 

for split = 1e-3, depth = unlimited).  

To identify negation terms for medical domain in Hebrew, we 

started from translating a commonly used vocabulary of  

 

negation terms in English, called NegEx [16]. Next, we used 

our clinical and Hebrew linguistic knowledge to identify 

additional negation terms. We then used NimbleMiner’s 

vocabulary explorer to identify other potential negations and 

variations in negations spelling. Our final list of medical 

negations in Hebrew includes 118 terms, which might appear 

before or/and after a diabetes term (e.g., “שולל”- denies or 

 has no). n-grams (irrelevant terms not selected by the -”ללא“

user) were used to detect family and past history contexts.   

NLP Implementation    

Similar terms were explored by a team of 2 nurses and 2 

physicians who used NimbleMiner. First, two nurses and one 

physician used NimbleMiner to identify and review potentially 

relevant terms independently (NimbleMiner stage 2) and then 

the lists of terms were combined into one list. Another 

physician then reviewed the combined list and finalized any 

disagreements or additional terms that appeared in one list but 

not in the other. 

System Evaluation- Gold Standard Creation     

We extracted a random sample of admission and discharge 

notes for 400 patients in our database (800 clinical notes total). 

Each note was reviewed by 3 clinicians on our team (2 nurses 

and 1 doctors) for presence of diabetes. Clinicians were asked 

to use their clinical judgment and indicate if each specific note 

has a mention of diabetes. There was moderate inter-rater 

agreement (Cohen's Kappa inter-rater agreement = .69).  A 

senior internal medicine physician then reviewed each of the 

cases and adjudicated whether diabetes was present or absent in 

cases of disagreement. This corpus of documents was not used 

for algorithm training but only as a gold standard for algorithms 

evaluation.   

We applied our NLP algorithms on the gold standard dataset to 

predict presence of diabetes in each of the documents. We 

calculated precision (defined as the number of true positives out 

of the total number of predicted positives), recall (defined as the 

number of true positives out of actual number of positives) and 

F-score (F1, weighted harmonic mean of the precision and 

recall) to evaluate and compare the performance of our 

algorithms.  

 

Figure 3– NimbleMiner Stage 2 -Interactive Rapid Vocabulary Explorer Process Overview 

Legend: Interactive rapid vocabulary explorer:  The user enters a query term of interest (step 1), and the system returns a list of 

similar terms it identified as relevant (step 2). The list of suggested similar terms is based on the cosine term similarity metric 

extracted from the word embedding model.  The user selects and saves the relevant terms while negated or other irrelevant terms 

that were not selected by the user are also saved in the system for further tasks (step 3). The system iteratively identifies new 

potential similar terms and presents them to the user for review (steps 2-3) and the process continues until there no new similar 

terms to suggest (step 4) 
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Comparison with Structured Diagnosis Data    

In this project, we only had access to coded diagnoses of 

patients included in the gold standard set. Based on expert 

judgment, we labeled each note as either positive or negative 

for presence of diabetes based on information identified in the 

clinical notes. We then compared our results (per hospital 

admission and discharge) with structured data on patient 

diagnoses. Diagnoses data included primary diagnosis at 

admission, a list of secondary diagnoses, and discharge 

diagnoses (that might be different from admission diagnoses 

because they were updated during hospitalization). All 

diagnoses data were stored as International Calcification of 

Diseases version 9 (ICD 9) codes [17] and we used all codes 

from category 250.XX (diabetes mellitus) and V58.67 (Long 

term, current insulin use). 

Results 

Overall, 1,427 terms and expressions were discovered for 

diabetes using NimbleMiner. There was a moderate inter-rater 

agreement (Cohen's Kappa inter-rater agreement = .69) on the 

relevant terms between the three clinicians. Another physician 

reviewed all the terms, forming the final terms corpus. Table 1 

presents the number of terms identified for each diabetes 

category. Since the system is using cosine similarity as a 

measure of term relatedness, our approach identified terms in 

Hebrew, English, misspellings in both languages, abbreviations 

and other lexical variants specific to Hebrew (for example 

specific Hebrew suffixes indicative of male or female). 

Table 1– Categories and Examples of Diabetes Expressions 

Domain Number 

of terms 

Examples  

Diagnosis of dia-

betes 
928 

“dm 2”, “סכרת type 2” 

(diabetes type 2), “ברקע 

 diabetic) ”גבולית סכרת

background) 

Diabetic medica-

tions 
358 

 uses) ”באינסולין מטופלת“

insulin), “lantus במינון”, 

ב“ glucophage” 

Hemoglobin A1c 

>6.5% or fasting 

glucose levels > 

125 mg/dL 

49 

“hba1c>6.5”, “מעל סוכר 

180” (blood sugar above 

180) 

Diabetes compli-

cations 
92 

“diabetic foot”, “נפרופתיה 

 diabetic) ”סוכרתית

nephropathy) 

Total 1,427  

 

NLP System Performance Evaluation    

We first evaluated NimbleMiner’s performance using just the 

labeling process (see NimbleMiner stage 3, weakly supervised 

labeling) and then compared these results with random forest 

algorithm performance. Table 2 shows that NimbleMiner’s 

labeling alone showed better results than further machine 

learning or codes alone. 

Table 2– Codes and NLP performance on the gold standard 

 Diagnoses 

codes 

NimbleMiner 

labeling 

Random forest 

Precision .78 .91 .87 

Recall .85 .96 .86 

F-score .82 .94 .87 

 

Comparison with Structured Diagnosis Data    

Overall, we found 176 patients with diabetes in the coded 

diagnoses data while our experts found 159 patients with 

diabetes based on clinical notes review (800 clinical notes 

included in the gold standard). This difference is explained by 

the fact that diabetes for these patients (n=17) was coded, but 

was not mentioned in the text. On the other hand, we found that 

our experts identified an additional 15% (n= 26) more patients 

with diabetes described in the text compared to the diagnoses 

data.  

Discussion 

This study is one of the first to implement NLP in medical 

domain in Hebrew. In general, NimbleMiner’s approach proved 

useful for clinical narratives in Hebrew. First, our team of 

clinicians have successfully interacted with NimbleMiner to 

identify a large vocabulary of terms and expressions describing 

diabetes in clinical notes. This list included misspellings, 

expressions in both Hebrew and English, specific Hebrew 

lexical variants, etc. Compiling such a vocabulary is often a 

challenge in NLP projects and it is usually conducted thorough 

literature review, reading large amounts of clinical notes, etc. 

[8]. Our approach enables clinicians to identify a 

comprehensive vocabulary of terms specific to their domain 

within a short period of time, while being assisted by machine 

learning components.     

This comprehensive vocabulary of terms is then applied to label 

clinical notes. During labeling, negated terms are removed from 

positively labeled cases. We also remove irrelevant terms that 

were reviewed by the user during the vocabulary exploration 

process (stage 2). For example, similar terms related to 

presence of diabetes, like "dm 2" or are sometimes included in 

a larger irrelevant term, like "family history of dm 2", "son has 

dm 2", or "screened for dm2". These irrelevant terms are 

excluded, which helps our system to conduct high quality 

labeling. Our results support the current literature suggesting 

that machine learning with human-in-the-loop is an effective 

approach in healthcare.[18,19] Human experts can interact with 

machine learning to reduce NLP task complexity and improve 

machine learning speed. 

Machine learning is then performed using the set of positively 

labeled clinical notes and similar in size sample of notes labeled 

as “unknown” to train the algorithm. In this project, our labeling 

approach outperformed random forest algorithm. One possible 

explanation is that for domains with relatively straightforward 

words and expressions, like presence of a diagnosed disease, 

rule-based approaches like ours work better than machine 

learning. On the other hand, machine learning can work better 

for domains where more ambiguity is present. Further research 

is needed to validate these claims. Other studies of NLP in the 

diabetes domain in English achieved similar NLP system 

performance.[20,21] 

Importantly, our results indicate that about 15% of patients with 

diabetes mentioned in the clinical notes, did not have a 

diabetes-related diagnoses in the coded data. This is a serious 

concern for various reasons. First, not having a diabetes 

diagnosis might affect patient safety. For example, diabetic 

patients might be given a contra-indicated medication or 

provided with an inappropriate diet.  Additionally, there are 

several significant implications for the organization in terms of 

reimbursement for patient care. When diagnoses are 

underreported to the health services payer—whether it is an 

insurance or ministry of health—medical institutions can 

potentially receive less reimbursement for the care they 
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provided. Third, underreported major diagnoses—like 

diabetes—pose significant limitations for any research that is 

conducted with clinical data.  

Limitations: This study has several important limitations. First, 

we have only experimented with one data mining algorithm and 

more work is needed to examine more algorithms, such as 

Support Vector Machines. In addition, the use of NimbleMiner 

might be restricted to classifying documents based on phrases 

with high positive predictive value, such as diabetes terms and 

expressions, and further work is needed to explore the 

generalizability of our approach. 

Conclusions 

Our pioneering results indicate the feasibility of an NLP 

approach that can span across different languages, like English 

and Hebrew. Our finding about underreporting of diabetes in 

the coded diagnoses data highlight the urgent need in tools and 

algorithms that will help busy providers identify a range of 

useful information, like having diabetes. Identifying this 

information can also help health organizations receive optimal 

reimbursement for their services while health researchers will 

glean a more accurate picture of the patient population for 

research.   
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Abstract 

Surgical procedures carry the risk of postoperative infectious 

complications, which can be severe, expensive, and morbid. A 

growing body of evidence indicates that high-resolution in-

traoperative data can be predictive of these complications. 

However, these studies are often contradictory in their find-

ings as well as difficult to replicate, suggesting that these 

predictive models may be capturing institutional artifacts. In 

this work, data and models from two independent institutions, 

Mayo Clinic and University of Minnesota-affiliated Fairview 

Health Services, were directly compared using a common set 

of definitions for the variables and outcomes. We built periop-

erative risk models for seven infectious post-surgical compli-

cations at each site to assess the value of intraoperative vari-

ables. Models were internally validated. We found that includ-

ing intraoperative variables significantly improved the mod-

els’ predictive performance at both sites for five out of seven 

complications. We also found that significant intraoperative 

variables were similar between the two sites for four of the 

seven complications. Our results suggest that intraoperative 

variables can be related to the underlying physiology for some 

infectious complications.  

Keywords:  

Postoperative complications, Machine learning.  

Introduction 

Surgical procedures carry the risk of postoperative infectious 

complications, which can be severe, expensive, and can put 

patients’ lives at risk [1-5]. With the ubiquity of decision sup-

port tools integrated into electronic health record (EHR) sys-

tems, perioperative decision support capabilities represent a 

promising direction for reducing postoperative risk or tailoring 

care including interventions aimed at individualized anticipa-

tion and management of the complication risk. 

Initial surgical planning is primarily based on a preoperative 

assessment. While clearly essential, this assessment is insuffi-

cient to capture dynamic risks or changes in patient status, 

which may occur in the operating room. Preoperative assess-

ment is, by definition, based on preoperative data and the 

planned procedure. Surgeries can deviate from the original 

plan for a variety of reasons or may involve unexpected phys-

iologic changes such as bleeding, rendering the original risk 

estimates less valid. While the original estimates reflect the 

general risk of the patient and the planned surgery, they reflect 

neither new findings, changes in patient status, nor an altered 

course of surgery.  

A growing body of published literature indicates that high-

resolution intraoperative data can be predictive of complica-

tions [6-9]. However, the findings in these studies often con-

tradict each other, are difficult to replicate at other sites, and 

are often based on very limited use of intraoperative data. For 

example, several studies have reported intraoperative hypo-

thermia increases the risk of post-surgical infectious complica-

tions
 

[6-8]. On the contrary, other studies found that there 

were no differences in the minimum, maximum, or ending 

temperatures between patients with surgical site infection 

(SSI) and those without – potentially due to an institutional 

effect: better temperature control at certain institutions. While 

temperature was unassociated with the surgical site infection, 

other intraoperative factors, most prominently blood loss, 

showed a significant association
 

[9]. Besides institutional 

differences in clinical practice, differences in findings may 

also arise due to differing analytical approaches. Studies differ 

in the way they aggregate intraoperative variables: some stud-

ies use moments and extrema (minimum and maximum), 

while others use the ending measurement (the last measure-

ment or the average of the last few measurements). Finally, 

differences in findings can also stem from discrepancies in 

definitions of the variables and outcomes. 

Several high-quality registries form the backbone of surgical 

quality improvement research aimed at understanding and 

reducing postoperative complications.  The National Surgical 

Quality Improvement Project (NSQIP) registry [10, 11] uses 

high-quality manually curated data [1, 12] and stands out as 

the gold-standard for surgical quality improvement and surgi-

cal outcomes research. NSQIP offers standardized definitions 

for exposure/risk variables and outcomes, helping to ensure 

consistency across studies. Unfortunately, it lacks detailed 

information regarding intraoperative risk factors, including 

physiologic data, laboratory data, medications, or other treat-

ments, limiting its use for our purpose. 

We conducted this study at two independent sites, Mayo Clin-

ic and University of Minnesota-affiliated Fairview Health 

Services. These are two large Midwestern academic health 

systems with tertiary centers providing a wide range of surgi-

cal services. Both sites are members of the NSQIP registry; so, 

we were able to use outcome data from NSQIP patients at 

each site, serving as a high quality gold-standard. We used 

preoperative and intraoperative EHR data collected from the 
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clinical data repositories of the respective sites and standard-

ized the data elements across the two sites to facilitate direct 

comparison of the models. 

The study aims to answer the following questions: (i) In the 

context of perioperative decision support, does the use of 

intraoperative data improve the performance of 30-day post-

operative risk models? (ii) Do significant intraoperative varia-

bles in the risk models pertain to the same physiological con-

cepts across the two sites? We proceed with the assumption 

that when significant intraoperative variables differ despite 

having been defined identically, the models may capture insti-

tutional differences; when the significant variables coincide, 

they are more likely to relate to the physiological processes 

underlying the postoperative complications. 

Methods 

Setting and cohort definition. We consider two independent 

Midwestern health care systems: Mayo Clinic (MC) and Fair-

view Health Services (FHS). We include all patients from MC 

and FHS between 2010 and 2017 who are part of the NSQIP 

sample. For these patients we collected all available infor-

mation about their NSQIP index surgery and a 30-day history 

before the index surgery from the respective institutions’ EHR 

repositories. The NSQIP registry collects complications within 

a 30-day postoperative window. If a patient had another sur-

gery in the 30-day postoperative window, we used the index 

surgery and measured the 30-day postoperative window for 

the outcome from the index surgery. For each complication, 

patients with the same pre-existing complication at the time of 

surgery were excluded. 

Independent variables. We primarily rely on known risk fac-

tors of infection
 

[13-15]. Independent variables were divided 

into three groups: demographic, preoperative, and high-

resolution intraoperative. We limit ourselves to basic demo-

graphic information, such as age, sex, and body mass index 

(BMI) that are generally available. Preoperative variables are 

historic diagnoses including the problem list, procedures, and 

medications, as well as the preoperative indication for surgery. 

We use laboratory results and vitals to establish a preoperative 

baseline. Data from the preoperative assessment were prefer-

entially used; if the data is not available, we use measurements 

from no more than 30-days before surgery. Diagnosis codes 

are rolled up into complications using the Clinical Classifica-

tion Software [16]. 

Aggregating intraoperative variables. The intraoperative 

variables include orders, medications, and high-resolution 

vitals and labs. The stream of high-resolution variables needs 

to be divided based on the three stages of anesthesia. During 

the first (approximately) 15 minutes, called the induction 

phase, the vitals drop and deviate heavily from the normal. 

The last 15 minutes is called the emergence phase, where 

vitals are expected to return to close to normal but also in-

volves significant changes as the patient is transitioned from 

anesthesia—often with full ventilation—to no anesthesia. The 

operation takes place between these two phases, in the so-

called maintenance phase, where the vitals are expected to 

remain stable, although different from the preoperative base-

line.  In this work, we focus on the maintenance phase and use 

the mean value of labs and vitals during this phase. 

Outcomes. We consider seven infectious outcomes: sepsis, 

septic shock, urinary tract infection (UTI), pneumonia (PNA) 

and the three kinds of SSI (superficial, deep tissue, and organ 

space SSI). We extract the outcome information from the 

NSQIP registry.  

Modeling. Each outcome was modeled independently using 

logistic regression. For each outcome, two models are con-

structed. The “pre” model only uses demographics and pre-

operative data (30-day history of complications, baseline labs 

and vitals), while the “pre+intra” model uses aggregated 

intraoperative measurements on top of the preoperative and 

demographic data.  

All models are logistic regression models. Missing labs and 

vitals were imputed using the middle of the normal range for 

the measurement. This assumes that the measurement is miss-

ing because it was deemed unnecessary to measure. The ini-

tially high number of independent variables was reduced by 

causal variable screening [19]. We used the PC-Simple algo-

rithm [20] with a maximal condition set size of three [21]. 

This algorithm discards all variables that are independent of 

the outcome given at most three other variables. The rationale 

is that these variables do not affect the outcome directly, they 

only affect the outcome through other variables. Subsequent 

backwards elimination was applied to the remaining set of 

independent variables with a significance level of .05. The R 

statistical computing environment was used for all modeling. 

The PC-Simple algorithm is available in the pcalg R package 

[20]. 

Evaluation. Consistent with the intended use in perioperative 

decision support, we evaluated the models based on their 

predictive performance using concordance as the metric. Con-

cordance is the probability that between two randomly select-

ed patients, among which one has the complication in question 

while the other does not, the one with the complication has the 

higher predicted risk. Concordance is equivalent to the com-

monly reported area under the receiver-operating-

characteristic curve (AUC). 

Internal validation and effect of the intraoperative variables. 

Bootstrap estimation with 200 replications was used to esti-

mate the concordance of the models. For each complication, 

two models were built on the same bootstrap replication: one 

with and one without the intraoperative variables. We meas-

ured the effect of the intraoperative variables as the mean 

difference in concordance between the models with and with-

out intraoperative variables across the 200 bootstrap replica-

tions. The statistical significance of the difference was deter-

mined through a paired t-test. 

External comparison. If the intraoperative variables capture a 

valid physiological phenomenon, then the variables selected at 

the two sites relate to the same quantity. We manually exam-

ined the models with the intraoperative data across the two 

sites to determine whether the selected variables coincide or at 

least relate to the same physiological concept. For example, 

oxygen saturation and ventilator settings relate to the same 

physiological concept (oxygen in the blood). When the select-

ed variables relate to different concepts, there is a risk that the 

model simply captures an institutional artifact. 

Results 

Cohort Description 

Table 1 contains a description of the analytic cohort at the two 

health systems. It contains demographic information, out-

comes, history of the outcomes, history of relevant complica-

tions, and baseline (preoperative or at most 30 days before the 

index surgery when preoperative measurement is unavailable) 

lab results and vitals. Due to the high number of lab results 

and vital signs, we only report those that were significant in at 

least one of the models. Categorical variables are reported as 

count and percentage in parenthesis; continuous variables are 

reported as median and interquartile range in parenthesis. 
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Table 1 – Cohort Description. 

 Mayo Clinic Fairview  

Number of patients 38,045 9,044 

Demographics 

Age 61 (49, 71) 55 (40, 66) 

Gender (male) 18,769 (48.7%) 4053 (45%) 

Outcomes 

SSI Superficial 586 (1.5%) 107 (1.2%) 

SSI Deep Tissue 186 (0.5%) 45 (0.5%) 

SSI Organ Space 417 (1.1%) 119 (1.3%) 

UTI 282 (0.7%) 147 (1.6%) 

PNA 453 (1.2%) 111 (1.2%) 

Sepsis 494 (1.3%) 88 (0.98%) 

Septic Shock 186 (0.5%) 40 (0.44%) 

History of Complications 

SSI 1,232 (3.2%) 91 (1.01%) 

UTI 1,271 (3.3%) 127 (1.4%) 

PNA 

Bacteremia 

Infections 

Opport. Inf. 

Malnutrition 

777 (2.0%) 

133 (0.3%) 

3,953 (10.4%) 

432 (1.1%) 

792 (2.1%) 

73 (0.81%) 

23 (0.25%) 

165 (1.8%) 

45 (0.50%) 

60 (0.66%) 

Cancer 13,547 (35.6%) 1413 (16%) 

Metastatic Disease 4,359 (11.5%) 112 (1.2%) 

Transplant 624 (1.6%) 224 (2.5%) 

Diabetes (T1&2) 5,215 (13.7%) 462 (5.1%) 

COPD 2,372 (6.2%) 94 (1.04%) 

Baseline labs and vitals 

BMI 28.4 (24.8, 32.9) 27.9 (24.6, 33.6) 

Pulse 

Respiration 

Bilirubin 

BUN 

RBC 

WBC 

MCV 

RDW 

70.0 (62.6, 80.0) 

9.5 (8.1, 10.8) 

0.45 (0.45, 0.45) 

26 (18, 35) 

3.79 (3.13, 4.36) 

7.85 (4.45, 11.5) 

88.8 (87.2, 94.1) 

14.8 (13.5, 16.6)

75.0 (66.3, 85.0) 

16 (16, 18) 

0.67 (0.4, 1) 

14 (10, 20) 

4.27 (3.77, 4.70) 

8.50 (6.23, 12.1) 

89.4 (86.0, 93.0) 

13.9 (13.0, 15.3)

Hematocrit 

PH 

CO2 

33.1 (27.6, 39.7) 

7.38 (7.32, 7.42) 

40.5 (36.5, 43.5)

38.2 (33.8, 41.6) 

7.38 (7.32, 7.42) 

25.5 (24.0, 27.5)

Ca 4.71 (4.55, 4.92) 4.59 (4.30, 4.78) 

K 4.15 (3.90, 4.50) 3.9 (3.7, 4.2) 

Na 138 (137.8, 138.4) 139 (137, 141) 

(1) Abbreviations: UTI: urinary tract infection; PNA: pneumonia; 

SSI: surgical site infection; COPD: chronic obstructive pulmonary 

disease; BMI: body mass index; BUN: blood urea nitrogen; RBC: red 

blood cell [count]; WBC: white blood cell [count]; MCV: mean 

corpuscular volume; RDW: red blood cell distribution width; Ca: 

calcium ion concentration; K: potassium ion concentration; Na: 

sodium ion concentration. (2) Only variables that were significant in 

at least one model are presented. 

 

Model performance and effect of the intraoperative variables 

Table 2 presents the predictive performance of the models for 

each of the outcomes. For each outcome, the table contains 

three rows: the first one shows the performance as measured 

by AUC of the “pre” model (that uses only demographics and 

preoperative data), the second one shows the performance of 

the “pre+intra” model, which uses the intraoperative data in 

addition to the demographics and preoperative data, and the 

third row shows the difference in performance between the 

“pre” and “pre+intra” models. For the “pre” and “pre+intra” 

models, the standard deviation of the performance (obtained 

from 200 bootstraps) is shown in parenthesis; for the differ-

ence, the p-value of the paired t-test is shown in the parenthe-

sis using the scientific notation (e.g. 2e-8 is 2*10
-8

). All dif- 

 

ferences are statistically significant at 0.05 confidence level, 

but superficial and deep tissue SSI are not significant on FHS 

side after Bonferroni correction. 

Table 2 – AUC performance of the “pre”, the “pre+intra” 

models, and the difference in performance. 

Outcome Model Mayo Clinic Fairview 

PNA Pre .877 (±.021) .693 (±.044) 

Pre+intra .881 (±.022) .734 (±.044) 

Difference .004 (1e-8) .041 (1e-16) 

Sepsis 

 

Pre .736 (±.024) .695 (±.045) 

Pre+intra .755 (±.021) .711 (±.046) 

Difference  .019 (1e-16) .016 (8e-13) 

Septic 

Shock 

Pre .827 (±.031) .715(±.078)

Pre+intra .834 (±.030) .755(±.079)

Difference .007 (1e-13) .040 (1e-14) 

SSI Superfi-

cial 

Pre .667 (±.018) .560 (±.044)

Pre+intra .688 (±.017) .563 (±.042)

Difference .021 (1e-16) .003 (0.022) 

SSI Deep 

Tissue 

Pre .660 (±.041) .568 (±.069) 

Pre+intra .678 (±.035) .575 (±.064) 

Difference .018 (1e-7) .007 (0.3) 

SSI Organ 

Space 

Pre .732 (±.026) .657 (±.037) 

Pre+intra .750 (±.022) .699 (±.039) 

Difference .021 (1e-16) .042 (1e-16) 

UTI Pre .665 (±.022) .717 (±.031) 

Pre+intra .672 (±.021) .727 (±.032) 

Difference .007 (1e-13) .010 (5e-14) 

 

External Comparison of the Significant Variables 

Table 4 displays the number of bootstrap iterations in which 

the variable was selected for each complication at each site. 

We only list variables that were selected in at least 100 of the 

200 bootstrap iterations for at least one outcome at one site. 

Table 3 offers a summary of the information in Table 4. It lists 

the most important intraoperative variables that are common 

between the two sites for each outcome. 

Table 3 – Selected variables 

 Significant intraoperative variables 

Outcome Mayo Clinic Fairview 

PNA antibiotic use, lactate, 

CO2, FIO2 

Lactate, MCV, 

pulse, SpO2

Sepsis Glucose, isoflurane 

expired, PEEP, pulse 

PO2, RBC, pulse, 

hematocrit

Septic Shock Antibiotic use, glu-

cose, WBC, pulse, 

PEEP

Lactate, FIO2 

SSI Superficial CVP, PEEP, pulse PEEP 

SSI Deep  

Tissue

Antibiotic use, steroid 

use, PEEP 

PO2 

SSI Organ Space Antibiotic use, bicarb, 

Ca, glucose, CVP, 

isoflurane expired 

Hemoglobin, PH 

arterial, PO2, 

pulse

UTI Antibiotic use, steroid 

use

Ca, PO2, CVP, 

PEEP

Abbreviations: FIO2: Fraction of Inspired Oxygen; PEEP: Positive 

End Expiratory Pressure; PO2: Partial pressure of oxygen; WBC: 

white blood cell [count]; CVP: central venous pressure; Ca: calcium 

ion in the blood; MCV: mean corpuscular volume; SpO2: blood 

oxygen saturation; RBC: red blood cell [count]. 
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Discussion 

We view EHR-integrated perioperative clinical decision sup-

port as a key avenue towards reducing postoperative compli-

cations or towards better anticipating and managing them. 

Central to such systems are accurate risk models with the 

ability to produce risk estimates on demand based on contem-

poraneous data, including intraoperative data. In this work, we 

sought to answer the following two questions: (i) Do in-

traoperative data elements improve our ability to predict post-

operative complications? and (ii) Are these models specific to 

institutions or do they describe possible physiological phe-

nomena that are institution-independently predictive of post-

operative complications? 

Regarding the first question, we found that the inclusion of 

intraoperative variables led to statistically significant im-

provements in the risk models’ predictive ability for five of 

the seven infectious complications at both sites. These com-

plications were pneumonia, sepsis, septic shock, organ space 

SSI, and urinary tract infection. At the Mayo Clinic site, the 

inclusion of the intraoperative variables led to statistically 

significant (albeit not necessarily clinically relevant) im-

provements for all complications, likely due to the much larg-

er sample size.  

The lack of statistically significant improvement for the other 

two SSI types, superficial and deep tissue, is unsurprising. 

These diagnoses have more ambiguity and our previous work 

on detecting SSI retrospectively also suggests that predicting 

superficial and deep tissue SSI is difficult [17, 18]. 

Regarding the second question, we found that some of the 

intraoperative variables overlap across the two sites for all 

four of the complications in which intraoperative variables 

improved the predictive performance. In the cases of pneumo-

nia, sepsis, and organ-space SSI, some of the variables (lac-

tate, pulse) matched exactly, while others referred to a shared 

concept. For example, FIO2 and SpO2 are related to the suffi-

ciency of oxygen in the bloodstream: the first one is the venti-

lator setting (to supply the oxygen into the bloodstream) while 

the second one is the direct measurement of oxygen saturation. 

For sepsis, partial pressure from oxygen and PEEP have an 

analogous relationship; and for organ space SSI, bicarbonate 

and PH both measure the acidity of blood. The fact that many 

of the significant variables are common across the two sites 

suggests that these variables can be related to the physiologi-

cal process(es) underlying the outcomes. 

Conclusion 

Intraoperative variables were found to statistically significant-

ly improve the performance of 30-day post-operative risk 

models for five of the seven infectious complications at both 

sites. There was considerable overlap in the significant in-

traoperative variables across the two sites and the overlapping 

variables were related to lactate, acidity, and blood oxygen. 
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Table 4 – Frequency at which each intraoperative variable was selected  

(out of 200 bootstrap iteration) 

 

 PNA SSI Superf. SSI Deep T. SSI Organ Sepsis Septic Shock UTI 

 MC FV MC FV MC FV MC FV MC FV MC FV MC FV

Calcium Ion 7 17 31 10 62 9 124 66 93 38 7 41 2 94

CO2 120 18 1 20 19 3 4 24 80 5 1 2 0 0

Glucose 8 1 16 0 19 11 160 0 105 0 115 36 66 0

Lactate 158 144 5 21 1 1 43 27 29 23 28 163 7 1

MCV 5 153 27 6 48 64 41 16 10 41 25 5 0 2

PO2 42 90 6 17 24 63 11 192 12 95 40 12 4 110

CVP 11 8 136 12 43 40 122 34 30 8 46 5 31 137

Isoflurane Exp. 1 0 71 1 4 1 127 61 190 0 0 0 0 1

FIO2 115 6 1 13 12 0 53 1 1 5 6 120 9 8

PEEP 16 49 200 107 141 2 136 53 156 4 86 7 75 129

Pulse 31 88 173 22 28 13 167 63 197 142 152 0 4 9

Steroid  22 32 5 36 115 50 3 8 1 8 7 0 106 6

Abx 162 6 72 4 136 0 147 8 88 0 190 0 178 13

  

Notes: (1) Only variables selected in at least 100 iterations are displayed. (2) Abbreviations; MC: Mayo Clinic; FV: Fairview Health 

Services; MCV: mean corpuscular volume; CVP: central venous pressure; FIO2: Fraction of Inspired Oxygen; PEEP: Positive End Ex-

piratory Pressure; PO2: Partial pressure of oxygen; Abx: Antibiotic use. 
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Abstract 

In trauma care and trauma care research there exists an 

implementation gap regarding a consistent controlled 

vocabulary to describe organizational aspects of trauma 

centers and trauma systems. This paper describes the 

development and evaluation of a controlled vocabulary for 

trauma care organizations. We give a detailed description of 

the involvement of domain experts in the domain analysis 

workflow and the authoring of definitions and additional term 

descriptions. Finally, the paper details the evaluation 

methodology to assess the initial version of the controlled 

vocabulary. The results of the evaluation show that our 

development process yields terms most of which find approval 

from domain experts not involved in the development. In 

addition, our evaluation tools resulted in valuable domain 

expert input to optimize the controlled vocabulary. 

Keywords:  

Trauma Centers; Vocabulary, Controlled; Biomedical 

Ontologies  

Introduction 

Since the 1970s, the American College of Surgeons (ACS) has 

worked to establish and refine criteria that set the standards for 

trauma centers. Due to the inherent difficulty in obtaining 

reliable outcome data, these standards have focused largely on 

measures of structure and process. The most recent standards 

were published in Resources to Optimal Care of the Injured 

Patient (2014) [1]. In 2008, the ACS established the Trauma 

Quality Improvement Program (TQIP) to enable trauma centers 

to measure and compare their risk-adjusted patient outcomes to 

similar organizations [2,3]. Though the TQIP program 

continues to grow, at this time the relationship between 

structure and process measures and clinical outcomes remains 

elusive. Further, beyond the standards themselves, the ways in 

which the particular attributes of trauma centers, and at a larger 

scale, of regional trauma systems, contribute to optimal patient 

outcomes have not yet been identified or measured.  

While the trauma center standards have paved the way for a 

consistent and reusable terminology, there still exists an 

implementation gap in providing and using a well-structured 

controlled vocabulary to describe the structure of trauma 

centers and trauma systems. Having such a resource will 

facilitate transferring knowledge and experience from one 

trauma center or trauma system to another. In addition, 

controlled vocabulary also will facilitate comparison of 

organizational structures and procedures both nationally and 

internationally. 

CAFÉ (Comparative Assessment Framework for Environments 

of Trauma Care) is an NIH-funded project that aims to collect 

detailed information on the particular organizational attributes 

of trauma systems and trauma centers. Ultimately, the goal is to 

link that data to clinical outcome data to identify those 

organizational attributes of trauma centers and trauma systems 

that are of high impact on patient outcomes. The project creates 

a web-based service that allows an interested individual to enter 

data about their trauma center or trauma system and to conduct 

an anonymous self-assessment of the organizational structures 

of their trauma center or trauma system. The first step to enable 

such a comparison is to provide a common controlled 

vocabulary covering all relevant aspects of trauma center and 

trauma system management. Preliminary CAFÉ project work 

that leveraged natural language processing to create lists of 

relevant terms from published abstracts pertinent to the domain 

was described in a previous publication [4]. In this paper we 

report the workflow of creating the initial version of the 

vocabulary in close collaboration. In addition, we describe our 

evaluation methodology, describe the results of the evaluation, 

and draw conclusions on whether the development 

methodology of the controlled vocabulary has been successful. 

For the purpose of the CAFÉ project, the controlled vocabulary 

needs to exist as a Web Ontology Language (OWL2) to be used 

with other semantic web technologies. The general outline of 

the project plan was published elsewhere [4]. 

Methods 

The first step necessary for developing the CAFÉ system was 

the domain analysis of organizational structures of trauma 

centers and trauma systems. A domain analysis for the purpose 

of developing a controlled vocabulary consists of identifying 

the relevant terms to represent the domain of interest and 

providing definitions for those terms. For the CAFÉ project, 

that meant collecting relevant terms to represent and analyze 

the organizational structure of trauma centers and trauma 

systems. Since our aim is to create an ontology that follows the 

OBO Foundry principles, it was prudent to use the OBO 
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Foundry suggested form of definition, the genus-differentia 

(http://www.obofoundry.org/principles/fp-006-textual-

definitions.html) form. In the OBO Foundry community, 

definitions of that form are frequently provided using the 

IAO:definition annotation property 

(http://purl.obolibrary.org/obo/IAO_0000115). In addition to 

the genus-differentia definition being an OBO Foundry 

requirement, these definitions are also particularly useful when 

creating a taxonomy for the controlled vocabulary since these 

definitions always refer to the parent term of the term being 

defined. 

Earlier work on OBO Foundry ontologies has informed the 

project leads for ontology development that domain experts and 

potential users often find the genus-differentia definition a poor 

representation of how they view the domain and communicate 

about its phenomena. Hence, we decided to follow the advice 

of Hogan et al. [5] to provide definitions that are easily 

accessible for domain experts using an annotation property 

different from the IAO:definition. To allow that, we created the 

OOSTT user-centered description annotation property 

(http://purl.obolibrary.org/obo/OOSTT_00000030). 

In addition, we also created the annotation property "CAFE 

application label" for cases where the label that was created to 

follow naming conventions in ontology development would be 

a suboptimal label to display to the user of the system 

(http://purl.obolibrary.org/obo/OOSTT_00000043). 

The effect of this consideration on our domain analysis is that 

we are collecting one RDFS:label, one IAO:definition and, in 

cases where the genus-differentia definition is deemed hard to 

parse for domain experts, one OOSTT user-centered 

description. 

After the CAFÉ project was funded by the National Institute of 

General Medical Science (NIGMS) in spring 2015 

(R01GM111324), a weekly (later bi-weekly) expert call was 

started to identify relevant terms to assess the organizational 

structure of trauma centers and trauma systems and, in future 

work, its relationship to patient safety and outcomes. The 

committee consisted of two trauma surgeons, both bearing roles 

in the American College of Surgeons (ACS) Committee on 

Trauma (COT); two representatives of the COT with 

experience in trauma center verification and trauma system 

consultation; two researchers with experience in analyzing data 

on trauma care, including data from trauma centers and trauma 

systems; and one expert in organization analysis. To 

accomplish the domain analysis part of the project, a multi-step 

process was created during which the members of our expert 

group reviewed material from the ACS COT and added 

material based on their experience to identify the relevant terms 

and provide user-centered descriptions for those. The goal of 

this process was the implementation of our controlled 

vocabulary in the OWL language. 

Step 1: Domain set of terms. In the first step, the expert group 

agreed on a set of terms necessary to cover the domain of 

organizational structures of trauma centers and trauma systems. 

This step used the American College of Surgeons' Resources 

for Optimal Care of the Injured Patient, Sixth Edition from 

2014 as a starting point [1]. The experience of the domain 

experts regarding the practical implementation of trauma center 

verification, trauma system consultation, and quality 

improvement on trauma, in general, informed the final decision 

on which terms to include. 

Step 2: Preliminary descriptions provided. Once the initial set 

of terms was agreed upon by the domain expert group, 

preliminary descriptions of each term were provided by the 

domain experts. The goal was to capture a description that the 

domain experts were able to agree upon regardless of whether 

the description met the requirements of an OBO Foundry 

definition. 

 

Figure 1 – Development workflow of the controlled 

vocabulary on organizational structures of trauma centers 

and trauma systems. 

Step 3: Preliminary descriptions turned into genus-differentia 

definitions. Based on the descriptions, the CAFÉ OWL 

implementation team suggested genus-differentia definitions. 

In doing so, the OWL implementation teams thought about 

definitions and descriptions in a set-theoretical way. We 

assumed that for each definition/description there is a set of 

entities for which that definition/description is true. In creating 

a genus-differentia definition for a description it is crucial that 

the former is true for the same set of entities as the latter. In 

other words, that the p genus-differentia definition has the same 

extension as the initial description authored by the domain 

experts. In many cases, this process involved iterative 

communication between the domain experts and the ontology 

developers to a) achieve a clear understanding of the intended 

meaning and b) ensure congruency between the preliminary 

description and the genus-differentia definition. 

Step 4: OOSTT user-centered description created. Based on 

whether the domain experts felt that the genus-differentia 

definition was useful for the target audience or not, OOSTT 

user-centered definitions were created where usefulness for the 

target audience was in doubt. To the extent the delimitation of 

the CAFÉ domain expert group agreed that the genus-

differentia definitions are useful to the target audience was one 

of the parameters that we plan to assess with our evaluation 

approach. For the terms that have both a OOSTT user-centered 

description and a genus-differentia definition the same kind of 

congruency as described in Step 3 was required. 
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Step 5: Approval of terms, definitions and OOSTT user-

centered descriptions by domain experts. Our aim was to 

submit all final terms, their definitions, and their OOSTT user-

centered descriptions to another round of expert approval. 

While this strategy worked for many terms, restrictions created 

by our timeline limited another approval round for all terms.  

Step 6: OWL implementation. Finally, all terms were included 

in the OWL file step-by-step during the rollout of the OOSTT 

ontology, which started in 2015 and was described in more 

detail in a previous publication [4] 

To help determine the quality and acceptance by our target 

audience of the terms and definitions created, we conducted a 

survey with feedback. A new surveying tool was created for the 

task. Our goal for this new tool was to show a small number of 

random terms and definitions to members of our target audience 

while minimizing inconvenience to them. This tool also needed 

to ensure a balanced number of reviews for each term and easily 

allow us to load the up-to-date version of the 216 terms and 

definitions. The term survey tool (https://github.com/cafe-

trauma/term_survey) was built over two days in Python using 

the Django Framework. To ensure current terms and definitions 

could easily be loaded, the tool was built with the functionality 

to parse an OWL file for OWL classes from which the 

RDFS:label would be used for the “term” and the URI of an 

annotation would be passed to query for the “definition”. As 

mentioned above, we used a custom annotation property for 

“User Centered Definitions.” After the terms and definitions 

were loaded, an administrator set a welcome message, a logo, 

and a number of terms for each respondent to review (Figure 

2).  

 

Figure 2 - Term Tool Configuration 

At this point the survey was ready. To distribute it to 

respondents we emailed a link to the landing page of the survey, 

where the respondent was greeted by the welcome message and 

could begin reviewing terms (Figure 3). We distributed the 

survey to 75 members of the ACS COT. The terms for each 

respondent to review were not preselected. Each time a 

respondent attempted to review a new term the tool would 

query for the current list of terms with the lowest number of 

reviews and return a random term from this list, ensuring an 

equal coverage of reviews for our terms. On the term review 

page, a respondent was presented with a term, its definition, 

radio buttons to indicate the acceptability of a definition, and 

space to provide feedback (Figure 4). After clicking to move to 

the next term, a respondent’s feedback was immediately saved 

to the server and a new randomly selected term was presented. 

The term review page also had a progress bar to indicate the 

number of terms remaining for review. After giving their initial 

feedback, a cookie was created in the respondent’s browser that 

tied them to their session of terms in case they closed the 

browser before finishing. Since we saved feedback after each 

term we still had feedback even if the respondent did not finish 

the requested number of term reviews. After reviewing the 

assigned 20 terms and definitions, the respondent was shown a 

summary screen with all of their feedback and given the choice 

to edit any of their feedback or to clear their session and review 

more terms if so inclined (Figure 5). 

 

Figure 3 - Welcome Page 

 

Figure 4 - Term Review 

 

Figure 5 – Survey Completion Summary 
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Figure 6 - Survey Feedback 

Results 

Using our newly built survey tool, we received a large amount 

of good feedback about our terms. The survey was distributed 

to 75 people in the trauma care domain. We received at least 

one term review from 74 people. In total, our 142 terms and 

definitions received 1,197 reviews. That response rate allowed 

us to have, on average, eight different people review each term 

and definition. Of the 1,197 individual reviews 986 of them 

considered the term and definition suitable (Figure 6). The 

reviewers largely agreed with each other when reviewing the 

same terms both positively and negatively. Our highest rated 

terms, such as "trauma program leadership," "hospital 

governing body role," and "trauma program" received 

uniformly good feedback, while the lowest rated terms, "trauma 

nursing evaluator obligee role," "trauma quality improvement 

and patient safety program lead role," and "emergency medical 

services provider association" were negatively reviewed by 

multiple people. Overall, 103 or 72% of our total terms received 

positive feedback from over 75% of reviewers (Figure 6). 

The responses and comments were provided to the ontology 

developers who reviewed the comments and aimed to correct 

the issues pointed out by the domain experts. For the lowest 

rated terms, this included a complete revision of the definition, 

as in the case of "emergency medical services provider 

association," which was updated based on reviewer feedback
1

. 

The most reported problem with "trauma quality improvement 

and patient safety program lead role" was that the label was 

singular, while the definition implied plural. The definition was 

changed to better reflect the label
2

. The label "trauma nursing 

evaluator obligee role" was critized for the use of uncommon 

language, namely "obligee role." Since that class did not have 

a CAFÉ application label, we added the CAFÉ application label 

"trauma nursing evaluator"
3

. 

 

                                                           

1

 https://github.com/OOSTT/OOSTT/commit/38c6666824 

d57da695d38710241495673085b942 

Table 1 – Highest rated terms in our controlled vocabulary 

and their initial definition/OOSTT user-centered description. 

Term label 

OOSTT user-centered description 

or definition 

trauma program 

leadership 

The individuals who provide 

oversight, direction, coordination, and 

management for the facility's trauma 

program. 

hospital governing 

body role 

A group of individuals appointed to a 

hospital's board of directors who 

provide governance, direction, and 

oversight of the overall operation of a 

hospital. 

trauma program The organizational unit of a healthcare 

facility that is designated to provide 

and coordinate care for injured 

patients. 

Table 2 – Lowest rated terms in our controlled vocabulary 

and their initial definition/OOSTT user-centered description.  

Term label 

OOSTT user-centered 

description or definition 

trauma nursing evaluator 

obligee role 

The individual with authority 

and responsibility for 

evaluating the nursing care 

provided to trauma patients.

trauma quality 

improvement and patient 

safety program lead role 

The role of an authorized 

group of healthcare providers 

that ensures trauma quality 

improvement and patient 

safety within the trauma 

program. 

emergency medical 

services provider 

association 

An association of EMS 

agencies that any agency may 

join voluntarily to share 

information or collaborate on 

issues of state or national 

importance. 

2

 https://github.com/OOSTT/OOSTT/commit/73f72efc598 

a813018daaa9397d54657e0ac2107 

3

 https://github.com/OOSTT/OOSTT/commit/3bcbbfa990 

e86533068055946e4af21c9833bf71 
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Discussion 

The results presented in this paper provide insight into two main 

areas: a) domain analysis and definition authoring in a clinical 

domain and b) providing a novel resource for trauma care and 

trauma research to facilitate comparison between trauma 

centers and trauma systems by creating a controlled vocabulary. 

The current evaluation of the initial version of the domain 

analysis yielded primarily positive results. Not only did 

participants rate most terms as "good," they also provided 

insightful and highly actionable comments to make the terms 

and definitions more useful or correct. The curators of the 

controlled vocabulary have already incorporated multiple 

improvements based on reviewer comments and are currently 

working to finalize that process. At this point in time, the survey 

has only been distributed to trauma care experts affiliated with 

the American College of Surgeons. We are planning to 

distribute the survey to clinical staff in trauma management in 

order to gather their input on these terms. 

Larger, international evaluations of the vocabulary are planned 

for 2019. Distributing the survey to experts from diverse 

healthcare systems will provide interesting insights into which 

terms are useful and which definitions are shared across 

healthcare systems.  

While efforts to improve terminologies to advance trauma care 

and trauma research are not uncommon [6,7,8], literature 

searches conducted on PubMed reveal an astonishing lack of 

effort to create terminologies or controlled vocabularies 

relevant to trauma care in general and its organization. Oliver 

and Walter [9] point out the problems arising from the lack of 

a common terminology in trauma research related to 

preventable death. Searching PubMed for ["trauma system" 

terminology], ["trauma center" terminology], ["trauma system" 

vocabulary], ["trauma center" vocabulary], yields 38 distinct 

papers, only one of which specifically deals with the problem 

of providing a terminology/vocabulary for organizational 

structures in trauma systems and trauma centers. Notably, that 

paper is also the output of the CAFÉ project [4]. So, while there 

is an established field of work on terminologies and 

classifications for specific types of trauma and a corpus of 

research on outcome measures, there is not much effort to 

provide a unified language to describe the organizational 

structure of trauma centers and trauma systems. 

Table 3 – Number of publications retrieved from PubMed 

using a set of queries related to trauma systems, trauma 

centers and terminology/vocabulary. 

Query 

Number of 

retrieved 

publications 

["trauma system" terminology] 2

["trauma center" terminology] 34

["trauma system" vocabulary] 1

["trauma center" vocabulary] 1

Conclusions 

While some of the terms still required additional refinement, a 

vast majority of the terms was deemed "good" by a large group 

of domain experts working in collaboration with the American 

College of Surgeons. Based on these results we conclude that 

our methodologies for domain analysis and creation of 

definition and user-centered descriptions have successfully 

created an initial version of a controlled vocabulary for the ACS 

community and the trauma care community in the U.S.  

We also believe that the number of targeted and useful 

comments we received from the domain experts participating 

in our survey highlights the fact that dividing review tasks into 

small portions and distributing them over a larger number of 

participants is a valuable approach to encourage expert 

feedback. 
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Abstract  

The use of dietary supplements (DSs) is increasing in the U.S. 

As such, it is crucial for consumers, clinicians, and researchers 

to be able to find information about DS products. However, 

labeling regulations allow great variability in DS product 

names, which makes searching for this information difficult. 

Following the RxNorm drug name normalization model, we 

developed a rule-based natural language processing system to 

normalize DS product names using pattern templates. We 

evaluated the system on product names extracted from the 

Dietary Supplement Label Database. Our system generated 

136 unique templates and obtained a coverage of 72%, a 32% 

increase over the existing RxNorm model. Manual review 

showed that our system achieved a normalization accuracy of 

0.86. We found that the normalization of DS product names is 

feasible, but more work is required to improve the 

generalizability of the system. 

Keywords:  

Dietary supplements; RxNorm; Natural Language Processing 

Introduction 

Dietary supplements (DSs) are defined as “products taken by 

mouth that contain a dietary ingredient that includes vitamins, 

minerals, amino acids, and herbs/botanicals, as well as other 

substances that can be used to supplement the diet” [1].  They  

comprise one of the fastest growing categories of complemen-

tary and alternative medicines [2]. According to the National 

Health and Nutrition Examination Survey (NHANES), the age 

adjusted consumption of DSs has steadily increased, both in 

male (28% to 44%) and female (38% to 53%) populations [3], 

especially among adults aged ≥60 years where 70% have re-

ported using one or more DS [4]. Increasing usage of DSs has 

led to substantial market growth resulting in wide availability 

of dietary supplement products.  

The regulations covering DSs are much less stringent than those 

covering commonly consumed foods and clinical drugs [1], 

even though DS adverse events and DS-drug interactions are 

common [5, 6] and potentially severe [7]. DS products and di-

etary ingredients are regulated by the U.S. Food and Drug Ad-

ministration (FDA) under the Dietary Supplements Health and 

Education Act (DSHEA). As part of this, the FDA developed 

guidelines to help ensure that DSs sold in the United States 

(produced both domestically and abroad) are properly labeled. 

However, according to the FDA, “those guidance documents 

only represent the agency's current perspective and should be 

viewed only as recommendations, unless specific regulatory or 

statutory requirements are cited” [8, 9]. Thus, it is not required 

to obtain approval of a label in order to import or distribute a 

DS, and failing to comply with the guidelines does not entail 

any legally enforceable consequences.  

To make matters worse, DS product names express ingredient 

and brand information in a large variety of ways. Product names 

often include additional components such as ingredient qualifi-

ers (e.g. “leaf”, “dried”, “extract”), dose information (e.g. “cap-

sules”, “10mg”), and flavors. This, along with loose labeling 

guidelines, have resulted in DS product names that lack a con-

sistent structure, which hinders critical tasks such as cross-plat-

form communicability and the reuse of DS knowledge. 

The situation is very different for clinical drugs. In addition to 

stricter regulations regarding drug naming, the U.S. National 

Library of Medicine develops RxNorm, a normalized naming 

system for generic and branded drugs [10]. It supports semantic 

interoperability between sixteen drug terminologies and phar-

macy knowledge bases. RxNorm normalizes drug names using 

a set of 15 term types corresponding to drug entities [11]. Term 

types are codes which indicate the level of specificity of a given 

drug name or qualifier. For example, the drug name “Fluoxe-

tine” is assigned the term type IN (ingredient) and the qualifier 

“Oral solution” is assigned DF (dose form). Some RxNorm 

term types are the combination of two or more atomic term 

types. For example, the IN and DF term types combine into 

SCDF (Semantic Clinical Drug Form), such as in “Fluoxetine 

Oral Solution”. 

As a means of normalizing drug names, RxNorm plays an es-

sential role in decision support, quality assurance, healthcare 

research, reimbursement, and mandatory reporting [12]. Simi-

larly, normalizing DS product names is an important step. By 

providing a reliable way to refer to DS products, it would facil-

itate DS pharmacovigilance and knowledge discovery such as 

in [13, 14]. However, Y. Wang et al. showed that existing nor-

malization resources such as RxNorm and UMLS cover only a 

fraction of DS terms, indicating a need for DS-specific re-

sources [15]. Sharma and Sarkar developed such a resource to 

extract DS mentions from adverse event reports and clinical 

notes, but their system is restricted to ingredients and do not 

consider related concepts such as dose form or strength, which 

are crucial in the RxNorm model [16, 17]. A recent study by L. 

Wang et al. showed promising results applying and extending 

the RxNorm model to Chinese clinical drugs [18]. In a similar 

vein, this study evaluates the feasibility of applying an 

RxNorm-like normalization approach to DS product names. 

We developed a rule-based natural language processing (NLP) 

system which is able to find various components of the product 

names and assign them to term types, which can be used for 

normalization. Our system leverages three existing terminolo-

gies to develop the NLP patterns: The Therapeutic Goods Ad-

ministration (TGA) [19], RxNorm, and iDISK - an integrated 

knowledge base of DSs and related terms [20]. We evaluated 

the generalizability of the system by reporting its coverage and 

accuracy on a set of product names extracted from the Dietary 

Supplement Label Database (DSLD) [21].  
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Methods 

This study is comprised of three phases: data extraction and 

preprocessing, NLP pattern development, and evaluation. 

Figure 1 illustrates the overall process and each phase is 

detailed below. 

 

Figure 1– The study design. 

Data Extraction and Preprocessing 

We extracted 12,383 product names from DSLD using a web 

scraper. We restricted the extracted names to those listed as 

containing a single dietary ingredient in order to reduce the 

amount of variability in the product names. This set of names 

was then split into a development set (9,906, 80% of the 

original data) and evaluation set (2,477, 20% of the original 

data). In order to ensure both sets were representative of the full 

data set, the split was stratified on the LanguaL 

(http://www.langual.org) product type assigned to the DS 

product by DSLD. 

NLP System Development 

The development set of product names was used to build the 

NLP system. This system was built using an iterative process 

comprised of four stages: 

1. We developed a set of term types corresponding to 

components of the product names, detailed in Table 1. We 

also developed regular expression patterns to match these 

term types in the product names. These patterns used 

keyword lists obtained from TGA and RxNorm to match 

components such as dosages and dose forms, plant 

preparations (e.g. dried leaf), etc, as detailed in Table 1. 

We used the ingredient name thesaurus from the iDISK 

knowledge base to match ingredient names as well as a 

regular expression for certain vitamins. Where necessary, 

we manually augmented these keywords lists with lexical 

variants such as abbreviations and plural forms (e.g. “cap” 

and “capsules” in addition to “capsule”). Brand names 

were matched using a combination of a rule based method 

and manually curated list of brand names extracted from 

the development set. We removed common stop words 

from the product names in addition to defining a stop word 

term type (STOP) in order to designate which words should 

not be included in the normalized product names.  

 

Table 1– Term types used in the product name normalization 

system. 

Term Type 

(Abbreviation) 

Description Example 

Pattern 

Source 

Animal Source 

(ANM) 

The part of an animal 

from which the 

ingredient is derived. 

Bone 

Marrow 

TGA 

Brand Name (BN) Manufacturer’s name. GNC 

Annotation, 

rules 

Certification 

(CERT) 

Official certifications 

claimed by the 

product. 

USP 

certified 

TGA 

Claim or Use 

(USE) 

A description of the 

purported use of 

a dietary supplement. 

Sleep aid Annotation 

Dose Form (DF) 

The phsyical from of 

the product. 

Capsule 

TGA, 

RxNorm 

Dose Form Group 

(DFG) 

A grouping of dose 

forms related by route 

of administration. 

Topical 

TGA, 

RxNorm 

Flavor (FLV) 

The flavor of a 

supplement. 

Strawberry Annotation 

Ingredient (IN) 

Name of the dietary 

supplement ingredient. 

Gingko 

Biloba 

iDISK,  

rules 

Plant Source 

(PLNT) 

The part of a plant 

from which the 

ingredient is derived. 

Leaf TGA 

Demographic or 

Population (POP) 

The group of persons 

for whom the product 

is intended. 

Children’s TGA 

Preparation 

(PREP) 

A descriptor of how an 

ingredient is prepared. 

Dried TGA 

Stop Word 

(STOP) 

Uninformative words 

that are to be excluded 

from the normalized 

form. 

With, 

Natural 

Annotation 

Strength (STR) 

The quantity of the 

ingredient in a product. 

100 mg TGA 

Time of Use 

(TIM) 

When the product is 

intended to be used. 

Night time TGA 

 

2. For each name in the development set, we searched for 

each pattern in turn. Thus the output of this step is an 

ordered list of term type codes each corresponding to a 

matched span in the product name string. The ordering of 

this list matches as closely as possible the RxNorm term 

types. For example, running the patterns on  the product 

name “Herb Pharm Elderberry” returns the list of matched 

term types BN IN, where BN (brand name) matches “Herb 

Pharm” and IN (ingredient) matches “Elderberry”. We call 

each unique list of term types a template. Note that the 

STOP term type is not included in the final templates. 

Templates correspond to the higher-level RxNorm term 

types such as SCDF. Ambiguous contexts were handled 

either by the regular expressions themselves (e.g. “mg” for 

milligrams must be preceded by a number to avoid 

confusion with magnesium), or by the order in which the 
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patterns were searched. Regarding the latter case, brand 

names were search first, followed by ingredients, as these 

have the most potential for overlap with other term types. 

3. We computed the coverage of the patterns on the 

development set. This included the number of fully 

matched (i.e. all parts of the name were matched to one or 

more patterns), partially matched (i.e. some substring of 

the name was matched), and unmatched product names. 

Our target full-match coverage on the development set was 

80%. If our system did not reach this target, we reviewed 

the partially matched and unmatched names (step 4 below) 

and proceeded with the next round of  development. If it 

met or exceeded 80% we moved on to evaluation.  

4. At each iteration of the pattern development cycle while 

the full-match coverage was below 80%, Two health 

informaticians (RR and AB) manually reviewed 20% of 

the partially matched and unmatched product names. The 

results of this review were used to modify existing patterns 

and create new patterns to improve the coverage of the 

system.  

Evaluation 

Evaluation proceeded after our pattern matching system 

obtained the target 80% full-match coverage on the 

development set. At this point we ran the pattern matching 

system on the 2,477 held out evaluation product names and 

computed the coverage on the evaluation set. Each fully 

matched product name corresponds to a template which is 

output by our system. For each template that is also present in 

RxNorm, we report the frequency with which it occurred in the 

development and evaluation sets. 

Additionally, we evaluated the accuracy of our system on the 

evaluation set in two ways: 

1. We measured the accuracy of the term type patterns on the 

evaluation set. Each matched span - term type pair in each 

product name in the evaluation set was annotated 

according to its correctness. We assigned a 1 if the words 

within the span belonged to the corresponding term type, 

or a 0 otherwise. We then computed the accuracy for each 

term type using these annotations. 

2. We measured the accuracy over the product names in the 

evaluation set. This was computed by averaging the 

accuracies of the product names, where the accuracy of a 

given product name n is the mean of the labels assigned to 

each token in the name in step 1, computed by 

����������	 � 	
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������

� ��
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������

 

Where ���� is a function that returns the tokens in the 

product name � and ��
� is a function that returns the label 

(1 or 0) for token 
.  

In the case of partially matched or unmatched product 

names, each unmatched token is implicitly assigned a 0. 

This allows us to compute the accuracy of partially 

matched and unmatched product names and thus an 

accuracy value for the entire evaluation set.  

Results 

Running the pattern matching system over the development set 

produced 129 unique templates using all 13 term types after 

removing STOP. Running the system on the evaluation set 

produced 62 unique templates, 7 of which were not seen in the 

development set, for a total of 136 templates.  The TIME term 

type was not present in any full matches on the evaluation set. 

The 5 most frequent templates across the development and 

evaluation sets are shown in Table 2. 

8 of the 129 development templates and 5 of the 62 evaluation 

templates matched existing RxNorm term types. The 

frequencies of these templates in the development and 

evaluation sets are given in Table 3. In both the development 

and evaluation sets the BN IN STR template (SBDC in RxNorm) 

accounted for about one third (33%) of the fully matched 

product names. The most frequent of these templates are also 

the first, third, and fourth most frequent templates overall in 

both the development and evaluation sets, shown in Table 2. 

Note that the second most frequent template, BN IN, does not 

have a corresponding RxNorm term type. 

 

Table 2– The 5 most common templates and their product 

name coverage across the development and evaluation sets 

along with examples for each. 

Frequency ranked 

templates 

Example product name 

BN IN STR (32.0%) Bronson Laboratories Vitamin E 200 IU 

BN IN (21.3%) NutraBio Melatonin 

BN IN DF (3.4%) TERRAVITA Potassium Citrate Powder 

BN IN STR DF (3.0%) Optimum Nutrition Tribulus 625 MG Caps 

BN IN PLNT (1.9%) Nature's Answer Hawthorn Berry 

 

Table 3– Frequencies of templates generated on the develop-

ment and evaluation sets that match RxNorm term types, com-

puted using the fully matched product names. We do not in-

clude the following RxNorm term types: Precise Ingredient 

(PIN), Multiple Ingredients (MIN), Generic Pack (GPCK), 

Brand Name Pack (BPCK) as they are not applicable to this 

study. 

RxNorm Term 

Type 

Corresponding 

Template 

Dev 

Frequency  

Eval 

Frequency  

Ingredient (IN) IN 

1 

(0.01%)

1 

(0.04%)

Semantic Clinical 

Drug Component 

(SCDC)

IN STR 

1 

(0.01%) 

0 

Semantic Clinical 

Drug Form (SCDF) 

IN DF 

2 

(0.02%) 

0 

Semantic Clinical 

Dose Form Group 

(SCDG)

IN DFG 0 0 

Semantic Clinical 

Drug (SCD) 

IN STR DF 

3 

(0.03%) 

0 

Brand Name (BN) BN 

209 

(2.11%)

10 

(0.40%)

Semantic Branded 

Drug Component 

(SBDC)

BN IN STR 

3353 

(33.85%) 

812 

(32.78%) 

Semantic Branded 

Drug Form (SBDF) 

BN IN DF 

370 

(3.74%) 

80 

(3.23%) 

Semantic Branded 

Dose Form Group 

(SBDG)

BN DFG 0 0 

Semantic Branded 

Drug (SBD) 

BN IN STR DF 

325 

(3.28%) 

85 

(3.43%) 

Total 
4264 

(43.04%) 

988 

(39.89%) 

 

The coverage of the final NLP system on the evaluation set, 

after obtaining 80% full match coverage on the development 

set, was 71.9% full match, 27.6% partial match, and 0.5% 
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unmatched. Thus only 11 (0.5%) evaluation product names 

were completely unmatched by our system. Compared to the 

coverage of RxNorm term types (39.89%), our system 

improves full-match coverage by 32% on the evaluation set.  

Table 4 shows the average accuracy of the pattern matching 

system on the evaluation product names. The average of the 

fully matched names is 0.30 greater than the partially matched 

names. This is expected due to the fact that each unmatched 

token in the partially matched names is treated as incorrect. 

Still, because the majority of the names in the evaluation set 

were fully matched, the average accuracy (0.86) is closer to the 

fully matched accuracy. 

Table 4– Overall accuracy on the evaluation set, reported for 

all evaluation names, only those which were fully matched, 

and only those that were partially matched. 

Match Type Accuracy 

Full + Partial + None 0.86 

Full match only 0.95 

Partial match only 0.65 

 

The accuracy of each term type, computed over the fully 

matched and partially matched evaluation set names, is given 

in Table 4. We report both the average accuracy of each term 

type over all the evaluation names (given by the bars) as well 

as the accuracy on the fully matched and partially matches 

names separately (given by the triangles and Xs, respectively).  

 

Figure 2– Accuracy of each term type on the evaluation set. 

The bars indicate the average accuracy of the term types over 

the full and partially matched product names in the evaluation 

set. The points indicate the accuracy on the fully and partial 

matched names, respectively. 

A number of term types achieved a perfect 1.00 accuracy, and 

the most common term types, BN and IN, achieved accuracies 

above 0.90. ANM (animal source) obtained the lowest accuracy, 

with 0.61. 

Discussion 

As shown in Table 3, only about 40% of DS product names fit 

existing RxNorm term types. This suggests that RxNorm is not 

well suited to the space of DS products. Table 2 and Table 3 

show that brand names (BN) play a significant role in DS 

product labeling, with most or all of the most frequent templates 

containing BN. Indeed, further investigation revealed that 91% 

of the patterns generated on the development and evaluation 

sets contain BN. This is not surprising, given the different ways 

in which drugs and DS products are marketed. Drugs are 

carefully prescribed and regulated, with brand name and 

generic drugs being for the most part interchangeable, meaning 

that the IN term type is most useful for clinicians, patients, and 

regulators. On the other hand, there are many competing DS 

products containing similar ingredients so DS manufacturers 

emphasize product branding to appeal to consumers.  

Nevertheless, the accuracy of our system indicates promising 

potential for normalizing DS product names. Even when 

treating unmatched words as misses, our system was able to 

achieve an accuracy of 0.86 on the evaluation set, which 

improves to 0.95 on fully-matched product names only (Table 

4).  

On the other hand, the generalizability of our system is limited 

by its coverage. Our system was only able to fully match 71.9% 

of the evaluation set names, a difference of 8% from the 

development set coverage (80%). Still, a majority of the 

remaining names were partially matched (27.6%) and our 

system was unable to find a match for only 11 (0.5%) of the 

evaluation names.  

Reviewing examples of unmatched words in the development 

and evaluation sets revealed that many were unseen brand 

names. For example, our system missed the brand name 

“Cellucor COR-Performance” because it did not occur in the 

development set. In the future, the use of machine learning 

methods could improve the coverage and accuracy of the 

system on brand names, which are too numerous and varied to 

be manually curated. Many other unmatched words were 

uninformative buzzwords such as “High Intensity Training 

Program”. We found that most errors for the IN term type were 

due to the inclusion of phrases that belong to PLNT or PREP, 

such as in “Peppermint Leaf” and “Green Tea Extract”. These 

occurred because our system searched the IN patterns before 

PREP and PLNT and the iDISK ingredient thesaurus often 

includes these phrases in ingredient names. Also, many brand 

names contain implicit information regarding claims or 

ingredients which our system could not match. For example, 

“PomGuard” in “Jarrow Formulas PomGuard” suggests the 

inclusion of pomegranate as in ingredient.  

This study has the following limitations: First, we only include 

single ingredient products from DSLD. Single ingredient 

products comprise 22% of all product names extracted from 

DSLD, so the generalizability of our method to multi-ingredinet 

products remains to be investigated in future work. Second, 

because of the above limitation, we assume the presence of at 

most one ingredient in each product name. Still, some product 

names listed as single ingredient in DSLD contain more than 

one ingredient mention, e.g. “Physician's Preference Royal 

Garlic with Hawthorn and Cayenne”. It would be 

straightforward to modify our system to search for multiple 

ingredient mentions, which would increase coverage. Third, 

our system has limited ability to disambiguate context. 
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Therefore, only one meaning was chosen for any polysemous 

keywords, e.g. keywords that occurred in more than one TGA 

list. Important future work would be to employ more advanced 

NLP and machine learning methods to disambiguate context in 

product names. This could vastly improve the accuracy of  term 

types such as ANM, which contains keywords (e.g. “Heart” and 

“Liver”) that are often confused with claims or uses.  

Conclusions 

In this study we developed and evaluated an NLP system to 

apply an RxNorm-like normalization approach to dietary 

supplement product names. As has been done for drugs, 

normalization is important to facilitate interoperability and the 

search for information about DSs. We found that the existing 

RxNorm drug normalization templates do not generalize to 

dietary supplements and that it is necessary to extend the 

RxNorm model to sufficiently cover DS product names. The 

normalization system outlined here obtains a substantial 

increase (32%) in coverage on DS product names over RxNorm 

as well as an accuracy of 0.86. Nevertheless, there is great 

variability in supplement product names and more work is 

required to improve the performance of our system.  
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Abstract 

Suicidal ideation is a risk factor for self-harm, completed 
suicide and can be indicative of mental health issues. 
Adolescents are a particularly vulnerable group, but few 
studies have examined suicidal behaviour prevalence in large 
cohorts. Electronic Health Records (EHRs) are a rich source 
of secondary health care data that could be used to estimate 
prevalence. Most EHR documentation related to suicide risk is 
written in free text, thus requiring Natural Language 
Processing (NLP) approaches. We adapted and evaluated a 
simple lexicon- and rule-based NLP approach to identify 
suicidal adolescents from a large EHR database. We developed 
a comprehensive manually annotated EHR reference standard 
and assessed NLP performance at both document and patient 
level on data from 200 patients (~5000 documents). We 
achieved promising results (>80% f1 score at both document 
and patient level). Simple NLP approaches can be successfully 
used to identify patients who exhibit suicidal risk behaviour, 
and our proposed approach could be useful for other 
populations and settings.  
Keywords:  

Natural Language Processing; Suicide; Electronic Health 
Records 

Introduction 

Suicidal ideation (SI) occurs in approximately 10% of 
adolescents in the general population [1,2]. It is a risk factor for 
self-harm and completed suicide, and is associated with a 
number of mental disorders. Amongst young people attending 
Child and Adolescent Mental Health Services (CAMHS), who 
are often receiving therapeutic support for mental health 
disorders, the prevalence is higher. SI is an important risk 
indicator that is used in clinical practice by CAMHS 
professionals. It is asked about in routine clinical assessments, 
particularly in situations where patients report low mood, 
anxiety, emotional regulation difficulties, trauma or distress 
following difficult life experiences.  
Information about suicide risk including suicidal thoughts can 
be documented in structured risk assessment forms [3], or in 
free-text in Electronic Health Records (EHRs). Whilst 
admissions to general hospitals following suicide attempts 
would be routinely recorded with structured diagnostic codes, 
routine assessments of suicidal behaviour risk in clinical 
practice are predominantly recorded as free-text [4–6]. To 
capture and extract suicide-related information from text within 
EHRs, Natural Language Processing (NLP) approaches are 
essential. Common to many NLP solutions for extracting 
particular pieces of information from EHR text are: to 1) 

identify concepts of relevance (e.g. the term suicide) and 2) 
classify contextual attributes that semantically alter the 
meaning of the identified mention. Negation detection is 
particularly important for clinical constructs that are routinely 
documented as part of clinical assessments (e.g. denies suicidal 
ideation). Current state-of-the-art NLP methodologies that 
model such problems in the clinical domain rely on machine 
learning approaches or symbolic approaches (or a combination 
of both) [7,8]. 
However, extracting patient-level risks or classifications from 
(a collection of) documents presents some challenges. Each 
patient EHR might contain several documents, and each 
document might contain several relevant (and irrelevant) 
mentions of clinically important information. Particularly for 
complex clinical constructs such as suicidality, generating 
sufficiently large and high-quality datasets that could be used 
to develop machine-learning based models is costly due to the 
time and human effort required for manual data annotation. 
Inferring patient-level labels from individual mentions can be 
done by post-processing identified mentions using currently 
available clinical evidence, as was done in a recent study for 
asserting asthma status [9], or by other heuristic approaches.  
Haerian et al. (2012) found that NLP approaches combined with 
ICD-9 codes had higher precision/positive predictive value 
(PPV) than using ICD-9 codes alone when evaluated on data 
from the New York Presbyterian Hospital/Columbia University 
Medical Center [4]. Similarly, Anderson et al. (2015) found that 
only 3% of patients who had an indication of suicidal ideation 
written in text had a corresponding ICD-9 code in a study 
performed on a large distributed health network of primary care 
organizations [5]. In a study to identify suicidal behaviour 
amongst pregnant women, similar findings are reported: using 
diagnostic codes alone reduced sensitivity considerably [10]. 
Rule- and machine-learning based approaches to extract suicide 
ideation and suicide attempt mentions from psychiatric EHR 
text have been developed with promising results [6], but were 
evaluated on the mention level, not the patient level. 
We have previously developed a step-wise rule-based NLP 
approach that 1) identifies suicide-related mentions and filters 
out negated instances using lexicons (for concepts as well as 
negation terms) and rules based on syntactic information 
(constituency-based parse tree of sentences), 2) determines a 
document-level label based on heuristics (counting the number 
of positive and negative instances and assigning a document-
level label based on a majority rule), and 3) determines a 
patient-level label based on document labels (patient positive 
for suicidal behaviour = the patient had one (or more) 
documents labelled as positive for suicidality). This approach 
was evaluated on a cohort of adolescents diagnosed with autism 
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spectrum disorder (ASD), resulting in precision, recall, and f1 
scores all > 0.85 at the document and patient level [11]. 
In the study presented here, we extend this approach. We had 
two main aims: 1) to generate a manually annotated reference 
standard of an adolescent cohort that was inclusive of all mental 
health conditions and 2) to apply and modify an existing NLP 
approach for mention-level extraction of specified clinical 
constructs [12] that only relied on target (relevant clinical 
concepts) and modifier (terms that alter the contextual meaning 
of the target, e.g. negation) lexicons and a sentence tokenizer; 
thus, minimizing the need for time-costly pre-processing steps 
such as syntactic parsing, and test its performance on the new 
cohort. Our focus was on finding asserted suicidality risk, 
filtering out negated cases. Further, we applied previously 
published target and modifier lexicons (in this case, negation 
terms), to assess their applicability on a new clinical use-case 
and dataset. Finally, we developed and evaluated these lexicons 
at both document and patient level. To our knowledge, this is 
the first study that focuses on a general adolescent patient 
cohort and that systematically analyses the applicability of 
published lexical resources on the problem of retrieving 
asserted suicide risk from EHR text.  
The capacity to extract data on suicidality from free-text EHRs 
has many implications: it provides an estimate of the prevalence 
of this problem in a clinical CAMHS population; it generates a 
cohort of high-risk patients in which to study risk factors for 
self-harm and suicide; and it contributes to an emerging field of 
research using text from routinely collected health data and 
data-driven methods to help understand suicide risk at scale.  

Methods 

Data Source and Clinical Cohort 

We used data from the Clinical Records Interactive Search 
(CRIS) database [13,14], which contains anonymized EHRs 
from the South London and Maudsley (SLaM) NHS 
Foundation Trust and has ethical approval for research use 
(Oxford REC C, reference 08/H0606/71+5) under an extensive 
governance model. The full cohort consisted of all patients aged 
11-17 and in contact with CAMHS in SLaM between April 1st 
2009 and March 31st 2016. All documents for these patients in 
this time period were extracted (documents include event notes, 
correspondence letters, and free-text sections from different 
types of semi-structured assessments), yielding a total of 
1,601,422 documents (derived from 23,455 patients)1. No 
structured data was included, and access to patient outcomes 
was not covered by the ethical approval for this project. 

Reference Standard Development 

EHR Corpus 

All documents for a sample of 200 patients were extracted for 
manual review. This subset was split into a training set (100 
patients, 2883 documents), and a test set (100 patients, 2602 
documents). The sample was randomly extracted from the 
patients who had a number of EHR documents within the 1st 
and 3rd quartiles (12,146 patients, 342,037 documents in total, 
cut-off points: minimum of 10, maximum of 61 per patient). 
Annotation  

A review of similar studies was performed to guide the 
definition of suicide-related information, and suicidal 
behaviour. In summary, any mentions that indicated the desire 
to kill oneself, end one’s life, or wanting to be dead/to die 
(including having tried to kill oneself) were included. Mentions 
                                                           
1 As of 12 April 2018 

related to self-harm without suicidal intent or no explicit 
mention of suicidal intent were excluded. No assumptions on 
implicit information about intent (e.g. overdoses) were made 
and were thus not annotated. All documents for each patient 
were manually reviewed and annotated by a child psychiatrist 
(SE) for a document-level label (non-relevant, suicidal, non-
suicidal, or uncertain). Each document labelled as suicidal, non-
suicidal or uncertain was also annotated with mention-level 
annotations (positive, negated, uncertain or unrelated). The 
definition of a mention-level annotation was deliberately not 
constrained to specific textual units (e.g. word or paragraph), 
instead, any text segment that was indicative of the mention-
level labels could be marked by the annotator to allow for 
expressivity and clinically relevant segments. Guidelines were 
iteratively developed to refine inclusion and exclusion criteria 
for each label. A small subset (100 documents, randomly 
extracted with a 2:1 ratio of not positive:positive) was 
annotated by a second clinical annotator (TS) to measure inter-
annotator agreement (IAA). We used the Extensible Human 
Oracle Suite of Tools (eHost)2 annotation tool. 

Document- and Patient-Level Label Heuristics 

Because the purpose of the clinical use-case for which this 
approach was developed was to generate a cohort of patients 
who had ever exhibited suicidal tendencies, priority was placed 
on detecting affirmed suicide-related information. Thus, if there 
was at least one affirmed mention of suicidality in a document, 
the document label was set to suicidal. Similarly, a patient-level 
label of suicidal was set if there was at least one document 
labelled as positive for suicidality (Figure 1). 

Figure 1 - Example illustrating document and patient-level 
label heuristics. A patient may have several EHR documents. 

This example illustrates two fictitious documents from two 
fictitious dates, where there are multiple suicide-related 
mentions in the first document (left), 2 positive (P) for 

suicidality (S) and one negated (N), which leads to a positive 
document-level label, and only one mention in the second 
document (right) which is negated, leading to a negated 

document-level label. Because one document was labelled as 
positive, the patient-level label is positive (Patient S = P) 

Natural Language Processing Approach  

We extended our previous approach by relying solely on 
pyConTextNLP [12] (version 0.6.0.0) that only requires a 
sentence tokenizer for pre-processing, and on two lexicons: one 
that defines relevant concepts/mentions (target terms, e.g. 
suicidal) and one that defines modifiers (e.g. negations) and so-
called termination terms. Termination terms define if the scope 
of a target modifier should be triggered within a sentence. For 
instance, in a sentence like ‘The patient denies wanting to die 
but has had suicidal thoughts.’, the scope of the negation term 

2 http://blulab.chpc.utah.edu/content/ehost-extensible-human-oracle-
suite-tools 
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‘denies’ covers ‘wanting to die’ and not ‘suicidal’ due to the 
termination term but pyConTextNLP allows for matching with 
character-based regular expressions. We used spaCy3 (version 
2.0.9) for sentence tokenization. The work was performed in a 
Python 2.7.6 environment. The development and analysis of 
target and modifier term lexicons was the main focus, and was 
done in two main phases. For target terms, we reviewed 
previous similar studies [6,11,15] and experimented 
empirically with these to identify a good coverage lexicon. As 
a baseline, we used a minimal target lexicon only containing the 
term suicide and its variants (suicid*) to assess the impact of 
the addition of other target terms. For modifier terms, we used 
three previously published off-the-shelf lexicons: 1) negation 
terms used for detecting suicidality in adolescents with ASD 
(“AMIA2017”) [11], 2) negation terms used to detect suicidal 
ideation (“SREP2018”) [6], and 3) a collection of negation 
terms developed for a variety of clinical use-cases (not 
specifically suicidality) and languages (“MEDINFO2013”) 
[16]. The off-the-shelf lexicon that yielded best results on the 
development set was then further iteratively adapted based on 
findings from manual error analyses. To assess the applicability 
of the lexicons on the development set, priority was given to 
optimizing performance on detecting affirmed suicidality at 
both document and patient level. The test set was held aside 
throughout the development phase. 

Table 1 – Reference standard document label distributions 

document label development set test set 
non-relevant 2570 2393 
suicidal 136 54 
non-suicidal 46 33 
uncertain 131 122 
total 2883 2602 

Table 2 – Reference standard patient label distributions 

patient label development set test set 
non-relevant 52 66 
suicidal 37 26 
non-suicidal 11 8 
total 100 100 

Evaluation  

We measured inter-annotator agreement on a subset with 
Cohen’s � and accuracy. NLP performance was measured 
against the annotated reference standard development and test 
sets with precision (PPV), recall (sensitivity) and f1-score at a 
document- and patient-level, focusing on results for affirmed 
suicidality. Finally, qualitative error analysis on results was 
performed to inform future improvements.  

Results 

Reference Standard and Inter-Annotator Agreement 

The overall distribution of the resulting annotations on a 
document and patient level is presented in Tables 1 and 2. Non-
relevant documents are in the majority of both the development 
and test sets (89% and 92%, respectively). A 4.7% of the 
documents in the development set were positive for suicidality, 
and 2.1% in the test set. On a patient level, the distribution of 
patients labelled as suicidal was: 37% (development set) versus 
26% (test set). Inter-annotator agreement on the subset of 100 
documents was very high: � 0.96, 98% accuracy.  

                                                           
3 https://spacy.io/ 

Natural Language Processing Results 

Adaptations of the target term lexicon involved adding terms 
like end his/her life, kill him/herself. Overall performance with 
these additions resulted in 15-17% f1-score improvement on 
document-level classification (baseline f1-score results using 
only suicid* were 64-72% on the development set (56-68% on 
the test set). On a patient level, baseline results ranged between 
70-79% on the development set (71-79% on the test set), 
compared to 83-86% using the extended target lexicons on the 
development set (82-83% on the test set).  

 
Figure 2 - Results (precision, recall and f1-score) on 

development (dev, grey) and test (green) sets for document 
(top) and patient (bottom) level classification (positive for 
suicidality). Each value on the x-axis represents a modifier 
lexicon configuration: 1) previous studies: AMIA2017 [11]; 
SREP2018 [6] and MEDINFO2013 [16] or 2) modifications 

to the MEDINFO2013 lexicon based on iterative error 
analysis on the dev set (MEDINFO2013_a and _b). The 

dashed lines represent f1-scores using the baseline target 
lexicon (suicid* only) on the test set: grey line shows lowest 

results (min), black line highest results (max)  

Results for the different configurations of modifier lexicons are 
shown in Figure 2 (document-level on top, patient-level 
bottom). The precision results on the document-level ranged 
from 71% (using the SREP2018 lexicon) to 85% (using the 
AMIA2017 lexicon); recall results ranged from 74% 
(AMIA2017 lexicon) to 90% (MEDINFO2013 lexicon); f1-
score results from 78% (SREP2018) to 86% (MEDINFO2013) 
without any further adaptation on the development set. The 
MEDINFO2013 lexicon resulted in best overall off-the-shelf 
f1-score results and was used for additional adaptation. Errors 
produced by the MEDINFO2013 lexicon were analysed and 
iteratively revised based on the development set by adding 
missing negation terms and revising conjunction terms. We 
present results for two adapted lexicons: MEDINFO2013_a and 
_b. In both lexicons, the following negation terms were added: 
doesn't, doesnt (sic), never, none. The main difference between 
the two adaptations is the list of conjunction/termination terms. 
In MEDINFO2013_b, 24 conjunction terms, such as unless and 
whereas, were added. Furthermore, some conjunction terms 
that were included in the original MEDINFO2013 lexicon were 
excluded in both adapted versions, like patient, recent, today. 
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Document-level results on the blind test set were overall lower 
compared to the development set (58-72% precision, 70-87% 
recall and 69-75% f1-score) when using the off-the-shelf 
modifier lexicons. The adapted lexicons also resulted in lower 
overall performance compared to the development set, except 
for recall using MEDINFO2013_a, which improved from 80% 
to 83%, and MEDINFO2013_b which improved from 88% to 
89% (but resulted in lower f1-score).  
On a patient level, results for the off-the-shelf lexicons ranged 
from 72-82% precision, 76-92% recall and 79-81% f1-score on 
the development set. The adapted lexicons resulted in more 
balanced, and, on average, higher precision and recall results 
(81-82%, 84-92% respectively) and slightly higher f1-scores 
(83-86%). On the blind test set, best f1-score results were 
obtained with the two adapted lexicons (82% for MEDINFO_a 
and 83% for MEDINFO_b). 
On the test set, the lowest baseline f1-score document-level 
results were produced by the AMIA2017 lexicon (56%), the 
highest with the adapted lexicons MEDINFO2013_a and _b 
(68%). However, on patient-level results the highest baseline 
result was 79% (MEDINFO2013_b) but results were similar for 
MEDINFO2013 and MEDINFO2013_a (78%), the lowest 
results were produced with the AMIA2017 lexicon (71%). 

Discussion 

We have developed a new comprehensive manually annotated 
reference standard of EHRs from an adolescent mental health 
patient cohort. Most documents do not contain any suicide-
related information (~90%), only 2-5% documents contain 
affirmed suicide-related information. On a patient level 
prevalence is higher (26-37%). This is slightly higher than was 
found in our previous work [11], but the definition of what 
constituted affirmed suicide-related information was not 
identical. Inter-annotator agreement on a small subset was high, 
indicating that the task is well-defined. Previous studies have 
shown that using diagnostic codes alone to identify risk of 
suicidal behaviour is insufficient [4,5,10]. We performed a 
preliminary assessment of this on our development data and 
found similar results: only 6 of 37 patients (16.2%) would have 
been identified as at risk of suicidal behaviour if using 
information from structured risk assessment forms only. 
Our adaptation of pyConTextNLP resulted in similar or higher 
overall results as compared with our previous NLP approach 
[11] when applied on the development set, with the added 
benefit of more efficient processing time (approx. 10 times 
faster) mainly due to not requiring time-costly pre-processing 
steps such as syntactic analysis. This shows that a lexical, 
surface-level approach is sufficient to deal with syntactic 
phenomena such as negation in these contexts. Off-the-shelf 
modifier lexicons unsurprisingly yielded varying results – 
adapting these lexicons based on findings from iterative error 
analysis on the development set resulted in improvements also 
on the blind test set.  
For our clinical use-case, accurate patient-level classifications 
are the priority, not document-level. In general, high recall was 
easier to achieve than high precision. This is probably due to 
the NLP approach failing to correctly classify certain types of 
negations (e.g. semi-structured forms, general advice 
paragraphs) and third party mentions (e.g. relatives), which 
generate false positives and lower precision, without effecting 
recall. Precision is of greater importance for this use-case, as 
false positives are a bigger concern than false negatives. 

                                                           
4 https://github.com/KCL-Health-NLP/camhs_pycontext_adaptation 

Extending the target lexicon with additional terms improved 
document-level results more than patient-level results. This 
indicates that the term suicide and its variants really is the key 
term overall on patient-level assertions (i.e., it is sufficient for 
one document to have one affirmed mention of suicid*, and this 
term is by far the most common suicide-related term overall). 
However, if it is important for the end use-case to e.g. identify 
when the first mention of affirmed suicide risk is documented, 
optimal performance on the document level would be essential. 
To our knowledge, our study is the first of its kind to 
extensively analyse the relation between document- and 
patient-level assertions using this particular type of NLP 
approach. Our findings could be valuable for further studies in 
this area, e.g., distributions of suicide-related information in 
affirmed, as well as negated or other, semantic modifications 
overall in EHR notes, to inform post-processing heuristics or 
other data-driven representations of this clinical construct. All 
lexicons, guidelines and scripts are made available online4. 
Our study has some limitations. The majority of the documents 
were only annotated by one clinician. An extension of our work 
would involve double-annotating a larger subset for further 
inter-annotator agreement analysis. Because the agreement was 
high on our subsample, we would expect to get high agreement 
also on a larger sample. We have only focused on applying 
negation detection on this data and with this NLP approach. We 
plan to further study the uncertain and unrelated annotations 
and develop our lexicons to capture these semantic modifiers as 
well as filtering out third party mentions and references to the 
past. The off-the-shelf lexicons were not developed specifically 
for the NLP system we used in this study and in particular were 
not designed with the same approach for finding the scope of 
modifiers by defining conjunction terms. We have not studied 
the individual effects of these terms, which would be an 
interesting future area to study. In addition, we plan to extend 
the analysis of lexical terms with other external resources such 
as the UMLS and SNOMED-CT. Clinical text is often written 
in non-standard grammatical structures (e.g. long sentences, 
abbreviations, lack of subjects and/or predicates) which 
motivates further analysis in the pre-processing steps (sentence 
and word tokenization) as well as document sections. 
Furthermore, we have prioritized results on extracting asserted 
suicide-related information. It might be the case that improving 
results on the negation detection part would lead to improved 
results on the assertion detection part, which is something we 
will study further. Finally, lexicon- and rule-based approaches 
always suffer from poor generalizability in the sense that 
spelling variants and new terms need to be added manually. We 
plan to extend our comparison with other approaches such as 
Metamap, and also to apply more data-driven approaches for 
finding relevant terms e.g. by developing word- and sentence 
embedding models on larger datasets to automatically generate 
extended representations. However, because of the low 
prevalence problem on the document level, this approach will 
need careful study design to ensure that sufficient data samples 
are used. One approach, similar to Downs et al. [11], would be 
to filter documents using specific suicide-related target terms 
and use these documents for generating semantic 
representations. The applicability of this approach on EHR data 
from other institutions would also need further investigation. 
By adapting and developing a simple NLP tool to identify text 
relating to affirmed mentions of suicidality, we have been able 
to identify a cohort of patients who are at higher risk of future 
adverse outcomes including self-harm. This cohort could be 
studied for a number of important clinical outcomes. Initially, 
we are planning a study which will explore socio-demographic, 
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clinical and educational risk factors for hospital presentations 
with self-harm in this high-risk population. This could provide 
additional information to clinicians on which to base 
assessments of risk for self-harm and could therefore have an 
important impact on clinical management.  

Conclusions 

We have developed a comprehensive manually annotated EHR 
corpus with rich suicide-related information from a general 
adolescent cohort. Our adaptation of a rule-based NLP 
approach and systematic analysis of existing lexicons applied 
to this data is a contribution to this understudied field for 
several reasons: we show that simple NLP approaches can have 
promising results; we confirm previous published results that 
most suicide-related information is written in free-text; we 
illustrate the challenges in defining patient-level labels based 
on mention- and document-level extraction for this low 
prevalence problem. Our adapted approach could be used in 
different populations and settings to define cohorts for similar 
use-cases. We look forward to seeing further developments of 
NLP approaches for this important problem. 
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Abstract 

For patients with a diagnosis of schizophrenia, determining 

symptom onset is crucial for timely and successful 

intervention. In mental health records, information about 

early symptoms is often documented only in free text, and thus 

needs to be extracted to support clinical research. To achieve 

this, natural language processing (NLP) methods can be used. 

Development and evaluation of NLP systems requires 

manually annotated corpora. We present a corpus of mental 

health records annotated with temporal relations for 

psychosis symptoms. We propose a methodology for document 

selection and manual annotation to detect symptom onset 

information, and develop an annotated corpus. To assess the 

utility of the created corpus, we propose a pilot NLP system. 

To the best of our knowledge, this is the first temporally-

annotated corpus tailored to a specific clinical use-case. 

Keywords:  

Schizophrenia; Electronic Health Records; Natural Language 

Processing 

Introduction 

For patients with a diagnosis of schizophrenia, duration of 

untreated psychosis (DUP) is the period of time between the 

onset of first symptoms and the initiation of adequate 

treatment [1]. As shown in previous studies, prolonged DUP is 

associated with poor intervention outcomes, both in the first 

years of treatment and in the long-term [2,3]. Therefore, to 

enhance the management of symptoms and improve social 

functioning, timely treatment is crucial. For determining 

symptom onset and ultimately reducing DUP, the information 

collected in clinical practices could be successfully re-used. 

With the rapid adoption of electronic health records (EHRs), 

clinical data are increasingly available in electronic format, 

allowing for large-scale retrospective research. However, 

especially in the field of mental health, clinically relevant 

information (e.g., symptoms, diagnoses, medication) is often 

documented in unstructured form (free text), for instance 

through letters and progress notes. To allow analyzing the 

information enclosed in such clinical text, natural language 

processing (NLP) techniques are becoming increasingly 

popular [4].  In the case of determining symptom and 

treatment onset from clinical notes, NLP methods are needed 

to both extract clinical concepts (events) and anchor them on a 

timeline. To this end, two types of temporal information have 

to be identified: time expressions such as dates and times 

(TIMEXes), and temporal links (relations) between these and 

the available events ({hallucinations} in {2002}). 

In recent years, a few clinical corpora have been annotated for 

temporal relations (TLINKs), and used for developing NLP 

systems tailored to this task. The 2012 i2b2 Temporal 

Relations Challenge focused on temporal relations in 

narratives from an intensive care unit [5]: a total of 310 

discharge summaries were annotated with events, temporal 

expressions, and 8 types of temporal relations (e.g., “before”, 

“overlap”). Styler IV et al. developed  a corpus (THYME) of 

1,254 cancer patient records, which were annotated with 

clinical and temporal information  [6]. This corpus was then 

used in the 2015 and 2016 Clinical TempEval challenges (440 

and 591 documents, respectively), which focused on 

determining two types of TLINKs [7,8]: relations between 

events and the document creation time (DCT), and relations 

between an event or a TIMEX and a narrative container. 

Successful NLP systems developed on these corpora have 

mainly relied on supervised machine learning algorithms, 

using lexical, morphological and syntactical features. A few 

systems also included heuristics and rule-based components. 

Despite the recent advances in temporal relation extraction, 

developing temporal NLP systems in different clinical 

domains remains a challenge, due to the inherent complexity 

of the task – each patient can have several EHRs with 

clinically relevant information, and in each document every 

clinically relevant event can in principle be linked to every 

TIMEX. In this paper, we address the problem of determining 

temporal relations in mental health records, with a focus on 

symptom onset identification for schizophrenia patients. To 

the best of our knowledge, this is the first study on temporal 

relation extraction that was driven by a specific psychiatric 

clinical use-case. The NLP task was defined from a clinical 

perspective, with the final goal to extract relevant information 

at the patient level. As a crucial initial step to reach this goal, 

we needed to not only identify the clinically relevant events to 

be extracted and anchored in time, but also the set of 

documents that were likely to contain this information. 

We have three main aims in this study. First, we propose a 

methodology for selecting the most relevant documents for the 

considered use-case. Then, we develop a manual annotation 

process to temporally anchor all the relevant symptoms, thus 

enabling the extraction of symptom onset and other 

information of interest. Finally, we propose a preliminary NLP 

system to assess the utility of the created corpus. 

Methods 

Dataset 

In this study, we used mental health records from the Clinical 

Record Interactive Search (CRIS) database [9]. This research 
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repository contains anonymized patient data (structured and 

unstructured), derived from the EHR system used at the South 

London and Maudsley National Health Service (NHS) 

Foundation Trust (SLaM). Textual documents typically 

consist of either notes related to specific events or attachments 

of different types (e.g., assessments, discharge letters). In the 

system, there are no structured elements indicating whether a 

document represents a first assessment, which would be 

helpful to identify relevant content for our use-case. 

For selecting the records that would most likely include the 

information of interest, we focused on documents from early 

intervention services for people with first episode psychosis 

(FEP). We considered documents written within a 3-month 

window by six intervention teams from the team's acceptance 

date in April 2018, on the assumption that these “early” 

documents would include the initial assessment and the richest 

description of a patient’s clinical history. The steps followed 

for document extraction are shown in Figure 1. We focused on 

longer documents, in which clinicians typically document the 

presenting history and mental state examination, and excluded 

questionnaires and forms consisting of short lines. To identify 

how symptom onset information was typically documented, 

70 documents were double-annotated for relevant paragraphs 

such as: “difficulties were noted for the first time when the 

patient was 7 years old, as he was displaying aggressive 

behaviour.” 

 

Figure 1 – First Document Extraction. 

We analysed the annotated documents in terms of clinical and 

temporal content, automatically identifying symptoms (i.e., 

events) and time expressions. For extracting symptoms, we 

used a previously-developed keyword list [10] containing 598 

psychosis-specific symptom terms. To identify TIMEXes, we 

used SUTime [11], a rule-based tool for temporal expression 

extraction which we have adapted to the mental health domain 

[12]. As a result of these analyses, we selected the final set of 

documents to be used for annotation. In general, documents do 

not follow a standard format. In some cases, there is a semi-

structured format, with section headings (e.g., history of 

presenting complaint, clinical history, mental state 

examination), but there is a large variability. It is important to 

note that, while some events are reported with a specific date 

(e.g., “presented on 1st Jan. 2014 with hallucinations”), others 

are not clearly linked to a temporal point (e.g., references to 

“the past”, ongoing symptomology). 

Temporal Relation Annotation 

Documents were pre-annotated with symptoms and time 

expressions, using the same tools as for corpus selection. 

Annotators were asked to try to link each pre-annotated event 

to a TIMEX, if such relation could be inferred from the text. 

In addition, they had to assign to each event a polarity value, 

which could be either “positive” or “negative” (e.g., “denied 

hallucinations”). This distinction is important, as negated 

symptoms would not likely indicate onset information, and 

should be represented differently on a patient’s clinical 

timeline. Figure 2 shows an annotation example. 

 

Figure 2 – Annotation Example. 

The corpus was divided in batches, each including documents 

belonging to 9-10 patients (Table 1). Annotations were carried 

out by three medical students, and all documents were double-

annotated. To guide the annotation task, two NLP researchers 

created specific guidelines, which were enriched with relevant 

example cases. To create the final version of the corpus, all 

annotated documents were adjudicated, resolving 

disagreements and performing corrections when needed.  

To investigate if symptoms were linked to time points prior to 

the clinic visit, we also analysed, for each patient, how far 

back in time (in terms of days) a symptom referred to. In this 

analysis, we did not consider symptoms with negative 

polarity, as these are not likely to represent onset information. 

Automated Temporal Relation Extraction 

We used the annotated corpus to develop two NLP modules: 

TLINK extraction and polarity classification. The dataset was 

randomly split into training, development, and test sets. The 

training set was used for system development and manual rule 

engineering, with validation on the development set. The test 

set was set aside for final evaluation (in future studies).  

In the temporal relation module, we addressed TLINK 

extraction (i.e., determining if the event can be linked to a 

time expression in the document) and TIMEX assignment 

(i.e., finding the normalized value of the TIMEX linked to the 

event) simultaneously. To perform both tasks, we developed a 

rule-based system relying on a number of features, such as the 

section in which the event is found and the presence of anchor 

dates in the text (admission, discharge, clinic dates). More 

specifically, section labels were identified by using a set of 

keywords (e.g., “history”, “examination”), while anchor dates 

were extracted with regular expressions. System development 

was carried out on a subset of the training set, iteratively 

adding/refining rules. As a result, we developed ten rules to be 

applied following an order of relevance. For example, if only 

one TIMEX (representing a date like YYYY-MM-DD) is 

found in the same sentence including the symptom, a link is 

created. As another example, if a symptom is mentioned in a 

section named “mental state examination on admission” and 

an admission date is available, a link is created. 

To assign a polarity value to events, we used ConText [13], a 

rule-based algorithm which relies on modifiers (e.g., “no”, 

“denies”) to determine whether a concept is negated. These 

modifiers are looked for in a window of words surrounding 

the event. In this paper, we used 11 “negation” modifiers 

representing the terms that were found in our corpus. 
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Evaluation 

To evaluate the quality of the developed corpus, we computed 

inter-annotator (IAA) agreement. For polarity, we calculated 

accuracy on symptoms: an agreement is obtained when both 

annotators marked the same value. For the TLINK task, we 

defined an “adapted” accuracy, considering for each symptom 

two cases of agreement: i) both annotators identified 0 links, 

or ii) both annotators identified a link to the same time 

expressions (in terms of normalized value). All other 

combinations were regarded as disagreements. Automated 

extraction systems were evaluated with the same metrics. 

Results 

Corpus Selection 

Figure 3 shows the results of the analysis conducted for corpus 

selection (on  a subset of 70 documents). For each document, 

we computed the number of automatically extracted 

symptoms/TIMEXes (orange lines) and of manually annotated 

onset paragraphs (blue lines). Results (normalized counts) 

indicate that documents with many clinical/temporal elements 

are more likely to contain information on symptom onset.  

Starting from this observation, we filtered the initial corpus by 

adding the following criteria: Symptom_count > 0 and 

Timex_count > 5. The number of symptoms was computed by 

using a list of 26 keywords developed by two psychiatrists, 

and the number of TIMEXes was found with the adapted 

SUTime. This filtering step led to a final set of 9,779 unique 

documents for 3,433 patients. From this corpus, we extracted 

645 documents for 239 randomly selected patients (an average 

of 2.7 documents per patient) grouped into 24 batches. 

Corpus Annotation 

Table 1 reports the number of patients, documents, events, and 

TIMEXes in our corpus. 

 

Figure 3 – Relation between Symptom/TIMEX Counts (orange 

lines) and Manually Annotated Onset Paragraphs (blue lines). 

There are 2,590 symptoms (on average, 4 per document). The 

5 most frequent (73% of events) are the following (raw counts 

between brackets): hallucinations (736), delusions (430), 

delusional (398), paranoia (179), and thought disorder (159). 

Each symptom was manually annotated for a Polarity value 

and an optional TLINK. Table 2 reports the IAA, while Table 

3 shows the prevalence of Polarity values and temporal 

relations (for TLINKs, “Yes” represents the existence of a 

link). These counts were computed on the adjudicated dataset. 

Table 1 – Patient, Document, Event and TIMEX Counts 

 Total Train Dev 

Patients (batches) 239 (24) 140 (14) 49 (5)

Documents 645 361 133

Events 2,590 1,465 515

TIMEXes 24,135 13,502 5,061

Table 2 – Inter-Annotator Agreement (IAA) per Annotated 

Item 

Item IAA (average) IAA (range/batch) 

TLINK 0.73 0.60 - 0.84

Polarity 0.95 0.81 - 1

Table 3 – Annotation Results for TLINK and Polarity 

Item Value Total Train Dev 

TLINK Yes 1,661 (64.1%) 945 302

No 929   (35.9%) 520 213

Polarity Pos 1,900 (73.4%) 1,110 368

Neg 690   (26.6%) 355 147

Starting from the adjudicated annotations, for each patient we 

computed the difference between the maximum and the 

minimum dates associated to any “positive” symptom (diff). It 

is important to note that, for those symptoms that were not 

explicitely linked to a date, this difference could not be 

computed. As a result, we were able to compute diff values for 

206 patients (Figure 4). Out of these, 41 (20%) had a diff 

value longer than one year, while 71 (34%) had a zero diff 

value. 

 

Figure 4 – Difference (in days) between Minimum   and 

Maximum Symptom Dates for 206 Patients 

Automated Temporal Relation Extraction 

Table 4 shows preliminary results for the two developed NLP 

modules, using the same metrics as for IAA. For comparison 

purposes, we also report two baseline results: for the Polarity 

attribute we classified each event as “positive”, while for 

TLINKs we did not link any event to any specific TIMEX. 

Table 4– Performance of NLP modules 

Item Model Train Dev 

TLINK baseline 0.47 0.54

Rule-based 0.67 0.58

Polarity baseline 0.76 0.72

ConText 0.93 0.95
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Discussion 

We have developed a corpus of mental health records for 

patients with schizophrenia who have been admitted to early 

onset intervention services, annotated with temporal relations 

to capture the onset of psychosis symptoms. To the best of our 

knowledge, this is the first temporally-annotated corpus that 

was developed for a specific clinical use-case besides clinical 

timeline reconstruction. In particular, our use-case is related to 

the analysis of symptom onset and to the calculation of DUP 

on a large patient cohort. To address this long-term goal, 

dataset selection was crucial: we applied symptom/TIMEX-

based filtering steps to the available CRIS data, and selected 

multiple documents referred to each patient. Starting from a 

mention-level annotation task, we aim at proposing a 

framework that could be also relevant for information 

extraction on a patient-level. The guidelines and the keywords 

used in the annotation process, as well as the code for NLP 

development, are available at: https://github.com/medesto/. 

Besides this underlying perspective, our corpus differs from 

related datasets (i.e., i2b2 2012 and THYME) in two main 

ways. First, to allow capturing onset information which can be 

reported across different sentences/paragraphs, we did not 

require linked entities to be close to each other: each event 

could be linked to any time expression written in the 

document. This is a first step towards reconstructing timelines 

across multiple documents, a  problem that remains 

understudied in the clinical domain. Raghavan et al., for 

example, proposed a system for cross-document alignment of 

event sequences [14].  Second, to simplify the annotation task 

and still obtain useful data, we asked annotators to associate 

each event to only one time expression (the most relevant 

one), thus considering only one type of TLINK. Given these 

differences, we proposed the use of an adapted accuracy to 

measure the IAA on temporal links, with a final value of 0.73. 

This represents a promising result, especially considering the 

inherent difficulty of the task. In some cases, for example, 

annotators found it difficult to decide whether a symptom 

should be linked to a given date: even if a temporal link could 

be reasonably inferred, the relation was not clearly stated in 

the text. As another cause of disagreements, for a few 

symptoms that were clearly related to the visit date, this date 

was not explicitly written in the text: in these cases, the “most 

likely” date was often chosen. As for the Polarity attribute, we 

obtained a particularly high IAA, with an accuracy of 0.95. As 

expected, classifying a symptom as positive or negative was 

easier than contextualizing it from the temporal point of view. 

In the adjudicated corpus, 1661 symptoms (64%) were linked 

to a specific date. It is interesting to note that 541 (33%) of 

these symptoms were negated, and therefore do not play a role 

for symptom onset extraction. As a matter of fact, 197 negated 

events (36%) were found in “examination” sections, thus 

representing results of patient visits. We aimed at capturing 

these temporal links as they could be important for general 

timeline reconstruction, however they might not be directly 

relevant to our long-term goal. To assess the utility of our data 

for symptom onset extraction, we analyzed the temporal gap 

between the first and the last symptom dates available for each 

patient. Our assumption was that symptoms going far back in 

time could represent the actual onset of psychosis. To verify 

this, we reviewed the documented “early symptoms” for 41 

patients having a diff value of more than one year. Out of 

these 41 instances, 17 corresponded to a clear onset date, 

while 15 were a close approximation to the onset date (which 

was specified in other parts of the texts). An example of the 

first type is given by: “he has been suffering from psychosis 

since he was 10 years old when he started experiencing 

hallucinations”. The remaining 9 instances resulted either 

from erroneous dates written in the text (3), or from a long 

temporal gap between documents associated to the same 

patient (6). These results indicate that the proposed annotation 

schema could be useful for correctly capturing information on 

early symptom onset, as well as for retaining more general 

temporal information for timeline reconstruction. To further 

assess this point, we plan to analyze the information annotated 

for the 165 patients with a diff value lower than one year. 

As regards NLP system development, preliminary results 

indicate that our gold data are consisent enough to allow for 

automated system development (Table 4). However, the 

performance of the TLINK module on the development set 

(0.58) was lower than that on the training set (0.67), showing 

that more effort should be put into developing a generalizable 

system. To address this, we plan to both improve the available 

rules and explore supervised machine learning methods. Given 

the complexity of our problem, human-in-the-loop approaches 

could be explored [15]. Moreover, to support real-world 

usability, it would be important to focus on explainable 

methods [16]. Once the NLP system is completed, we will run 

it on a large patient cohort, to quantify the number of patients 

for which an early symptom onset is documented in free text. 

In addition, we are interested in assessing which types of 

TIMEXes are most frequently associated to onset information. 

Our study presents two main limitations. First, given the huge 

amount of textual information available in CRIS, the proposed 

corpus selection might not be ideal. To investigate this, we are 

currently annotating different types of documents, in particular 

those related to first referrals to SLaM (without focusing on 

early intervention services). Second, the way in which we 

modeled the problem could be potentially improved. To 

simplify the annotation task, we only focused on a limited set 

of symptom keywords; however, these keywords are not 

suitable to capture more complex linguistic variants. 

Moreover, addressing the extraction problem at a mention-

level is not necessarily the best option. As future work, we 

will investigate other ways to model our problem, for example 

by following a question-answering annotation approach. One 

drawback of this approach could be the low prevalence of 

symptom onset descriptions in the texts and the need to review 

even larger sets of documents. 

Conclusions 

In this study we described a gold standard for temporal 

relation extraction in the mental health domain, with a focus 

on symptom onset and DUP extraction. We presented a 

method for corpus selection and an annotation schema, with 

promising IAA results. As a proof of concept, we proposed an 

early rule-based system for TLINK extraction. In the future, 

this system could be used to temporally anchor symptoms and 

treatments extracted from mental health records, thus enabling 

the calculation of DUP and other relevant concepts. 
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Abstract 

We propose a method to create large-scale Japanese medical 

dictionaries that include symptom names and information 

about the relationship between a disease and its symptoms us-

ing a large web archive that includes large amounts of text writ-

ten by non-medical experts. Our goal is to develop a diagnosis 

support system that makes a diagnosis according to the natural 

language (NL) inputs provided by patients. To achieve this, two 

medical dictionaries need to be constructed: one that includes 

a wide variety of symptom names expressed in NL and another 

that includes information about the relationship between a dis-

ease and its symptoms. Dictionaries will then be used to predict 

the patient’s disease via two developed methods that extract 

symptom names and disease–symptom relationships. Both 

methods retrieve sentences using WISDOM X and then apply 

neural classifiers to them. Our experimental results show that 

our methods achieved 93.8% and 88.3% in the F1-score, re-

spectively. 

Keywords:  

Natural language processing, Pattern Recognition, Automated, 

Machine learning  

Introduction 

Recently, there have been rising expectations for the introduc-

tion of an automatic diagnosis support system (DSS) as ad-

vanced artificial intelligence techniques, including deep learn-

ing, have developed and electronic medical reports have be-

come widely used in the medical field. To develop a DSS, first 

medical dictionaries that include a wide variety of symptom ex-

pressions and disease–symptom relationship information need 

to be created. To the best of the authors’ knowledge, no such 

large-scale Japanese dictionaries exist.  

This study aims to develop a DSS that can formulate diagnoses 

according to the NL inputs given by patients, such as short texts 

describing their health problems or symptoms. In this work, a 

method is proposed to create large-scale medical dictionaries 

that include NL expressions referring to symptoms and disease–

symptom relationships. Hereafter, these NL expressions will be 

referred to as “symptom names.”  

To collect symptom expressions and relationships (shown in 

Table 1), various approaches using rule-based systems, NL 

techniques, and machine learning (ML) have been proposed. 

However, their target documents are relatively formal texts, 

such as medical textbooks, scientific papers, and electronic 

medical records. Unlike the texts written by medical experts, 

inputs given by patients contain a wide range of NL expressions 

about symptoms. For example, patients may state “tiredness” or 

“lack of energy” when referring to fatigue. In English, there are 

some available resources of patients’ informal expressions such 

as the Patient-Free Term List [1] and Patient-Reported 

Outcomes version of the Common Terminology Criteria for 

Adverse Events (PRO-CTCAE), a library of items for patient 

self-reporting of symptomatic adverse events (AEs) developed 

by the U.S. National Cancer Institute. PRO-CTCAE includes 

78 symptomatic AE terms and is translated into Japanese [2], 

however, to obtain expressions more widely used in Japan, a 

Japanese medical dictionary that includes a comprehensive va-

riety of NL symptom expressions needs to be created. In addi-

tion, to predict patients’ diseases, another dictionary that in-

cludes information about the relationship between a disease and 

its symptoms needs to be generated. The disease–symptom re-

lationships should cover a wide range of symptom names used 

by patients so that the system can predict diseases from the in-

puts given by the patients. This work aims to extract a broad 

range of symptom names and the causal relationship between 

diseases and their symptoms using a large web archive, which 

includes a large amount of text written by non-medical experts 

to cover symptom names as entered by the user and correlate 

the relationship to known diseases. To this end, the authors de-

veloped two neural methods that extract symptom names and 

information about disease–symptom relationships. Both meth-

ods initially retrieve sentences that include symptom candidate 

names using the open-domain question answering system 

WISDOM X [3], and then they apply two neural methods: one 

for extracting symptom names and one for extracting disease–

symptom relationship. The experimental results show that the 

proposed symptom name extraction method achieved a 93.8% 

F1-score, and the disease–symptom relationship extraction 

method achieved an 88.3% F1-score. Moreover, the proposed 

methods can acquire symptom names that are not included in 

the training data and the existing Japanese medical term dic-

tionaries; this finding exemplifies the possibility of developing 

this system further. 

Definition of symptoms 

In this work, all changes caused by the diseases of living organ-

isms are regarded as symptoms and are referred to as “symptom 

names.” They contain expressions of physical features ob-

served by the patient and are hypothesized by the patient to be 

a sign of a disease. Symptoms are defined as such because the 

patients are expected to express general symptoms, including 

the expressed symptoms of subjective experiences (e.g., fatigue 

and paresthesia), the objectively observed findings (e.g., ery-

thema and systolic murmur), and the disease names of the com-

plications, to a DSS without distinction between these catego-

ries. 
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Methods 

Materials 

WISDOM X is a Japanese open-domain question answering 

system that uses four billion web pages as its information 

source (https://wisdom-nict.jp) [3]. It answers a wide range of 

questions, such as “What is AI used for?” and “What happens 

if global warming worsens?” This study used WISDOM X be-

cause it enabled the efficient extraction of sentences that in-

clude a symptom candidate. For example, when “What is 

caused by AMI?” was typed into WISDOM X, the program an-

swered that “AMI causes life-threatening arrhythmia,” in which 

“life-threatening arrhythmia” is regarded as a symptom candi-

date name (Figure 1). 

A list of questions was created to be entered into WISDOM X; 

each of these questions consisted of a certain disease name and 

a question template (e.g., “what is caused by [DISEASE]”). 

First, 25,367 disease names were collected from the disease 

name master list of Japanese International Statistical Classifi-

cation of Diseases and Related Health Problems Tenth Revision 

[4] and the doctor national examination question criteria [5]. 

This list was then expanded to 25,916 names using a contextu-

ally similar word database [6].  

 

 

Figure 1 – An example of using WISDOM X.�

Further, the authors manually generated 67 question templates 

(e.g., “What happens with [DISEASE]” and “What does 

[DISEASE] cause?”) and obtained 1,736,372 questions by ex-

haustively combining disease names and question templates. 

All questions were entered WISDOM X and 3,894,833 sen-

tences that contained both a disease name and a symptom can-

didate name were found. Out of the 25,916 disease names, 

10,467 (40.4%) had at least one or more answers. 

The symptom candidate names extracted as above contain ex-

pressions that are irrelevant to proper symptoms, and they were 

removed as follows. Specific noun classes were identified (10 

classes) that contain expressions mostly relevant to symptoms 

in a noun semantic class dictionary created by applying the 

word semantic classification method [7] to a large-scale web 

document (containing approximately 600 million documents). 

For example, the classes mainly consist of suffixes related to 

illness, such as “-syndrome”, “-ache” and “-emia”. Then, ex-

pressions that include an entry in the selected 10 class diction-

ary were extracted from the above 3,894,833 sentences. As a 

result, 127,352 sentences were obtained. The number of unique 

disease names and unique symptom candidate names were 

7,423 and 32,550, respectively. 

Data construction for training and evaluation 

In this work, data construction for training and evaluation was 

performed by the following two human judgment tasks. An ex-

ample of the human judgment tasks is shown in Table 1. 

Symptom Name Extraction (SNE) 

Human annotators judged whether a given symptom candidate 

name is proper in a sentence or not. Even if a given expression 

is part of a longer symptom name, it was identified as proper 

(e.g., “loss” is regarded as SNE in the fourth example in Table 

1). 

Disease–Symptom Recognition (DSR) 

Human annotators judged whether a given proper symptom 

name is caused by a given disease sentence. The disease–symp-

tom relationship was judged based on the content of the sen-

tence. In other words, the annotators did not care if the relation-

ship is proper in the real world. 

Table 1 – Annotation Examples 

Examples were translated into English for readability. P and 

N denote proper and non-proper expressions (or relation-

ships), respectively. 

 EXAMPLES SNE DSR 

1 This (dishay fever) has given me (syma 

runny nose).

P P 

2 (symMethod) for treatment of (disAortic 

Regurgitation).

N - 

3 It causes such (symsymptoms) as intracra-

nial calcification, hepatosplenomegaly 

and liver disorder, jaundice, microceph-

aly, psychomotor development delay, 

convulsion, (disretinitis), and the like. 

P N 

4 (disAcute myocardial infarction) causes 

violent chest pain, cold sweat, and (sym-

loss) of consciousness, ... 

P P 

 

Seven annotators who are non-medical experts worked on these 

two tasks, and 50,000 sentences were sampled from the above 

127,352 sentences used in the final dataset. Each sentence was 

triple-annotated for the SNE and DSR tasks. Then, the final la-

bel for each sentence was determined by a majority vote among 

the three annotators. As a result, 26,363 (52.7%) and 15,547 

(31.1%) terms were labeled as proper symptom names and as 

disease–symptom relationships, respectively. The inter-rater 

agreement of Fleiss' kappa of SNE and DSR were 0.823 and 

0.788, respectively, denoting substantial agreement. 

The 50,000 samples were divided into training, validation, de-

velopment and test sets, and they were used in the experiment’s 

settings described later. A set was also created from the test 

(All) by excluding symptom candidate names contained within 

the training set, the validation set, and the existing Japanese 

medical term dictionaries [8, 9] to evaluate the system’s ability 

to deal with newly discovered expressions (labelled as “Un-

known” in Table 2). 

Table 2 – Statistics of the datasets 

 Total 

Number of positive instances

SNE DSR

Training 35,000 18,489 10,877

Validation 5,000 2,581 1,532

Development 5,000 2,624 1,608

Test (All) 

Test (Unknown)

5,000 

1,056 

2,669

586

1,530

367
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Neural network-based models for SNE and DSR 

In the SNE and DSR methods, a multi-column convolutional 

neural network (MCNN) [10], which is a variant of a convolu-

tional neural network [11], with several independent columns, 

was used. Each column has its own convolutional and pooling 

layers. The outputs of all the columns are combined in the last 

layer to provide a final prediction. MCNNs have been widely 

used in NL processing tasks, such as question answering [12]. 

MCNNs were also used in tasks such as causality recognition 

[13] and zero anaphora resolution [14], in which, target expres-

sions and their surrounding contexts should be considered. In 

the study’s tasks, such contextual clues are essential for DSR, 

it is expected that MCNNs will accurately recognize these rela-

tionships.  

The architecture of the MCNN used and its inputs are shown in 

Figure 2. As an input to the MCNN, an input sentence was first 

divided into five consecutive word sequences: a symptom can-

didate name (SYM), a given disease name (DIS), the word se-

quence before the SYM (BFR), the word sequence between the 

SYM and the DIS (BTWN), and the word sequence after the 

DIS (AFTR). If the DIS precedes the SYM, the BFR is the word 

sequence before the DIS while the AFTR is the word sequence 

after the SYM. These five-word sequences are independently 

given to the corresponding columns (Column 1 to Column 5 in 

Figure 2). Additionally, the question used for retrieving the sen-

tence (Q) was also used as the input for the other column (Col-

umn 6) to use the relationship between the Q and the corre-

sponding answer. Hereafter, we refer to the combination of the 

DIS and the SYM as BASE and the combination of the BFR, 

BTWN, and AFTR as CONT[ext]. 

The divided word sequences lack the relative linear-position 

feature indicating whether the SYM precedes the DIS or not. 

To integrate the linear-position into the MCNN, one of the three 

symbols representing the relative position (i.e., L[eft] and 

R[ight] and S[ymptom]) was assigned to each word in the sen-

tence. Each symbol was converted into randomly initialized 10-

dimensional vectors and was concatenated with the original 

word embedding vector to use it as a column’s input. Hereafter, 

we refer to the use of the position vectors as LOC[ation]. 

 

 

Figure2 – The MCNN architecture 

Experimental settings  

The performance of the proposed methods was evaluated using 

the datasets presented above. For the word embeddings used in 

the MCNN, 500-dimensional word embedding vectors were 

pre-trained for 1,658,487 words using the skip-gram model [15] 

on a set of all the sentences extracted from Wikipedia articles 

(jawiki-20150118; 35,975,219 sentences). Words that did not 

occur in the embedding vocabulary were treated as unknown 

words. Each of them was assigned a distinct random vector. The 

sentences in the datasets were tokenized by a Japanese morpho-

logical analyzer, MeCab [16].  

For the convolutional layer of the MCNN, a combination of 

{100, 300} for the filter size and {(3, 4, 5), (4, 5, 6)} for the 

filter widths were tried. In the pooling layer, max-pooling is 

performed. The final layer has vectors coming from multiple 

feature maps in multiple columns. They are concatenated again 

and constitute a high-dimensional feature vector. The final 

layer applies a softmax function to produce the class probabili-

ties of the SNE or the DSR labels: true and false. A mini-batch 

stochastic gradient descent (SGD) with the Adadelta update 

rule was used. To avoid overfitting, early stopping was admin-

istered using the validation dataset and the dropout; a dropout 

rate of 0.5 was applied to the final layer, and SGD with mini-

batches of 100 and a learning decay rate of 0.95 were used. In 

training, the best epoch of the MCNN was selected by the F1-

score on the validation set, and the optimal hyperparameters 

were selected using the development set. 

To compare with our proposed method, we introduced two 

baseline methods. One extracts all symptom candidate names 

as proper ones and regards given pairs of a symptom and a dis-

ease name as proper disease–symptom relationships. This 

method was called the AllPositive method. The other is a tradi-

tional ML method of document classification based on support 

vector machines (SVM) with Latent Semantic Indexing fea-

tures converted from a Bag of Words representation of context. 

This was called the SVM method. The McNemar test (α=0.05) 

was used to examine whether the classification performance of 

our method was significantly better than that of each of the 

baseline methods. 

Results 

The experimental results are shown in Table 3. On the evalua-

tion of SNE, the results showed that the F1-score of our pro-

posed method (Proposed (i.e. BASE+CONT+Q+LOC) in Table 

3) was 93.8%, which was significantly better than those of the 

AllPositive and SVM (69.6% and 77.3%). We also conducted 

ablation test, that is, we evaluated performances of the Pro-

posed methods that did not use one of Q, CONT, and LOC. 

However, as shown in Table 3, each of them didn’t significantly 

contribute to performance improvement in both cases of evalu-

ating test (All) and test (Unknown). 

Of the DSR models, the Proposed method significantly outper-

formed the two baselines (AllPositive and SVM). In this case, 

the F1-score of the Proposed method was significantly better 

than the Proposed without CONT and that without LOC. That 

is, only the Q didn’t contribute to performance improvement (p 

= 0.071). 

The results using the test (Unknown) showed that the Proposed 

method significantly outperformed the AllPositive and SVM 

baselines in the cases of extracting unknown symptom names 

and recognizing unknown disease-symptom relationship, while 

F1-scores are relatively worse than those of the test (All).  
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Table 3 – Performance of Symptom Name Extraction (SNE) and Disease-Symptom Recognition (DSR) 

 

Development dataset 

Test dataset 

All Unknown

Recall

Preci-

sion 

F1-

score

McNemar

p-value 
Recall

Preci-

sion

F1-

score

McNemar 

p-value 
Recall 

Preci-

sion 

F1-

score

McNemar

p-value 

SNE 

AllPositive 1.000 0.546 0.688 <0.001* 1.000 0.556 0.696 <0.001* 1.000 0.576 0.714 <0.001*

SVM 0.761 0.782 0.771 <0.001* 0.761 0.785 0.773 <0.001* 0.765 0.821 0.792 <0.001*

Proposed 0.955 0.935 0.945 - 0.942 0.934 0.938 - 0.867 0.922 0.894 -

Proposed w/o Q 0.956 0.932 0.944 0.767  0.945 0.933 0.939 0.697   0.877 0.921 0.899 0.450  

Proposed w/o CONT 0.928 0.944 0.936 0.009* 0.921 0.947 0.934 0.306   0.843 0.925 0.882 0.177  

Proposed w/o LOC 0.939 0.953 0.946 0.323  0.921 0.954 0.937 0.930   0.838 0.937 0.885 0.265  

DSR 

AllPositive 1.000 0.348 0.487 <0.001* 1.000 0.332 0.469 <0.001* 1.000 0.370 0.516 <0.001*

SVM 0.496 0.735 0.592 <0.001* 0.500 0.708 0.586 <0.001* 0.583 0.716 0.643 <0.001*

Proposed 0.901 0.872 0.886 - 0.904 0.864 0.883 - 0.880 0.868 0.874 -

Proposed w/o Q 0.879 0.887 0.883 0.869  0.871 0.875 0.873 0.071   0.845 0.868 0.856 0.108  

Proposed w/o CONT 0.825 0.800 0.812 <0.001* 0.834 0.791 0.812 <0.001* 0.793 0.764 0.778 <0.001*

Proposed w/o LOC 0.875 0.843 0.859 <0.001* 0.871 0.825 0.847 <0.001* 0.823 0.823 0.823 <0.001*

Note: w/o stands for without; the Proposed method consists of BASE, CONT, Q and LOC; and * indicates  p < 0.05 compared with the 

Proposed method 

Discussion 

In the SNE task, the performance of the Proposed method was 

not statistically significant compared with the model without Q, 

CONT, or LOC. It means that SNE should be performed using 

the clues that are extracted from the words of symptom candi-

date names. 

On the other hand, in the DSR task, performance of the Pro-

posed method was significantly improved by the CONT and 

LOC. This indicates that the accuracy is increased by utilizing 

the contexts surrounding the DIS and the SYM and by consid-

ering relative linear-position of DIS and SYM. However, the 

performance was not increased by the Q. The relationship be-

tween a question and the corresponding answer was used in 

hopes of improving the model’s performance. It may be be-

cause the questions are indirectly related to DIS and SYM, and 

thus has no significant positive effect for performance improve-

ment, while they are important to extract sentences that include 

both DIS and SYM. 

It was also expected that the following two issues eventually 

led to high F1-score in DSR. The first one is related to the an-

notation guidelines of DSR. In the annotations of DSR, annota-

tors read the context where the DIS and the SYM both appear 

and then judge their disease-symptom relationship. That is, if 

disease-symptom relationship is easily interpretable by its con-

text, annotators tend to regard it as proper relationship. We ex-

pect that such contextual clues are relatively easily captured by 

MCNNs through the word embedding vectors and convolution-

pooling operations. The second issue is related to the text for-

mat in which the DIS and the SYM are described. In our dataset, 

the DIS and the SYM co-occurred in the titles of kinds of med-

ical case reports and thus disease and symptom names appeared 

involving with typical templates, such as "a case of DIS exhib-

iting SYM," "DIS accompanying SYM," and "DIS with SYM," 

making the recognition easy. 

Finally, the ability of the prediction models to extract new 

symptom names and causal relationships between diseases and 

their symptoms was examined. Although the F1-score slightly 

decreased compared to when the model was used with the test 

(All) dataset, the prediction models maintained high accuracy 

in SNE and DSR. To explore the final goal, classifiers were de-

veloped that may permit the automatic discovery of new terms 

without added human effort. The results of the test (Unknown) 

dataset exemplify the ability to achieve this object on a web ar-

chive. 

Limitations 

There were some instances where the prediction models mis-

judged the information and provided false positives and false 

negatives; these events were sampled from DSR cases. False 

positives/negatives were mainly caused by annotation errors. 

They were generally caused by obfuscated sentences and ones 

that were translated using an automated translator. These sen-

tences tended to be unnatural as Japanese, so it made human 

judgment difficult. Another issue was medical reliability. To 

evaluate the medical reliability with respect to DSR, we sam-

pled 100 pairs of the disease and the symptom from the pairs 

that were automatically recognized by each method (AllPosi-

tive, SVM, and Proposed in Table 3) and then a medical expert 

(a physician) confirmed them whether each pair was proper or 

not. Note that the samplings and judgment by the expert were 

performed for both test (All) and test (Unknown) cases. The 

percentage of proper relationship judged by the expert for each 

method is shown in Table 4. The result was like the precisions 

of DSR in Table 3 and even in this case, the performance of the 

Proposed method drastically better than those of the remaining 

methods. The misjudged cases were classified into improper 

symptom names, apposition, complements, inclusion relation, 

reversed relation of causality, and medical errors. Compared to 

the SVM method, our methods seemed good at reading con-

texts. Only a few medical errors were located and discussed 

about the medical reliability. For example, “(disunstable angina) 

complicated with (symsevere carotid artery lesion)” and “(disster-

oid-resistant nephrotic syndrome) with (symrelapse after trans-

plantation)”, which were controversial among medical profes-

sionals. In this research, the annotators were instructed not to 

care if the relationship was proper in the real world. To avoid 

such controversial cases at the annotation phase, it might be 

useful to present multiple examples at once to easily find con-

troversial cases. 

Table 4 – Evaluation of DSR predictions 

 

Accuracy of each 100 samples

Test (All) Test (Unknown)

AllPositive 38% 52%

SVM 75% 81%

Proposed 93% 86%

 

The symptom names that were extracted by our method also 

have noises due to the parallel structure of noun phrases (e.g., 

this system recognizes “fever•cough•snivel” as a new word) 
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and word segmentation errors by Japanese morphological ana-

lyzer (e.g. “A-22” and “stomachache” was concatenated into a 

single word as “A-22stomachache”). For example, the pro-

posed symptom extraction method outputted 488 symptom 

names on the evaluation using the test (Unknown) set, but the 

28 symptom names in the output included noises due to the par-

allel structure and the 111 symptom names also included un-

necessary characters by word segmentation errors. To exclude 

the effect of such noises, we manually corrected and recounted; 

the number of unique symptom names was 524, of which 378 

cases (72.1%) were not included in the training data and the 

existing medical term dictionaries. Certainly, the 378 newly 

discovered symptom names contain variant ones that were in 

the training data, but we think that extracting such variants is 

also important for a DSS because a wide variety of symptom 

names are a key to bridge between actual symptom expression 

given by patients and the disease that causes the symptom as 

explained in the Introduction. 

In this study, a portion of phrases requiring modified symptom 

expressions (e.g., "a condition in which I felt languid", "loss of 

one’s eyesight" [No.4 in Table 1]) were collected. It is neces-

sary to collect modified expressions related to nouns (phrases) 

from this study to use with the NL processing technique to com-

plete such expressions. 

One of the limitations of the DSR data collected by the pro-

posed method is the insufficient medical reliability. This is a 

result of the information being derived from web documents, 

which are less reliable than medical books. Additionally, some 

of the content acquired from the titles of case reports existed in 

the datasets, so it is possible that rare events were included as a 

symptom name associated with a disease, such as “A Case Re-

port of [DISEASE] With Unusual Presentation and Clinical 

Course”. Therefore, it is necessary to be cautious about symp-

tom names with low relevance to the target disease. That is, the 

difficulty of merging the knowledge of experts and non-experts 

must be rectified. To solve this problem, it is necessary to de-

velop new technologies and methodologies that enable only re-

liable data to be stored in the database, such as extracting symp-

tom names from reliable medical books and identifying the re-

lationships between a disease and its symptoms. In some cases, 

manual verification may be required to judge the synonymy and 

the semantic similarity of the candidates of the disease names 

and the symptom names collected in this study using a deep 

learning technique. 

Conclusions 

In this paper, the authors developed a method to extract symp-

tom expressions and the causal relationships between diseases 

and their symptoms through deep learning from a large web ar-

chive, which included a large amount of text written by non-

medical experts. The acquired symptom names contain terms 

that do not exist in medical term dictionaries; thus, various new 

expressions can be obtained using the proposed methods. How-

ever, since expressions requiring corrections were present, 

along with the problematic medical reliability of web texts, the 

new content needs to be reevaluated before it is used. For fur-

ther improvement, the experiment could be more efficiently 

performed by focusing on the probability score of the output as 

it might help to combine the knowledge of experts and non-ex-

perts. 

References 

[1] MedDRA, Patient-Friendly Term List, 

https://www.meddra.org/patient-friendly-term-list. 

[2] E. Basch, B. B. Reeve, S. A. Mitchell, S. B. Clauser, L. M. 

Minasian, A. C. Dueck, T. R. Mendoza, et al, Develop-

ment of the National Cancer Institute's patient-reported 

outcomes version of the common terminology criteria for 

adverse events (PRO-CTCAE), J Natl Cancer Inst 106 

(2014), dju244. 

[3] J. Mizuno, J. M. Tanaka, K Ohtake, J. H. Oh, J. Kloetzer, 

C. Hashimoto, and K. Torisawa, WISDOM X, 

DISAANA and D-SUMM: Large-scale NLP Systems for 

Analyzing Textual Big Data, COLING (2016), 263–267. 

[4] MEDIS, standard disease name master for ICD10, 

https://www2.medis.or.jp/stdcd/byomei/ 

[5] Ministry of Health Labour and Welfare, About medical 

doctor's edition national examination question standard, 

https://www.mhlw.go.jp/stf/shingi2/0000128981.html 
[6] ALAGIN, a contextually similar word database Version 

1.1.2, https://alaginrc.nict.go.jp/resources/nict-re-

source/li-info/li-outline.html 

[7] J. Kazama, and K. Torisawa, Inducing gazetteers for 

named entity recognition by large-scale clustering of de-

pendency relations, Proceeding of ACL-08 (2008), 407–

415. 

[8] K. Sagara, Comejisyo V5-1, https://ja.osdn.net/projects/co-

medic/ 

[9]  MedNLP, MANBYO_web_v5, http://mednlp.jp/DIC/ 

[10] D. Cireşan, U. Meier, and J. Schmidhuber, Multi-column 

Deep Neural Networks for Image Classification, In Pro-

ceedings of Computer Vision and Pattern Recognition 

(2012), 3642-3649. 

[11] Y. Lecun, L. Bottou, Y. Bengio, and P. Haffner, Gradi-

ent-based learning applied to document recognition, In 

Proceedings of the IEEE (1998), 2278–2324. 

[12] L. Dong, F. Wei, M. Zhou, and K. Xu, Question Answer-

ing over Freebase with Multi-Column Convolutional 

Neural Networks, In Proceedings of ACL (2015), 260–

269. 

[13] C. Kruengkrai, K. Torisawa, C. Hashimoto, J. Kloetzer, 

and J. H. M. Tanaka, Improving Event Causality Recog-

nition with Multiple Background Knowledge Sources 

Using Multi-Column Convolutional Neural Networks, In 

Proceedings of AAAI (2017), 3466–3473. 

[14] R. Iida, K. Torisawa, J. H. Oh, C. Kruengkrai, and J. 

Kloetzer, Intra-Sentential Subject Zero Anaphora Reso-

lution using Multi-Column Convolutional Neural Net-

work, In Proceedings of EMNLP (2016), 1244–1254. 

[15] T. Mikolov, I. Sutskever, K. Chen, G. Corrado, and J. 

Dean, Distributed representations of words and phrases 

and their compositionality, In Proceedings of Advances 

in NIPS (2013), 3111–3119. 

[16] T. Kudo, MeCab 0.996, http://taku910.github.io/mecab/ 

 

Address for correspondence 

Shoya Wada, MD, wada@hp-info.med.osaka-u.ac.jp 

 

S. Wada et al. / Extracting Symptom Names and Disease-Symptom Relationships from Web Texts 427



Map-Assisted Generation of Procedure and Intervention Encoding (Magpie): An 
Innovative Approach for ICD-10-PCS Coding 

Kin Wah Funga, MD, MS, MA; Julia Xua, MD, PhD; Filip Ameyeb MD, FRCS(Eng), FACS; Arturo 
Romero Gutiérrezc, MD; Ariel Busquetsd, MD 

aNational Library of Medicine, Bethesda, MD, 
bNational Institute for Health and Disability Insurance, Belgium, 

cMinistry of Health, Social Services and Equality, Spain, 
dHospital Privado Universitario de Córdoba, Argentina 

 
Abstract 

ICD-10-PCS coding is challenging because of the large number 
of codes, non-intuitive terms and paucity of the ICD-10-PCS 
index. We previously repurposed the richer ICD-9-CM 
procedure index for ICD-10-PCS coding. We have developed 
the MAGPIE tool based on the repurposed ICD-9-CM index 
with other lexical and mapping resources. MAGPIE  helps the 
user to identify SNOMED CT and ICD-10-PCS codes for 
medical procedures. MAGPIE uses three innovative search 
approaches: cascading search (SNOMED CT to ICD-9-CM to 
ICD-10-PCS), hybrid lexical and map-assisted matching, and 
semantic filtering of ICD-10-PCS codes. Our evaluation 
showed that MAGPIE found the correct SNOMED CT code and 
ICD-10-PCS table in 70% and 85% of cases respectively, 
without any user intervention. MAGPIE is available online 
from the NLM website: magpie.nlm.nih.gov. 
Keywords:  

Controlled vocabulary, Operative Surgical Procedures,  
Clinical Coding  

Introduction 

In the U.S., ICD-9-CM procedure codes (also known as ICD-9-
CM Volume 3, or ICD9V3 in short) had been used for over 30 
years to encode hospital-based medical procedures and 
interventions for administrative and reimbursement purposes. 
In 2015, together with the replacement of ICD-9-CM Volumes 
1 and 2 diagnosis codes by ICD-10-CM, ICD9V3 was replaced 
by ICD-10-PCS. Despite the similarity in name, ICD-10-PCS 
is not an evolutionary descendant of ICD9V3, but a brand-new 
procedure coding system [1-3]. While the tabular list of codes 
in ICD9V3 is a tree-shaped taxonomy similar to ICD-9-CM 
diagnosis codes or ICD-10-CM, ICD-10-PCS is built on a 
multi-axial structure. ICD-10-PCS codes are composed of 
seven characters. Each character is an axis of the classification 
that specifies some information about the procedure performed. 
Within a defined code range, an axis specifies the same type of 
information in that axis of classification. Within the Medical 
and Surgical Section (the first character is 0), which contains 
87% if all ICD-10-PCS codes, the details of seven axes are 
shown in Figure 1.  
Compared to ICD9V3, coding in ICD-10-PCS is more 
challenging because of three reasons. Firstly, there are 20 times 
more codes in ICD-10-PCS (78,705 codes in the 2018 version) 
compared to ICD9V3 (3,882 codes in the last updated version 
in 2013). Secondly, the terms used in ICD-10-PCS are not 
clinically intuitive. For example, in the clinical discourse, the 
three operations, extraction, removal and extirpation, are very 

close in meaning and can sometimes be used interchangeably. 
In ICD-10-PCS, those three operations are called ‘root 
operations’ and have very specific definitions within the coding 
system: 

� Extraction - Pulling or stripping out or off all or a 
portion of a body part by the use of force  

� Removal - Taking out or off a device from a body part 
� Extirpation – Taking or cutting out solid matter from a 

body part 

 
Figure 1— seven axes in ICD-10-PCS codes 

This can be confusing to users of ICD-10-PCS, especially 
clinicians who may not be familiar with the definitions of root 
operation. For example, cataract removal is coded as extraction 
and not removal. Non-excisional wound debridment is coded as 
extraction, not excision or removal. Extraction of embolus 
(embolectomy) is coded as extirpation. Another area of 
potential confusion is the difference between resection and 
excision, which are mostly used interchangeably in clinical 
discourse. In ICD-10-PCS, excision is defined as “the cutting 
out or off, without replacement, a portion of a body part”; 
while resection is “the cutting out or off, without replacement, 
all of a body part”. As a result, the removal of the appendix is 
coded as resection while partial nephrectomy as excision. 
The third reason why ICD-10-PCS coding is more difficult is 
that the ICD-10-PCS index is not as rich as ICD9V3 index. The 
ICD9V3 index contains a lot of detailed terms that are 
commonly used in clinical records, including abbreviations and 
eponyms (e.g., Polya gastrectomy). As an example, Figure 2 
and Figure 3 show the comparison of the entry for 
‘Gastrectomy’ in the two indexes. 
To overcome those challenges, the SNOMED CT to ICD-10-
PCS Map Project Group is proposing an innovative solution 
called MAGPIE (Map-Assisted Generation of Procedure and 
Intervention Encoding). Our Project Group was formed under 
SNOMED International in 2015 and has been studying ways to 
map between SNOMED CT and ICD-10-PCS [4]. We have 
explored various ways of automatic mapping including lexical 
matching of the ICD-10-PCS index, ontological alignment 
between the SNOMED CT attributes and ICD-10-PCS axes, 
and the use of post-coordination to achieve logical equivalence 
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[5-9]. The latest study we carried out was repurposing the 
ICD9V3 index for ICD-10-PCS coding [10]. 

 
Figure 2 – ICD9V3 index 

 
Figure 3 – ICD-10-PCS index 

We harvested the rich ICD9V3 index terms and matched them 
to SNOMED CT through the UMLS. We mapped the ICD9V3 
codes to ICD-10-PCS using the General Equivalence Map 
(GEM) published by the Centers for Medicare and Medicaid 
(CMS) (Figure 4) [11].  We showed that the re-purposed 
ICD9V3 index out-performed the native ICD-10-PCS index in 
the retrieval of ICD-10-PCS codes based on common surgical 
procedure names.  

 
 
 
Based on the repurposed ICD9V3 index and other lexical and 
mapping resources, we have developed the MAGPIE coding 
algorithm and tool that allow the user to search for SNOMED 
CT and ICD-10-PCS codes for a medical procedure or 
intervention. 

Methods 

Search Strategies 

MAGPIE uses three innovative search strategies to help the 
user hone in on ICD-10-PCS codes in an interactive manner 
(Figure 5).  

1. Cascading search 
Starting from the search term that the user types in, MAGPIE 
looks sequentially for matches in SNOMED CT, ICD9V3, 
ICD-10-PCS tables, and ICD-10-PCS codes. The rationale for 

this approach is that SNOMED CT terms are closest to clinical 
parlance and meaning, so it is often possible to find a SNOMED 
CT term exactly matching the input search term. Identifying the 
correct SNOMED CT concept will help navigate the 
subsequent search for ICD9V3 codes. Going through ICD9V3 
is necessary to take advantage of the repurposed ICD9V3 index 
and the GEM map. In the next step, MAGPIE will suggest 
candidate ICD-10-PCS tables that the user can pick to display 
for individual code selection. After the ICD-10-PCS code(s) are 
selected, MAGPIE will prompt the user for possible refinement 
of the SNOMED CT code in cases where the ICD-10-PCS 
codes selected could lead to a more specific SNOMED CT 
concept than the one chosen. At each step, MAGPIE will 
suggest 

 
Figure 5 – Overall schema of MAGPIE search sequence and 

search methods 

default codes, if available, based on lexical and map-assisted 
matching (see below), but the user can change the default if they 
see better matches. In this way, the user can guide MAGPIE 
interactively to arrive at the correct ICD-10-PCS codes. 

2. Hybrid lexical and map-assisted matching 
The first step of searching for a SNOMED CT code is based on 
lexical matching alone. (Figure 5) All subsequent steps use a 
combination of lexical and map-assisted matching. To support 
lexical matching, we have built synonym and entry term tables 
for SNOMED CT, ICD9V3 and ICD-10-PCS codes based on 
the UMLS, repurposed ICD9V3 index and ICD-10-PCS index. 
We use the open-source Apache Lucene information retrieval 
library functions as the search engine for lexical matching [12]. 
For each sequential search, we expand the search terms by 
including the synonyms of the selected code in the previous 
step. For example, the synonyms of the selected SNOMED CT 
concept are included in subsequent lexical searches for ICD9V3 
and ICD-10-PCS codes. For map-assisted matching, we have 
built pairwise mapping tables between the codes from 
SNOMED CT, ICD9V3, and ICD-10-PCS based on the UMLS, 
repurposed ICD9V3 index and GEM.  Based on the selected 
code at an earlier step, MAGPIE looks up the code-mapping 
tables to find target codes for the next step. For example, the 
selected SNOMED CT code will help to find ICD9V3 codes 
through the SNOMED CT to the ICD9V3 mapping table. 
Lexical matching almost always returns some codes, but the 
accuracy is variable. Map-assisted matching does not always 
return target codes but is generally more accurate. If both 
lexical and map-assisted matching return some codes, codes 
found by map-assisted matching will take precedence over 
lexical matching. 

3. Semantic filtering 
In the GEM map, one ICD9V3 code often maps to many ICD-
10-PCS codes because of the different granularity between the 
two systems. For example, 65.29 Other local excision or 
destruction of ovary maps to 21 ICD-10-PCS codes because of 
the combinations of the various options in laterality (left, right, 
bilateral) and approach (open, endoscopic, etc.). MAGPIE uses 
semantic filtering to narrow down the possible choices in the 

Figure 4– Repurposing the ICD9V3 index and mapping to 
SNOMED CT and ICD-10-PCS 
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suggestion of ICD-10-PCS tables and codes. (Figure 5) 
Semantic filtering is based on some keywords in the user’s 
search string. For example, if the user types in ‘left laparoscopic 
oophorectomy’, MAGPIE will recognize the keywords ‘left’ 
and ‘laparoscopic’, and pre-select the ICD-10-PCS code 
0UT14ZZ Resection of Left Ovary, Percutaneous Endoscopic 
Approach while filtering out other choices pertaining to right 
ovary, bilateral ovaries, and open approach. To support 
semantic filtering, we have built keyword tables for body part 
and approach based on the ICD-10-PCS definition tables. 

Evaluation 

To evaluate the performance of MAGPIE, we use a list of the 
most commonly performed surgical procedures from a large 
health care institution that we have obtained in another project 
[13]. The procedure names have been manually mapped to 
ICD-10-PCS codes previously, and the maps are used as the 
reference standard to assess MAGPIE [10]. The procedure 
names are entered individually into MAGPIE and we evaluate 
the accuracy of the default SNOMED CT and ICD9V3 codes 
suggested by MAGPIE. We also evaluate the accuracy and 
completeness of the suggested ICD-10-PCS tables and ICD-10-
PCS codes. If the correct ICD-10-PCS tables or codes are not 
found by the default selections, we would make necessary 
adjustments to the SNOMED CT and ICD9V3 code selections, 
just like a coder would normally do, to get to the correct codes. 

Results 

A testing version of MAGPIE was made available through the 
internet during the period of this study. Since the completion of 
the study, a stable version is now available from the NLM 
website: magpie.nlm.nih.gov. 
MAGPIE users need to accept the UMLS user agreement since 
SNOMED CT is copyright protected. The users start searching 
by entering a procedure name, such as ‘cesarean’, and the 
autocomplete feature will show the matching terms based on 
our list of synonyms and entry terms. The users can either pick 
from the list or type in something not on the list. Upon 
submitting the search term, MAGPIE will suggest as default the 
SNOMED CT concept Cesarean section (11466000) and 
ICD9V3 code Other cesarean section of unspecified type 
(74.99) based on lexical and map-assisted matching (Figure 6). 
In this case, both through lexical matching using the ICD-10-
PCS index, and GEM mapping based on the selected ICD9V3 
code, MAGPIE suggests the ICD-10-PCS table 10D Obstetrics 
| Pregnancy | Extraction. The user picks the table (only one in 
this case) for further exploration. On opening the table, the 
codes found by the GEM map are pre-selected. (Figure 7) 
MAGPIE highlights the axes where there are multiple values in 
the GEM suggested codes (the Qualifier axis in this example) 
and prompts the user to narrow down the choices.  
On picking the value ‘Classical’ for the Qualifier axis, the ICD-
10-PCS code Extraction of Products of Conception, Classical, 
Open Approach (10D00Z0) is recorded by MAGPIE. MAGPIE 
further checks for potential refinement of the SNOMED CT 
concept based on the final ICD-10-PCS code. Based on the 
SNOMED CT to ICD-10-PCS map, the selected ICD-10-PCS 
code is related to three SNOMED CT concepts that are 
descendants of the concept Cesarean section (11466000). 
MAGPIE displays these concepts and asks whether the user 
wants to use one of these concepts instead.  (Figure 8) On 
picking the refined SNOMED CT concept, MAGPIE displays 
the final result of the SNOMED CT and  ICD-10-PCS codes 
selected. 
 

 
Figure 6 – MAGPIE screenshot 1 - default SNOMED CT and 

ICD9V3 codes for ‘Cesarean section’ 

 
Figure 7 -- MAGPIE screenshot 2 - ICD-10-PCS tables and 

pre-selected codes for ‘Cesarean section’ 

Evaluation 

We used 88 common surgical procedure names to test 
MAGPIE. First, we evaluated the accuracy of the default 
SNOMED CT and ICD9V3 codes suggested by MAGPIE. The 
majority (70%) of the SNOMED CT codes were exact matches, 
while there were more close matches (48%) than exact matches 
for ICD9V3 codes (Table 1).   
 

 

 
Figure 8– MAGPIE screenshot 3 - refinement of SNOMED CT 

codes and list of final codes. 
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Table 1 – Accuracy of default codes found by MAGPIE 

Match category SNOMED CT  ICD9V3 

Exact match 62 (70%) 34 (39%) 

Close match 26 (30%) 42 (48%) 

Unrelated 0 12 (14%) 

Total 88 (100%) 88 (100%) 

 
Next, we assessed how well MAGPIE performed in finding the 
ICD-10-PCS tables and codes. Without changing the default 
SNOMED CT and ICD9V3 codes suggested by MAGPIE, the 
correct  ICD-10-PCS table was found in 75 (85%) cases. The 
list of suggested tables was ranked by MAGPIE based on the 
number of corroborating sources. The sources included ICD-
10-PCS index, ICD-10-PCS procedure name or GEM. The 
tables with the highest number of suggesting sources were 
ranked first. Among the 75 cases where the correct table was 
among the default MAGPIE suggestions, the correct table was 
ranked first in 55 (63%) cases. Overall, in 65 (74%) cases, the 
correct table was found among the top three (Table 2). 

Table 2 – MAGPIE performance using the default selections 

Result based on MAGPIE 
default choices 

No. of cases (N=88) 

Correct ICD-10-PCS table 
suggested 

75 (85%) 

- Ranked first 55 (63%) 

- Ranked top 3 65 (74%) 

Correct ICD-10-PCS codes 
suggested 

25 (28%) 

 
We further assessed the accuracy and completeness of the pre-
selected ICD-10-PCS codes (suggested by GEM). Among the 
75 cases where the correct table was found by MAGPIE,  the 
pre-selected codes were exactly the same as in the reference 
standard in 25 (28%) cases. In the rest of the cases, the users 
need to adjust the pre-selected codes. Generally, the cases that 
needed user adjustment can be grouped into three categories. 
First, there were no pre-selected ICD-10-PCS codes because 
MAGPIE did not find any ICD9V3 codes, and so there were no 
GEM-suggested ICD-10-PCS codes. Second, the GEM 
suggestions were incomplete. One example was ‘Ligation of 
Fallopian tube’. The default ICD9V3 code was Other bilateral 
destruction or occlusion of fallopian tubes (66.39). GEM found 
only the bilateral codes, missing the codes for left and right 
Fallopian tubes in the reference standard. And in the last 
category, some of the GEM suggested codes were not in the 
reference standard. For example, in ‘Hemorrhoidectomy, 
internal and external, simple’,  the GEM suggestions included 
codes for percutaneous approach, percutaneous endoscopic 
approach and use of extraluminal device, which were not 
present in the reference standard. 
We further analyzed the 13 cases in which the correct ICD-10-
PCS tables were not found by MAGPIE using the default 
selections. In some of the cases, there was more than one 
procedure involved. One example was ‘Complete transurethral 
resection of the prostate including control of postoperative 
bleeding’ which required two ICD-10-PCS codes for complete 
coding. MAGPIE was able to find the code for the ‘resection’ 
procedure, missing the ‘control of bleeding’ part. Some failure 
was caused by procedure names that were under-specified. One 

example was ‘Shaving benign hyperkeratotic lesion, single’. In 
clinical discourse, this could be understood as referring to a 
procedure on the skin. However, since the skin was not 
explicitly stated in the search term, MAGPIE was not able to 
find the correct table. Had one used the search term ‘Removal 
of skin lesion’ MAGPIE would be able to find the correct codes. 
In some cases, the procedure  could be coded in multiple ways 
in ICD-10-PCS and there was potential ambiguity. One 
example was ‘Dilation and curettage of uterus’. If the operation 
was carried out in a non-pregnant woman, this would be coded 
as 0UDB7ZX Extraction of endometrium through natural or 
artificial opening. However, if this was done for termination of 
pregnancy, it would be coded as 10A07ZZ Abortion of Products 
of Conception, Via Natural or Artificial Opening. 

Discussion 

ICD-10-PCS is radically different from ICD9V3 and the 
traditional approach for ICD9V3 coding may not work equally 
well for ICD-10-PCS. Searching based on the ICD-10-PCS 
index will not work well because the ICD-10-PCS index is 
relatively lacking in useful clinical terms, compared to the 
ICD9V3 index. Searching based on the names of the ICD-10-
PCS codes, which are generated from concatenating the values 
of the individual axes, will probably not work well either 
because some ICD-10-PCS terms (e.g., removal, extraction, 
extirpation, resection, excision) are not well-aligned with their 
meaning in clinical usage. We have shown in our previous 
study that recall and precision are both better when searching 
with the repurposed ICD9V3 index compared to the native 
ICD-10-PCS index. Based on the repurposed ICD9V3 index 
and other resources that the SNOMED CT to ICD-10-PCS Map 
Project Group has developed, we have built a tool that can be 
used for both ICD-10-PCS and SNOMED CT coding. 
SNOMED CT is an emerging international clinical terminology 
standard and is increasingly used in electronic health records. 
Using the MAGPIE tool, users can compare the two coding 
systems side-by-side and understand differences in their scope, 
granularity and organizing principles. 
Since the goal of MAGPIE is to look simultaneously for both 
SNOMED CT and ICD-10-PCS codes, the cascading search 
approach is a natural choice. This is similar to the approach 
used in the I-MAGIC tool [14], which starts with a SNOMED 
CT concept then navigates to ICD-10-CM through a map. 
SNOMED CT is the preferred starting point because the 
SNOMED CT terms are closest to clinical parlance. SNOMED 
CT is also very comprehensive and has good coverage of both 
clinical diagnosis and procedures. The next link through 
ICD9V3 is necessary to make use of the repurposed ICD9V3 
index and GEM. Since ICD9V3 is no longer in use, the ICD9V3 
code is used only as a navigational pointer. In many cases, it is 
not necessary to find the perfectly matching ICD9V3 code to 
get to the correct ICD-10-PCS code, and an approximate 
ICD9V3 code match is sufficient, as shown in our results. 
While in only less than 40% of cases the default ICD9V3 codes 
are exact matches, overall 85% of the cases lead to the correct 
ICD-10-PCS tables by accepting the default values. The use of 
SNOMED CT and ICD9V3 codes as intermediate steps offers 
the opportunity for the user to ‘correct course’ if MAGPIE is 
going down a wrong path, which sometimes happens due to a 
vague or potentially ambiguous search term. One example is 
‘Construction of shunt’, which can mean shunts for arteries, 
veins or the nervous system. The user can help to guide 
MAGPIE by choosing the correct SNOMED CT and ICD9V3 
codes. 
The mapping resources that MAGPIE depends on are used in 
either direction. Using maps in this way can sometimes be 
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problematic, especially when the source and target terms are not 
exactly equivalent. Sometimes maps may contain errors too. 
However, despite these limitations, our evaluation shows the 
performance of MAGPIE to be satisfactory. 
One potential problem of the GEM is that one ICD9V3 code 
often ends up with multiple ICD-10-PCS codes because of the 
difference in the granularity of the two systems. In our previous 
study, three or four times more ICD-10-PCS codes were 
retrieved by the GEM compared to the reference standard. This 
is mostly the result of combinatorial explosion i.e., the total 
number of codes is the product of the number of options for 
each axis. To mitigate this problem, we use semantic filtering 
to prune the GEM-suggested ICD-10-PCS codes. If the user 
types in ‘laparoscopic excision of ovarian cyst’, MAGPIE will 
exclude the options of ‘open’ or ‘through natural or artificial 
orifice’ from the approach axis. Similarly, if the user types in 
‘Total replacement of left hip’, MAGPIE will exclude the 
values of ‘right hip’ or ‘bilateral hips’. 
One special feature of MAGPIE is that the final selection of the 
ICD-10-PCS code(s) can be used to suggest refinement for the 
initially selected SNOMED CT concept, in a way ‘closing the 
loop’ of the cascading search. In coding, one should always use 
the most specific code possible in a coding system for a clinical 
concept. However, coders tend to settle on the first code in the 
picklist that is applicable and do not look further for more 
specific codes. MAGPIE takes advantage of the information 
carried in the final ICD-10-PCS code to prompt the user to 
refine the initial SNOMED CT selection where appropriate. 
Therefore, in addition to helping with ICD-10-PCS coding, 
MAGPIE will also improve SNOMED CT coding.  
We recognize the following limitations in our study. The list of 
common procedure names used in the evaluation was taken 
from one institution and might not be representative of other 
institutions. The reference standard for the evaluation was 
based on the judgment of two physicians with terminology 
expertise and was not independently validated. The assessment 
of the performance of MAGPIE was based on a single reviewer 
and a relatively small sample. 

Conclusion 

To overcome some of the difficulties in ICD-10-PCS coding, 
we have developed an innovative tool called MAGPIE (Map-
Assisted Generation of Procedure and Intervention Encoding). 
MAGPIE makes use of the repurposed ICD-9-CM procedure 
index, which is much richer than the native ICD-10-PCS index. 
In addition, other lexical and mapping resources derived from 
the UMLS and GEM are also used. MAGPIE applies various 
innovative approaches to help the user hone in on the correct 
SNOMED CT and ICD-10-PCS codes. Our evaluation shows 
that MAGPIE finds the correct SNOMED CT code and ICD-
10-PCS table in 70% and 85% of cases respectively, without 
any user intervention. 
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Abstract 

Cardiovascular disease is prevalent and associated with 
significant mortality rate. Robust lifetime risk stratification for 
cardiovascular disease is important for effective prevention, 
early diagnoses, targeted intervention, and improved 
prognosis. Health disparities, manifested as socio-behavioral 
factors, are believed to have multiple effects throughout life 
with great complexity. Multiple studies investigated lifetime 
cardiovascular-related mortality risk prediction focusing on 
subjects’ pathophysiology and intervention profiles. In this 
study, we applied machine learning algorithms and focused on 
integrating socio-behavioral factors to pathophysiology and 
intervention profiles to predict cardiovascular-related 
mortality risk. Our results showed that multiple machine 
learning algorithms can predict risk with reasonable accuracy, 
using mixed types of features. Particularly, socio-behavioral 
factors contributed significantly to the improved accuracy of 
mortality risk prediction. Feature analysis identified the odds 
ratio of socio-behavioral factors for cardiovascular-related 
mortality and offered  potential insights on how they impact 
subjects’ long-term outcomes. Our results call for further 
investigation of this important topic. 
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Introduction 

Cardiovascular Disease (CVD) is a major cause of disability 
and premature death throughout the world and substantially 
contributes to the escalating costs of health care, mortality, and 
morbidity [1]. According to the report from World Health 
Organization, an estimated 17.9 million people died from 
CVDs in 2016, representing 31% of all global deaths [2].  In the 
US, the mortality of cardiovascular disease is as high as 0.25 
(95% CI 0.10-0.63) [3].  In order to reduce the physical, 
emotional, and economical burden caused by cardiovascular-
related mortality, it is important to develop robust lifetime risk 
stratification algorithm that is accurate and that generalizes at a 
population level. 
Previous studies revealed the association between 
cardiovascular disease and demographics, physiology, 
comorbidity, and medication features, such as body mass index 
[4], chronic kidney diseases [5], hypertension and obesity [6], 
anemia [7], etc. Social determinants and behavioral factors, 
such as education level, income level, smoking status, and diet 
habit, act upon populations at all times, and they have also been 
found to  have wide-ranging health related effects across the life 
course of a population [8, 9]. For example, higher income is 

linked to better health outcomes, including lower prevalence of 
cardiovascular disease and lower mortality risk among 
populations with cardiovascular disease. With growing 
awareness of their importance, previous studies have explored 
relationships between social determinants and risks for 
developing cardiovascular diseases [10-13]. In addition to 
social determinants, behavioral factors,  such as diet [14-16] 
and physical activity [17, 18], are investigated to be related to 
various mortality and cardiovascular-related outcomes. For 
example, poor diet, lack of physical activity, and cigarette 
smoking are all linked to premature deaths [19]. Unfortunately, 
a majority of existing studies focused on linking social and 
behavioral factors to risks for developing specific diseases, 
leaving systematic analysis on these factors’ relations with 
mortality risks a largely uncharted territory. On the other hand, 
pooling the social determinants and behavioral factors together 
and utilizing more powerful approaches, such as machine 
learning [20-22], may shed more light on the landscape and 
yield a more robust mortality-risk prediction model.  
In this study, we apply different machine learning models to 
predict cardiovascular-related mortality risks by integrating 
social behavioral factors with subjects’ pathophysiology and 
intervention profiles as features. We aim to provide  a  
comprehensive understanding  of  the socio-behavioral 
landscape and use the additional knowledge to improve 
cardiovascular-related mortality prediction. Our results 
demonstrate the impact of social and behavioral factors on 
cardiovascular health at population level and the feasibility 
towards more robust lifetime risk stratification by integrating 
them. 

Methods 

Study population 

In this study, we used data from The Cardiovascular Disease 
Life Risk Pooling Project (LRPP) [23]. LRPP was designed as 
an individual-level pooled dataset from 20 US community-
based cardiovascular disease cohorts that include 
demographics, physiological test results, medication status, 
socio-behavioral factors, and mortality indicators (for mortality 
of cardiovascular disease, coronary heart disease, and mortality 
resulting from all causes). From the overall sample size of 
1,097,178 observations of 277,296 subjects, 40,711 completed 
cases with all predicting features available were selected for 
each mortality in this study. Shown in Table 1 is the data 
distribution after splitting training and test set into 
approximately 7:3 ratio. 
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Table 1– Data distribution 

 Training set Test set All data 

 Total Death 
Non-
event 

% 
death Total Death 

Non-
event 

% 
death Total Death 

Non-
event %death 

CVD 28,497 1,772 26,725 6.22% 12,214 846 11,368 6.93% 40,711 2,618 38,093 6.43% 
CHD 28,497 1,772 26,725 6.22% 12,214 846 11,368 6.93% 40,711 2,618 38,093 6.43% 
TOT 28,497 6,048 22,449 21.22% 12,214 2,703 9,511 22.14% 40,711 8,751 31,960 21.50% 

CVD: mortality due to cardiovascular diseases; CHD: mortality due to coronery heart disease; TOT: all causes mortality 

Statistical analysis 

In total, 25 features were chosen from the entire LRPP dataset. 
They belong  to the following domains: demographics, 
physiological test results, medication status, and socio-
behavioral factors. Features were grouped into 3 different 
combinations, physiological test result (Phy), physiological test 
results combined with medication status (Phy+Med), and 
further including socio-behavioral factors (Phy+Med+Soc). 
While demographics were included in each group (Table 2). 
Four supervised machine learning algorithms were applied for 
prediction of the three outcomes, including Naïve Bayes (NB), 
Logistic Regression (LR), Linear Support Vector Machine 
(SVM), and Random Forest (RF). Training and test set were 
split to approximately 7:3. Due to the imbalance of the data 
(incidence rate at approximately 6%), parameter ‘class_weight’ 
was set to ‘balanced’ for LR, SVM and RF. To reduce over-
fitting and variance, five-fold cross validation was performed 
on training set. Best parameters for each model, tuned through 
cross validation, were then applied on test set to evaluate the 
predictive performance of each classifier. The area under the 
receiver operating characteristic curve (AUC) as well as 
predicted probability were acquired from each algorithm. 
The AUCs of the three models are shown in Table 3, ranging 
from the lowest to the highest. Considering that the distribution 

of the predicted probability was unknown, permutation test [24] 
was applied to explore the difference between the probability 
of correct prediction of every two models (ie. tested between 
Phy and Phy + Med, Phy+Med and Phy+Med+Soc). 
In RF, coefficient ‘feature_importance’ was extracted to 
identify the importances of features. Generalized linear 
regression (logit link function) was employed to find the odds 
ratio (OR) to evaluate risk for mortality of each socio-
behavioral factor. Data cleaning, permutation test, and 
generalized linear regression were performed by R 3.3.1. ‘scikit 
learn’ package was used for machine learning algorithms. 

Results 

AUCs of different algorithms and models 

Table 3 shows the AUCs yielded from each of the four machine 
learning algorithms as applied to predict the three outcomes, 
with the three combination of the features. P-value 1 was 
derived from the permutation test between the feature 
combination of Phy and Phy+Med, while P-value 2 shows the 
significance of difference between the feature combination of 
Phy+Med and Phy+Med+Soc. Result demonstrates that AUCs 
are in a range from 0.7263 to 0.8941 across all the models. 

Table 2– Predictors features 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Categories Variable names Description 

Demographics 
SEX Gender 
AGE Calculated age at exam, round to 0 .1  
BMI Body mass index, kg/m2 

Physiological tests 
 

SBP Systolic blood pressure, mmHg 
DBP Diastolic blood pressure, mmHg 
LDLCHL LDL cholesterol, mg/dL 
HDLCHL HDL cholesterol, mg/dL 
TOTCHL Total cholesterol, mg/dL 
TRIGLY Triglycerides, mg/dL 
GLU Glucose level 
CVD_BASELINE Prevalent of cardiovascular disease at enrollment  

Medication statues 
HXDIAB Diabetic Medication Status  
RXCHL Medication of lowering lipid 
RXHYP Medication of anti-hypertension 

Socio-behavioral factors 

RACE Race/ethnicity 
EDU School education  
SMOKER Current smoker 
FORSMOKER Former smoker  
DRINKER Current drinker 
ALCO_ML_DAY Alcohol intake, mL /day 
DASH Dietary Approaches to Stop Hypertension score 
aHEI Alternate Healthy Eating Index score 2010 
aMed Alternate Med diet score (all cohorts median) 
primary PA Primary physical activity 
MVPA Moderate to vigorous physical activity 

Outcomes 
CVD_DTH Death caused by cardiovascular diseases 
CHD_DTH Death caused by coronary heart disease   
TOT_DTH All causes death 
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Table 3– AUCs of the three models and four algorithms 

 Phy PM P-val 1 PMS P-val 2 

Mortality due to cardiovascular disease 
NB 0.7436 0.7579 0.001 0.8048 0.010 
LR 0.8510 0.8554 0.001 0.8752 0.001 
SVM 0.8510 0.8558 0.298 0.8754 0.001 
RF 0.8461 0.8535 0.001 0.8941 0.001 
Mortality due to coronary heart disease 
NB 0.7436 0.7579 0.001 0.8048 0.010 
LR 0.8510 0.8554 0.001 0.8752 0.001 
SVM 0.8510 0.8558 0.298 0.8754 0.001 
RF 0.8461 0.8535 0.001 0.8941 0.001 
Mortality result from all causes  
NB 0.7263 0.7349 0.001 0.7864 0.001 
LR 0.8214 0.8247 0.001 0.8541 0.001 
SVM 0.8208 0.8241 0.001 0.8538 0.001 
RF 0.8325 0.8393 0.001 0.8921 0.001 

PM: combination of Phy+Med; PMS: combination of 
Phy+Med+Soc  

Considering NB algorithm as the baseline, overall result 
illustrates significant improvement in AUCs when applying 
LR, SVM, and RF algorithms. The Phy combination consisted 
of the 11 features from Demographics and Physiological tests 
categories. NB algorithm provided AUCs between 0.7263 and 
0.7436 based on these features. RF showed a better 
performance within this combination that yielded AUCs of 
0.8461 for prediction of mortality risk of CVD and CHD. The 
most promising algorithms for this model were LR and SVM 

which achieved AUCs of 0.8510 for prediction regarding CVD 
and CHD mortality. When adding the Medication status to the 
feature collection, we observed an elevation in all AUCs 
compared to the Phy model. Meanwhile, p-values ( 0.001) 
generated from permutation test also confirmed the statistically 
significant improvement on the probability of correct 
prediction, except for SVM algorithm for CVD and CHD 
mortality risk prediction.  Last but not least, much better 
performance was observed when integrating the Socio-
behavioral factors into the  feature combination. All AUCs 
yielded from RF algorithm became above 0.80, the highest 
AUC reached 0.8941. Comparing the AUCs to the previous 
model, this model with socio-behavioral factors demonstrated 
the best performance. Results from permutation test for 
difference between the correct prediction probability of 
Phy+Med and Phy+Med+Soc also helped verify the significant 
improvement. 

Feature analysis 

Shown in Figure 1 are the feature importances derived from RF 
for different feature combinations. In the combinations without 
socio-behavioral factors (Phy and Phy+Med), age served as the 
most important feature for classification. Blood pressure, BMI, 
triglycerides level, and the three kinds of cholesterol levels also 
played relatively important roles in the first two Phy and 
Phy+Med [25]. The pattern was different in the third feature 
combination (Phy+Med+Soc), race performed as the most 
important feature for all three outcomes, followed by age and 
SBP. Meanwhile, aHEI score also appeared to be an essential 
feature for classification. Other important factors shown in the 
previous two feature combinations still remained on top. 

 

 

 
Figure 1– Feature importances for different feature combinations derived from Random Forest.  

For combination Phy+Med+Soc,only the first 15 highest ranked features were shown in the figure.
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Discussions, Limitations and Future Work 

With machine learning approaches, we were able to detect the 
hidden patterns within larg-scale data. Among the four 
algorithms applied in this study, LR, SVM and RF 
demonstrated reasonable accuracy. Among them, RF appeared 
to be the best for solving the current problem.  
Significant improvements were observed from those machine 
learning configurations when adding socio-behavioral factors 
as well as medication status into predicting models. It should 
not be surprising to observe medication status (BP medication, 
lipids medication, and DM medication) as an important 
predictor, since only the subjects with such health disorders 
would take the medicine. Meanwhile, blood pressure disorders 
[26, 27], dyslipidemia [28, 29], and diabetes mellitus [30] were 
also found to be physiologically related with mortality caused 
by cardiovascular diseases. Eleven socio-behavioral factors 
were integrated to the previous models, covered the aspects of  
race, education, smoking, diet, and physical activity. To 
understand which sociobehavioral factors in particular have a 
higher risk for cardiovascular-related mortality, a further 
general linear regression (logit link function) was performed 
(Table 4). Comparing to Asian, subjects with race in African 
American and White were found to have odds ratio greater than 
1 with p-values satisfying significant level, which indicates a 
higher mortality risk for African American and White 
population. Moreover, current smokers also experienced a 
higher risk than those who were not currently smoking. 
Compared with the educational level below, high school, higher 
educational level (high school or above) reduces the risk. 
Subjects with higher dietary scores (DASH and aHEI) were also 
found to be undertaking higher risk.  
Previous studies with consideration of social factors were 
generally focused on social determinants [31] while ignored the 
importance of behavior. This study showed that socio-
behavioral factors, such as smoking and diet, can also be 
essential predictors for mortality risk of cardiovascular diseases 
and is worthwhile to be included into predictive models. 
Similarly, socio-behavioral factors might also be worth 
considering for risk prediction of other health outcomes.  

The LRPP study is a pooled project from a large variety of 
cohorts. Therefore, missing rate is relatively high for part of the 
features especially the socio-behavioral factors. This limited the 
size of training and test set and likely introduced biases. In 
future work, we will use modern imputation methods [32-34] to 
impute the missing data and scale our analysis on larger cohorts.   
Continuing from what we found in this study, we are planning 
to perform further analysis considering time sequence.  With 
the dimension of time, we will generate more sophisticated 
models for prediction. At the same time, the approaches we 
demonstrated in this study could be applied to other CVD 
outcomes as well as other diseases. 

Conclusions 

In the present study, we applied multiple machine learning 
algorithms and integrated socio-behavioral factors with 
pathophysiology and medication profiles of subjects to predict 
cardiovascular-related mortality. All the machine learning 
algorithms, including Naïve Bayes, Logistic Regression, Linear 
Support Vector Machine, and Random Forest yielded 
reasonable accuracy. In addition to pathophysiological and 
interventional profiles, socio-behavioral factors were also 
included as predictive features. Integration of socio-behavioral 
factors brought statistically significant improvement of the all 
three mortality risk predictions, including the risk of mortality 
due to cardiovascular diseases, coronary heart disease, and 
mortality resulting from all causes. In the overall analysis, age, 
race, and blood pressure were found to be relatively more 
important for the prediction. While in the analysis for odds ratio 
of socio-behavioral factors, race, educational level, smoking, 
and diet were found to have significant impact on 
cardiovascular-related outcomes. 
Given that socio-behavioral factors manifested long-term 
impacts on the health outcome disparities, we expect more 
exciting and promising developments of robust lifetime risk 
prediction algorithms with tighter integration of socio-
behavioral factors to inform policy making and improve the 
population health and longevity.  

Table 4 – Odds ratio and significance of socio-behavioral factors 

* :  <0.05;  ** : <0.01; *** : <0.001

Features OR for CVD_DTH P-value OR for CHD_DTH P-value OR for TOT_DTH P-value 
RACE_ASIAN (reference group) 
RACE_BLACK 1.7074 0.001*** 1.7074 0.001*** 2.6543 0.000*** 
RACE_HISPANIC 0.7668 0.173 0.7668 0.173 0.8067 0.059 
RACE_OTHER 0.5646 0.476 0.5646 0.476 1.6610 0.399 
RACE_WHITE 1.9269 0.000*** 1.9269 0.000*** 2.7296 0.000*** 
EDU < HIGH SCHOOL (reference group) 
EDU > HIGH SCHOOL 0.6655 0.000*** 0.6655 0.000*** 0.5489 0.000*** 
EDU_HIGH SHCOOL 0.7089 0.000*** 0.7089 0.000*** 0.6733 0.000*** 
SMOKER_0 (reference group) 
SMOKER_1 1.6952 0.000*** 1.6952 0.000*** 2.6555 0.000*** 
FORSMOKER_0 (reference group) 
FORSMOKER_1 1.0318 0.549 1.0318 0.549 1.3092 0.000*** 
DRINKER_0 (reference group) 
DRINKER_1 0.8913 0.503 0.8913 0.503 1.1589 0.037* 
ALCO_ML_DAY 1.0036 0.235 1.0036 0.235 1.0027 0.043 
DASH 1.0651 0.000*** 1.0651 0.000*** 1.0657 0.000*** 
aHEI 0.9540 0.000*** 0.9540 0.000*** 0.9531 0.000*** 
aMed 1.0326 0.098 1.0326 0.098 1.0590 0.000*** 
primaryPA 0.9526 0.109 0.9526 0.109 0.8895 0.000*** 
MVPA 1.0416 0.164 1.0416 0.164 1.0130 0.495 
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Abstract 

We aimed to develop a deep learning model for the prediction 

of the risk of advanced colorectal cancer in Taiwanese adults. 

We collected data of 58152 patients from the Taiwan National 

Health Insurance database from 1999 to 2013. All patients’ 

comorbidities and medications history were included in the 

development of the convolution neural network (CNN) model. 

We also used 3-year medical data of all patients before the 

diagnosed colorectal cancer (CRC) as the dimensional time in 

the model. The area under the receiver operating 

characteristic curve (AUC), sensitivity, and specificity were 

computed to measure the performance of the model. The 

results showed the mean (SD) of AUC of the model was 0.922 

(0.004). Moreover, the performance of the model observed the 

sensitivity of 0.837, specificity of 0.867, and 0.532 for PPV 

value. Our study utilized CNN to develop a prediction model 

for CRC, based on non-image and multi-dimensional medical 

records. 

Keywords:  

Colorectal Neoplasms; Algorithms; Electronic Health 

Records;  

Introduction 

Cancer has been the leading cause of death since 1986 [2] and 

colorectal cancer (CRC) has been ranked as the third cause of 

cancer-related death in Taiwan since 2008 [5]. The incidence 

rate of CRC was 43.6 per 100,000 population in 2015, the age-

adjusted incidence rate of male was higher than female. In 

fact, it increased by 13% for male and 6% for a female since 

2002. CRC is now a burden and challenge to Taiwan’s health 

care [1]. Therefore, it is important to find the potential 

biomarkers that can contribute to early diagnosis of colorectal 

cancer. 

Artificial intelligence (AI) and machine learning are taking all 

fields of science by storm including clinical medicine [7; 10]. 

Deep learning is a type of the highly flexible machine learning 

approach, has emerged a groundbreaking algorithm to enhance 

the performance of current machine learning techniques and to 

solve complex problems [7]. Several studies already showed 

that machine learning model can predict cancer that help 

physicians to reduce the number of false decisions and 

improve health outcomes. 

In this study, we aimed to develop a deep learning model by 

applying all patients phenotypic information to detect the 

onset of colorectal cancer. 

Methods 

Data Sets 

In this study, we used the reimbursement data from Bureau 

National Health Insurance (NHI) system in Taiwan that had 

registered all medical records since 1996 [8]. We obtained a 

randomization of two million population of the NHI claim 

data from January 01, 1999 to December 31, 2013. The study 

was approved by the institutional review board committee at 

Taipei Medical University and the need for informed consent 

was waived. 

Study population 

We initially identified all patients who were diagnosed with a 

primary diagnosis of colorectal cancer (CRC) (International 

Classification of Disease, Ninth Revision [ICD-9] codes 153, 

154) between January 01, 1999, and December 31, 2013. The 

diagnosis accuracy of CRC was confirmed by both specific 

ICD-9 codes and inclusion in the Registry for Catastrophic 

Illness Patient (RCIP), a subpart of the NHI database [6]. 

Surgical pathological confirmation or undergoing treatment 

process of CRC is required for patients to be registered in the 

RCIP. However, the index date was defined as the date of 

diagnosis. Patients were excluded if they were younger than 

20 years of age at the date of diagnosis CRC or if they did not 

have any outpatient claims at each calendar year of four years 

before the index date. 

We then randomly selected 50,000 individuals without any 

cancer diagnosis during 15 years in the NHI claim database. 

All medical records of those were also collected. We defined 

the date of the last visit observed in the NHI database as the 

index date of patients with cancer-free. We then used the same 

conditions as CRC patients to cross-check their age and the 

history of medical data.  

In this study, our purpose was to predict CRC in one year 

ahead; we, therefore, used the data of patients with and 

without cancer diagnosis from the fourth year to the first year 

before the index date and left out a year data to be the gap of 

developing CRC cancer (Figure 1). 
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Figure 1. Observation Window and Lag Time  

Feature definition 

First, we checked the index date to observe the age and sex of 

overall individuals (i.e., with and without cancer diagnosis). 

We included the ICD9-CM 3-digit codes such as 001-999, 

V01-V91 in the features of the development of the model. The 

supplementary classification of external causes of injury and 

poisoning codes, E000-E999 were excluded in the feature list.  

For the medications, the Taiwan medication codes were 

collected and mapped to WHO-ATC (Anatomical Therapeutic 

Chemical Classification System) codes. The ATC-4 (ie. ATC 

5-digit) codes were used in the further development of the 

model. A total of 1931 features (ie. age, sex, 1099 ICD9-CM 

codes, and 830 ATC-4 codes) were used in the development 

of the CRC prediction model. 

Time definition and data processing 

We collected the data of all individuals in 1095 days (i.e., 3-

year data). For each disease, the patient was considered as a 

diagnosis if at least three visits were observed with its ICD9 

code during the 3-year period. For each medication, the 

patient was defined as a user if its ATC code was observed in 

the prescriptions, and the medication observation time was the 

number of days prescribed by physicians. For each patient, the 

7-day data was summed up continuously, and the final data of 

157 grids were derived from 1095-day data set (Figure 2). 

The value of each feature of each patient was then normalized 

to scale up to the range in between 0 and 1 in order to make 

the similar severity of all individuals as the same cause. It 

expresses mathematically in (1) as: �
���

�

	
� � �

���

�
���

� �
���

�  (1), where x = (x1, …, xn) and xnew is 

now the new normalized value. Figure 3 shows an example of 

the normalized data. 

Figure 2. The processing of time data 

 

Figure 3. An example of normalized data 

Development of the model 

Deep learning is the process of training a neural network (a 

large mathematical function with millions of parameters) to 

perform a given task. Figure 4 shows the convolution neural 

network (CNN) structure of the study. We created the function 

that computed the CRC severity from a large set of the matrix 

of all individuals. During the training process, the parameters 

of the neural network were initially set to random values. The 

total of 1929 features data including 1099 ICD9 codes and 830 

ATC codes, were categorized into 19 groups (i.e., 18 groups 

for ICD9, for example, 001-139-infectious and parasitic 

disease group, and one ATC group) for all patients. We 

created two convolutional layers with 32 feature maps for 

each category. Two max-pooling layers with the filters of size 

1x3 were applied to reduce the number of parameters, and to 

control overfitting. After that, we flattened the pooled feature 

maps with the addition of age and sex into another layer in 

order to process the artificial neural network. A hidden layer 

of 400 neurons was used in this fully-connected layer.  

 

Figure 4. CNN structure of the study 

The optimization algorithm used to train the network weights 

was a distributed stochastic gradient descent with a mini-batch 

size of 32. The model was optimized using Adadelta optimizer 

[13]. The input and hidden layers used a Rectified Linear Unit 

(ReLU) activation function (refs), while the output layer used 

the Softmax activation function. The dropout value of 0.1 used 

to prevent the overfitting and was applied to the input and 

hidden layer [9].  

The average k-fold cross-validation accuracy, with a k-value 

of 5, was used as the metric to determine the best 

performance, optimizer, and loss functions of the model. We 

computed the area under the receiver operating curve (AUC) 

value, sensitivity, specificity, and positive predictive value 

(PPV) to observe the model performance. 

The software was implemented using python v.3.7 and the 

model was created and trained with the Tensorflow framework 

v.1.9. 
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Results 

The demographic characteristics of cancer and non-cancer 

patients are summarized in Table 1. Following the conditions, 

there were 58152 patients including in the study, of which 

10185 diagnosed with CRC and 47967 patients were without a 

cancer diagnosis. The mean age (SD) of patients with CRC 

diagnosis was 62.7 (14.2) compared to patients without cancer 

of 47.6 (17.3). Most of the patients diagnosed with CRC were 

male (54.1%). In addition, the average number of diagnosis of 

a CRC patient was significantly higher compared to a non-

cancer patient before the index date (e.g. 41.2 vs. 26.4 in the 

first observed year). 

Table 1. Characteristics of patients in this study 

 Case 

(n=10185) 

Control 

(n=47967) 

Age mean (sd) 62.7 (14.2) 47.6 (17.3) 

Male sex (%) 5513 (54.1%) 23109 (48.2%) 

Diagnosis count 1119580 3735982 

Average in 1 year before 

index date* 

41.2 26.4 

Average 1~2 year before 

index date* 

39.9 28.6 

Average 2~3 year before 

index date* 

37.7 27.4 

Note: * Number per patient per year 

Figure 5 shows the AUROC of the model with 5-fold cross-

validation. The mean (SD) of AUC of the model was 0.922 

(0.004). The performance of the model observed with the 

sensitivity of 0.837, specificity of 0.867, and 0.532 for PPV 

value. 

Figure 5. AUROC of the model with 5-fold cross-validation 

Discussion 

Our study findings demonstrate that the CNN model could 

appropriately predict CRC based on non-image and multi-

dimensional medical records (ie. phenotype, diseases and 

medication). The results showed higher AUC (0.922) with 

very good sensitivity and specificity. This automated system 

for the detection of CRC offers several advantages, including 

consistency of interpretation (it could be a good screening tool 

for CRC for any person before deciding to take further some 

examination tests). 

In this study, we tried to observe the features weight by using 

the odds ratio (ORs) and stepwise feature extraction (i.e., 

ANN model). We also selected top 10 features and most of the 

features were related to cardiovascular diseases. Comparing to 

other studies [3; 4; 12], our study showed higher performance 

(Area under receiver operating curve, sensitivity, and 

specificity). Since, our government has already launched a 

nationwide screening program of CRC since 2004 and a free 

fecal immunochemical test is offered biennially to individuals 

aged 50 to 75 [11]. According to our findings, the program 

may extend to cover all patients beyond this age range. 

The main strength of this study lies in a use of a population-

based cohort with a large and nationally representative 

sample, which increases its generalizability in Taiwan. 

However, there are several limitations in our study that need 

to be addressed. First, this is a retrospective cohort study, so 

selection bias and misclassification may be introduced. 

Second, inherent limitations of NHIRD hinder our ability to 

get some information related to the CRC, such as smoking 

habits, alcohol consumption, body mass index (BMI), family 

history of CRC, diet, and physical activity. However, we have 

included the comorbidities as surrogates for some risk factors 

of CRC, such as COPD and a stop-smoking clinic for 

smoking, alcohol-related illness for alcohol, and obesity for 

BMI. Finally, many chronic diseases such as diabetes mellitus 

(DM) and hypertension are not labeled every time on 

diagnosis, which may lessen the importance of those diseases. 

Future direction  

The ultimate goal of our study is to develop a web service for 

the public, helping them make predictions of risk of getting 

CRC one year before based on prior three-year-diagnosis and 

medication records. Therefore, this model provides a cheap 

and instant first-line screening for CRC which doesn’t require 

medical examination in the first place. In the future, we would 

like to include more features in our study, including lifestyle, 

physical characteristics, smoking history, lab examination, and 

genetic information that help predict the risk more accurately. 

Conclusions 

In our study, we developed a deep learning model to predict 

CRC based on non-image and multi-dimensional medical 

records (diagnoses and medications). Our model showed 

higher performance for detecting CRC one year ahead. Indeed, 

previously published literatures did not show any time frame 

to predict CRC and traditional methods are not able take time 

frame consideration for predicting CRC. But, time sequence 

matters in the real world clinical setting. Therefore, our model 

can be considered in the real clinical settings.  
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Abstract 

Discovering disease similarities are beneficial for the diagnosis 

and treatment of mental diseases. In this research, we proposed 

a data driven method, that is, integrating a variety of publicly 

available data resources including Unified Medical Language 

System (UMLS) Metathesaurus, Systematized Nomenclature of 

Medicine -- Clinical Terms (SNOMED CT) and cui2vec concept 

embedding to construct a mental disease similarity network. The 

resulting mental disease similarity network offered a new view 

for navigating and investigating disease relations; it also 

revealed popular mental disease in the literature in terms of the 

number of connections and similarities with other diseases. It 

shows that depressive disorder is directly connected with nine 

other popular diseases and connects 52 other diseases in the 

network. The top three popular mental diseases are depressive 

disorder, dysthymia (now known as persistent depressive 

disorder), and neurosis. Future research will focus on studying 

the clusters generated from the similarity network.  

Keywords:  

Mental disorders, Disease similarity, Word2Vec, Concept 

embedding. 

Introduction 

Disease similarity study promises to enable better understanding 

of disease relations and to accelerate treatment discoveries based 

on disease relations.[1, 2]. It can also reveal the pathogenesis of 

common diseases [1] and help infer the mechanisms of complex 

diseases [2], which can yield insights into disease etiology and 

suggest treatment that can be appropriated from one disease to 

another [3]. Additionally, it provides a starting point for 

associating diseases to their genes as well as to help find potential 

targets for drugs [4].  

We are motivated to study disease similarity using mental health 

as an example domain for methodology illustration. Mental 

disease/illnesses involve the change of people’ emotion, thinking 

and behavior [5]. According to National Alliance on Mental 

Illness (NAMI), “…One in five adults experiences a mental 

health condition every year. One in 17 lives with a serious mental 

illness such as schizophrenia or bipolar disorder. … Half of 

mental health conditions begin by age 14, and 75% of mental 

health conditions develop by age 24...” Mental disease has 

become one of the most consequential health concerns in the US 

and in people across nations, races, and gender nowadays.  

This research investigated mental disease similarity by 

leveraging word embedding, a language modeling technique that 

transform the vocabulary of an input corpus into low-

dimensional vector representation. This leads to our research 

questions: Is it feasible to use existing literature and research  

 

repositories to explore the most popular mental disease topics? 

Would it be possible to create a mental disease similarity network 

so that relations of mental diseases could be identified, and 

similar mental diseases could be grouped together?   

The objectives of this research are to investigate mental disease 

similarity and analyze similarity network. In particular, we intent 

to utilize the semantics of the mental disease concepts in the 

knowledge base and leverage data driven based method to 

analyze the closeness (similarities) among concepts extracted 

from the knowledge base.  

Background 

Related work for disease similarities 

Various methods have been defined to measure or compute 

disease similarities. In [6], a method for measuring disease 

similarity has been proposed that integrates semantics and gene 

functional association, where two functions, one calculating 

functional similarity and the other calculating semantic 

similarity, are combined to measure disease similarity. In [2], a 

matrix-based method was introduced to measure disease 

similarity that incorporates the uniqueness of shared genes. For 

each disease pair, the uniqueness score was calculated, and 

disease similarity matrices were constructed using Online 

Mendelian Inheritance in Man (OMIM) and Disease Ontology 

annotation. An ontology-based disease similarity network was 

described in [7] for disease gene prediction based on semantic 

similarity measures on phenotype ontology database. In [4], an 

online system called DisSim was introduced for exploring  

similar diseases. The system implemented five state-of-the-art 

methods to measure the similarity between Disease Ontology 

(DO) terms and provided the significance of the similarity  

score.  Some other disease similarities methods include 

International Classification of Disease (ICD) based disease 

similarity, probability-based disease similarity, and machine 

learning-based approaches. 

Word embedding and concept embedding 

Word embedding is an emerging technique that transforms a 

word from the literature (text corpus), to continuous decimal and 

low dimensional vectors based on the context of the word. There 

are two popular word embedding algorithms: word2vec  

and GloVe. Word2vec was first developed by a team of 

researchers led by Tomas Mikolov at Google [8]. The  

word2vec utilized two model architectures for computing 

continuous vector representations of words from very large data 

sets: the skip gram model and the continuous bag-of-words 

(CBOW) model, where the former uses the current word to 

predict the surrounding context words and the latter predicts the 

current word from surrounding context words [8]. The softmax 
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function was applied to calculate the probability of a 

word w given its context c: 

 

Another embedding algorithm is a “count-based” model called 

GloVe proposed by Pennington [9] that tabulates how frequently 

words co-occur with one another in a given corpus that offered a 

way to train over larger scale of data. 

As healthcare data come in a variety of forms, the 

aforementioned word embedding algorithms like word2vec and 

GloVe that were originally developed for text cannot be directly 

applied to many kinds of healthcare data. In this research, we 

leveraged medical concept embedding referred to as cui2vec 

developed by Harvard [10] which links word2vec to traditional 

count-based methods that are based on co-occurrence statistics. 

The pre-trained embedding cui2vec utilized an extremely large 

collection of multimodal medical data including insurance  

claims for 60 million Americans, 1.7 million full-text PubMed 

articles, and clinical notes from 20 million patients at Stanford 

[10]. The cui2vec contains embedding for 108,477 medical 

concepts.  

Methods 

Research pipeline 

In the context of this paper, we assume the disease similarity is 

disease concept similarity without considering about biological, 

molecular, genetic information of the disease.  

To calculate mental disease similarities, we need to retrieve as 

many mental disease concepts in computable format from the 

literature as possible. The Diagnostic and Statistical Manual of 

Mental Disorders (DSM), a widely used diagnostic manual that 

offers standard criteria for the classification of mental disorder, 

has included over 450 different definitions of mental diseases. 

For each disorder, there is a set of diagnostic criteria associated 

with specific symptoms that characterize the disorder. However, 

the definitions of the diseases on DSM are very subjective, the 

classifications are too vague, and the descriptive codes are not in 

computable format, which makes it impractical to be used for 

computational purpose. 

 The clinical terminologies or ontologies like The Systematized 

Nomenclature of Medicine Clinical Terms (SNOMED for  

short) can serve as a valuable resource to expand the search 

queries so that more mental disease concepts at varying levels  

of granularity can be captured. SNOMED is a standard clinical 

terminology system with more than 350,000 concepts released 

twice every year on January and July respectively. In this 

research, we retrieved SNOMED concepts under the Mental 

disorder hierarchy for three reasons: First, the total number of 

SNOMED mental disease concepts are approximately four times 

the size of the DSM codes and nine times the size of ICD  

listed concepts. Second, as we use cui2vec that utilized 500-

dimension vectors (see Step 1) to represent a UMLS unique 

identifier (CUI), SNOMED ConceptIDs could be easily  

mapped to UMLS CUIs, so that we can apply pre-trained 

embedding to represent semantic similarities of mental disease 

concepts. Lastly, SNOMED is both a clinical vocabulary and  

an ontology. Due to SNOMED’s broader concept coverage and 

richer relations, not only can we extract mental disease related 

concepts, but we can also capture the hierarchical relationships 

among them.  

The major steps of our research pipeline are illustrated in Figure 

1.  

 

 

Figure 1. Illustrates the major steps for the research project.   

 

Step 1. Identifying the mental disease concept hierarchies and 

mapping the extracted SNOMED concepts to UMLS CUI. In this 

step, we map SNOMED ConceptID, which is SCUI in 

MRCONSO of the UMLS Metathesaurus Rich Released Format 

to UMLS CUI.  

Step 2. Matching the UMLS CUIs against the pre-trained cui2vec 

embedding vectors.  

Step 3. Calculating pairwise disease similarities among the 

selected diseases based on cosine similarity.  

 

Gensim, a free Python library, is used to calculate the cosine 

similarity with the results ranging from -1 to 1, where 1 means 

extremely similar and -1 means the opposite. 

Step 4. Visualizing the disease similarity network based on the 

pairwise disease similarities and analyzing the similarity 

network. All networks are visualized using Cytoscape’s 

Biolayout[11]. 

Mental disease similarity network analysis 

We developed a network based on pairwise similarities among 

mental disease concepts. Let us assume that a mental disease 

concept is a vertex (a node) and an edge (a link) between two 

vertices represents a relation between the two concepts. In this 

context, relation refers to similarity. The value associated with 

each edge is the similarity value, where the higher value it is the 

more similar the two concepts are. The mental disease similarity 

network can be considered as graph G (denoted as G=(V,E)), 

consisting of a non-empty set of vertices V and a set of edges E.  

As one of the research Methods in this study is to use literature 

and research repositories to find the most popular mental disease 

topics, we have defined the term “popular topics” (PT). Let us 

first define “Degree”: The degree of a vertex i is a count of 

number of edges the vertex tie to other vertices, which can be 

denoted by D(i).  

Now let us define the popular topics (PT). The 

term “popularity” is borrowed from the Latin term popularis, 

which originally meant “common.” In a social network, the 

popularity of a person can be thought of as being liked or having 

influence on other people. According to Wikipedia, with respect 

D. Wei et al. / Construction of Disease Similarity Networks Using Concept Embedding and Ontology 443



to interpersonal popularity, there are two primary divisions: 

sociometric popularity and perceived popularity. The former 

means how liked an individual is and the latter means how well 

known among their peers as being popular. 

In the context of the mental disease similarity network, popular 

topics take into account both “sociometric” and perceived 

popularity. We use similarity to represent the sociometric 

popularity and use degree to represent the perceived popularity.  

Popular topics in the graph are considered as all vertices in the 

disease similarity network whose similarity values with other 

vertices are no less than a threshold and the degrees of the 

vertices are also no less than a threshold. Here the “popularity” 

of a topic can be considered as a disease concept is that not only 

closely related to other concepts (high similarity value) but also 

possessing more connections to other concepts (high degree 

value). In a symbolic form, it can be represented as a set of 

vertices i as follows:  

 

We use a popularity value to measure a popular topic. If a vertex 

i is a popular topic in the disease similarity network, then the 

popularity of a vertex i, denoted by popularity(i), can be defined 

as the aggregated similarity values of a vertex i with all vertices 

associated with the vertex i.  

 popularity(i) = ∑ �����, �	
����

���
 

Results 

Using cui2vec to calculate disease similarities 

We retrieved 1,756 concepts from the “Mental Disorder” 

subhierarchies of Clinical Finding hierarchy. Note that this 

research only concentrates on the concept level without 

considering about the synonyms or term level descriptions.  

The retrieved ConceptIDs were mapped against the UMLS CUIs 

using the UMLS MRCONSO Rich Released Format. As each 

source SNOMED concept may be mapped to more than one 

CUIs (i.e. the SNOMED concept Dissociative disorder has been 

mapped to two UMLS CUIs C0020701 and C0020703), the 

Mental disorder concepts of SNOMED have been mapped to 

1,768 UMLS CUIs. 

After that, we matched the 1,768 UMLS CUIs with the cui2vec 

and we obtained 401 unique CUIs out of the 109,053 unique 

UMLS CUIs where each CUI is represented by 500 dimensions 

continuous decimal numbers. The Gensim package in Python is 

utilized to calculate similarities of a pair of disease concepts 

represented by CUI embedding vectors. For example, the CUI 

for Hypomania is C0241934 and the CUI for Mania is 

C0338831, and the similarity value is sim(Vec(C0241934), 

Vec(C0338831)) = 0.9901.  

The results for similarities of all pairs of CUIs are summarized in 

Table 1. We categorized the disease pairs based on their 

similarity values. There are five major categories as illustrated in 

Table 1. Altogether, we obtained 80,200 pairwise similarity 

values out of the 401 unique CUIs based on cosine similarity 

measures (see Method section). 

Mental disease similarity network  

A mental disease similarity network was developed based on 

pairwise similarities (See Method section), where each disease 

concept was represented by a vertex (i.e.  V = {Depressive 

disorder, Hypomania, Mania}) and an edge connecting 

between two vertices represented that there is a similarity value 

no less than certain threshold θ (i.e. θ = 0.9, E = {{Hypomania, 

Mania}, {Severe major depression with psychotic features, 

Table 1– Similarity values and example pairs of mental diseases 

Similarity 

value 

range 

Number 

of pairs 

Description Example pairs 

[0.9, 1) 488 Extremely 

similar 

(hypomania,  

mania)

[0.8, 0.9) 1,432 Very similar (identity disorder, 

moderate 

depression)

[0.5, 0.8) 9,915 Weakly 

similar 

(asperger's disorder,  

psychoactive 

substance-induced 

withdrawal 

syndrome)

[0.0, 0.5) 59,820 Similar (alzheimer's  

disease, 

developmental 

articulation 

disorder)

<0 8,545 Connect (receptive language 

delay, acute 

depression)

In total, there are 80,200 pairs

 

Mania}, ……}). Figure 2 presented a partial mental disease 

similarity network. In total, there are 252 vertices and 1,920 

edges. In addition, we can easily observe that some disease 

concepts are naturally grouped together which offered a new 

view of among the same kind of disease. 

 

Figure 2. Partial mental disease similarity network θ = 0.8 

Furthermore, we explored the popular topics in the literature (PT 

definition can be found in Method section). Table 2. showed top 

ten popular topics in the mental disease literature. As is seen in 

Table 2, the most popular mental disease topic is Depressive 

disorder (with popularity value = 121.7807), a synonym of 

Depression, which is a common but serious mood disorder 

causing a person persistent feeling of sadness and loss of interest 

in things that used to bring pleasure. Depressive disorder listed 

as the top one popular topic indicates that Depressive disorder 

possess most connections with other mental illnesses. This is due 

to the prevalence of depressive disorder and homogeneity of 

subthreshold form of depression [12]. The finding is also 

confirmed by WebMD that states “Depression can be triggered 

by other mental illnesses, but it can also lead to certain mental 

illnesses” and “Depression’s link to 9 other mental illnesses.” 

The UPMC released five major categories of mental illnesses: 

Anxiety disorder, Mood disorders, Schizophrenia and psychotic 

disorder, Dementia, and Eating disorder. As Table 2 is shown, 

the majority of the top ten PTs can be categorized into Mood 

disorders; Psychoactive substance dependence is associated 

with Anxiety disorder; Neurosis is characterized by both 

anxiety and depression.  
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Table 2. popular topics with δ � �� and θ � ��� 

Disease Names popularity(i) CUI(s) 

Depressive disorder 121.7807 

C0025193/C0349217/ 

C0011581/C0344315/ 

C1269683  

Dysthymia 88.4942 

C0282126/C0011581/ 

C0013415/C0221508

Hypomania 46.0239 C0241934  

Neurosis 45.5589 C0027932  

Bipolar I disorder 45.284 C0853193  

Mania 45.0888 C0338831  

Severe depression 44.8137 C0588008  

Reactive depression 

(situational) 44.5026 C0011579  

Psychoactive 

substance  

dependence 44.3936 C0038580/C1510472

Agitated depression 44.3462 C0235136  

 

Figure 3 illustrated an excerpt figure from Figure 2, which 

demonstrated the top ten most popular topics in mental disease 

similarity network along with the connections with other mental 

diseases. It shows that depressive disorder is directly connected 

with nine other popular diseases and in fact it connects 52 other 

diseases in the network.  

Figure 3.  Excerpt mental disease similarity network for most 

popular topics mental diseases 

Discussion 

There are two major contributions in this research. First, we 

initially propose to integrate word embedding results and disease 

ontologies such as SNOMED-CT to generate a disease similarity 

network. Second, we defined the most popular topic based on the 

disease similarity network. The similarity network could serve as 

a starting point to navigate complex disease network and could 

be used to detect popular topics in literature.  

Word2Vec to explore disease similarity 

We create a mental disease similarity network integrating public 

data including Harvard cui2vec, UMLS Metathesauru, and 

SNOMED-CT. The proposed research pipeline can be 

generalized to build other disease related network.  

The concept embedding captured the semantics of medical 

concepts in the literature and offered opportunity to study the 

underlying relations among disease concepts, which forms the 

foundation of the disease similarity network. Using the mental 

disease similarity network, we can observe that biologically and 

genetically related mental diseases are often grouped together, 

indicating that similar disease also often being studied together 

in the literature.  

Our results have been reviewed by a psychiatrist, one of the co-

author of the paper (HP). We obtained some interesting 

observations. For “Extremely similar” pairs, like Hypomania 

and Mania with similarity value of 0.9901, Hypomania is in fact 

a less severe version of Mania. Bipolar affective disorder, 

current episode depression and Depressive disorder has 

similarity value of 0.9897 because bipolar patients who are in the 

midst of a depressive episode, by definition meet criteria for 

major depressive disorder.  We can also observe that some 

mental disorders with very high similarity values are very similar 

conditions. For example, Bulimia nervosa and Binge eating 

disorder. Lastly, some share very similar symptoms or may co-

occur. For example, Panic disorder and Simple phobia (with 

similarity value of 0.9663). Both conditions share same 

symptoms including intense fear, feelings of anxiety, and panic 

attacks. According to information found in the DSM-5, both 

conditions are classified as “anxiety disorders.” However, panic 

disorder and phobias are considered separate conditions, each 

with a distinct set of diagnostic criteria. 

Interestingly, some of Mental disease concepts pairs are negative 

related called “Connect”, for example, Receptive language 

delay and Acute depression (with similarity value = -0.956). 

However, having negative similarity do not necessarily mean 

they are not related. They coexist but with negative similarity 

value may but not limited due to the following factors: (1) The 

two disease conditions may occur at different stage of one’s life. 

For example, Receptive language delay and Acute depression 

with the former occurring in very young children. Another 

example, Separation anxiety disorder of childhood and 

Schizoaffective disorder, bipolar type, with the former only 

take place in children. One might speculate that separation 

anxiety during the childhood probably may cause schizophrenia 

in adulthood. (2) Two disease conditions are in different 

categories but can co-occur. For example, Sexual relationship 

disorder and Acute depression. (3) Two diseases have very 

different levels of severity. For example, Adjustment disorder 

with mixed disturbance of emotions and conduct and 

Schizoaffective disorder, bipolar type with the latter much 

severe than the former (4) Using variant terms to represent the 

same condition. For example, Developmental receptive 

language disorder and Receptive language delay. There are 

quite a few pairs with negative similarity values just because it 

makes no sense to put them together. For example, 

Schizoaffective disorder, bipolar type and Facial tic disorder. 

Several mental diseases pairs with very high similarity values do 

not make sense to be together like Nondependent alcohol abuse 

and X-linked intellectual disability atkin type (similarity 

value = 0.968). It may imply that in the literature they are 

typically being studied together, which actually indicates a 

potential for future research studies. A number of mental diseases 

form a natural cluster implying that they potentially share 

common genes, proteins and chemicals. For instance, 

schizophrenia, bipolar disorder, autism, ADHD and depression 

share common gene CACNA1C and CACNB2 [13]. �

The research pipeline can be used to assist pathologist or 

physicians to predict potential genetic relatedness of diseases, 

before rigorous experiment is conducted. It can also serve as a 

complementary method for existing disease similarity analysis.  

Limitation and future work 

Due to the granularity of the SNOMED concepts and the lack of 

occurrence of the CUI embedding, only less than a third of the 

SNOMED concepts can find the exact match in the cui2vec 

embedding, which limited our research scope. 

The results of the disease similarity network highly depend on 

the quality of the concept embedding. The cui2vec embedding is 

based on the statistics of occurrences of medical concepts, and 

thus less frequently appeared concepts might not have their 

corresponding CUI embedding. Future research can explore 
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word embedding generated from other resources like electronic 

health records and derive the similarity network. 

Besides, as the disease similarity network is developed based on 

concept embedding which is generated out of the existing 

literature, it is not applicable to use the disease similarity network 

for unknown/new disease discovery. Therefore, it is desirable to 

have more high quality and high medical concept coverage 

embedding publicly accessible. 

Another limitation of the research is that due to many-to-many 

characteristics of the mapping process, which may affect the 

accuracy of the popular topic result. For example, each UMLS 

CUI may have multiple SCUIs, that is, each CUI can be mapped 

to more than one SNOMED concepts (i.e. the UMLS CUI 

C0025362 can be mapped to two SNOMED concepts: 

Development academic disorder and Mental retardation), the 

401 unique CUIs in the vocab for Mental disorder can be mapped 

to 406 SNOMED concepts. In this research, we merged concept 

names if they share the same CUIs. For example, two SNOMED 

concepts Delusional disorder and Paranoid disorder share the 

same CUI C1456784. In the experiment, we merge them as one 

concept “Delusional disorder / Paranoid disorder”. The 

merger of the concepts may affect the accuracy of the results.  

As the development of disease similarity network, it is feasible to 

analyze disease clusters based on the similarity network. We can 

also interpret underlying meaning of the “centrality” of the 

cluster and the “connected components” among cluster. It is 

interesting to compare existing disease classification with the 

generated clusters. As many joint symptoms may appear for two 

different diseases, which may result in diagnostic mistakes. In the 

future, we may analyze the possibilities of using the similarity 

network to predict such situations.  

At the same time, the disease similarity network reveals the 

potential to enrich existing ontologies as we observed a number 

of hierarchical relationships, such as Bipolar affective disorder, 

current episode depression is-a Depressive disorder. 

Conclusions 

This research integrates ontological method and machine 

learning method, concept embedding in particular, to develop a 

disease similarity network and observed several interesting 

findings regarding mental disease similarities. Popular topics are 

identified based on the similarity network. The top three popular 

topics are depressive disorder, dysthymia (now known as 

persistent depressive disorder), and neurosis. Part of the 

findings are confirmed by the literatures or domain experts.  
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Abstract 

Process mining helps healthcare professionals understand 
processes within healthcare. While often used in secondary 
care, there is little work in process mining using primary care 
data. Serious adverse events that result from hazardous 
prescribing are common and costly. For example, non-
steroidal anti-inflammatory drugs (NSAIDs) and antiplatelets 
can cause gastro-intestinal bleeds (GiBs). Prescribing typically 
occurs during primary care; therefore we used this setting to 
attempt process mining. We extracted events (drug started, 
drug stopped, GiB) for understanding three prescribing 
pathways, and applied process mining. We found NSAIDs are 
often short-term prescriptions whereas antiplatelets are often 
long-term. This perhaps explains our finding that co-
prescription of gastro-protection is more prevalent for 
antiplatelets than NSAIDs. We identified reasons why primary 
care data is harder to process mine and proposed solutions. 
Process mining primary care data is possible and likely useful 
for improving patient safety and reducing costs. 

Keywords: 

Data mining, Patient safety, Primary care. 

Introduction 

Process mining describes a collection of methods for extracting 
information about processes from event logs [1]. There are 
three distinct stages: detecting the underlying process from the 
event logs (process discovery); identifying deviations from 
what was expected (conformance checking); and generating 
suggestions for redesigning and improving the processes 
(enhancement) [1]. Process mining adds a temporal dimension 
to standard data mining methods. Originally applied to business 
processes, more recently  has been applied to other domains 
including healthcare. In a recent literature review, we showed 
that while process mining within secondary and tertiary care 
has become more common, there is almost no work within 
primary care [2]. 

Patient safety is fundamental to healthcare systems. Within UK 
primary care this is true for medication prescribing where life-
threatening errors appear in 1 in 550 prescriptions [3]. A recent 
economic analysis showed that: adverse drug reactions (ADRs) 
cost the NHS up to £1.6 billion a year; more than one third of 
ADR related hospital admissions are caused by non-steroidal 
anti-inflammatory drugs (NSAIDs), antiplatelets and 
anticoagulants; and half of the deaths associated with primary 
care ADRs are due to gastro-intestinal bleeds (GiBs) [4]. 
Studying the relationship between the prescribing practice of 
NSAIDs and antiplatelets with ADRs including GiBs is 
therefore important. 

In the UK there are several large databases of coded primary 
care records available for research [5]. While the quality of 
coding may not be universally high [6], all practice-based 
prescribing in primary care is electronic so therefore this would 
be a suitable place to attempt to apply process mining. 

While the epidemiology of hazardous prescribing in primary 
care has been extensively studied using large electronic health 
record databases, to date little is known about the typical 
processes that lead to such prescriptions. To design effective 
interventions for reducing hazardous prescribing, it is essential 
to get a better understanding of these processes. This could lead 
to better decision support systems for prescribers, and 
ultimately improve patient safety and reduce cost by reducing 
the number of ADRs. 

Our objective was therefore to process mine UK primary care 
data to explore the relationship between the prescribing of 
NSAIDs, antiplatelets and the adverse outcome of gastro-
intestinal bleeds. 

Methods 

A process model is a graphical representation of a process 
showing the events and how they interrelate via directed edges. 
Process discovery is the extraction of a process model from an 
event log via the application of an algorithm. There are many 
algorithms with various strengths and weaknesses. For example 
the α-algorithm is simple and therefore easy to undersand, but 
it does not deal well with noisy event logs which are typical of 
real world processes [1]. Heuristic Miner and, in particular, 
Fuzzy Miner are better able to deal with this noise [7]. Here we 
focus on process discovery to prove that process mining can be 
applied to primary care data, and use the Fuzzy Miner to best 
handle the messiness of routinely collected health data. 

Anonymised patient data was obtained from the Salford 
Integrated Record (SIR); a data warehouse with contributions 
from 43 general practices in Salford, UK (population 0.25M). 
All coded data, including diagnoses and medications, for 
patients who have not opted out (1.5% opt outs) was available 
to extract from a SQL Server database. The earliest records are 
historic diagnoses from the 1940s, but the bulk of the data 
collection is from 2000 onwards. Approval was granted by the 
SIR governance board and all data was obtained 
pseudonymised (random identifier, no name, year of birth 
instead of age, geographic region instead of address). 

A review by Spencer et al. [8] identified 56 prescribing safety 
indicators for use in primary care to improve patient safety. 
They each try to prevent a particular adverse outcome through 
safer prescribing, e.g., patients with chronic kidney disease 
should not be prescribed an NSAID because of the increased 
risk of acute renal failure. A subset of these indicators are 
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included in: electronic audit and feedback initiatives such as the  
national PINCER [9] rollout and the SMASH intervention [10]; 
and clinical decision support systems such as OptimizeRx [11]. 
We selected three prescribing safety indicators for further 
analysis that focus on NSAIDs and anticoagulants,  and are 
designed for preventing GiBs in cohorts of patients at increased 
risk such as the elderly and those with a history of peptic 
ulceration. The indicators and the descriptions used in our 
analyses are provided in Table 1. 

Table 1– Prescribing Safety Indicators for Preventing GiBs 

Id Short name Description 
I1 Age≥65 + 

NSAID 
Patients aged 65 and over who are prescribed 
an NSAID should also be prescribed a 
gastro-protective medication (GPM). 

I2 Pep + 
NSAID 

Patients with a history of peptic ulceration 
who are prescribed an NSAID should also be 
prescribed a GPM. 

I3 Pep + 
Antiplatelet 

Patients with a history of peptic ulceration 
who are prescribed an antiplatelet should 
also be prescribed a GPM. 

Prescription events are recorded automatically in a patient’s 
record; however, the stopping of medication is not recorded. 
We have previously developed an algorithm to convert these 
prescription events into more meaningful events such as when 
a drug is started and stopped, and when a dose is changed [12]. 
This process is done by evaluating: the date of the prescription; 
the amount prescribed; and the rate at which it is consumed. For 
the medications of interest (NSAIDs, GPMs, and antiplatelets), 
we extracted the start and stop events. 

For each indicator, we developed queries that would extract the 
patient data. First, we defined the cohort of patients from an 
initial event. For indicator I1, it was when a patient turned 65, 
and for I2 and I3, it was the first instance of a peptic ulceration. 
Next, we extracted the start and stop events for all medications 
of interest. Finally, we extracted other relevant events: GiB and 
peptic ulceration classified as either the first bleed, or a 
subsequent bleed; patient turned 65; and patient died. Clinical 
code sets were constructed for each event of interest [13]. 

The initial output of our medication algorithm gives the start 
and stop events for individual active ingredients so, for 
example, for two different NSAIDs we would have two 
different start events. However, we are only interested in 
whether any NSAID (or other medication) is started if the 
patient is not already taking an existing one. Similarly, when a 
drug is stopped it is only relevant if the patients are then not 
taking any other drug of the same type. An additional 
processing script was therefore required to produce the final 
event log. This additional data processing was done using 
JavaScript and nodejs [14]. 

The data was extracted on 2nd November 2018 and process 
mining was performed by the lead author. Process mining was 
performed using Fluxicon Disco (academic licence) [15] on a 
Dell XPS 15 laptop running Windows 10. All clinical code sets 
and processing code is at https://zenodo.org/record/1493640. 

Results 

The demographic information for the patient cohorts for each 
indicator are displayed in Table 2. The median duration time, 
interquartile range, and number of transitions between events 
are shown in Tables 3-5. For example, in Table 3, the event 
“Bleed” immediately followed the event “Age 65” in the event 

logs 390 times, with a median transition time of 49 (IQR 
[19,112]) months. The process mining diagrams extracted from 
Disco are shown in Figures 1-3. The numbers on the nodes in 
the diagrams represent the number of times each event 
occurred, while the edge numbers are the number of times the 
target event directly followed the source event.  

Table 2– Patient Characteristics for Each Cohort and the 
Population of Salford. Values are n (%) unless otherwise 

specified. 

Demographic I1  I2, I3  All patients 
# of patients 38,936  3,477  270,412 
Age 
  Mean (SD) 

 
76 

 
(8) 

 
66 

 
(16) 

 
37 

 
(23) 

Sex       
  Female 
  Male 

20,633 
18,303 

(53%) 
(47%) 

1,238
2,239 

(36%) 
(64%) 

131,935
138,473 

(49%) 
(51%) 

Ethnicity       
  White 
  Other 
  Unknown 

16,291 
643 
22,002 

(42%) 
(2%) 
(57%) 

1,444 
139 
1,894  

(42%) 
(4%) 
(54%) 

96,696 
24,124 
149,592 

(36%) 
(9%) 
(55%) 

Deprivation [16] 
quintiles 

      

  1st (highest) 
  2nd 
  3rd 
  4th 
  5th (lowest) 

15,023 
8,126 
7,536 
3,533 
4,320 

(39%) 
(21%) 
(19%) 
(9%) 
(11%) 

1,618 
694 
569 
258 
269 

(47%) 
(20%) 
(16%) 
(7%) 
(8%) 

115,593 
56,284 
44,770 
19,591 
19,561 

(43%) 
(21%) 
(17%) 
(7%) 
(7%) 

Table 3– Median Duration in Months of Transitions between 
Key Events for Indicator I1. IQR in [square] brackets. 

Number of transitions in (round) brackets. NSAID – non-
steroidal anti-inflammatory drug, GPM – gastro-protective 

medication. 

Next   
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Event 
Age 65 49 

[19,112] 
(390) 

33 
[11,74] 
(10925) 

17 
[6,39] 
(1385) 

9 
[2,28] 
(1684) 

48 
[15,111] 
(9366) 

12 
[3,37] 
(1617) 

Bleed 1 
[0,5] 
(523) 

14 
[3,47] 
(48) 

22 
[7,46] 
(75) 

1 
[0,3] 
(54) 

0 
[0,3] 
(582) 

10 
[2,34] 
(276) 

NSAID 
(no 
GPM) 

6 
[1,36] 
(34) 

  1 
[1,3] 
(24106) 

0 
[0,0] 
(9478) 

 

NSAID 
(GPM) 

2 
[1,32] 
(11) 

  1 
[1,3] 
(8733) 

 1 
[1,5] 
(566) 

NSAID 
Stopped 

20 
[5,57] 
(292) 

11 
[5,26] 
(14923) 

10 
[5,22] 
(4553) 

 18 
[5,46] 
(6913) 

0 
[0,5] 
(7769) 

GPM 
Started 

5 
[1,23] 
(483) 

 9 
[3,27] 
(3966) 

1 
[1,2] 
(6548) 

 1 
[1,5] 
(28868) 

GPM 
Stopped 

13 
[3,38] 
(231) 

11 
[5,25] 
(5719) 

 1 
[1,4] 
(2724) 

6 
[2,14] 
(21444) 

 

For indicator I1 there were 45,479 NSAID start events. Of 
these, 9,981 (22%) were for patients already prescribed a GPM. 
A further 9,478 (21%) then started GPM at a median duration 
of 0 days suggesting co-prescription. However, 24,106 (53%) 
NSAID start events were followed by an NSAID stop event at 
a median duration of 1 month (IQR [1, 3] months), suggesting 
a short term prescription without co-prescription of a GPM. 
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Figure 1– Process Diagram for Indicator I1. 
 NSAID – non-steroidal anti-inflammatory drug, GPM – 

gastro-protective medication.  

Table 4– Median Duration in Months of Transitions between 
Key Events for Indicator I2. IQR in [square] brackets. 

Number of transitions in (round) brackets. NSAID – non-
steroidal anti-inflammatory drug, GPM – gastro-protective 

medication. 
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Initial 
Bleed 

3 
[0,60] 
(603) 

154 
[46,283] 
(564) 

  2 
[1,71] 
(2102) 

 

Bleed 2 
[1,7] 
(752) 

57 
[17,107] 
(125) 

18 
[4,52] 
(88) 

1 
[0,8] 
(21) 

1 
[0,24] 
(729) 

5 
[1,24] 
(299) 

NSAID 
(no 
GPM) 

1 
[0,6] 
(14) 

  1 
[1,2] 
(2388) 

0 
[0,1] 
(861) 

 

NSAID 
(GPM) 

5 
[1,27] 
(11) 

  1 
[1,3] 
(1416) 

 2 
[1,5] 
(112) 

NSAID 
Stopped 

15 
[4,38] 
(157) 

14 
[7,30] 
(1437) 

11 
[6,25] 
(695) 

 13 
[4,36] 
(910) 

1 
[0,11] 
(912) 

GPM 
Started 

4 
[1,19] 
(501) 

 13 
[4,33] 
(819) 

1 
[1,3] 
(630) 

 2 
[1,7] 
(6884) 

GPM 
Stopped 

9 
[3,27] 
(226) 

13 
[6,33] 
(1147) 

 1 
[0,3] 
(305) 

6 
[3,14] 
(5551) 

 

 
 

Figure 2– Process Diagram for Indicator I2. NSAID – non-
steroidal anti-inflammatory drug, GPM – gastroprotective 

medication. 

Similar results were found in indicator I2 when out of 6,368 
NSAIDs, 25% (1,602) were for patients with a pre-existing 
GPM, 14% (861) were followed almost instantly by a GPM, 
and 38% (2,388) were for a short-term prescription without a 
GPM. The results for indicator I3 suggest that GPMs are more 
frequently co-prescribed with APs with only 22% of AP start 
events (513 out of 2309), neither having a pre-existing GPM or 
immediately followed by a GPM. 

The event most likely to precede a GiB or peptic ulceration is a 
previous GiB or peptic ulceration. This is to be expected as it is 
known that a strong predictor of gastro-intestinal adverse 
events is a previous bleed or ulceration.  

Table 5– Median Duration in Months of Transitions between 
Events for Indicator I3. IQR in [square] brackets. Number of 

transitions in (round) brackets. AP – antiplatelet, GPM – 
gastro-protective medication. 
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Initial 
Bleed 

3 
[0,77] 
(621) 

78 
[1,287] 
(390) 

  4 
[1,120] 
(2197) 

 

Bleed 2 
[1,7] 
(758) 

39 
[2,122] 
(81) 

12 
[4,54] 
(52) 

11 
[2,40] 
(59) 

1 
[0,35] 
(761) 

5 
[1,24] 
(286) 

AP (no 
GPM) 

7 
[1,36] 
(33) 

  2 
[1,7] 
(451) 

0 
[0,6] 
(851) 

 

AP 
(GPM) 

7 
[2,24] 
(51) 

  5 
[1,25] 
(482) 

 8 
[2,31] 
(160) 

AP 
Stopped 

7 
[1,23] 
(30) 

6 
[2,13] 
(326) 

6 
[2,14] 
(353) 

 8 
[3,29] 
(181) 

0 
[0,6] 
(480) 

GPM 
Started 

5 
[1,25] 
(525) 

 14 
[2,47] 
(540) 

7 
[2,26] 
(445) 

 2 
[1,7] 
(7337) 

GPM 
Stopped 

10 
[3,33] 
(246) 

10 
[2,31] 
(566) 

 4 
[1,21] 
(144) 

7 
[4,18] 
(6165) 

 

Figure 3– Process Diagram for Indicator I3. AP – 
antiplatelet. GPM – gastro-protective medication. 

The median duration of NSAID and GPM prescriptions is 1 
month, suggesting that these medications are typically short-
term. Antiplatelets are prescribed at a median length of 5 
months and 2 months for patients with and without a pre-
existing GPM respectively, suggesting longer term 
prescriptions. 
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Discussion 

Summary of findings and comparison to existing literature 

Little published work on process mining in primary care exists 
[2]: Dagliati et al. [17] used primary care data to investigate 
care pathways related to cardiovascular risk of Type II diabetes 
patients. However, the majority of their data was obtained from 
secondary care. Another paper used primary care data, but 
didn’t report any results [18]. A further 4 papers used insurance 
data [19–22] which probably included primary care data, but 
also secondary care and tertiary care data. Also, the level of data 
included in insurance datasets is different to that which is 
routinely collected in primary care for the provision of care. To 
the best of our knowledge, the process mining performed for 
this paper is the first performed exclusively using primary care 
electronic health data. 

A GPM was more likely to be co-prescribed to patients 
receiving a course of antiplatelets than it was to those receiving 
NSAIDs. The difference in prescription lengths is one possible 
explanation. When a clinician prescribes a short-term NSAID 
course, perhaps in response to an acute injury or minor illness, 
he/she may decide the risk is small enough that co-prescription 
of a GPM is unnecessary. However, when prescribing a longer-
term course, the risk is increased. This might also be true for 
those on longer courses of NSAIDs for chronic pain conditions. 
Stratifying medications depending on whether they are short or 
long term might give further insight into clinicians’ behaviour. 

GPMs such as proton pump inhibitors can be prescribed for a 
variety of reasons. For treating an active bleed, to manage the 
symptoms of gastrointestinal irritation of reflux, or 
prophylactically for patients at high risk of a bleed – especially 
when increased because of other medications. Attempting to 
stratify the GPM events accordingly could again lead to more 
understanding of prescribing behaviour. 

Implications for practice and research 

In order to achieve our results, there were several challenges 
that needed to be overcome which could explain why process 
mining in secondary care is more prevalent. 

Data quality 

The quality of healthcare data is limited for many reasons. 
Events can be incorrectly recorded, unrecorded, or uncoded. All 
of which limit the confidence and utility of any results 
generated. Researchers must try and understand the limitations 
in their data to make best use of it. Primary care data can be 
thought of as snapshots of coded information that are generated 
on every contact with the health system. This is different for 
inpatient secondary care where the entire duration of treatment 
can be observed and recorded. 

While many events recorded in a primary care system may have 
uncertain veracity, the generation of a prescription is an event 
we can mine with confidence because, in the UK, virtually all 
prescriptions are electronically generated in primary care. This 
is not true for the adverse event of bleeding which may occur 
in secondary care and may not be coded in the primary care 
record. To mitigate against this, linked primary and secondary 
data would be required, and is another reason why process 
mining exclusively in primary care is not done. Future work 
should focus on pathways that occur almost exclusively in 

primary care such as the diagnosis, monitoring and treatment of 
certain chronic conditions such as hypertension. 

Start and end points 

Within secondary care, the start of a process can clearly be 
defined as the admission to hospital, while the end of the 
process is discharge or death. A patient visiting hospital more 
than once can be treated as two separate pathways. Within 
primary care, processes are often cyclical and entangled with 
other processes. Taking indicator I2 as an example, should the 
start event be the first instance of peptic ulceration, or should it 
be the first prescription of an NSAID in a patient with previous 
peptic ulceration? The former means that each patient only has 
one pathway, but with potentially multiple cycles, while the 
latter separates each NSAID prescription into a separate 
process but then doesn’t take the patient’s history into account. 
Detailed consideration must be given to determine whether the 
primary care processes under analysis have well defined end 
points, and queries structured to separate data into these 
individual processes. 

Event granularity  

The coded events within primary care are not necessarily the 
events that should make up the event log on which process 
mining depends. An example is medications where the patient 
record contains the prescription events, whereas the events of 
interest on a care pathway would be when the clinician has 
started, stopped, or altered the dosage of a medication. This is 
also true for measurements, where a series of blood pressure 
(BP) values do not necessarily constitute events, but the 
occurrence of two systolic BPs >140 mmHg within two weeks 
might be a trigger to investigate a diagnosis of hypertension and 
could therefore be considered an event to process mine. 
However, this introduces a bias as the researcher must decide a 
priori what constitutes an event. Is it that a BP was taken, that 
the BP was high or that some combination of values was 
measured over a certain period of time? Careful consideration 
must be made to convert the raw data into an event log, but this 
is not straightforward and is largely subjective. 

Medications 

The lack of a stop event for medications requires an extra 
processing step to determine when a patient’s medication has 
expired. There is also no way of knowing whether a medication 
once collected is in fact consumed by the patient, or if the 
patient is using over the counter medications. This is less of an 
issue in inpatient secondary care when the both the prescription 
and administration of medication can be monitored and 
recorded. 

Memory 

The process mining diagrams that we have produced are 
heuristic nets which are memory-less: each transition in the 
process map is taken in isolation without consideration of prior 
events. By redefining the start events of NSAID and 
antiplatelets to take into account whether a GPM was already 
prescribed allowed us to introduce an element of memory into 
the system. This is useful to better understand the various 
pathways, however future work using other process mining 
modelling techniques, such as causal nets [23], might produce 
better results. 

Conclusions 

Primary care data in the UK has reliably coded prescribing 
information and process mining can be successfully applied 
leading to results that may be useful for clinical decision 
support systems and improving patient safety. 
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However primary care data presents several unique challenges. 
Careful pre-processing must first be undertaken, but this is 
subjective and must therefore be sensibly performed and 
meticulously recorded in order to facilitate scrutiny and 
reproducibility. The use of a clinical reference group to review 
and confirm data quality and provide insight into the direction 
of research would be beneficial. Other more powerful process 
mining and machine learning techniques could be applied now 
that the initial problems with primary care data have been 
considered and to some extent addressed. 
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Abstract 

Misspellings in clinical free text present potential challenges to 

pharmacovigilance tasks, such as monitoring for potential 

ineffective treatment of drug-resistant infections.  We developed 

a novel method using Word2Vec, Levenshtein edit distance 

constraints, and a customized lexicon to identify correct and 

misspelled pharmaceutical word forms.  We processed a large 

corpus of clinical notes in a real-world pharmacovigilance 

task, achieving positive predictive values of 0.929 and 0.909 in 

identifying valid misspellings and correct spellings, 

respectively, and negative predictive values of 0.994 and 0.333 

as assessments where the program did not produce output.  In 

a specific Methicillin-Resistant Staphylococcus Aureus use 

case, the method identified 9,815 additional instances in the 

corpus for potential inaffective drug administration inspection.  

The findings suggest that this method could potentially achieve 

satisfactory results for other pharmacovigilance tasks. 

Keywords:  

Natural Language Processing; Machine Learning 

Introduction 

Pharmacovigilance is “The process and science of monitoring 

the safety of medicines and taking action to reduce the risks and 

increase the benefits of medicines” [1].  Pharmacovigilance is 

“relevant for everyone whose life is touched in any way by 

medical interventions” [2] and was initiated in a systemic 

method on a global level by the World Health Organization in 

1961 in response to manifested congenital deformities in infants 

caused by thalidomide.  In the United States, 

pharmacovigilance efforts are conducted by many agencies, 

including the Food and Drug Administration (FDA) (e.g., [3]), 

the Centers for Disease Control (CDC) (e.g., [4; 5]), and many 

state and regional organizations.  An example 

pharmacovigilance task is monitering for the use of ineffective 

treatments for pathogens like Methicillin-Resistant 

Staphylococcus Aureus (MRSA).  Treating MRSA with 

antibiotics to which there is an established resistance can 

exacerbate infections, thus compounding an already serious 

condition [6]. 

EMR data is a common source of information for 

pharmacovigilance efforts.  Text mining this data typically 

consists of rule-based systems that utilize vocabularies from 

sources such as the Unified Medical Language System (UMLS) 

to locate named entities, comparing terms from the clinical 

narrative to vocabulary entries [7].  One shortcoming of this 

approach is that UMLS vocabularies generally consist of drug 

terms in a standard form, yet clinical text is often rife with 

misspellings, in some instances constituting 5% of all content
 

[8], and over 17% of content addressing the pharmaceutical 

domain [9].  Misspellings of drug terms have a proportional 

relationship to the character length of their respective standard 

forms [10].  Differences between the correct and misspelled 

forms can be measured by the Levenshtein edit distance [11], 

which is the quantitative difference between two strings or 

words in terms of their characters.  For example, the 

Levenshtein distance between “amoxicillin” and 

“amoxycilline” is 2, because there is a “y” in the second form 

where there is an “i” in the first, plus the second form has an 

added “e” on the end.   

Related Work 

Several groups have addressed misspellings in electronic 

medical record (EMR) data.  Danielsson-Ojala analyzed ICU 

Finnish clinical text addressing wound care [12], finding many 

instances of misspellings, and abbreviations.  Ruch, Baud, and 

Geissbühler built a spellchecker consisting of three modules 

[13].  These modules sequentially applied edit distance 

analysis, part of speech tagging, contextual morpho-syntactic 

analysis, and word sense filtering (utilizing UMLS) in assessing 

misspelled terms and candidate corrections.  As part of an 

ontology mapping task, Dziadek et al. used journal articles and 

EMR text in Swedish as input for a system that employed a 

commercial spell checker, Levenshtein distance, and trigrams 

to identify and correct misspellings [14].  Meystre et al. used 

fuzzy string matching and a constrained Levenshtein edit 

distance to identify misspelled medications in 3000 randomly 

selected clinical notes from a larger annotated corpus [15].  

Levin et al. annotated clinical text to train and test an algorithm 

for normalizing misspelled drug terms in clinical text [16] 

utilizing RxNorm and LVG Metaphone, NLP products from the 

National Library of Medicine.  

Word Embedding (a technique mapping words to real number 

vectors) facilitated by Word2Vec models [17], holds promise 

in identifying words with both correct and incorrect spellings.  

Word2Vec models implement simple neural networks to create 

word vectors, using either a skip-gram or continuous bag of 

words (CBOW) approach.  The skip-gram approach identifies 

multiple words in a contextual window, given a single word.  

The CBOW approach applies the opposite logic, identifying a 

single word given the other words in the window. The end-

products of either method are word embedding vectors that can 

be used to identify words that have similar word embeddings, 

or that are found in similar contexts.  Word embeddings and 

similar methodologies have been used as one of several 

components in identifying spelling errors in consumer-

generated text [18]. They could potentially contribute to 

spelling analysis research involving EMR data. 
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The Veterans Health Administration (VHA) is one of the largest 

integrated health care systems in the world [19], providing care 

to over 9 million patients each year, at 1,243 facilities [20].  

Efforts to computerize VHA data began in the 1970’s, resulting 

in the creation of VistA, one of the first EMR systems [21]. This 

has resulted in the creation of a vast electronic clinical data 

resource, which VHA maintains in their Corporate Data 

Warehouse (CDW).  These data are made available for research 

activities through the Veterans Affairs Informatics and 

Computing Infrastructure (VINCI), a secure platform enabling 

data research. 

Goals of this Work 

The primary goal of this study was to identify misspellings of 

drug names for a specific pharmacovigilance task, namely to 

identify the potential use of antibiotics for which certain 

infections have developed a resistance.  As an additional 

exploratory task, we sought to identify the corrected forms of 

misspellings also used in such a task.  We created an application 

(see https://qtzeng.smhs.gwu.edu/redmine/projects/drug-term-

word-analysis for documentation) that identifies misspellings 

and correct spellings of words in clinical text.  This approach 

leverages the hypothesis that comparing words that share the 

same contexts in text, utilizing Levenshtein edit distance [11] 

constraints and a lexicon containing the correctly spelled terms 

could enable identification of misspellings or correct spellings, 

depending on the need.  By operationalizing this hypothesis, our 

system identified both the correct and incorrect spellings of 

terms used in the pharmacovigilance task, given the original 

input forms, according to predictive value, the evaluative focus 

of this work 

As a test case, we used a list of both correct spellings and 

misspellings of antibiotic terms.  This list had previously been 

used in a CDC drug-resistance pharmacovigilance task. Two 

annotators evaluated the results, measuring positive predictive 

value (PPV) for application output, and negative predictive 

value (NPV) for when the application produced no output. 

Methods 

Data Procurement 

We used a corpus of 400,000 clinical notes randomly pulled 

from the VA’s TIU tables (i.e. text note tables) through VINCI, 

of document types addressing infectious diseases.  These 

records were created from October 1999 to May 2018, 

representing 138190 patients, 131681 males, and 6509 females.  

The mean age was 65.4 years old. 

We obtained a list of 112 antibiotic terms and phrases from the 

CDC that are regularly monitored in an antibiotic resistance 

surveillance task to use as input.  This list contained both 

numerous misspellings and a select number of correct spellings 

of antibiotic terms.  Because the focus of this study was 

individual words, we split phrases such as 

sulfamethoxazole/trimethoprim into two separate words, and 

then removed duplicates, producing a list of 108 individual 

terms 

Method Process, including Corpus Treatment 

We trained a Word2Vec model, implementing the Genism 

Word2Vec library in Python [22], for the task of locating words 

found in the same contexts within the corpus as the 108 

pharmaceutical terms. Preliminary work indicated that a model 

with a feature vector dimensionality of 600, using the 

Continuous Bag of Words algorithm, with a context window of 

8 words, implementing the softmax function with no negative 

sampling, and 10 iterations produced the most effective model 

for this given task. In producing the final model, we built word 

embeddings for all words in the corpus, regardless of frequency.  

This last measure ensured that we could observe the final 

efficiency of this method even for terms that occurred just once 

in the corpus.  The Word2Vec model contained a vocabulary of 

354,559 terms. 

To determine frequency of useful terms in the corpus, we 

subjected it to a separate, independent process, tokenizing the 

content, removing many common words (e.g., articles, 

prepositions, ordinal numbers), specific punctuation patterns 

that were typical of noise in VA notes, and transformed the 

remaining tokens to lower case.  Superfluous punctuation was 

also removed.  This resulted in a set of 285,909 tokens that were 

particularly information-bearing, for which we calculated the 

frequency of each and stored the results. 

We built a customized lexicon of standard spellings using the 

RXNCONSO file from RxNorm [23] for use in the method.  

The goal of this process was to harvest standardized RxNorm 

terms for both trade and generic drug names.  This automated 

process placed all such RxNorm terms in a separate resource 

that contained 19,732 unique drug terms. 

The application processed each term from the prepared CDC 

list of antibiotics using the following methodology.   First, the 

program determined if the input term was correctly spelled, 

using the customized lexicon, and if the word was present in the 

Word2Vec model vocabulary. Properties such as dosage were 

not relevant to the analysis process.  If the input term was not 

in the vocabulary, this fact was recorded for output.  If the input 

term was in the vocabulary, rules facilitated its comparison to 

the word embeddings of words in the corpus or words in the 

customized lexicon of standard drug terms, specific to one of 

three possible scenarios: 

Scenario 1:  If the input term was correctly spelled, the program 

retrieved other corpus words that occurred in similar contexts, 

by ranking the similarity scores between the target input word 

and other words in the Word2Vec model vocabulary, using the 

default cosine measurement, retrieving a maximum of 1000 

similar terms.  For each of these “context” terms, the program 

calculated the Levenshtein edit distance between it and the 

input term.  If the edit distance was equal or less than the integer 

floor value of the character count of the input term divided by 

three (minimum threshold of three after division), and the 

context word did not end in “s” (i.e., a probable plural form), 

and did not occur in the customized lexicon (i.e., a probable 

standardized spelling of a different drug), the program 

identified it as a misspelling of the input term.   

Scenario 2:  If the input term was a misspelling, the program 

first identified candidates from the retrieved context terms also 

appearing in the customized lexicon that met one of these 

conditions: 

1. The edit distance between the input term and the 

context term was equal or less than the absolute value 

of the character count of the context term minus that of 

the input term (or alternatively four, if this length was 

less than four).  This cast a sufficient yet not overly 

large net, based on Kilicoglu et al. observations [18]. 

2. The input term and the context term began with the 

same three letters.   

All these candidate terms were weighted with a simple metric 

that computed the given candidate’s word embedding similarity 

score, divided by the inverse of the frequency’s log2 value, with 
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the highest scoring candidate term selected as the logical correct 

spelling.   

Scenario 3:  If the input term was a misspelling and the 

previous step did not identify a logical correct spelling, the 

input term was compared to terms in the lexicon where the edit 

distance was three or less.  The term(s) with the smallest edit 

distance that also began with the same first three letters was 

chosen as the correct form(s).  

The edit distances used in Scenarios 2 and 3 were determined 

through common heuristics (i.e., an optimal maximum edit 

distance will be a proportion of the input term’s length) and 

testing.  The weight metric used in Scenario 2 was guided by 

two additional heuristics: (a) the correct form will have a high 

similarity score, and (b) will occur frequently in the corpus.  

Taking the log value of the frequency scales its influence so that 

it proportionately affects the value.  The metric used in Scenario 

3 was guided by the heuristic that the alternative correct form 

would otherwise be the closest in character variation to the 

misspelling and begin with the same characters.  Edit distances 

were also determined through preliminary testing on another 

dataset. 

Figure 1 provides a graphical representation of this process. 

 

 

Figure 1. Application process 

Evaluation of Output 

Two authors (GD, TEW) reviewed the method’s output.  For 

each input term, they considered the following questions to 

identify valid output values: 

Where the program produced output: 

• For correctly spelled input words, how many 

candidate terms identified by the program are logical 

misspellings of the associated term (true positives)?  

How many are not (false positives)? (evaluation Oa) 

• For misspelled input words, did the program identify a 

logical correct spelling (true positive), or not (false 

positive)? (evaluation Ob) 

   

Where the program did not produced output: 

• For correctly spelled input words, for each context 

word, could it logically be a misspelling of the word 

(false negative), or not (true negatives)? (evaluation 

Na) 

• For misspelled input words, did a logically correct 

spelling of the term appear in the corpus or lexicon 

(false negative) or not (true negative)? (evaluation Nb) 

To answer these questions for each input term, the annotators 

could use a reference standard, such as a dictionary or lexicon.  

Additionally, occurrences of output terms were analyzed in the 

corpus to assure they were likely used as drug terms.   

We calculated Cohen’s Kappa to assess inter-annotator 

agreement.  Disagreements were settled by consensus. We 

calculated the positive predictive value (True Positives/(True 

Positives + False Positives)) and negative predictive value 

(True Negatives/(True Negatives + False Negatives)) to 

evaluate performance.  Positive predictive value is used to 

evaluate the application’s performance in terms of its output 

(evaluation Oa and evaluation Ob). Negative predictive value 

is used to determine how the program performed when it 

produced no output (evaluation Na and evaluation Nb), in terms 

of not identifying valid output (i.e., false negatives). 

Results 

Raw Application Output 

Input terms were organized by six classifications, in accordance 

with the application.  Input words that were correctly spelled 

drug terms (a) were in the corpus, and the application produced 

misspellings (33 input terms), (b) were in the corpus, and the 

application did not produce misspellings (20 input terms), or (c) 

were not in the corpus (37 input terms).  Similarly, input words 

that were misspelled drug terms (d) were in the corpus, and the 

application identified a potentially correct spelling (10 input 

terms), (e) were in the corpus, and the application did not 

identify a potentially correct spelling (3 input terms), or (f) were 

not in the corpus (5 input terms).  Terms were considered 

correct if they appeared in the customized lexicon.   

For the 33 correctly spelled input terms in the corpus where the 

program did produce output, there was a total of 184 

misspellings, prior to annotator review.  For the 10 misspellings 

where the program produced output, there was a total of 11 

potential correct spellings identified (there were 2 identified for 

“septran”).  

Inter-Rater Agreement   

In terms of Cohen’s Kappa (Table 1), agreement was fair for 

evaluation Na, substantial for evaluation Oa and evaluation Ob, 

and essentially perfect for evaluation Nb [24], with percentages 

ranging from 90% to 100% for all.  For evaluation Na, the 

Cohen’s Kappa agreement was borderline fair / moderate, yet 

the percentage of overall agreement was 99.68%.  This 

discrepancy is likely due to Cohen’s Kappa’s vulnerability to 

skewed data [25]. 

Method Performance 

For evaluation Oa, of the total 184 misspellings output by the 

application, 171 were determined to be logical misspellings of 

their given correctly spelled input forms, thus producing a PPV 

of 0.929 for this task.  For evaluation Ob, of the 11 correct 

forms output by the application, 9 were determined to be logical 

representations of their given input misspellings.  This 

produced a PPV of 0.909 for this task (Table 1).     

For evaluation Na, there were 619 true negatives, and four false 

negatives, producing an NPV of 0.994.  For evaluation Nb, 

there were 1 true negative and 2 false negatives, producing an 

NPV of 0.333. For these input misspellings we checked if a 

logical correct spelling occurred in the corpus or lexicon.  Of 

the three terms, logical corrections appeared in the corpus for 

two, therefore there were two false negatives, and one true 

negative (Table 1).  
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Table 1.  Inter-Rater agreement and application performance 

Examples of how some terms were used in the corpus follow, 

with indications of the correct and incorrect spellings: 

• Bactrim/bactim:  “the pt will be best tx with bactim i 

will order this drug as well”   

• Clindamycin/clindamcyin:  “was initally started on 

vancomycin and switched to clindamcyin po 600mg 

tid” 

• Zosyn/zozyn:  “agree with outpatient treatment with 

zozyn and clindamycin for 7 days” 

Misspelled Antibiotic Terms Identified 

For the task of monitoring clinical text for mentions of the 

antibiotics on the list, the program identified 171 logical 

misspellings after annotator review and consensus.  This equals 

an average of 5 additional representations per correct spelling, 

of the 33 correctly spelled words from the CDC antibiotics list. 

For example, the correctly spelled input term Cefazolin 

occurred in the corpus.  It was matched to the contextual 

misspellings “cafazolin”, “cefazoin”, “cefazoline”, “cefezolin”, 

“ceftazolin”, “cefzolin”, and “cephazolin” (all true positives for 

evaluation Oa) using the edit distance constraint and lack of 

presence of these contextual words in the customized lexicon, 

as described in Scenario 1. 

Correct Spellings Identified 

There were 18 misspellings in the original CDC list.  All but 5 

of the 18 misspellings were also found in the corpus.  Of those 

13, the application identified logical correct spellings for 10, 

including two for “septran”.  After annotator review and 

consensus, 9 terms were identified as valid corrections for 9 

misspellings. 

To illustrate a Scenario 2 output for the input misspelling 

“zithromycin”, Azithromycin had a similarity score of 0.3403 

and occurred 22556 times in the corpus, producing a score of 

4.9212:  

(0.3403) / (1/ log2(22556)) = 4.9212 

The highest score of all candidate corrections, and is a true 

positive for evaluation Ob. 

To illustrate Scenario 3, the application identified 

“Tetracycline” as the logical correct spelling of the misspelled 

input term “tetraycycline”, because among terms in the 

customized lexicon, it had the smallest edit distance from 

“tetraycycline” and began with the first three letters.  This is 

another true positive for evaluation Ob. 

Discussion 

The application identified 171 valid misspellings of the 

correctly spelled antibiotic terms, thus providing additional 

material for review in a pharmacovigilance task.  As a specific 

use case, consider Penicillin G, Tetracycline, and Amoxicillin, 

to which MRSA demonstrates resistance [26].  The correct 

spellings of these exact terms occur 15,317 times in the corpus.  

The application found a total of 19 misspellings of penicillin, 

tetracycline, and amoxicillin.  In the corpus, these misspellings 

(in the case of “penicillin”, appending the misspelled variations 

with “g”) occurred 9,815 times, representing 9,815 additional 

occurrences where these drugs may have been used to treat 

MRSA, thus meriting scrutiny.   

Method Output Performance 

The application achieved PPV of 0.929 and 0.909 in identifying 

misspellings of correctly spelled input terms, and logical 

corrections of misspelled input terms, respectively.  By 

combining similarity scores provided by the word embeddings 

with the edit distance constraints, the application was able to 

identify misspellings from the many words that occur in the 

same context as a given correctly spelled word.  For the 

correctly spelled input word “tetracycline”, the application 

identified “tetracyclin”, but not “tegecycline” as a logical 

misspelling.  The latter term, which occurs in the corpus, is 

within the edit distance constraint, but did not occur in the same 

context as tetracycline and is more likely a misspelling of 

Tigecycline.  For the misspelling “amoxicilline” the program 

identified “amoxicillin” as the correct spelling instead of the 

other candidate “amoxi” because it produced a score of 4.8849, 

whereas the score for “amoxi” was 2.2499.  A visual 

comparison of the three terms suggests that “amoxicillin” is the 

valid correct spelling.  For the two misspelled input terms 

“septran” and “tetraycycline” for which no context word met 

the Scenario 2 criteria, the method of finding the customized 

lexicon term with the shortest edit distance that began with the 

same three letters identified logical corrections for each. 

The application performed well in terms of NPV where correct 

spellings were used as input, but not as well for input 

misspellings, where no output was produced.  Evaluation Nb 

determined that in most cases, among all context words, there 

were no valid logical misspellings for the twenty correctly 

spelled input terms for which the method did not produce 

output.  In this evaluation, there were only four false negatives 

and 619 true negatives.  For the three input misspellings with 

no output, we identified two false negatives and one true 

negative.  This has been targeted as an area of improvement in 

future work. 

Overall, the application demonstrated good performance for 

identifying both misspelled and correctly spelled antibiotic 

terms for the pharmacovigilance task, using the randomly 

selected 400,000 VA notes as a corpus.  Although this is a small 

study addressing antibiotic use, these results suggest that this 

method could achieve satisfactory results for other 

pharmacovigilance tasks. 

Limitations   

For testing purposes, we designed the application to produce 

word embeddings for terms that occurred at any frequency in 

the corpus, but generally Word2Vec is not as efficient in 

modeling highly infrequent words.  The task of identifying 

logically correct forms of input misspellings should be 

interpreted as such, and not as an attempt to identify the exact 

intended term.  For example, it would be impossible to truly 

ascertain from the text whether or not a clinician meant 

“Amoxicillin” and not “Amoxil” when using a similar 

misspelling.  This is a small study addressing 108 antibiotics 

but demonstrates the program’s potential value in a 

pharmacovigilance task.  The VHA serves a predominantly 

older adult male population.  However, because the VHA is so 

large, with so many patients as well as healthcare practice 

specialties, and significant populations of both adult male and 

 Raw(Valid)

Terms 

Disagreements  

(Agreement %) 

Cohen’s 

Kappa 

Performance   

Metric(Value)

Oa 184 (171) 6 (96.74%) 0.733 PPV (0.929) 

Ob 11 (9) 1 (90.90%) 0.621 PPV (0.909) 

Na 623 (4) 3 (99.68%) 0.398 NPV (0.994) 

Nb 3(1) 0 (100%) 1 NPV (0.333) 
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female patients of various ages, these results can be generalized 

to a certain extent. 

Conclusions 

We developed a novel method to identify misspellings and 

correct spellings of pharmaceutical terms in clinical text using 

Word2Vec, Levenshtein edit distance constraints, and a 

customized lexicon, evaluating it for a real-world 

pharmacovigilance task using a corpus of VHA clinical notes 

and a CDC surveillance list of pathogen-resistant antibiotics, 

achieving PPV of 0.929 for identification of misspellings and 

0.909 for identification of correct spellings in output, and NPV 

of 0.994 and 0.333 for these tasks where there was no output.  

As a specific use case, the method provided 9815 additional 

occurrences in the corpus of three MRSA-resistant drugs.   
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Abstract 
Cluster analysis aims at separating patients into phenotypical-
ly heterogenous groups and defining therapeutically homoge-
neous patient subclasses. It is an important approach in data-
driven disease classification and subtyping. Acute coronary 
syndrome (ACS) is a syndrome due to sudden decrease of cor-
onary artery blood flow, where disease classification would 
help to inform therapeutic strategies and provide prognostic 
insights. Here we conducted an outcome-driven cluster analy-
sis of ACS patients, which jointly considers treatment and 
patient outcome as indicators for patient state. Multi-task neu-
ral network with attention was used as a modeling framework, 
including learning of the patient state, cluster analysis, and 
feature importance profiling. Seven patient clusters were dis-
covered. The clusters have different characteristics, as well as 
different risk profiles to the outcome of in-hospital major ad-
verse cardiac events. The results demonstrate cluster analysis 
using outcome-driven multi-task neural network as promising 
for patient classification and subtyping. 

Keywords:  

Acute Coronary Syndrome, Cluster Analysis, Computer 

Introduction 

Precision medicine is a healthcare approach which aims at 
developing more effective ways to improve health and treat 
disease by taking individual traits into account [1]. One at-
tempt toward precision medicine is to provide the best availa-
ble care for patients based on their disease subtypes within a 
disease of common biological basis. Patient cluster analysis 
comprises a solid step towards precision medicine, which ful-
fils the task of disease classification and subtyping [2]. Cluster 
analysis has been used for subgroup analysis of type 2 diabe-
tes [3], accurate phenotyping of heart failure and related syn-
dromes [4,5], as well as identifying meaningful patient clus-
ters for developing specific treatment programs in geriatric 
stroke patients [6]. The results support cluster analysis as a 
useful tool to discover disease classes and subtypes, which can 
inform therapeutic strategies like individualizing treatment 
regimens and providing prognosis insights. 

Cluster analysis is performed based on a similarity or distance 
measure. Commonly used similarity measures include Euclid-
ean distance, cosine similarity, Jaccard similarity, and so on. 
Traditionally, as no associating outcome measure is available 
for cluster analysis, the methods are unsupervised, and thus 
the similarity measure takes all patient characteristics as 
equally important, the results of which are less desired when 
we target the clustering results at reflecting specific patient 
traits. It has been recognized that patient similarities for clus-
ter analysis are commonly context-based and are sometimes 
associated with clinical outcomes of interest. Outcome-driven 

clustering (sometimes referred to as ‘semi-supervised cluster-
ing’ or ‘supervised clustering’) is applied when outcome 
measures are available and can serve as a noisy surrogate for 
the (unobserved) target cluster [7], which has been proven 
useful in patient cluster analysis for precision cohort finding 
[8] and clinical decision support [9]. 
Neural network has been increasingly used as a successful 
data modeling paradigm, which solves tasks such as pattern 
recognition and classification through a learning process and 
has been recently used in medical informatics research for 
representation learning [10]. Multi-task learning is a strategy 
where multiple learning tasks are solved at the same time to 
benefit from their commonalities and contrasts. Neural net-
works adapt to multi-task learning intuitively by designing 
specific network structure and cost function [11]. Though use-
ful, neural network is often criticized for lack of interpretabil-
ity. Attention mechanism is thus introduced to neural network 
to increase model interpretability as well as performance [12] 
and has been applied to healthcare research [13]. Thus, a joint 
use of the three techniques would facilitate representation 
learning, leveraging information from different tasks in an 
interpretable manner. 
Acute coronary syndrome (ACS) is a syndrome due to sudden 
decreased coronary artery blood flow. A treatment objective 
of ACS is to prevent major adverse cardiac events (MACE) 
during hospitalization. ACS can be classified into ST eleva-
tion myocardial infarction (STEMI), non-ST elevation myo-
cardial infarction (NSTEMI), and unstable angina (UA) by 
cardiac marker and manifestation of ST-elevation in electro-
cardiogram. However, exploration of biomarkers for disease 
classification and subtyping has never stopped [14,15]. In this 
study, we present outcome-driven clustering of ACS patients 
based on biomarkers as well as clinical indicators. We desired 
using patient state (which is an abstract characterization of 
patient traits regarding the disease) for clustering and decided 
on four outcome measures as surrogates to indicate the patient 
state: antiplatelet treatment, beta-blockers treatment, statins 
treatment, and in-hospital MACE. The four measures are sup-
posed to reflect different facets of the patient state. Therefore, 
a joint consideration would enable a more comprehensive and 
targeted depiction of the patient state. Cluster analysis has 
been conducted on ACS patients to discover symptom clusters 
[16], assess the differences in mortality between symptom 
clusters [17], discover clusters of different lifestyle risk factors 
[18], and to detect critical patients using medical parameter 
time series [19]. However, all the above studies are unsuper-
vised and none of them use neural network as the modeling 
framework. 
In this study, we conducted outcome-driven patient clustering 
on hospitalized ACS patients, identified underlying patient 
clusters, and profiled the cluster characteristics, especially risk 
factors to in-hospital MACE. Novelty of our study includes: 
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(1) using outcome-driven cluster analysis to guide cluster 
analysis; (2) using multi-task neural network to learn a multi-
faceted representation of patient characteristics; and (3) atten-
tion mechanism was introduced to the neural network model 
to increase model interpretability and facilitate feature im-
portance profiling. 

Methods 

Cohort Construction 

The multi-center, retrospective cohort study was conducted at 
38 urban and rural hospitals in China. Adult hospitalized 
patients (aged 18 years) with a final diagnosis of ACS 
identified at the time of death or discharge were included. 
Each hospital enrolled the first five consecutive patients on a 
monthly basis from January 1, 2008 through December 31, 
2015. We excluded patients who: (1) had potentially lethal 
diseases (e.g., incurable cancer, decompensated cirrhosis, 
multisystem organ failure); (2) had an expected life span 
below 12 months; or (3) died within 10 minutes of arrival at 
the hospital. A patient needs to have age, gender, ACS type 
recorded to be included in the analysis. A total of 26,986 pa-
tients were included in this study. 

Feature Construction 

Patient data was identified and reviewed by trained investiga-
tors to record clinical information. We included 41 patient 
characteristics as features, including: disease types (ACS type 
and Killip class), demographics, personal disease history, 
comorbidities, habits, laboratory test results, and procedures. 
Data outliers determined based on clinical knowledge were 
removed and represented as missing data. Missing values were 
imputed by multiple imputation utilizing the ‘mice’ package in 
R [20]: continuous variables by predictive mean matching, 
binary variables by logistic regression, and a proportional 
odds model for ordinal variables. We conducted one-hot en-
coding on categorical variables with more than two categories, 
and standardized continuous values by removing the mean and 
scaling to unit variance. 

Classification with Multi-task Neural Network Model 

Multi-task neural network with attention was used as the 
framework. A schematic representation of the neural network 
design is shown in Figure 1. The attention layer was imple-
mented as a hidden layer with softmax activation, with the 
same number of nodes as the shared input layer. Attention was 
added to the attention layer by multiplying element-wise with 
the shared input layer. 

 

Figure 1. Illustration of the Neural Network Design. 
 

Following the shared input layer are hidden layers, then a rep-
resentation layer which learns a joint patient representation. 
The four classification tasks are optimized simultaneously. For 
each task, the input for the task was formed by concatenating 
the representation layer with the features in the shared input 
layer after adding attention to each feature. It then reaches the 
final output layer after adding hidden layers in between. 

During training, features mentioned in the ‘Feature construc-
tion’ section were used as input for in the shared input layers, 
and the ground truth of the four patient traits (MACE, an-
tiplatelet treatment, beta-blockers treatment, and statins treat-
ment) were used as output in the four output layers for each 
task. 

Binary cross entropy loss was used for each classification task. 
For task j (j in 1, 2, 3, and 4), the task weight is denoted as , 
the ground truth and predicted probability for an instance i are 
denoted as and  respectively, and  is the bina-
ry cross entropy loss. The cost function for neural network we 
used is defined as: 

 

where n is the number of training samples. In our experiments, 
we assigned equal weight to all classification tasks. 

Parameters were optimized using ‘Adam’. Training was con-
ducted with a batch size of 512 and 50 epochs. Class weights 
were added to balance the biased proportion of positive and 
negative cases respectively for all four tasks. 

To validate the performance of the neural network for the 
classification tasks, cross validation was conducted 10 times 
by each randomly splitting data into training set and validation 
set at a ratio of 4:1. For patient clustering, all samples were 
used for neural network training. 

Post-Classification Analysis Workflow 

Analysis after classification with multi-task neural network 
model included three steps: (1) evaluating neural network 
classification performance; (2) clustering patients using values 
from the representation layer; and (3) profiling risk factors for 
in-hospital MACE in each patient cluster using the attention 
values. 

Patient Clustering 

For each patient, values of the representation layer after train-
ing were used as the vector for clustering, which is a 32-
dimension vector. K-means was used for patient clustering. 
Model selection was conducted using Bayesian Information 
Criteria to choose the model from a range of different K 
(number of clusters) settings (2 to 15). We selected K = 7 for 
K-means clustering. 

Implementation 

Cohort construction, feature construction and post-
classification analysis were conducted using R 3.4.1. Neural 
network training and analysis were conducted using Python 
2.7.14, Keras 2.2.4, and Theano 1.0.3. 
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Results 

Neural Network Classification Performance 

We used the multi-task neural network for the four selected 
classification tasks. Proportions of positive cases in four clas-
sification tasks are shown in Table 1, which are largely imbal-
anced. Classification performances are evaluated by AUROC 
(area under the receiver operating characteristics) and AUPRC 
(area under the precision recall curve) on the validation set in 
a cross validation setting (Table 1). From the results, MACE 
and antiplatelet treatment were best classified while beta-
blockers treatment had the lowest classification performance. 
The results suggest that the learned neural network model is a 
greater reflection of the patient states corresponding to MACE 
and antiplatelet treatment. 

Table 1. Neural network classification performance 

Task Positive 
case 

Performance 

AUROC AUPRC 
(class 0) 

AUPRC 
(class 1) 

MACE 3.54% 0.8602 
(0.0141) 

0.9926 
(0.0007) 

0.2924 
(0.0551) 

Antiplatelet 
treatment 80.50% 0.8634 

(0.0078) 
0.5799 

(0.0197) 
0.9640 

(0.0038) 

Beta-blockers 
treatment 68.87% 0.6881 

(0.0131) 
0.5035 

(0.0199) 
0.8184 

(0.0097) 

Statins 
treatment 89.24% 0.7725 

(0.0167) 
0.2842 

(0.0275) 
0.9635 

(0.0045) 

Note: In performance cells, the numbers denote mean value (standard 
deviation). 

K-means Clustering 

K-means was conducted on the representation layer to cluster 
patients into seven groups. Clustering results are visualized in 
Figure 2, where t-SNE was conducted to reduce the 32-
dimension data in the representation layer to 2 dimensions and 
used color to denote the assigned cluster membership. We see 
clear separation of the clusters in the low dimension represen-
tation. 

 

Figure 2. Visualization of Patient Clustering using t-SNE plot. 
 

Distribution of cluster size, and the properties relating to clas-
sification tasks are shown in Table 2. Clusters were organized 
based on descending MACE onset rate. The seven clusters 
have different cluster size, MACE rate and treatment rate. 
Cluster 2 has only 5 samples and is thus not included in later 

comparison. The largest cluster (9,889/26,986; 37%) had the 
highest MACE rate, and lower treatment rate compared to the 
overall cohort. 

Table 2. Distribution of Cluster Size and Classification Labels 

 Size MACE 
Anti-

platelet 
treatment 

Beta-
blockers 

treatment 

Statins 
treatment 

Overall  26,986 
(100%) 

955 
(3.5%) 

21,708 
(80.5%) 

18,572 
(68.9%) 

24,066 
(89.2%) 

Cluster 3 9,889 
(37%) 

760 
(7.7%) 

7,768 
(78.6%) 

6,210 
(62.8%) 

8,496 
(85.9%) 

Cluster 4 3,163 
(12%) 

74 
(2.3%) 

3,139 
(99.2%) 

2,361 
(74.6%) 

3,064 
(96.9%) 

Cluster 1 4,353 
(16%) 

82 
(1.9%) 

4,346 
(99.8%) 

3,225 
(74.1%) 

4,284 
(98.4%) 

Cluster 7 2,709 
(10%) 

23 
(0.8%) 

2,708 
(100.0%) 

2,292 
(84.6%) 

2,690 
(99.3%) 

Cluster 6 3,212 
(12%) 

14 
(0.4%) 

1,119 
(34.8%) 

1,788 
(55.7%) 

2,214 
(68.9%) 

Cluster 5 3,637 
(13%) 

2 
(0.1%) 

2,623 
(72.1%) 

2,691 
(74.0%) 

3,313 
(91.1%) 

Cluster 2 5 
(0%) 

0 
(0.0%) 

5 
(100.0%) 

5 
(100.0%) 

5 
(100.0%) 

Note: In each cell, the numbers denote count (proportion). In column 
‘Size’, the proportion is the proportion in the overall patient cohort. 
In other columns, the proportion is the proportion in the specified 
cluster. 

Profiles of patient clusters were analyzed. Notable features of 
each patient cluster are presented in Table 3. Specifically, 
Cluster 3 has more severe conditions as shown by the highest 
average age, proportion of patients with elevated cardiac en-
zyme levels, and the lowest average left ventricular ejection 
fraction (LVEF [%]). Cluster 4 also has comparatively severe 
condition as is shown by the Killip class. Cluster 1 does not 
show severe disease, but the MACE rate is still high, which is 
potentially associated with bad living habits (highest propor-
tion of current smoker and current alcohol drinker) of this 
cluster. Cluster 7 is featured by the highest proportion of 
STEMI patients and lowest proportion of UA patients. Though 
STEMI patients are far more prone to in-hospital MACE 
compared to UA and NSTEMI, this cluster is not associated 
with a high MACE rate, potentially as a combined effect of 
the less complicated disease manifestation and the high level 
of treatment. Cluster 6 has the highest proportion of UA pa-
tients, and are less prone to MACE even though they have the 
lowest treatment rates. Cluster 5 is featured by the low disease 
severity, and correspondingly, the lowest MACE rate. 

Risk Factors for MACE in Each Patient Cluster 

For each patient, a feature’s attention value for the MACE 
classification task from the neural network is used as its im-
portance in predicting MACE. For each patient cluster, a fea-
ture’s importance is calculated as the average attention value 
of all patients in the cluster. Feature importance in each pa-
tient cluster is shown in Table 4. Features with different im-
portance or high clinical relevance are selectively listed. The 
largest value in each row is shown in bold. Different clusters 
have different feature importance, indicating different risk 
profiles. As an example, smoking is a more important risk 
factor for MACE in Cluster 1 and Cluster 7, current comorbid-
ity of hypertension more important for Cluster 4, 5 and 6, age 
and systolic blood pressure are more important in Cluster 3 
than in other clusters. 
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Table 3. Profile of Patient Clusters 

Cluster Has the highest Has the lowest 

3 

MACE rate 
Age 
Proportion of NSTEMI patients 
Cormobidity of  atrial 
fibrillation 
Elevated cardiac enzyme levels 

LVEF (%) 

4 
Killip class 
History of myocardial 
infarction  

1 Current smoker and current 
alcohol drinker  

7 

Antiplatelet treatment 
Beta-blockers treatment 
Statins treatment 
Proportion of STEMI patients 

Proportion of UA 
patients 
Killip class 
Proportion of patients 
with cormorbidity 
Proportion of patients 
with disease history 

6 Proportion of female patients 
Proportion of UA patients 

Antiplatelet treatment 
Beta-blockers 
treatment 
Statins treatment 

5 

LVEF (%) 
Cormobidity of hypertension 
History of vascular disease 
History of established coronary 
artery disease 
History of percutaneous 
coronary intervention 
History of coronary artery 
bypass grafting 
History of other conditions 
confirmed by  computed 
tomography angiography 

MACE rate 
Elevated enzyme levels 

Discussion 

Attention Mechanism and Feature Importance 

Attention model in neural network is inspired by brain’s neu-
ral mechanism of attention and is simplified here as: in each 
sample, including a numerical weight (‘attention value’) for 
each predictor associated with each outcome. When we nor-
malize the weights for each sample to be all larger than 0 and 
have a sum of 1, the attention values look similar to a proba-
bility distribution to show the feature importance. In our 
study, we considered the outcome of in-hospital MACE. For 
each feature, we calculated the average attention value of pa-
tients in a cluster and used it as its importance in this cluster. 
When a feature has an importance larger than 0, we regard it 
as a risk factor to the outcome, where the feature importance is 
taken as the importance of the risk factor. The attention mech-
anism makes the neural network models, otherwise ‘black 
boxes’, interpretable to some degree, but is still less clear 
compared to logistic regression models, where both the feature 
importance and the action directionality (positive or negative 
impact) are shown with odds ratio, confidence intervals, and 
coefficient p-values. 

Choice of Outcomes 

Multi-task learning is an approach to transfer domain 
knowledge contained in related outcomes and learn in parallel 
using a shared representation [21]. The incentive for this ap-
proach is that the outcomes are reflections of different facets 

of a common latent representation. To better know the latent 
representation, we learn from different outcomes. When think-
ing of the patient state as the latent representation, we need to 
choose outcomes that are reflections of the patient state. In our 
study, antiplatelet, beta-blockers, and statins treatment are 
prescribed based on doctors’ perception of the patient based 
on domain knowledge. MACE outcome is a direct result of the 
patient disease state. We thus include all four outcomes to 
better represent the patient. After assessing the classification 
performance, the patient representation better characterizes the 
patient state regarding MACE and antiplatelet treatment than 
the patient state regarding beta-blocker treatment. 

Table 4. Feature Importance in Each Patient Cluster 

Cluster 3 4 1 7 6 5 
Ethnic group 
(Han) 0.046  0.070  0.048  0.050  0.127  0.088  

ACS Type 
(NSTEMI) 0.029  0.015  0.030  0.039  0.016  0.008  

ACS Type 
(STEMI) 0.002  0.002  0.003  0.003  0.002  0.002  

ACS Type 
(UA) 0.085  0.134  0.059  0.045  0.138  0.208  

Current smok-
ing 0.046  0.052  0.091  0.095  0.032  0.030  

Current Hy-
pertension 0.032  0.103  0.036  0.033  0.127  0.146  

Current Diabe-
tes 0.032  0.033  0.053  0.034  0.034  0.028  

Current atrial 
fibrillation  0.082  0.055  0.078  0.085  0.056  0.025  

Current Percu-
taneous coro-
nary interven-
tion 

0.064  0.071  0.101  0.086  0.018  0.032  

Elevated en-
zyme levels 0.047  0.043  0.050  0.060  0.080  0.061  

Killip Class 0.048  0.029  0.035  0.036  0.005  0.011  
Age (years) 0.045  0.029  0.033  0.027  0.008  0.013  
Systolic blood 
pressure 
(mmHg) 

0.033  0.017  0.018  0.019  0.010  0.012  

White blood 
cell count 
(×10^9/L) 

0.029  0.031  0.020  0.020  0.019  0.029  

 

Pitfalls in Interpretation of the Results 

Two points need to be addressed regarding interpretation of 
the results. First, algorithmically meaningful clusters are not 
necessarily clinically meaningful clusters. Though the cluster-
ing result has implication for disease prognosis, whether it can 
inform clinical practice needs further clinical research. Sec-
ond, risk factors cannot be directly translated to clinical inter-
vention. As an example, though comorbidity of hypertension 
and high systolic blood pressure are risk factors for in-hospital 
MACE, the results are not sufficient to claim the intensity of 
hypertension treatment required for different clusters. 

Suggestions for Future Study 

Our suggestions for future study using similar approach in-
clude: (1) carefully select clinically meaningful outcomes to 
be used; (2) use fewer features and easily acquired ones would 
make the results more applicable; and (3) identify cluster-
specific interventions considering treatment effectiveness 
would add extra clinical value to similar studies. 
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Conclusions 

In this study, we used multi-task neural network with attention 
as a modeling framework to support learning of patient state 
representations, cluster analysis of patients, and profiling of 
feature importance. Seven patient clusters were discovered, 
which have different characteristics and risk profiles to in-
hospital MACE. The results demonstrate cluster analysis using 
outcome-driven multi-task neural network as a promising ap-
proach for ACS patient classification and subtyping. 
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Abstract 

Acute Kidney Injury (AKI) is the most common cause of organ 
dysfunction in critically ill adults and prior studies have shown 
AKI is associated with a significant increase of the mortality 
risk. Early prediction of the mortality risk for AKI patients can 
help clinical decision makers better understand the patient 
condition in time and take appropriate actions. However, AKI 
is a heterogeneous disease and its cause is complex, which 
makes such predictions a challenging task. In this paper, we 
investigate machine learning models for predicting the 
mortality risk of AKI patients who are stratified according to 
their AKI stages. With this setup we demonstrate the stratified 
mortality prediction performance of patients with AKI is better 
than the results obtained on the mixed population.  
Keywords:  

Acute Kidney Injury, Critical Care, Forecasting 

Introduction 

Acute Kidney Injury (AKI) is defined as a sudden (within 
hours) decrease in nephritic function, including both renal 
structural damage and functional disorder [1]. It has been 
shown AKI is the most common cause of organ dysfunction in 
the critical care setting, and AKI is associated with a significant 
increase on the morbidity and mortality risk [2]. Early 
prediction of the mortality risk for AKI patients can help 
clinical decision makers better understand patient conditions in 
time and take appropriate actions. 
There has been prior research on building mortality risk 
prediction models for AKI patients. For example, Luo et al. [3] 
created a scoring model based on multivariate logistic 
regression to predict the 90-day mortality risk of AKI patients. 
Skarupskienė et al. [4] adopted logistic regression to predict the 
mortality risk of AKI patients requiring renal replacement 
therapy after cardiac surgery. Demirjian et al. [5] used logistic 
regression to predict the 60-day mortality risk of the AKI 
patients who are enrolled in the Veterans Affairs/National 
Institutes of Health Acute Renal Failure Trial Network study. 
Ohnuma et al. [6] compared the ability of various mortality 
prediction models in a retrospective, multi-centric cohort of 343 
Japanese patients with AKI requiring continuous renal 
replacement therapy in 14 ICUs captured between January and 
December 2010.  
All of these existing research tried to build a unique predictor 
for the entire AKI patient cohort. However, it has been 
demonstrated AKI is a heterogeneous disease with various 
kinds of causes and clinical manifestations [7]. In this case, it 
would be challenging to build a single model that is capable of 
predicting the mortality risk over the entire AKI patient 
population. 

With the above considerations and previous studies [8,9], we 
propose to perform a stratified prediction in this paper. 
Specifically, we will first stratify the AKI patients according to 
their disease stage (I, II, and III). Then, a mortality risk 
prediction model will be built for each patient strata. In addition 
to logistic regression, we will also test the performance of other 
machine learning models including random forest and gradient 
boosting tree. The Medical Information Mart for Intensive Care 
III (MIMIC-III) database [10] is used for empirical evaluations. 
Our results demonstrate the performance of stratified mortality 
prediction considering different AKI stages is higher than the 
mortality prediction on the entire mixed population. 
Additionally, the experiment results show different features 
play different roles for mortality prediction in patients with 
different AKI stages.  

Methods 

Data source   

The Medical Information Mart for Intensive Care III (MIMIC-
III) database is employed to extract patient data [10], which 
includes 58,976 admissions of patients. This database has 
comprehensive information (e.g., patient demographics and 
vital signs) regarding ICU admissions, which is open-source 
and freely accessible. The MIMIC-III dataset is passive and de-
identified [11], which is in compliance with the Health 
Insurance Portability and Accountability Act (HIPAA) Privacy 
Rule and does not make a significant impact on patient privacy. 

AKI stages 

The criteria of AKI stages has experienced some development 
progress based on the studies of researchers and clinicians. In 
particular, there are four AKI criteria: Risk-Injury-Failure-
Loss-End (RIFLE) criteria [12], pediatric RIFLE (pRIFLE) 
criteria [13], Acute Kidney Injury Network (AKIN) criteria 
[14], and Kidney Disease: Improving Global Outcomes 
(KDIGO) criteria [15]. KDIGO criteria unified previous criteria 
in 2012, which improves the sensitivity of AKI diagnostic 
criteria and has been widely used by researchers and physicians 
[1]. In this study, we employed the KDIGO criteria to stratify 
patients into different AKI stages: 
Stage 1: 1.5-1.9 times baseline, which is known or presumed to 
have occurred within the prior 7 days; or not less than 0.3 
mg/dL (not less than 26.5 mol/L) absolute increase in serum 
creatinine (SCr); or urine volume less than 0.5 mL/kg/h for 6-
12 hours. 
Stage 2: SCr not less than 2.0-2.9 times baseline; or urine 
volume less than 0.5 mL/kg/h for not less than 12 hours. 
Stage 3: SCr not less than 3.0 times from baseline; or increase 
in SCr not less than 4.0 mg/dL (not less than 353.6 mol/L); or 
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initiation of renal replacement therapy; or urine volume less 
than 0.3 mL/kg/h for not less than 24 hours; or anuria for not 
less than 12 hours; or renal replacement therapy required. 

Patient features 

A large number of features from MIMIC-III are extracted, 
which is shown as follows. Additional details about features can 
be found at: https://github.com/xuzhenxing2018/amia/ 
blob/master/features_name.xlsx. 

1. Demographics: Gender, age, and ethnicity. 
2. Medications: Medications the patient took from the 

patients’ ICU admission until prediction time. We 
focused on the following categories: diuretics, non-
steroidal anti-inflammatory drugs (NSAID), 
radiocontrast agents, and angiotensin. 

3. Comorbidities: We considered all comorbidities (e.g., 
congestive heart failure, peripheral vascular, 
hypertension, diabetes, liver disease, myocardial 
infarction (MI), coronary artery disease (CAD), 
cirrhosis, and jaundice) that patients already had. There 
were a total of 31 comorbidities in our dataset. 

4. Chart-events: Vital signs measured at the bedside. We 
mainly focused on diastolic blood pressure (DiasBP), 
glucose, heart rate, mean arterial blood pressure 
(MeanBP), respiration rate, blood oxygen saturation 
level (SpO2), systolic blood pressure (SysBP), and 
temperature. 

5. Lab-events: Laboratory test results. We considered 
bicarbonate, blood urea nitrogen (BUN), calcium, 
chloride, creatinine, hemoglobin, international 
normalized ratio (INR), platelet, potassium, 
prothrombin time (PT), partial thromboplastin time 
(PTT), and white blood count (WBC). 

Data pre-processing 

We mainly pre-processed two types of features: time-dependent 
continuous features and discrete features. For continuous 
features (e.g., lab and chart-events), we computed statistics 
including the first, last, average, minimum, maximum, slope, 
and the count based on observations during the observation 
window. The final encoding of the continuous features was 
represented by a vector representation with real numbers. The 
discrete features (e.g., medication and comorbidities) were 
encoded as zero-one multi-hot vectors. If there were missing 
demographics and discrete features for an ICU stay record, we 
deleted that ICU stay. Finally, each ICU stay was represented 
by a feature vector with a 224 dimension, which was indexed 
by icustay_id.  

Experimental setting 

In this study, we predicted whether a patient with AKI in 
different stages would die within the next seven days. 
Specifically, a predictive modeling setting with a rolling 
observation window design was adopted. We supposed t was 
the elapsed time (in hours) after a patient was admitted to the 
ICU, and the patient records in t were used to predict the 
mortality risk for the next seven days, where t took the value of 
24, 48, 72, 96, 120, and 144 hours. An illustration of this rolling 
window design is demonstrated in Figure 1.  
For each ICU stay, the AKI severity stage was identified based 
on whether the criteria in KDIGO stages were satisfied in an 
observation window, and then we put this ICU stay into 
corresponding cohorts (AKI Stage-I cohort, AKI Stage-II 
cohort, and AKI Stage-III cohort). If an ICU stay experienced 
multiple AKI stages during the observation window (from ICU 
admission to prediction point), we only chose the last AKI 

stage. Based on the built three cohorts, we predicted whether a 
patient with AKI in different stages would die within the next 
seven days. If an ICU stay did not meet one of the three AKI 
stage criteria in the observation window, we excluded the ICU 
stay from the prediction. 

 
Figure 1 - An illustration of mortality prediction for patients 

with AKI in different stages. PP: Prediction Point; OW: 
Observation Window; PW: Prediction Window 

Predictive models 

Several popular machine learning methods including Logistic 
Regression (LR) [16], L2 norm regularized Logistic Regression 
(Ridge) [17], Random Forest (RF) [18], and Gradient Boosting 
Decision Tree (GBDT) [19] were utilized to build predictive 
models using free and publicly available software. Specifically, 
for the implementations of LR, Ridge, and RF, we employed 
the Scikit-learn software library [20]. For the GBDT, we used 
the XGBoost software library [21]. For each predictive model, 
we used the 5-fold cross validation to assess the performance of 
these algorithms, and employed several popular and important 
metrics (AUC, recall, and precision) to evaluate the 
performance of these models.  
Note that, the number of cases (mortality patient with AKI) and 
controls (alive patient with AKI) was imbalanced (e.g., an 
approximate 1:10 case to control ratio in 24 hours for AKI 
Stage-I) in our dataset. More statistics for all AKI stages are 
shown in Table 1. With such an imbalanced dataset, most 
classifiers had a potential to support the majority class (alive 
patient with AKI) because they were considered to maximize 
the overall number of correct predictions, thus resulting in poor 
performance in the minority class (mortality patient with AKI) 
prediction [22].  
To address this imbalanced issue, we used case-control 
matching techniques [23] in this study, which matched each 
case with a control by considering the APACHE II score [24], 
Charlson comorbidity index [25], and demographic 
information. A matched control met two conditions: (1) has the 
same gender as the case and the age difference is within 5 years; 
(2) has the highest similarity score with the case measured by 
Manhattan distance on the basis of APACHE II and Charlson 
comorbidity index. By this technique, a resampled balanced 
training set was constructed with matched cases and controls. 

Results 

Comparison of different methods with all patient features 

We tested the performance of different predictive models with 
different AKI stages using all patient features with varying data 
observation windows. Figure 2 shows the performance of these 
methods in terms of AUC. In order to compare the performance 
of mortality prediction on subpopulations completely, we 
constructed a mixed cohort, which combined all the patients 
with different AKI stages together. This mixed cohort is 
represented as Stage-I-II-III in Figure 2. For the performance in 
terms of precision and recall, please refer to 
https://github.com/xuzhenxing2019/MedInfo. 
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Table 1 - The number of mortality and alive patients with AKI in different stages 

  24h 48h 72h 96h 120h 144h 

Stage-I 

Total 7506 8181 5801 4252 3222 2416 
Mortality 756 816 715 647 567 493 
Alive 6750 7365 5086 3605 2655 1923 
Mortality Rate 10.07% 9.97% 12.33% 15.22% 17.6% 20.41% 

Stage-II 

Total 3216 2895 2025 1576 1267 1007 
Mortality 514 514 421 386 347 310 
Alive 2702 2381 1604 1190 920 697 
Mortality Rate 15.98% 17.75% 20.79% 24.49% 27.39% 30.78% 

Stage-III 

Total 408 414 404 398 380 367 
Mortality 188 167 176 159 158 161 
Alive 220 247 228 239 222 206 
Mortality Rate 46.08% 40.34% 43.56% 39.95% 41.58% 43.87% 

 

 

  

  

  

Figure 2 - The AUC of different methods with 24-144 hours of data observation window in terms of different AKI stages 

From Figure 2, we observed that: 
1. The technique of stratifying patients with AKI into 

different stages obtained a better performance 
compared to the mixed cohort. This provided some 
evidence for our assumption that stratifying patients 
with AKI into different stages has the potential to 
improve the performance of mortality prediction 
because of AKI’s complex etiology and 
pathophysiology. 

2. The technique of constructing a mortality predictor 
based on different cohorts has the potential to consider 
different AKI causes. This predictive modelling 
strategy can be viewed as a case for local learning [26], 
which first splits the data space into multiple local 
areas and constructs different predictors for the areas.  

3. Comparing the Stages, Stage-III shows a higher 
mortality predictive performance. One implication is 

the AKI patients in Stage-III who are going to die had 
more distinctive clinical manifestations compared to 
the control patients. 

4. Comparing the performance of four predictors, GBDT 
acquires better results. 

Comparison of feature group predictability with GBDT 

Five different groups of features were employed to build 
mortality predictors for patients with different AKI stages. In 
this section we explored the prediction performance of GDBT 
with different feature groups within a 24 hour data observation 
window. The mortality prediction results are demonstrated in 
Table 2.  
We observed feature groups played different roles when 
patients were in different AKI stages. For example, the 
laboratory features acquired better performance than other 
feature groups when patients were diagnosed with AKI Stage-
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I. Chart features played a more important role in predicting 
mortality when patients were in Stage-II and III. One potential 
reason for this is the chart events had a finer time resolution, 
and for patients with a later stage of AKI, these events provided 
more in-time information of the patients’ condition which 

progressed rapidly. In addition, there were no obvious 
differences between comorbidities and medications feature 
groups. The demographic feature group contributed the least to 
mortality prediction in patients with different stages. 

Table 2 - The performance of different group features in all AKI stages on the basis of 24 hours data 

 Demographics Medications Comorbidities Chart-events Lab-events 
Stage-I 0.6823±0.0219 0.6971±0.0218 0.7027±0.0233 0.7031±0.0241 0.7237±0.0223 
Stage-II 0.7029±0.0222 0.7128±0.0221 0.7139±0.0237 0.7339±0.0246 0.7331±0.0243 
Stage-III 0.7134±0.0238 0.7236±0.0247 0.7239±0.0251 0.7424±0.0255 0.7334±0.0249 

 
The important features chosen from all feature groups 

There were 224 features extracted in total for mortality 
prediction in different AKI stages. The importance of each 
factor in mortality prediction was further explored in our 
experiments. The GBDT model was employed to acquire the 
importance score of each feature based on 24 hour data. The 
range of the feature importance score for mortality prediction 
in AKI Stage-I, Stage-II, and Stage-III were 0.0015-0.0457, 
0.0015-0.0556, and 0.0019-0.0316, respectively. The top ten 
features are shown in Table 3.  

From the table, we can observe HeartRate, CREATININE, 
CHLORIDE, WBC, HEMOGLOBIN, and RespRate were 
more important because there were strong associations between 
these features and mortality in patients with AKI. These results 
aligned well with some previous studies [27-32]. For example, 
the magnitude of increase in serum creatinine levels can 
determine the severity of AKI [27], which was associated with 
worse survival rates [28]. Chloride levels are also associated 
with the severity of AKI [29] and Shaw et al. demonstrated an 
association between higher intravenous chloride loads and 
hospital mortality [30]. 

Table 3 - The top 10 features selected from all feature groups on the basis of importance score 

 Stage-I Stage-II Stage-III 
 Features Importance Features Importance Features Importance 
1 POTASSIUM_count 0.0457 HEMOGLOBIN_slope 0.0556 HeartRate_last 0.0316 
2 metastatic_cancer 0.0365 HeartRate_last 0.0278 MeanBP_last 0.0247 
3 CREATININE_avg 0.0350 CHLORIDE_slope 0.0200 HEMOGLOBIN_slope 0.0237 
4 BUN_last 0.0289 WBC_min 0.0185 RespRate_last 0.0237 
5 PTT_avg 0.0274 CREATININE_slope 0.0173 BICARBONATE_slope 0.0221 
6 WBC_min 0.0243 CHLORIDE_max 0.0170 CREATININE_slope 0.0217 
7 PLATELET_last 0.0223 SysBP_last 0.0168 BUN_slope 0.0198 
8 HeartRate_max 0.0213 HeartRate_avg 0.0164 Glucose_min 0.0198 
9 Temp_avg 0.0213 Temp_last 0.0156 DiasBP_last 0.0198 
10 RespRate_avg 0.0182 HeartRate_max 0.0154 age 0.0178 

 
Discussion and Conclusions 

Accurate prediction of the mortality risk for AKI patients is 
helpful for clinicians to understand the condition of the patients 
and take appropriate actions. AKI has a complex etiology and 
pathophysiology, so it is challenging to construct a single model 
that can accurately predict the mortality risk over the entire AKI 
patient cohort. This study investigated the impact of different 
AKI subpopulations on the performance of mortality 
prediction. We stratified the AKI patients on the basis of their 
disease stage (I, II, and III), and then a mortality risk predictor 
was constructed for each patient cohort. Several popular 
machine learning models (e.g., logistic regression, RF, and 
GBDT) were built based on these subpopulations for the 
mortality prediction in patients with AKI. GBDT showed a 
better performance than other methods for the mortality 
prediction in this study. 
Prior models of risk prediction of mortality in critically ill 
patients with AKI typically employed mixed cohorts [5,6]. The 
utilization of stratification mechanisms performed in this study 
provides a chance to predict mortality in patients with AKI 
specific to each stage. This technique of constructing a 
mortality predictor based on different cohorts has the potential 
to consider different AKI causes. In addition, dynamic real-time 

data may allow for clinical monitoring of mortality risk beyond 
a solely static prediction upon ICU arrival. The utilization of 
dynamic clinical monitoring algorithms for mortality prediction 
may allow for its incorporation into the electronic medical 
record [33].  
With the ability to identify patients at high risk of mortality by 
employing real-time data may allow for initiation of earlier 
interventions to prevent or reduce mortality [34]. It might be 
useful to incorporate more information (e.g., imaging and 
genomic biomarkers) to further improve the performance of 
dynamic clinical mortality risk prediction models. In the future, 
we will consider some advanced models (e.g., recurrent 
network) with stronger learning capabilities to improve the 
performance of prediction.  
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Abstract 

Diabetes is one of the largest global health emergencies of the 

21
st

 century. As a chronic disease, diabetes requires continuous 

medical care and constant patient self-management. Such care 

involves several stakeholders to improve health outcome and 

patient quality of life. This paper makes use of World Wide Web 

network analysis to highlight how stakeholders, providing in-

formation about online diabetes communities, link to each 

other. To achieve this, we capture the network of diabetes re-

lated websites as a digital trace of a non-digital phenomenon. 

Furthermore, this helps us to understand the current situation 

of diabetes organizations from a digital perspective. The meth-

odology involves state-of-the-art tools to crawl (Hyphe) and 

visualize (Gephi) topic-sensitive networks. While neither of 

these tools is new in itself, their combination provides a prom-

ising way to analyze chronic disease stakeholders, organiza-

tions and communities, representing a large proportion of the 

knowledge and support diabetes patients have access to nowa-

days.  

Keywords:  

Diabetes Mellitus, Data Analysis, Data Visualization 

Introduction 

Diabetes is a chronic disease that occurs either when the pan-

creas does not produce enough insulin or when the body cannot 

effectively use the insulin it produces. According to a WHO re-

port, an estimated 1.6 million deaths were directly caused by 

diabetes in 2015. Diabetes is also a major cause of blindness, 

renal failure, heart attacks, stroke, and lower limb amputations. 

The global economic cost of diabetes in 2014 was estimated to 

be US$612 billion. In the past two years, there were 415 million 

people with diabetes and this figure could rise to 642 million by 

2040 [1]. 

 

Therefore, the recent dramatic rise of diabetes occurrences 

raises several questions that need to be addressed: how do peo-

ple react after they are diagnosed with diabetes? What will they 

do for long term self-management? Where can they find rele-

vant information and how easy is it to access it? How can they 

get psychological support and community help?  

  

Diabetes can be treated and its consequences could be avoided 

or delayed with a specific diet, physical activity, medication 

and regular screening and treatment for complications. This 

helped us establish a preliminary list of possible key stakehold-

ers: hospitals, physicians, research laboratories, pharmaceutical 

companies, medical and social relay structures, associations, 

health-related NGOs (non-governmental organizations), pa-

tients and their families, publications around diabetes care. All 

of these key diabetes actors play their own roles in the health 

care system but the nature of their relationship with each other, 

if any, remains unexplored outside of a patient-centric para-

digm. Our hypothesis is that all stakeholders involved in diabe-

tes have connections of some sort that can be revealed on the 

World Wide Web (abbreviated WWW or the Web) as an orga-

nized world of communities rather than a randomly organized 

network. This study aims to visualize the network of diabetes 

in the digital world represented by the Web to find key health 

web players connections with each other and to figure out the 

nature of their relationships.  

 

Since its invention at the beginning of the 1990’s, the Web has 

gradually become a major media platform itself hosting billions 

of resources accessible from a URL (Uniform Resource Loca-

tor) and dozens of sub-media in the form of specific websites 

hosting social media (like Facebook or Twitter), scientific 

knowledge or any other niche [2]. The Web is also the source 

of scientific investigation in itself and the network structure of 

a hyperlinked environment can be a rich source of information 

for whom looking for an effective means to collect, analyze and 

understand it [3; 4].  

 

Exploring web structures is a proxy to human organizational 

structures [5]. Thus, we propose to map the hyperlink structure 

of diabetes stakeholders online. As a matter of fact, the web 

contains crucial aspects of the embodiment of social factors: 

personal blogs, institutional websites, health-oriented media, 

etc. To address the relationship with stakeholders in the diabe-

tes area, we have examined how classical studies of network 

explorations can be brought to use in the context of diabetes to 

answer the following questions: Who is connected to whom by 

which means? Which organizations receive support from which 

ones? What resources or information are published through 

which platforms? What is the relationship between charities 

and governmental agencies? How individuals, companies, and 

organizations interact together? What is the ecosphere of the 

diabetes world? Therefore, our objective is to provide a repli-

cable practical methodology to visualize the diabetes network 

of websites to make sure all key health web players have con-

nections with one and another. And then, the previous questions 

can be addressed by studying the resulting map of diabetes 

online communities. A corollary expected impact is that this 

map can help the diabetics to access useful information regard-

ing the neighboring context (such as information on diet or 

physical activity) that search engines do not display at first 

when looking for information about diabetes. At the same time, 
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this can also help pharmaceutical companies and NGOs to find 

influencers or key opinion leaders and help governmental agen-

cies to take effective actions that reflect more efficiently the 

needs of diabetes communities. The visual representation will 

be helpful to quickly and effectively identify areas on the graph 

where improvements can be made. 

 

To achieve our objectives, we take advantage of two state-of-

art tools to assist the creation of website networks maps on di-

abetes. These two tools are combined in a robust methodology 

to collect the websites links and visualize it in detail. They are 

presented in the next section. 

Background 

Web networks belong to a complex network family that display 

properties such a power law distribution of the node degrees, 

high clustering coefficient or small world phenomenon [6]. 

While these properties often contribute to networks analysis, 

they are less effective to explore local structures inside the net-

work. In order to do so, one can use mature large graphs visu-

alization software. Graph visualization is an effective approach 

to spatialize the complex networks [7]. Using a visual display 

helps identify features in a network structure and data while re-

lying on human very efficient perceptual abilities.  

Creating and analyzing topic specific websites network is a 

methodology that has been applied to various contexts, alt-

hough not yet in the healthcare field. In order to produce a vis-

ualization map of diabetes online communities which does not 

exist, we propose to combine two separate existing tools that 

could support the creation of such map in the context of diabe-

tes. The map will provide proxies to generate key insights about 

the community. 

Hyphe
1

 is a web crawler
2

, developed by the Médialab depart-

ment of Sciences Po
3

 in Paris, France, which is a tool to build 

web corpus by crawling web pages and generating networks 

between “web entities”
4

 [8], connected with each other using 

hyperlinks. Hyphe has been successfully used in many pub-

lished papers in social science. Hyphe allows to methodically 

gather web entities and visualize the network aiming at data 

journalists [9]. A team of librarians and sociologists delineated 

the debate on climate change on the web, notably measuring the 

unexpected large presence of climate skeptics [8]. Even more, 

people tried to study through the “Alternative for Germany” 

(AFD) Facebook wall which has already become one of the 

largest right-wing forums on the German-speaking internet to 

see how social media plays a crucial role for the party’s mobi-

lization strategy [10]. Yet, Hyphe has never been used in public 

health care to assess chronical disease online communities’ 

structure. Moreover, even if Hyphe does include basic network 

visualization capabilities, it quickly reaches its limits as the net-

works grows beyond one hundred nodes.   

Gephi
5

 is an open source software for network visualization and 

analysis. It uses a 3D render engine to display large networks 

in real-time allowing researchers to explore their network. 

Gephi embeds a large variety of algorithms, filters and layouts 

to provide fine tuning over the network analysis and display 

[11]. It can deal with large network (i.e. over 20,000 nodes) and, 

because it is built on a multi-tasks model, it takes advantage of 

                                                           

1

 http://hyphe.medialab.sciences-po.fr (accessed on March 28
th

, 2019) 

2

 A web crawler, sometimes called a spider, is an Internet bot that systemati-

cally browses the World Wide Web, typically for the purpose of Web index-

ing. 

3

 Sciences-Po is an international research university located in Paris, ranking 

among the finest institutions in the fields of humanities and social sciences. 

Médialab is the tenth research center of Sciences-Po to help social sciences 

multi-core processors. In addition, nodes and edges designs can 

be personalized to create map-like visualization for communi-

cation purposes, ideal for a diabetes community map.    

In this context, we have developed a methodology to uncover 

the online organization of diabetes websites. We leveraged and 

made best out of these tools to collect information using Hyphe 

and then visualize their properties and links using Gephi to pro-

duce the network on diabetes websites and finally provide key 

insights about this community. 

Methods 

The proposed methodology consists in a workflow embedding 

the following milestones:  

• collecting diabetes community websites 

• analyzing the resulting websites’ structure 

• visualizing the diabetes community network as a 

navigational map 

 

These milestones can be decomposed into a more detailed pro-

cess potentially applicable to any online community analysis 

(see figure 1). The methodology thus follows the following 

steps:  

1. gathering a list of starting websites 

2. creating a pre-crawl corpus 

3. consolidating the pre-crawl corpus 

4. launching and performing a full-scale crawling 

5. extracting the websites network 

6. visualizing the network structure 

 

 

 

 

Figure 1– Illustration of the Workflow 

These six steps are based on the following decision criteria.   

Collection of starting websites: In order to explore an online 

community consisting of topic related websites, we need to de-

fine entry points into the community. These entry points will 

serve as a gate into the community by following the points links 

with a robot crawler carefully controlled. As the objective is to 

and humanities take full advantage of the huge amount of data made available 

by digitization. 

4

 An entity of homogenous content often assimilated to a website hence the 

use of websites (itself a collection of smaller entities) but not always. 

5

 https://gephi.org (accessed on March 28
th

, 2019) 
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explore all aspects of the community, the entry points shall re-

flect different points of view, opinions or topics the community 

might address so as to make sure to capture enough gates lead-

ing to the potential different parts of the final network. To en-

sure the diversity of entry points we selected a variety of 

sources starting with (a) two or more experts of the topic sug-

gesting websites (for the diabetes topic, these experts were 

found in people who are living with diabetes and also working 

in the diabetes area for several years); (b) using various queries 

about diabetes on Google to ensure different results and (c) us-

ing diabetes community social network pages suggestions.  

Choice of depth and the criteria to stop crawling: Once the start-

ing web entities6 are set, Hyphe offers the possibility to follow 

their hyperlinks (html markup <a> for anchor) automatically by 

detecting them in web pages. Hyphe have three depths for 

crawling, from 1 hyperlink away from the original web entity 

to 3 hyperlinks away to (3 clicks) depending on how deep the 

web entities shall be explored. As the web network follows a 

power law degree distribution, a crawl at depth 3 can potentially 

gather thousands of websites making it overwhelming for a hu-

man to properly assess each and every one of their individual 

membership to the targeted diabetes community. In this study, 

to avoid too much noise, we decided to consider only a slower 

depth level of 1, repeated several times if needed but only for 

targeted websites whose contribution to the topic is substantial. 

Moreover, the criteria to stop crawling new web entities de-

pends on how much websites related to diabetes showing up in 

the final results. If no new diabetes-related entities show up af-

ter the crawling, then we considered having reached a local 

frontier in the diabetes community and proceed with others web 

entities until no more entities are left to be un-crawled. Then all 

topic frontiers are discovered. At last, considering the huge 

numbers of web entities, we did not consider in this first study 

the entities mentioned only once. It is a web network property 

that noticeable entities should be linked to by several neighbors. 

A web entity mentioned only once have little chance to be of 

importance [12]. We considered a minimum of 3 hyperlinks to 

an entity which we call it “popular” website for it to be eligible 

for an additional depth 1 crawling.  

Cleaning process to feed each iteration of step 4 with an IN 

database: To clean the database after each one depth level it-

eration, we used two ways to make a decision and classify the 

websites as: IN, OUT or UNDECIDED. In this study, we clas-

sified the contents of the web entities strictly related to diabetes 

as IN; when nothing indicates a potential diabetes-related con-

tent, we classified it as OUT7; finally, ambiguous websites that 

mention diabetes among other topics were categorized as UN-

DECIDED waiting for further in-depth analysis to lift the veil 

on their classification. The first way to classify the entities is to 

automatically select in the database the URL string containing 

the word diabetes and default them as IN. The second way to 

classify the entities is to select manually the class after a review 

of the content of each website. This is done by opening its URL 

in a browser. After the classification, we can filter the database 

to only retain the IN websites.  

Choice of the final pattern in step 6 (Gephi): Once the “pre-

crawl” was created by crawling the starting websites at depth 1 

and cleaning them, we applied the crawl & clean process again 

several times to get the full-scale crawling (step 4). Each web 

entity regarded as IN is crawled recursively until no new web-

sites are popular enough which are cited above 3 times to be 

included or are all off-topic (OUT or UNDECIDED). The end 

                                                           

6

 A web entity is a web page (a unique URL leading to a media displayed as a 

unique page) or a collection of pages relevant for a topic. It can range from a 

single page to a sub domain of a website to the whole website itself. Website 

is the web entity by default on Hyphe but this can be tuned to adapt to the web 

heterogeneity of content structure. 

of this step provides with hundreds of IN websites and their hy-

perlinks. Then we exported the websites network as a graph in 

the XML-based GEXF format. In the final network, nodes are 

websites and edges are existing hyperlinks found between web-

sites (step 5) weighted by count of occurrences. Lastly, we im-

ported the graph to Gephi to visualize the hyperlink structure of 

diabetes online communities (step 6). In order to do so, after 

importing the network, we used a force directed “Force Atlas 

2” [13] layout well adapted to scale-free networks to spatialize 

the nodes and their edges. The edges represent hyperlinks only. 

Therefore, the proximity of the nodes is the result of the force 

vector-based layout algorithm only and do not demonstrate any 

physical proximity whatsoever. 

Results 

As the starting websites were proposed by individual experts of 

the field, by field community tools (BBS, newsletters, etc.) bib-

liography and search engines like Google, we combined all the 

resources and picked up most well-known 15 websites which 

represent different aspects in the diabetes world as the starting 

points to feed Hyphe. The following table describes these 15 

websites. 

Table 1– Starting Websites for Crawling 

Different Aspects Websites 

1 portal website http://www.childrenwithdiabetes.com 

1 well-known pa-

tient’s blogger 

https://yogafordiabetesblog.com 

1 local association 

focus on diabetes 

educator 

https://www.diabeteseducator.org 

1 study focus on 

diabetes globally 

beyond Novo 

nordisk 

https://www.dawnstudy.com                        

2 diabetes publica-

tions 

https://asweetlife.org 

https://diatribe.org 

2 leading pharma-

ceutical companies

https://www.myomnipod.com 

https://www.dexcom.com 

2 international as-

sociations 

https://www.jdrf.org 

https://www.idf.org 

5 charities https://www.t1international.com 

https://beyondtype1.org 

https://www.worlddiabetesfoundation.org 

https://www.diabetessisters.org 

https://diabetesdestiny.com 

 

After the web crawler Hyphe visited all websites linked by all 

the starting points once, we set up a new list of websites and 

7

 Websites very often provide many links to tools or software or popular so-

cial network that are not related to the topic at hand but rather offer another 

medium opportunity (ex linkedin.com, Instagram.com, google.com, etc.). 
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use the cleaning process to make sure we only keep the IN web-

sites which are strictly talking about diabetes. Once Hyphe dis-

covers as many web entities as possible and their hyperlinks, 

we get the final number of the DISCOVERED web pages in 

Hyphe overview part. Each of the discovered websites then is 

classified as IN/OUT/UNDECIDED. In the end, we success-

fully captured 430 IN websites with 6587 hyperlinks, each web-

site contains information about diabetes or some aspects of it 

together with some basic tags on the nature and content of these 

websites. Figure 2 is the diabetes hyperlink structure as visual-

ized by Hyphe directly. This graph is messy and while it shows 

a strong core component, there is no visible underlying struc-

ture. 

 

Figure 2– Diabetes Hyperlink Structure with Basic Force 

Directed Layout 

In order to visualize the diabetes online communities in more 

detail, we created the visualization in Gephi. Then to provide a 

first view at the sub-communities inside the diabetes commu-

nity we applied a community detection algorithm aimed at de-

tecting clusters of similarly connected nodes [14]. It does so by 

maximizing the modularity quality metric in all possible parti-

tions. Modularity measures the difference between the edge 

density in the partition and a randomized graph with the same 

number of nodes and the same degree distribution [15]. Then a 

color map is associated with the 5 discovered communities 

class resulting in the figure 3. 

 

 

 

Figure 3– Diabetes Hyperlink Structure with Force Atlas 2 

Layout and Communities 

The result shows that diabetes online community has its own 

space and is organized with clusters and distribution of websites 

of relative importance. More analysis is necessary to show ex-

actly what is the topic but we get a general idea that they don't 

belong together by chance. It is remarkable that the algorithm 

working only on node probability highlight these communities 

that in real life share a common interest when we read their 

content. If we want to have some general ideas about which 

community mainly talking about which topic, we need to man-

ually or semantically annotate of websites using terminology of 

the diabetes fields would be a good way towards explanation 

the communities’ contents. Moreover, we used a degree cen-

trality algorithm [15] which assigns an importance score based 

on the number of links held by each node to get several central 

websites in our 430 websites diabetes digital. Node Degree re-

veals the number of IN and OUT hyperlinks which are from 1 

to 303 related to one web entity. Among them: 

• bittersweetdiabetes.com is the most popular blog. 

• medtronicdiabetes.com, dexcom.com, 

novonordisk.com, lilly.com, myomnipod.com, 

tandemdiabetes.com are the main pharmaceutical 

companies in diabetes industry. 

• jdrf.org is the most authoritative association. 

• diabetesdaily.com is the mainstream media website 

talking about diabetes. 

• childrenwithdiabetes.com is the largest diabetes online 

community. 

• diabeteseducator.org is the biggest diabetes society. 

• integrateddiabetes.com is one consulting institution 

which offers integrated diabetes consulting services.   

Discussion 

This approach demonstrates the potential in analyzing and vis-

ualizing the diabetes network online. Using Hyphe to extract 

430 specific and relative websites, people with diabetes can eas-

ily navigate most relevant websites to obtain information and 

knowledge about their conditions or different aspects of it. Fur-

thermore, such a strong community can offer support from a 

knowledge and a psychology point of view. Search engine like 

Google can find global websites by considering their authority 

in the network such as general organizations like International 

Diabetes Federation (IDF), American Diabetes Association 

(ADA), Diabetes Australia, etc. But they cannot offer people 

with diabetes detailed information to help people manage their 

diabetes and improve the quality of their lives efficiently. 80% 

of the iceberg is still under the sea and is difficult to reveal. 

Hyphe and our methodology is proven reliable to explore the 

localities, and we were able to find more interesting websites 

such as personal blogs sharing the stories of the real diabetes 

daily lives including their struggles to combat diabetes, we can 

also find different diabetes online communities focusing on the 

different aspects, nutrition, sports, camping, etc. In addition, 

some websites are more difficult to detect when they talk about 

some rare issues, such as diabulimia which is an eating disorder 

related to type 1 diabetes. However, this study is still limited 

due to the initial websites where English is solo language to 

feed hyphe. As a result, it leads to a majority of English-domain 

websites in the final map despite having some multilingual 

websites coming from US (using English and Spanish) or Can-

ada (using English and French). Due to the crawler depth limi-

tation and the relatively small number of websites chosen to be 

presented in the final map, it cannot show the whole world with 

diabetes but just part of it. A deeper crawl and a more web page 

lists by reviewing would undoubtedly have more information 

covered. Future work will focus on the semantic analysis on 

URLs to indicate to which extend the community is well fo-

cused on diabetes topics in general with some underlying trends 

and identify areas where improvements can be made in the di-

abetes real world. 
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Conclusion  

We have successfully shown that all stakeholders involved in 

diabetes have connections on the World Wide Web as an orga-

nized world of communities rather than a randomly organized 

network. In this study, we also provide a replicable practical 

methodology which combines crawl and visualize tools to ana-

lyze a web-based network of diabetes. It is a novel promising 

way to analyze further chronic disease stakeholders’ organiza-

tions and communities networking relationships. 
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Abstract 

This study presents an approach for mining structured 

information from clinical narratives in Electronic Health 

Records (EHRs) by using Rich Text Formatted (RTF) records. 

RTF is adopted by many medical information management 

systems. There is rich structural information in these files which 

can be extracted and interpreted, yet such information is 

largely ignored. We investigate multiple types of EHR 

narratives in the Enterprise Data Warehouse from a multisite 

large healthcare chain consisting of both, an academic medical 

center and community hospitals. We focus on the RTF 

constructs related to tables and sections that are not available 

in plain text EHR narratives. We show how to parse these RTF 

constructs, analyze their prevalence and characteristics in the 

context of multiple types of EHR narratives. Our case study 

demonstrates the additional utility of the features derived from 

RTF constructs over plain text oriented NLP.  

Keywords:  

Electronic Health Records, Natural Language Processing, 

Information Management 

Introduction 

Nationwide adoption of Electronic Health Records (EHRs) has 

given rise to a large amount of digital health data, which can be 

used for secondary analysis [1]. The data within these records 

are expected to improve efficiency and overall healthcare. In 

addition to structured data, a large amount of clinically relevant 

data remains present in an unstructured free-text format. These 

narratives are largely variable between institutions and even 

healthcare professionals within them making it difficult for data 

extraction. In order to optimize research to improve quality or 

clinical needs, a systematic representation of EHRs for both 

structured and unstructured data is necessary. For instance, 

computational phenotyping has been used to mine or predict 

both clinically and scientifically significant phenotypes from 

structured EHR data, unstructured clinical narratives, and their 

combinations [2]. Computational phenotyping calls for 

efficient approaches to mine a large volume of clinical 

narratives for structured information on patient 

pathophysiology. To this end, natural language processing 

(NLP) is widely utilized as an effective tool for turning 

unstructured narratives into structured information [3].  

Applications of language processing methods to clinical data in 

many projects have achieved reasonable success in analyzing 

various types of biomedical data, including clinical narratives 

[4, 5]. However, when it comes to EHRs, there is a gap between 

what data can support and what the method asks for. NLP 

generally assumes plain text as inputs, but clinical narratives in 

EHR often possess rich-text format (RTF) such as tables, 

different fonts, and font sizes. The majority of studies ignore 

the informative RTF information in EHR narratives. To our 

knowledge, there are very few, if any, studies that process RTF 

EHR narratives and utilize the formatting for additional 

information. When evaluating numerous clinical note 

repositories for shared task challenges (e.g., challenges from 

BioNLP [6-8], i2b2 [9, 10], SemEval [11, 12], and BioCreative 

[13]), there are few RTF EHR narratives. 

The task of processing RTF documents is relatively 

straightforward though non-trivial. Despite the existence of 

standard packages to parse RTF or convert it to other formats 

such as HTML, research in the field of biomedical NLP largely 

ignores RTF and still uses plain-text as their raw input. Typical 

NLP processes include sentence breaking, word tokenization, 

part-of-speech tagging, constituency or dependency parsing, 

named entity detection, semantic role labeling, event frame 

extraction, etc. These processes largely ignore the formatting 

information. As a result, EHR databases (e.g., Enterprise Data 

Warehouse) for medical institutions often additionally store the 

plain text format of EHR narratives in addition to their RTF 

counterparts, or simply store in plain text format instead of 

RTF. Furthermore, information loss can sometimes occur 

during the conversion of RTF to plain-text formats.    

Interestingly, researchers who focus on studying structured data 

do not treat EHR narratives as structured and often rely on NLP 

to extract structured pieces out of EHR narratives from plain 

text. Many studies utilize generic medical NLP systems such as 

MedLEE [14], MetaMap [15], cTakes [16], or GATE [17]. 

Other studies take advantage of special purpose NLP systems 

such as MedEx [18] for medication detection or TEES [19] for 

medication event frame extraction. Finally, many authors 

developed their NLP components or even systems to serve 

specific data mining tasks such as computational phenotyping 

[20-27]. 

Our study addresses the gap between structured EHR and 

clinical NLP research regarding the usage of rich-text formatted 

EHR narratives. In the current study we demonstrate how to 

extract the structured pieces (e.g., tables and section headings) 

from RTF EHR narratives and investigate the prevalence of 

such structures in EHR narratives. Our objective is to expose 

the need to start from rich-text formatted EHR narratives, 

making it suitable for NLP or structured EHR research and 

demonstrate that this can be done without much hassle. We also 

perform a case study to show the efficacy of mined structured 

information in improving computational phenotyping tasks. 
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Methods 

A. Dataset 

We constructed multiple rich-text formatted corpora consisting 

of different types of EHR narratives by querying Northwestern 

Medicine Enterprise Data Warehouse (NMEDW). The 

NMEDW is a joint initiative between the Northwestern 

University Feinberg School of Medicine and Northwestern 

Memorial HealthCare [28]. The NMEDW is a multi-center data 

repository with heterogeneous types of data. We constructed 

multiple patient corpora over a specific period from breast 

cancer patients. In this study the progress notes were queried, 

which are records of events during a patient’s office visit or 

hospitalization and can be used to communicate opinions, 

findings, and plans between healthcare professionals. A well-

documented progress note is complete, accurate, and concise 

for the care delivered, including diagnosis and treatments [29]. 

We extracted progress notes that were dated between 1 July 

2015 and 1 October 2015. In order to test performance 

evaluation we extracted progress notes for breast cancer 

patients from a previous study [30], matching their plain text 

counterparts as a use case.  

B. RTF processing 

Many word processors as well as many of the medical 

information management systems support the reading and 

writing of rich-text format (RTF) files. In this study we found 

and identified the important RTF structural information from 

medical narratives, namely tables and section headings. A 

medical history table may contain several columns with 

headings stressed in bold, underlined, or inserted as the first line 

of the table. These tables often summarize important clinical 

information such as prescriptions, allergies, or medical 

histories. The format of RTF text is defined by groups, control-

words, and delimiters. Groups are enclosed in braces, and 

control-words start with backslash (\) characters. For example, 

a 2-by-2 table and the corresponding RTF code is shown in 

Figure 1. 
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Figure 1: A 2-by-2 table and the corresponding RTF code. (a) 

A 2-by-2 table defined by the RTF code (b) RTF code snippet 

that defines a 2-by-2 table. 

As illustrated in Figure 1, the codes are within closed braces 

with control-words in the first line indicating the format and 

encoding used in this group.  Each row in the table begins with 

a “\trowd” tag and ends with a “\row” tag.  Thus, lines 2-7 

define the first row and lines 8-13 defines the second row.  The 

“\cellx###” tag declares the position of the right side of a cell 

and the “\cell” tag denotes the end of a cell. The above code 

generates a 2-by-2 table with cell widths equal to 1000. 

Searching for the “\trowd” tag in RTF files allows for table 

discovery. In addition to “\trowd” tags, many tables in medical 

notes are also defined by tab-delimited-tables, i.e., cells in a 

table row are separated by tab characters. To identify these tab 

characters, RTF uses the “\tab” tag.  

 

Section headings in medical notes often describe the topic of 

that section. The information within a section is usually 

cohesive and can easily be interpreted by both NLP programs 

and manual curation. As a result, the Common Data Model of 

Observational Medical Outcomes Partnership specifies that the 

sections be stored as annotations to facilitate portable 

computational phenotyping 

(https://github.com/OHDSI/CommonDataModel) [accessed on 

March 20, 2019]. Section headings tend to share some 

characteristics such as bold or underlined formatting font.  The 

headings may or may not occupy a whole line and may or may 

not be capitalized or be followed by a colon. Heading levels are 

often indicated by indentation. In summary, section headings 

provide important information and the RTF format allows us to 

apply specific searching criteria to accurately and efficiently 

identify section headings and their levels. 

However, the syntax of RTF is relatively more obscure and 

lacks powerful software packages for data parsing compared to 

more popular formats such as HTML, XML, and LaTex. On the 

other hand, HTML is a much more commonly used format with 

many existing tools for parsing and extraction of structured 

information, such as Python’s BeautifulSoup package 

(https://www.crummy.com/software/BeautifulSoup/bs4/doc/) 

[accessed on March 20, 2019]. To address this, we convert RTF 

to HTML using LibreOffice prior to parsing any data and then 

analyze the structures using Python’s BeautifulSoup web 

scraping package. For regular tables we searched for the HTML 

<table> tag, and summarized the rows by counting the row tag 

<tr>. For tab-delimited-tables, we matched them using the 

regular expression “\S+ *\t *\S+”, i.e., two non-space 

characters separated by a tab and zero or more space characters. 

The section headings in the documents are usually stressed in 

bold (HTML tag of <b>) or with an underline (HTML tag of 

<u>). The stressed phrase occupy a whole line. 

Results 

A. Parsing the tables 

In our study, we extracted and used 158,948 breast cancer 

progress notes. Given that column names are often listed in the 

first row of a table, we also extracted the cells in the first rows 

to summarize the topic of the tables. The distribution of the 

number of tables and the most common first rows of these 

tables are summarized in Figure 2. A Histogram indicating table 

frequency is shown on the upper panel of the figures. Note that 

the y-axis is in log-scale. The number of tables in a medical note 

approximately follows an exponential distribution – the 

probability decreases by a factor of 10 for roughly every 10 

additional tables. The most common first rows are summarized 

on the lower panel of the figures. Adjacent cells are separated 

by a comma. 

In breast cancer progress notes, the most common first row 

contains a single cell with the most common terms being 

“Allergies” and “Past Medical History”, making up 16.3% and 
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16.2% of the notes respectively. The 16.3% of the medical 

notes have an Allergies table. In addition to these terms, we also 

identified terms involving lab results, vital information, 

complaints, current prescriptions, illness history, medication 

list, and physical exam information (Figure 2). It is evident that 

the related tables belong to the pre-formatted template. 

 

Most common First Rows Counts Ratio

Allergies 25855 16.3%

Past Medical History 25750 16.2%

Past Surgical History 20419 12.8%

Lab Results 11444 7.2%

Filed Vitals 11076 7.0%

Chief Complaint 10773 6.8%

Current Outpatient Prescrip-

tions 

10506 

6.6% 

History of Present Illness 9671 6.1%

Medication List 9650 6.1%

Physical Exam 9642 6.1%

Figure 2: Histogram of the number of tables and the most 

common first rows in breast cancer progress notes. The 

“Ratio” column is the count of the first rows over the total 

number of notes of this type. 

 B. Parsing the section headings  

Section headings often contain critical information that can be 

used to identify key features. We searched the section headings 

in progress notes of patients with breast cancer from the 

NMEDW. Among the 158,948 breast cancer progress notes we 

found 46.6% files have first level headings and 2.4% files have 

higher level headings. Histograms of the number of first-level 

section headings (section headings with the smallest 

indentation) in the notes are summarized in Figure 3. The 

number of headings in a note generally follows an exponential 

distribution. The lower panel of the figures shows the most 

common first-level section headings.   

In the breast cancer progress notes, we found the most common 

heading to be “Allergies” similar to the most common first row 

found in these notes. Interestingly, we also identified headings 

involving Physical Exams, Lab Results, and Medication Lists, 

which are also the most common first rows of tables in these 

notes (Figure 3). These results suggest that section headings are 

important too. In addition, the structure of a progress note can 

be better understood by combining data from tables and section 

headings. Note that the vital signs (which is the first row of a 

table) are also deemed as the section headings because they are 

usually emphasized in bold with occupying a whole line. 

 

 

 

 

 

 

Most common First Level Headings Counts Ratio 

Allergies 11599 7.3%

Ref Range 11395 7.2%

Physical Exam 10942 6.9%

Impression and Plan 10829 6.8%

Diagnosis 10725 6.7%

Physical Exam 10712 6.7%

Lab Results 10383 6.5%

History of Present Illness 10018 6.3%

Medication List 9972 6.3%

Chief Complaint 9964 6.3%

Figure 3: Histogram of the number of first-level section 

headings, and the most common first-level headings in the 

breast cancer progress notes. Note that the y-axis is in log-

scale. The “Ratio” column is the count of headings over the 

total number of notes of this type. 

C. Case study on breast cancer phenotyping   

The structured data extracted from the medical notes can be 

used as features in machine learning models to improve their 

performances. As a case study, we added the structure 

information extracted to identify breast cancer patients with 

contralateral events. The problem was investigated in our 

previous study [30], with a cohort of 1063 patients who were 

diagnosed with breast cancer. In the cohort, 33 patients were 

identified with contralateral events (the case group). We 

previously identified the breast cancer contralateral events from 

the cohort using progress notes and counts of pathology reports. 

In our previous study, the progress notes were treated as plain 

text; structured information was ignored. This previous study 

was used as a baseline because it utilized an 8-step, relatively 

sophisticated NLP system and applied extensive feature 

engineering (e.g., filtered powerset method) to build the 

classification model. Thus, our previous system provides 

competitive plain-text oriented NLP baselines. In this case 

study, we pulled out the corresponding RTF versions of the 

same progress notes for the 1063 patients. We extracted the past 

medical history, past surgical history, and lab test results from 

the tables in the progress notes and included them as features in 

the classification model. For lab test results, we used the 

reference ranges presented in the test result tables to determine 

whether the measured results are higher or lower than the 

ranges. We chose common features that occured in at least 10 

patients’ progress notes, resulting in 37 medical history entries, 

33 surgical history entries, and 10 abnormal lab test features. 

The most common medical/surgical history entries and 

abnormal lab tests are summarized in Table 1. 

We encoded the structured features as whether a patient had a 

condition in the past medical/surgical history and whether a lab 

test is below or above the reference range. We adopted the same 

train-test split (7:3) and the same evaluation metric (AUC) as 
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in our previous study [30]. We used logistic regression (LR) 

model and 5-fold cross-validation to tune the regularization 

factor of LR, and obtained an AUC of 0.89 on the held-out test 

set. By building an ensemble model that averages the predicted 

probabilities from the structured-feature model and the NLP-

feature model, an AUC of 0.92 was obtained. The model 

performance was compared with previous results in Table 2. 

Using much fewer structured features we can achieve a 

comparable classification performance using unstructured 

MetaMap CUI features (83 vs. 1285). Combining the two 

models further improves the classification performance. Note 

that the pathology report count is essentially a type of structured 

feature, though not derived from RTF tables [30]. For a fair 

comparison, the top 3 models in Table 2 (including the 3rd 

model that was reported as the best model in our previous study 

[30]) all use the pathology report count. In this case study, 

including the structured features improved the performance 

from 0.89 to 0.92. The overall results suggest that structured 

features extracted from RTF tables can be effective features in 

computational phenotyping tasks and may work even better 

when combined with unstructured features extracted by NLP. 

Discussion 

This study is a preliminary work that tries to introduce the 

informatics community to the rich-text formatted EHR 

narratives but it comes with limitations. First and foremost, we 

note that different institutions may have different clinical 

Table 1: Most common medical/surgical history entries and abnormal lab tests. 

Common Medical History entries 

(# of occurrences) 

Common Surgical History entries 

(# of occurrences) 

Common Abnormal Lab test 

(# of occurrences) 

Breast cancer (313) Lumpectomy (213) MCHC low (112) 

Hypertension (213) Right breast (81) Blood urea nitrogen high (32)

Hyperlipidemia (134) Colonoscopy (78) Hemoglobin low (23) 

Disorder of refraction and accom-

modation (77) 

Removal of tonsils and adenoids 

(78) 

Albumin low (21) 

Hypothyroidism (72) Left breast (73) MCH low (20) 

 

Table 2: Comparison of classification performance on the held-out test set using different features. Shaded parts indicate the results 

from our previous study[30] that treated clinical narratives as plain text. 

Model Number of Features  Test AUC 

Combined MetaMap + Structured Features + Pathology Report Count 1365 0.92

Structured Features + Pathology Report Count 83 0.89

Combined MetaMap + Pathology Report Count 1285 0.89

Combined MetaMap 1282 0.68

Pathology Report Count 3 0.67

Full MetaMap without Combination 42 0.30

Bag of Words 55192 0.70

documentation systems, templates, and styles, especially across 

different healthcare chains on a national scale. Although our 

study uses multi-site data (a mixture of academic medical 

center and community hospitals) from regional healthcare 

chains, we expect challenges may arise when generalizing our 

study on a national scale. In addition, different healthcare 

chains may use different EHR systems with possible variations 

in the prevalence of the rich-text structures. Thus, we plan to 

expand our study in the future to include more types of EHR 

narratives, from different EHR systems, and systematically 

study their variations to better inform the data mining practice 

for EHR. We will also study the potential impact of rich-text 

format on improving the interoperability in health information 

exchange and portable computational phenotyping, as it brings 

more regularity to the otherwise “free” text.   

Conclusion 

Electronic Health Records (EHR) narratives are not equivalent 

to plain text but contain important structural information. One 

common medical note file format for archived EHR narratives 

is rich text format (RTF). We have utilized the low-level syntax 

tags in RTF files to mine the structured information of multiple 

types of EHR narratives. We ran our parsing systems across 

RTF clinical narratives from multiple community hospitals and 

an academic medical center, and successfully extracted tables 

and section headings from them. The tables contain patient 

allergies, medical histories, lab test results, prescriptions, vital 

signs, and even follow-up appointment information. A long 

EHR narrative may be divided into several sections, with each 

section containing cohesive information of a perspective and 

context of a patient’s pathophysiologic profile. Properly 

recognizing the tables and sections is useful to extract 

structured information from EHR and prevents unnecessary 

input chunks of text to NLP systems. In addition, targeted NLP 

algorithms can be further applied to individual sections to 

extract information more precisely. Our case study on breast 

cancer phenotyping shows that tasks such as computational 

phenotyping can benefit from properly extracted structural 

information (e.g., tables) and more accurate NLP, thanks to the 

usage of RTF structural information – a hidden and often 

ignored trove in EHR.  
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Abstract 

Huntington Disease (HD) is a genetic neurodegenerative 

disease which leads to involuntary movements and impaired 

balance. These changes have been quantified using footstep 

pressure sensor mats such as Protokinetics’ Zeno Walkway. 

Drawing from distances between recorded footsteps, patients’ 

disease severity have been measured in terms of high level gait 

characteristics such as gait width and stride length. However, 

little attention has been paid to the pressure data collected 

during formation of individual footsteps. This work investigates 

the potential of classifying patient disease severity based on 

individual footstep pressure data using deep learning 

techniques. Using the Motor Subscale of the Unified HD Rating 

Scale (UHDRS) as the gold standard, our experiments showed 

that using VGG16 and similar modules can achieve 

classification accuracy of 89%. Image pre-processing are key 

steps for better model performance. This classification accuracy 

is compared to results based on 3D CNN (82%) and SVM 

(86.9%). 

Keywords:  

Huntington Disease, Deep Learning, Diskynesias, Gait Analysis 

Introduction 

Huntington disease (HD) is a rare genetic neurodegenerative 

disease in which patients can have different levels of motor 

impairment and abnormal gait patterns [3]. In this project, deep 

learning is used to develop a novel evaluation method to 

classify patients’ severity of disease, based on their footstep 

patterns. 

Degeneration of motor function experienced by Huntington 

disease patients results in impaired balance and involuntary 

movements, which can be recorded using electronic pressure 

sensitive channels. All previous studies in this field analyzed 

high level gait characteristics, such as stride and tempo [9], 

calculated from the sensor mat based on distances between 

recorded footsteps. However, no one has studied whether the 

information contained in the pressure data of individual 

footsteps can provide a deeper understanding of the nature of 

the disease. This paper presents a novel approach to classify HD 

severity based on foot pressure data obtained from 

Protokinetics' ZenoTM Walkway. 

Patients diagnosed with HD were grouped according to their 

UHDRS motor score, which is currently the gold standard in 

measuring motor disease severity. A classifier was then 

developed, and its parameters were optimized using 

cross-validation. The classifier was trained on the formation of 

the footprints. 

Huntington Disease 

Huntington disease is a rare autosomal dominant disease, also 

known as Huntington’s chorea. Patients generally become 

unwell from middle age and have motor, cognitive, and mental 

health symptoms. The clinical symptoms of Huntington's 

disease are complex and variable, but patients invariably worsen 

over time [4]. The main features are dance-like involuntary 

movements with a progressive dementia. Huntington Disease is 

caused by expanded polynucleotide (CAG) repeats on the 

Huntingtin gene, which affect different molecular pathways and 

ultimately lead to neurological dysfunction and degradation [8]. 

Clinical Assessment of HD 

The Unified Huntington’s Disease Rating Scale (UHDRS) was 

developed as a clinical rating scale to assess four domains of 

clinical performance and capacity in HD: motor function, 

cognitive function, behavioral abnormalities, and functional 

capacity. The motor subscale is currently regarded as the gold 

standard in motor disease severity assessment, and is used as the 

endpoint in a number of clinical trials. Other clinical tests 

commonly used to determine the degree of motor function are 

the Timed Up and Go (TUG) test, the functional coverage test 

(FRT) and the Tinetti Performance Oriented Mobility 

Assessment (POMA) [1]. 

HD’s Impact on Gait 

The gait abnormalities in Huntington disease can be 

summarized as: (1) involuntary movements typically seen as 

chorea (sudden movements of the hands, feet, and facial 

muscles), and (2) worsening of balance and voluntary 

movement control [6]. The latter includes general slowing 

movements as well as impaired balance and gait.  

High level gait charactertistics, such as gait width and stride 

length,  have been extensively studied in HD. As can be seen 

from the Figure 1, three consecutive footprints form a gait cycle 

and include information such as stride width, stride length, and 

step size. These features can be measured and used for 

classification. 

 

 

Figure 1 – Gait Cycle[5] 
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This study proposes to examine the pressure data of individual 

footsteps for the first time, rather than the high level gait pattern 

data. 

Methods 

Hardware for Pressure Data Collection (ProtoKinetics 

ZenoTM Walkway System) 

The ProtoKinetics' ZenoTM walkway system consists of three 

layers - the pressure sensor and the carpet of the circuit are 

embedded on top of the protective substrate, hidden beneath the 

top layer of the linoleum. The pressure sensor grid has a high 

spatial resolution and is spaced 1.27 cm along the two axes. Due 

to the protective layered structure, sidewalks are compatible 

with auxiliary equipment, such as walking sticks and walking 

racks, without distorting the gait analysis results. The 

ProtoKinetics Motion Analysis Software (PKMAS) was used to 

collect and collate footstep pressure data. 

Data Acquisition 

Subjects and conditions 

Participants included individuals who underwent rehabilitation 

at the Huntington Disease rehabilitation service at St. Joseph's 

Hospital, Auburn. Each subject has been clinically diagnosed 

with HD prior to starting the study. All participants gave their 

informed consent for the HD-FALLS study, which has been 

approved by the St Vincent’s Hospital (Sydney) Human 

Research Ethics Committee (Reference HREC/13/SVH/378). 

Clinical Assessment 

Clinical and Zeno Walkway data were collected from 

participants of HD-FALLS. Although the study collected a 

broader data, the most relevant to this study is the UHDRS 

motor score. 

Data format and visualization 

Patients’ pressure data were measured by Zeno Walkway and 

collected as text files, as indicated below: 

 

Figure 2 – Pressure Data in Text File 

Text files were converted to video using python code. The basic 

idea of this code was to save the active sensor with the same 

time information as one frame. All saved frames were then 

animated as footprint videos. The video speed was 30 fps. 

Figure 3 and 4 show the visualization of healthy subject’s 

walking and HD patient’s walking. 

 

Figure 3 – Visualization of a Healthy Subject's Walk Along the 

ZenoTM Walkway 

 

Figure 4 – Visualization of an HD Subject's Walk Along the 

ZenoTM Walkway 

Data Preprocessing 

The data preprocessing for novel method is discussed here 

which included denoise and normalization, and data 

augmentation. The preprocessing for the other two comparison 

methods is discussed in corresponding result parts. 

Denoise and normalization 

Single footprint pictures help better study the formation of the 

footprint. Four angular coordinates of the footprint were 

collected, and corresponding images were cut as shown in 

Figure 5. 

 

Figure 5 –Collected Footprint 

After collecting the footprint, the color image was turned into a 

grayscale image with a range of pixel values from 0 to 255. To 

eliminate background noise, the pixel value below 50 was set to 

255 to remove the background, but the footprint pixel was 

saved as original value. The resulting images of individual 

footprints were concatenated into a large mosaic image as 

shown in Figure 6. 

 

Figure 6 – Footprint Formation Process in Greyscale 

(Denoised) 

The picture shows that the initial touch position (upper left 

corner) and the last touch (lower right corner). Most grey areas 

have the same level of pressure, but some dark points on the 

edges indicate lower pressure levels. 

Data augmentation 

A cohort of 12 patients included six patients each with low and 

high severity disease for our best approach. A 6-fold validation 

was used for model training. To clarify, five patients were 

randomly picked from one group as training data and 1 patient 

was left for model validation. 18 footprints were collected from 

each patient. In total, 180 mosaic images were used for training 

and 36 images were used for validation. 
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180 images were still not enough for deep learning training, 

especially for model with many parameters such as VGG16. 

However, as a rare disease, it is often hard to obtain many HD 

patients for research. To enlarge the dataset without collecting 

new footprint, the built-in function ImageDataGenerator was 

used. The ImageDataGenerator is a matured function that 

specializes in data augmentation. There are some parameters to 

set before it can create new images. In our project, shear range 

and zoom range were both set at 0.2. Horizontal flip was set as 

True. A schematic image in Figure 7 shows the basic operation 

in ImageDataGenerator. 

 

Figure 7 – Workflow for ImageDataGenerator 

Modeling 

The model for the pressure data of individual footsteps was easy 

and simple but models for control methods were advanced. It 

showed that pressure data of individual footsteps have rich 

features and can achieve good performance even without 

combining high level features. 

For our novel method, a pretrained VGG16 was used for the 

purpose of feature extraction. VGG16 is a convolutional neural 

network architecture named after the Visual Geometry Group 

developed by Oxford University. It was used to win the 2014 

ILSVR (ImageNet) competition [7]. So far, it is still considered 

as an excellent visual model and has outperformed more 

advancements in some areas, such as Inception and ResNet [2]. 

Since we have a small training data set, too many parameters 

can lead to overfitting. Compared to Inception and ResNet, 

VGG16 has fewer parameters and shorter training time. 

A 3D convolution neural network was trained on the same 

patients data for comparing performance. The 3D convolution 

calculates features from spatial and temporal dimensions. 3D 

convolution is achieved by convolving a 3D kernel to a cube 

formed by stacking multiple consecutive frames together. With 

this configuration, the feature map in the convolutional layer is 

connected to consecutive frames in the previous layer, thereby 

capturing gait information. 

3D Convolution neural network is designed to analyse videos or 

consecutive frames. In this project, normal pressure images 

were captured at 10Hz from patients’ gait pressure video.  

The inputs consisted of three types of images: Footprint 

pressure images, x gradient and y gradient images (Figure 9). 

The x and y gradient images were obtained from normal images 

using the Prewitt operator. 30 contiguous frames were used as 

an input unit for each type of image group.  
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Figure 8 – Prewitt Operator for (x,y) Gradient 

 

 

 

 

Figure 9 – Normal Pressure Image, (x,y) Gradients 

SVM was also used for comparison. The SVM learning 

algorithm has several parameters that include the kernel 

function (used to transform the dataset into a higher 

dimensional feature space), the kernel parameters (which 

depend on the choice of kernel), and the margin parameter. The 

values of these parameters can significantly impact 

classification accuracy and thus they need to be tuned to 

develop the optimal model for a given problem. A grid search 

was therefore undertaken to optimize the combination of values 

for these three parameters. 

The datasets used for SVM were pressure pattern feature set and 

gait pattern feature set (Figure 10). The pressure pattern feature 

set represented the footfall over a 30 cm x 20 cm area within a 3 

second duration. These features, which represented the temporal 

variation in footfall pressure distribution for each step, 
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comprised the feature set that shall hereby be referred to as the 

pressure pattern feature set.  

 

Figure 10 – Overview of SVM Data Preprocessing Approach 

The gait pattern feature set that included only the features 

affected by the symptoms of HD were extracted, as partly listed 

in Table 1. 

Table 1 – Spatiotemporal Features Extracted by PKMAS That 

Comprise the Gait Pattern Feature Set 

Feature Definition 

Step length Distance between heel contacts of 

consecutive footfalls. 

Absolute 

step length 

Diagonal distance between heel contacts of 

consecutive footfalls. 

Stride length  Distance between heel contacts of the same 

foot (equivalent to the summation of 

consecutive step lengths) 

Stride width Distance between consecutive heel contacts, 

taken perpendicularly to the direction of gait. 

Step time The period of time taken between the first 

contacts of consecutive footfalls. 

Stride 

velocity 

Equal to stride length divided by stride time. 

Stance time The period of time during which the foot is 

in contact with the ground. 

Results 

Result of Novel Method 

The formation of the footprint was used as an input to the 

experiment. The model used had two parts. The first part was 

VGG16, which was used to extract features such as edges and 

corners from the image. The second part worked as a weighting 

matrix, and different weights can be arranged for different types 

of features. The final output was the severity level (high or 

low). 

 

Figure 11 –Work flow for Footprints Formation Model 

The grouping method and data structure are shown in Figure 11. 

With 6-fold validation, the classification accuracy was 89%. To 

avoid the problem of small sample size, we used 

ImageDataGenerator to create larger data sets based on the 

formation of footprints, data augmentation, and cross-validation 

to achieve accuracy.  

Result of 3D CNN Method 

18 patients’ walking pressure videos were used for model 

training including 9 low severity patients and 9 high severity 

petients. 9-fold validation was used to evaluate our model on a 

limited data sample. The size of captured frames was 2700x200 

and rearranged as 800x600. 3D convolution parts shown in 

Figure 12 were of the same architecture. The features were 

extracted and concatenated followed by classification layer. Our 

3D CNN model achieved a classification accuracy of 82%.  

 

Figure 12 –Work flow for 3D CNN Model 

Result of SVM Method 

For comparision, two SVM classifiers were developed; one 

trained on raw footfall pressure data and the other on high-level 

gait features (computed by the Protokinetics' Movement 

Analysis Software package) for each footstep recorded for 65 

subjects diagnosed with HD. The objective was to classify HD 

severity as either `high' or `low', which was compared against 

the Unified Huntington's Disease Rating Scale score of the HD 

patient to whom the step belonged.  

The SVM trained on only the footfall pressure data achieved a 

classification accuracy of 76.9% (while that trained only on 

high-level gait features classified HD severity with an accuracy 

of 82.4%). When the predictions of both the classifiers were 

combined using an optimized weighting system, classification 

accuracy increased to 86.9%. 

Discussion 

Although deep learning method seems to be a blackbox to 

researchers, we can find clues by comparing different data input 

and model configurations. 

 Figure 13 – Classification Accuracy of Four Methods 

Our novel method used the pressure data of individual footstep 

formation process as temporal feature. Compared to 3D CNN 

which has a strong spatial information input and a designed 

structure for temporal information input, the novel method has a 

better performance. It shows that focusing on formation of 

individual footprint gives more representative features for 

model training. 
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During our work with 3D CNN, we found that including x,y 

gradient of images helps to boost the performance. Convolution 

layers were capable of extracting features such as edges or 

corners, but when edges became important factors in our project,  

it was better to extract them before providing input into the 

model. 

Footprint pressure frames were not working properly with SVM 

as its accuracy ranked the last but these frames work well with 

3D CNN model. When the results of the 3D CNN and the SVM 

trained on high level features were compared, we found that 3D 

CNN seemed to rely on footprint’s local area but failed to get 

high level features. High level features (stride length, stride 

width, step length) were more recognizable and useful for the 

SVM model based on the performance results. 

A combined SVM model ranked second in our performance 

summary showing that an optimized weighting system of deep 

learning model for footprint images and the SVM for high level 

features might be able to achieve better performance. 

We managed to achieve a classsification accuracy at 89% in this 

research by using only objective pressure data without 

considering the widely used gait pattern data.  

Limitations 

Being the first study to examine individual footprint pressure 

data, our study has a number of limitations. First, the 

preprocessing module can be further optimized. Footprints were 

processed individually. However, this approach did not consider 

whether the steps involved were from left or right foot. 

Analyzing the left and right foot separately may improve our 

results since HD may affect gait asymmetrically. Additional 

measures should be taken in future processing to ensure that the 

left and right foot are equally represented. Second, in terms of 

category labels, separating the UHDRS motor score into "low" 

and "high" severity could be a simplification. Third, the number 

of patients in this study was limited and did not include any 

healthy subjects as controls. Models derived from small 

samples may have biases that can be overcome with larger data 

sets.  

Conclusions 

This study uses an innovative perspective to explore the nature 

of Huntington Disease and its impact on motor function. By 

analyzing individual foot pressure data obtained from a pressure 

sensor mat, we found that the formation of footprint and 

temporal change in foot pressure is potentially a feasible 

classifier for HD motor disease severity.  

Future work 

Gait features 

For the first time, we have demonstrated the feasibility of 

classifying disease severity using individual footprint pressure 

data. After further verification, we will explore how this 

approach can be integrated with exisiting gait measures (such as 

gait width and stride length) to improve classification accuracy. 

Deep learning method 

The novel model only includes convolutional layers that cannot 

extract features between two consecutive footprints. Although 

3D CNN model can work with consecutive frames, the feature 

extracted seem to be less representative which leads to worse 

performance compared to novel model result. An idea is to 

combine advantages of both models. First, we will design a new 

model structure with input portals for x, y gradient images. 

Second, the inputs will not only include the current existing 

footprint formation, but also the relationship between the 

high-level features and the low-level features of the footprint.  
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Abstract 

Recently, the National Institutes of Health (NIH) published a 

chest X-ray image database named “ChestX-ray8”, which 

contains 108,948 X-ray images that are labeled with eight 

types of diseases. Identifying the pathologies from the clinical 

images is a challenging task even for human experts, and to 

develop computer-aided diagnosis systems to help humans 

identify the pathologies from images is an urgent need. In this 

study, we applied the deep learning methods to identify the 

cardiomegaly from the X-ray images. We tested our 

algorithms on a dataset containing 600 images, and obtained 

the best performance with an area under the curve (AUC) of 

0.87 using the transfer learning method. This result indicates 

the feasibility of developing computer-aided diagnosis systems 

for different pathologies from X-rays using deep learning 

techniques.  

Keywords:  

X-rays, Cardiomegaly, Machine Learning 

Introduction 

Cardiomegaly is a medical condition that indicates the 

enlarged heart. It can be an important sign of potentially 

severe heart diseases, such as high blood pressure, heart valve 

disease, heart muscle disease, pericardial effusion, and heart 

attack. Also, the cardiomegaly can increase the risks of several 

heart diseases, including the heart failure, cardiac arrest, blood 

clots in heart, and heart murmur [1]. It is estimated that there 

are more than 200,000 new cases of cardiomegaly every year 

in the US, which is an important health issue for the middle-

aged and senior population. The cardiomegaly is easier to treat 

if detected early, thus its early diagnosis is important. The 

chest X-ray, as one of the most frequently used examination in 

radiology, has been applied for several decades to detect and 

visualize the abnormalities of body organs [2-3]. It has been 

proven to be an effective diagnostic tool for pathological 

alterations, with additional advantages due to its noninvasive 

and low-cost characteristics [4]. Also, the X-ray is an 

important clinical diagnosis method for cardiomegaly [5].  

Distinguishing the different types of pathologies from the X-

ray is a challenging and tedious task even for domain experts 

[6]. Figure 1 shows the examples of X-rays in healthy and 

cardiomegaly condition. Only trivial differences exist between 

the two images. Thus,  it is meaningful to develop a computer-

aided detection method to facilitate the clinicians to accurately 

identify the X-ray images with cardiomegaly. Many related 

works have been done in developing such techniques in 

pathology detection field. Traditional image classification 

models have been applied in medical image classification and 

achieved satisfying performances. For instance, the Local 

Binary Patterns (LBP) [7-8] and the Bag-of-Visual-Words 

(BoVW) [9; 10] are two models widely applied to retrieve or 

classify the radiology images. In the LBP model, the images 

are usually divided into small cells of pixels, then the values 

of pixels in each cell are binarized. Next, the LBP histograms 

over each cell can be calculated as features passed to the 

classifier [10]. The BoVW is also called dictionary learning, it 

was proposed to mimic the visual processing by the human’s 

brain [10]. The BoVW is similar to the bag-of-words 

representation of text, it regards an image as a distribution of 

local descriptors. Those local patch descriptors can be color, 

texture, shape, and the most popular descriptor is the scale-

invariant feature transform (SIFT) [9-10].  

(a)  

(b)  

Figure 1–(a)X-ray Images for Patients without Cardiomegaly. 

(b) X-ray Images for Patients with Cardiomegaly. 

The deep neural networks have been widely applied in image 

processing area due to the development of new variant 

convolutional neural networks (CNNs) models [11-12] and 

modern hardware [13]. These models have reached promising 

performances for image classification tasks for the ImageNet 

Large Scale Visual Recognition Competition (ILSVRC) [14]. 

Also, these methods have been successfully applied in the 

processing of the medical images, including the detection of 

pleural effusion assessment on chest radiography, the lymph 

node detection on CT, brain segmentation, and assessing 

diabetic retinopathy [15]. Thus, our study explores the 

feasibility of using deep learning methods to identify the 

cardiomegaly from the X-ray images.  
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The deep learning methods are most effective when applied on 

large data sets, however, such large datasets are often not 

available in the medical field due to privacy issues [13]. 

Recently, the National Institutes of Health (NIH) published a 

new chest X-ray database called “ChestX-ray8”, which 

contains 108,948 frontal view X-ray images taken from 

32,717 unique patients. Natural language processing (NLP) 

techniques were used to annotate each image with eight 

disease labels from the associated radiological reports. The 

disease labels include atelectasis, cardiomegaly, effusion, 

infiltration, mass, nodule, pneumonia, and pneumothorax [16]. 

This annotated large dataset provided opportunities to 

developing computer-aided diagnosis (CAD) systems based 

on the deep learning methods. Initial experiments of image 

classification were conducted using this dataset [16]. They 

built a Deep Convolutional Neural Network (DCNN) 

architectures that used different ImageNet pre-trained models, 

i.e., AlexNet [11], GoogLeNet [12], VGGNet-16 [17] and 

ResNet-50 [18]. It is found that using the ResNet-50 pre-

trained model achieved the best results in identifying the 

cardiomegaly from the X-rays (AUC = 0.814).  

There are three pre-trained models we will use in this study, 

including the ResNet-50, InceptionV3, and Xception [19]. The 

ResNet-50 is a type of CNN model, and it was proposed to 

solve the problem that when the traditional CNN model has 

deeper layers, the performance would decrease in training and 

test set but not due to overfitting. Basically, ResNet-50 is a 

residual net with 50 layers. It can allow the model to go 

deeper, and enable smooth propagation and optimization [18]. 

This model won the first place on the ImageNet detection 

challenge. Compared to the traditional CNN models, the 

InceptionV3 has advantages that it can improve the overfitting 

problems of complex neural networks and reduce the 

parameters of the neural networks to reduce the computing 

cost. The core idea of InceptionV3 is to use convolution 

kernels with different sizes to extract features with different 

granularities from the images [12]. Xception was developed 

based on the InceptionV3 model, the depthwise separable 

convolution was introduced into the Xception model, which 

can process the spatial dimension and channel dimension of 

the image separately. Xception has roughly the same number 

of parameters as InceptionV3 and obtained better results on 

classification dataset consisting of 350 million images and 

over 17,000 classes [19]. In this work, we tried to identify the 

cardiomegaly from X-rays by combing three above-mentioned 

state-of-art pre-trained models based on ImageNet. We 

implemented the transfer learning method to integrate the 

three pre-trained models for identifying the cardiomegaly 

from X-rays.  

Methods 

Data Sources 

We used the “ChestX-ray8” database described previously. It 

comprises 108,948 frontal-view X-ray images from the year 

1992 to 2015. In this project, we selected 21,966 images in 

total. In 767 of the images they were labeled as 

“cardiomegaly” and the others were labeled as “healthy”. The 

whole dataset was divided into a training and a testing set. The 

training set contains 467 images labeled with “cardiomegaly” 

and 20,899 images labeled with “healthy”. The testing set 

contains 300 images for both “cardiomegaly” and “healthy” 

categories. We split the training and testing set in this way due 

to the limited number of images labeled with “cardiomegaly”. 

Image Pre-processing 

Three groups of images were used in our experiments. The 

first group contains the original image set. For the second 

group, two steps were implemented to preprocess the original 

image set. The first step is to crop the image based on the 

characteristics of cardiomegaly. Since cardiomegaly is closely 

related to the shapes and sizes of heart and breastbone. We 

tried to crop the unnecessary background to highlight the heart 

area. The dimension of the original image is 1024 � 1024. We 

crop all the images into the dimension of 800 �  800. The 

second step is to do the histogram equalization for all images 

[20]. Histogram equalization is a frequently used method for 

image contrast enhancement. It uses the cumulative 

distribution function to map the original image histogram to a 

new image histogram. It stretches the grayscale of the image 

by normalization. For the third group of images, we 

transformed the second group of images that contain three 

color channels into gray-scale images with one color channel. 

Transfer Learning  

We implemented transfer learning for the image classification 

task. It is usually unpractical to train the CNN from the 

beginning because of the insufficient data size and computing 

power. Thus, the transfer learning becomes an effective 

method in the image processing domain that could take the 

advantages of the well-developed models to solve new tasks 

[21]. Transfer learning mainly has two types when dealing 

with imaging processing problems. First, a pre-trained model 

can be used as the feature extractor for the new dataset. Once 

the features are extracted, a linear classifier can be trained for 

the new task. The second type is to retrain the fully-connected 

layer on top of the CNN on the new dataset while to fine-tune 

the weights of the pre-trained network through 

backpropagation. Considering the limited computing power 

and the size of our dataset, we used the first method in our 

study. Three models with weights pre-trained on ImageNet, 

including the InceptionV3 [10], ResNet50 [12] and Xception 

[19], were applied to extract the features from the training set 

of X-ray images and trained a classifier based on the different 

combinations of the features. The pipeline of our experiment 

was shown in Figure 2. Basically, for each experiment group,  

Figure 2–The Experiment Pipeline for Transfer Learning.  

we used the three pre-trained models to extract the features, 

and trained the classifiers based on features extracted by one 
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model, different combinations of two models and the 

combination of three models.  
Evaluation 

We evaluated the performances of the trained classifiers using 

different combinations of features extracted by the pre-trained 

models as illustrated in Figure 2. We also tested the scaled and 

non-scaled features as the comparison. We used the accuracy, 

F-1 score and the area under the curve (AUC) to evaluate the 

classification results using the test set mentioned previously.  

Results 

Images after Pre-processing 

Examples of images labeled healthy and cardiomegaly from 

three experiment groups are shown in Figure 3. The original 

images, cropped images that focus on the heart area, images 

after histogram equalization based on cropped images, and 

one-channel gray-scale image based on all the previous 

operations are shown in order. After cropping, many unrelated 

areas could be removed. The histogram equalization highlights 

the heart area, which could help the following image 

classification task. 

 

 

Figure 3– X-ray Images after Cropping and Histogram 

Equalization.  

Classification Results Using Different Pre-trained Models 

The results for identifying cardiomegaly from X-ray images 

are shown in table 1-3. For each experiment group, the results 

using separate and combined pre-trained models are listed. 

The scaled features were compared with non-scaled features. 

Table 1– Image Classification Results for Group 1  

Model Accuracy F-1 Score Scaled-feature 

InceptionV3 0.725 0.720 Yes

InceptionV3 0.792 0.790 No

ResNet-50 0.695 0.690 Yes

ResNet-50 0.747 0.740 No

Xception 0.673 0.670 Yes

Xception 0.712 0.700 No

InceptionV3

&ResNet-50

0.750 0.750 Yes 

InceptionV3

&ResNet-50

0.778 0.780 No 

InceptionV3

&ResNet-50 

&Xception

0.735 0.730 Yes 

InceptionV3

&ResNet-50 

&Xception

0.782 0.780 No 

Table 2– Image Classification Results for Group 2 

Model Accuracy F-1 Score Scaled-feature 

InceptionV3 0.723 0.720 Yes

InceptionV3 0.795 0.790 No

ResNet-50 0.693 0.690 Yes

ResNet-50 0.765 0.760 No

Xception 0.655 0.650 Yes

Xception 0.708 0.700 No

InceptionV3

&ResNet-50

0.737 0.740 Yes 

InceptionV3

&ResNet-50 

0.797 0.800 No 

InceptionV3

&ResNet-50 

&Xception 

0.726 0.720 Yes 

InceptionV3

&ResNet-50 

&Xception

0.792 0.790 No 

 

After initial experiments, we found that the Xception model 

always had the worst performances and did not improve the 

performances in combined features. Thus, we stopped using 

Xception model separately in group 3.  

Table 3– Image Classification Results for Group 3 

Model Accuracy F-1 Score Scaled-feature 

InceptionV3 0.715 0.710 Yes

InceptionV3 0.782 0.780 No

InceptionV3

&ResNet-50

0.748 0.750 Yes 

InceptionV3

&ResNet-50

0.793 0.790 No 

InceptionV3

&ResNet-50 

&Xception

0.715 0.710 Yes 

InceptionV3

&ResNet-50 

&Xception

0.790 0.790 No 
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Figure 4–The Selected Best ROC Curves in Experiments. 

The group 1 used original images, the features extracted by 

the combination of InceptionV3obtained the best results (F-1 

= 0.79). The images in group 2 were cropped and stretched 

through histogram equalization. The combination of 

InceptionV3 and ResNet-50 models obtained the best results 

(F-1 = 0.800). The group 3 used gray-scale image with only 

one color channel. The combination of InceptionV3 and 

ResNet-50 models and the combination of InceptionV3, 

ResNet-50, and X-ception both reached the best results (F-1 = 

0.790).  

The selected best ROC curves are shown in Figure 4. The 

upper figure shows the ROC curve for using the only 

InceptionV3 model in group 3, and the lower figure shows the 

ROC curve for using the combination of InceptionV3 and 

ResNet-50 models in group 2. Our best performing 

experiment obtains the AUC = 0.860. Both the individual 

InceptionV3 model and the combination of InceptionV3 and 

ResNet-50 models reach the best results. The performances of 

experiments using the Xception model are not ideal, usually 

with F-1 around 0.700.  

Discussion 

This study explores the feasibility of applying transfer 

learning methods to identify the cardiomegaly from X-ray 

images. We used the pre-trained CNN models based on the 

ImageNet to extract the features from the X-ray images and 

obtained promising results (AUC = 0.860). In Wang’s et al. 

work [16], they used the ResNet-50 model and tried to finish 

the similar task. They obtained the best result with AUC = 

0.814 for identifying the cardiomegaly disease from X-ray 

images. Our method out-performed their results. Although the 

experimental scenarios are not identical, our task is binary 

classification while their task is multi-classification.  

The three pre-trained CNN models in our study are 

InceptionV3, ResNet-50, and Xception. When using the model 

separately, the features extracted by the InceptionV3 obtained 

the best performances in all experiment groups, while the 

Xception is not proper for the X-ray images compared to 

others. The combination of InceptionV3 and ResNet-50 

models slightly improve the performances. The best F-1 score 

is 0.800 and AUC is 0.860 using the combination of the two 

models. However, using the combined features does not mean 

better results. In group 1, the InceptionV3 itself has the 

highest accuracy than other combined models.  

We used three experiment groups in the study, each group has 

images with different pre-processing methods. All the pre-

processing steps used classic methods and obtained better 

images visually. However, the results show that compared 

with the average accuracy and F-1 score, there’s no much 

difference among three groups, which indicates the pre-trained 

CNN models extract the features in a way that not influence 

by the image pre-processing process used in the study. 

Considering the property of X-ray images and the 

cardiomegaly disease, we also tried other pre-processing 

methods. For instance, to highlight the edges of the images, 

however, due to the unstable qualities of the images, the 

method cannot apply to all the images. Figure 5 shows the 

effect of the edge detection, the upper images show successful 

examples of pre-processing to highlight the breastbone and 

heart area, while the lower images show the bad examples. 

Since the quality of the X-ray images varies a lot, more 

powerful image pre-processing methods would be necessary 

to improve the results in future studies. Besides, the 

normalization of extracted features was conducted in all 

experiment groups. Usually, the feature normalization would 

improve the performances of neural networks in image 

classification, since it could reduce the noise of the images by 

bringing the intensity values to the normal distribution. We 

used the 0-1 normalization in the study, however, it has side-

effects and harms the performances of the model.   

 

 

Figure 5–Successful and Failed Edge Detection Examples. 

Limitations & Future Work 

There are mainly two limitations for the study. First, is the 

unbalanced dataset. We have 767 X-ray images labeled with 

“cardiomegaly” and 20,899 images labeled with “healthy”. 

Considering the difficulty of obtaining the annotated X-ray 

images, it is already the most comprehensive dataset we could 

obtain. The second limitation is related to the transfer learning 

method. We used the pre-trained CNN models based on the 
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ImageNet. Theoretically, these models only work best when 

our dataset is similar to ImageNet data. The ImageNet data 

contains over 14 million images in our daily life, but the X-ray 

image is a special type of image. Currently, there’s no pre-

trained model based on X-ray images. In the future, we will 

try to improve the performance by retraining the Inception V3 

model. Also, we plan to work with the clinical department to 

evaluate if our method could improve the efficiency of manual 

review of X-Rays in clinical settings.  

Conclusions 

In this study, we applied the transfer learning method to 

identify the cardiomegaly from X-ray images. We obtained 

the best performance using the combination of InceptionV3 

and ResNet-50 pre-trained models, with AUC of 0.860 that 

surpass the state-of-the-art results in related work. This result 

shows the feasibility of using transfer learning methods to 

develop the CAD system for X-rays.  
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Abstract 

According to the latest statistics of the China National Health 

Protection Commission, the prevalence of adult diabetics in 

China has reached 11.6%, and the number of patients has 

exceeded 114 million. Understanding the needs of diabetics and 

what kind of problems they are anxious about are crucial for 

doctors, hospitals and other health care providers, which can 

be used to ameliorate patient education services and help 

patients to improve their disease management skills. Hence we 

have conducted a study to analyze the questions about diabetes 

collected from a Chinese health website; the number of which 

is 151,589. We have divided these questions into 9 categories 

using a convolutional neural network. The shocking results 

showed that the questions about prevention only account for 

1.23%. And a Chinese patented drug Xiaoke pill, the main 

component of which is glibenclamide, ranks fourth among the 

drugs the user cares most about due to the cheap price. 

However, patients know very little about its side effects. 

Keywords:  

Diabetes Mellitus, Machine Learning, Natural Language 

Processing  

Introduction 

According to the China Internet Network Information Center, 

the number of Internet users in China reached 802 million in 

2018, and the Internet penetration rate was 57.7% [1]. The 

Internet has become an important carrier for consumers to 

express their health information needs and search for health 

information. Furthermore, patients with chronic diseases are 

more willing to share experiences and seek help via the Internet 

[2]. In order to meet the needs of the market, there are dozens 

of companies in China that started offering online disease 

counseling services for patients, by constructing a connection 

between patients and doctors through the internet. As a result, 

these sites have accumulated a large number of disease-related 

questions, from which we can mine valuable information about 

what the patients are concerned. Health providers like hospitals 

can make use of these questions raised by patients to improve 

their services such as patient health education, and patient 

follow-up to consumers. 

In 2000, the International Diabetes Federation (IDF) predicted 

that the number of diabetics worldwide would reach 366 

million by 2030 [3]. But just 10 years later, in 2011, diabetes 

data released by IDF showed that the number of people with 

diabetes worldwide had increased to 366 million [4]. The 

spread of diabetes is faster than expected. Moreover the number 

of patients with diabetes in China has ranked first in the world 

[5].  

Nevertheless, people with diabetes usually have no medical 

background. It’s natural for them to feel overwhelmed and 

scared when faced with diabetes, which is incurable. Hence 

studying their needs and analyzing their anxieties are 

fundamental to health care providers to comprehend their 

needs, which can break the information gap between the 

patients and health care providers. As a result, health care 

providers can provide better patient education services and 

improve self-management ability of diabetics. In order to 

achieve this goal, we have chosen to study diabetes-related 

questions on the internet to analyze the needs of diabetics. 

In previous studies, Haihong Guo et al. analyzed hypertension-

related questions, which studied a very limited amount of data 

of 2000 questions [6]; Zongcheng Jia et el. studied cancer-

related questions with a data of 1000 questions [7]. As far as we 

are concerned, there is occasionality in the distribution of such 

a small amount of data, which in general cannot represent the 

reality. And with the development of artificial intelligence, 

some traditional machine learning algorithms like support 

vector machines (SVMs) and Naive Bayesian have been used 

to classify questions by feeding some features as Bag of Words 

(BOW) or  TF-IDF extracted from the dataset into the algorithm 

[8], which is not using state of the art technology, meaning that 

better models can be used to improve the performance.   

To analyze the diabetes-related questions, we used a 

Convolutional Neural Network to classify these questions,  

which is capable of capturing semantic level information. 

Based on the results of the classifier, we have further explored 

the hidden information in the data. This  method can be 

generalized to analyze other chronic diseases by means of 

feeding labeled data to our model.  

Methods 

Data Collection 

In order to reflect the real distribution of the diabetes-related 

questions, we designed a spider specific for a Chinese health 

website (http://www.39.net/) to crawl all the diabetes-related 

questions without any selection or filter, of which the total 

number is 151,589. With such a large amount of data, we 

believe that the results obtained are highly convincing. 

Since these questions are all raised by patients, most of which 

don’t have a medical background, these questions about 

diabetes are very colloquial and there are a lot of misspellings. 

For instance, Many patients may type “����”(metformin) 

as  “����”(metformin). And some consumers may merge 

several questions into one single question like “Do I have 

diabetes? Is it necessary to take medicine? Which treatment is 

better?”. The diversity and complexity of the dataset is also a 

huge challenge for us, which put forward higher requirements 

for the robustness of our model. 
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Classification Schema 

According to the classification schema of the references [6,9], 

combined with the specific characteristics of diabetes itself, all 

diabetes-related questions are classified into 9 categories: 

diagnosis, treatment, lifestyle, complication, maternity related, 

prognosis, health provider choosing, prevention, and others. 

The “others” category represents some description irrelevant to 

disease. Using such a schema, each question can be classified 

into one of the classifiers. 

Word2vec 

Word2vec is an efficient model for learning high-quality, 

distributed vector representations that capture a large number 

of precise syntactic and semantic word relationships [10]. 

Unlike traditional Bag of Words representations, words are 

projected from a sparse, 1-of-V encoding using one-hot 

encoding (here V is the vocabulary size) onto a lower and dense 

dimensional vector space via a hidden layer. In general, the 

dimensions of vectors are set between 100 and 500. In such 

dense representations, semantically close words are likewise 

close in Euclidean or Cosine Distance in the lower dimensional 

vector space. Since Word2vec uses the unsupervised learning 

method, it’s very efficient and easy to use.  

It has been shown that performance can be improved by training 

the Word2vec model using domain-specific data before training 

a downstream neural network [11]. To train our own word2vec 

model, we fed a large corpus of text into the model, including 

all the diabetes-related questions and a lot of other medical-

related documents. In our model, the dimension of the vector is 

set at 300.  

As a result, each word can be represented in a distributed vector, 

containing syntactic and semantic information. Therefore, we 

can calculated the similarity that can be represented by the 

cosine similarity between the 2 vectors correspondent. Here are 

some interesting results: 

Table 1. Word Similarity 

Word1 Word2 

Similarit

y 

��	 (diabetes) 
�� (hypertension) 0.62 

��	 (diabetes) 
� (apple) 0.18 

��	 (diabetes) �� (fruit) 0.17 

��	 (diabetes) �� (vegetable) 0.12 

�� (fruit) 
�� (hypertension) 0.14 

�� (fruit) 
� (apple) 0.63 

�� (fruit) �� (vegetable) 0.87 

As is shown in the table above, the semantic information is well 

captured by the model trained. Such a well-trained model can 

improve the performance of our neural network model.  

Convolutional Neural Network 

There are two, main deep, neural network architectures in NLP 

(natural language processing): convolutional neural network 

(CNN) and recurrent neural network (RNN). Generally 

speaking, CNN is mainly used for classification tasks like 

sentiment classification since sentiment is usually determined 

by some key phrases; RNNs is mainly used for a sequence 

modeling task like language modeling as it requires flexible 

modeling of context dependencies [12]. Since our task is to 

classify questions, CNN is chosen as our basic network 

architecture.  

Convolutional neural network, originally invented for computer 

vision tasks, which uses convolving filters to extract local 

features from images,  have also been shown to perform well in 

natural language processing. With the help of the Word2vec 

model, sentences can be embedded in a matrix. After that, 

sentences can be treated just as an image which is originally 

represented by a matrix.  

In this study, we used a multi-channel CNN which is largely 

used in our other classification tasks, and have also been proven 

to achieve excellent results. The main model architecture is 

shown in Figure 1.  

 

Figure 1. Main Model Architecture 

Note: Each “Conv”(convolutional) module in this graph 

represents a convolving filter with different kernel size. Due to 

limitations of image size, not all the “Conv” module are 

presented in the figure. Max Pooling layer and Average Pool 

layer are used at the same time, represented by “Pool” module 

in the graph. To avoid overfitting problem, 0.5 is set as the 

dropout rate in the “Dropout” module. 

Annotation and Training Procedure 

To train a deep neural network, it’s essential to feed labeled data 

into the deep model. We manually annotated 1000 questions, 

randomly selected from the dataset in the first place. Using such 

a small amount of data, we have been able to train a model that 

performs not very well but can already identify certain patterns 

according to the limited training data.  

What we did next was to use the convolutional neural network 

to predict these unlabeled data and use the results as references 

to help us speed up the annotation process. The output of the 

model represents the probabilities that one sentence is classified 

into each category. Those sentences with low probabilities 

mean that the model fails to identify the patterns in the 

questions, which in most cases, represents that there is no 

similar pattern in the labeled data. So we need to annotate more 

data with new patterns for the model to learn. In this study, we 

defined the uncaptured pattern threshold at 0.7, and the 

captured pattern threshold at 0.95, meaning that if prediction 

probability of a question is below 0.7, we judge that the pattern 

of this sentence cannot be recognized by the model. In contrast, 

the prediction probability of a question above 0.95 means the 

sentence is well recognized.  
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Next, we manually annotated another 500 questions, randomly 

selected from the unrecognized questions. By repeating the 

training and annotation process above 4 times, we were able to 

train a well performing convolutional neural network.  

Results 

Neural Network Performance 

We have annotated 3000 questions in total by means of the 

annotation and training strategy mentioned in the method 

section. All labeled data is divided into 2 sets, the training set 

occupying 80% for training our model, and the test set 

occupying 20% for evaluating our model, which is invisible to 

the model. The accuracy of our neural network has reached 

96.7% in the test set, representing the performance of our 

convolutional model.   

Using such an annotation and training strategy, we avoided 

annotating the same patterns all the time and were able to feed 

more new patterns to our neural network, which can largely 

improve the performance and robustness. Here is an example of 

the classification result to prove the robustness of our deep 

neural network: 

• Question without misspelling:  

− ������������������ 

(What are the side effects of long-term 

consumption of metformin on health?) 

• Question with misspelling: 

− ��!�����������(What are 

the side effects of taking metformin for a long 

time?) 

Both questions are properly classified into the same class: 

treatment. The classifier works fine even if there is a spelling 

mistake in the sentence.  

Classification Result 

The classification result of the number of 151,189 questions is 

presented in Figure 2.  We can conclude that the most 

concerned aspects of diabetics are diagnosis, lifestyle, and 

treatment. However, little attention has been paid to how to 

prevent diabetes, occupying just 1.23 percent, suggesting that 

patients rarely care about diabetes before actually getting 

diabetes.   

 

Figure 2.  Classification Results 

Study of Prevention Class 

We carefully studied the questions of diabetes prevention. What 

we have found is that under most circumstances, people will 

start asking questions about how to prevent diabetes only when 

a relative or a friend has diabetes, here are some typical 

examples: 

• "#$%&'(�)*��	+ ,�-./01

��	2 ( Several friends of mine have got 

diabetes. How can I prevent diabetes?) 

• 34�56#78'()*��	9:;�<=

>+?@"AB<CA9D<EF+GH"I,

-01��	 (There are quite a few friends and 

relatives around me who suffer a lot from diabetes. So 

I am distressed and scared. How can I prevent 

diabetes?) 

On the basis of the result, education about diabetes prevention 

needs to be spread to more people to help everyone recognize 

the importance of diabetes prevention.  

Study of Lifestyle Class 

Comparing questions before 2010 and after 2010 in Figure 3, 

the proportion of patients' questions about lifestyle increased 

from 13.71% to 22.59%, which shows a significant increase. A 

reasonable explication is that consumers are now more aware 

that lifestyle plays a very import role in diabetes.  

 

Figure 3. Comparison of Lifestyle Related Questions Before 

and After 2010 

Knowing that diet plays a crucial role in diabetes, we conducted 

a further study about the most cited food by diabetics in the 

lifestyle class, shown in Figure 4. As for Chinese, eating has 

always been one of the most important things in daily life. 

Medical professionals can provide a better dietary 

recommendation for patients as a reference by means of the 

results obtained. 
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Figure 4. Top 10 Cited Foods 

Study of Different Age Groups 

It is also fundamental to analyze the different needs of patients 

of different ages, the result of which is presented in Figure 5. 

We can see significant differences in the aspects that people of 

different ages are concerned about.  

Young people are more concerned about maternity-related 

issues, who are at an age suitable for childbearing. They may 

worry about problems like whether diabetes will be passed on 

to children or whether people with diabetes have fertility.  

While older people are more concerned about complications 

and lifestyle to alleviate the impact of diabetes on life. Many 

people at this age are using oral medication or insulin therapy. 

They are more eager to know the drug usage, efficacy and 

adverse reactions. 

 

Figure 5. Classifcation Results of Different Age Groups 

Study of Drugs 

About the medication for diabetes, consumers raised more 

questions about insulin, metformin, gliclazide, and the Xiaoke 

Pill. Despite the import role of insulin in blood sugar control, 

the application of insulin is far from sufficient. Many diabetics, 

even medical staff, especially non-endocrinologists, have a 

variety of concerns and hesitation about the use of insulin, 

which suggests that diabetes professionals should teach patients 

and relevant medical staff more knowledge of insulin, improve 

their attitude towards diabetes.  

The questioning rate of metformin is high, and that may be 

related to metformin being recommended as the first choice for 

diabetes treatment. 

Xiaoke Pill is a kind of Chinese patent medicine, which is 

favored by many consumers because of the cheap price. Also, 

in China, many patients believe that Chinese traditional 

medicine has fewer side effects than western medicine, which 

may also be a reason why Xiaoke Pills are very popular in 

China. However, Xiaoke Pill contains glibenclamide, which 

can cause severe hypoglycemia and may lead to liver and 

kidney damage with a long-term application. Therefore, 

medical professionals should fully explain to consumers the 

side effects of Xiaoke Pills, and guide consumers to abandon 

the use of this drug. 

 

Figure 6. Top 5 Cited Drugs 

Discussion 

In this study, we have applied Word2vec and a state of art 

convolutional neural network to classify diabetes questions. In 

addition, we have used a more advanced annotating strategy, 

which can feed more patterns to the deep neural network to 

improve the performance. To achieve the same performance 

using the normal annotating strategy without pattern selection, 

we need a larger amount of annotated data. 

Compared to the previous works presented in the introduction 

section, which tried to classify and analyze disease-related 

questions, the results of our work is more convincing. At the 

same time, we further explored more hidden information based 

on the results of the classifier. 

Doctors, hospitals, and government medical institution can use 

the results of this analysis to better understand the needs of 

diabetics and discover the aspects in need of improvement.  

For example,  there are only a few problems related to the 

prevention of diabetes, meaning that people are not paying 

enough attention to the prevention of diabetes, which may be a 

reasonable cause of the growing number of diabetics in China.  

There are also many shortcomings in our research. First, we 

have annotated 3,000 diabetes-related questions, which 

requires extensive work and takes a long time. Our model 

cannot be directly generalized to other diseases. To do a similar 

analysis of another disease, we have to redesign the 
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classification schema and annotate the new data. The 

classification schema we used is not perfect. For example, 

questions about sport, diet, and living habit are classified into 

the same class: lifestyle.  

In the future, we should aim at improving the limitations of our 

work. Some more advanced deep neural networks like ELMO 

[13] and BERT [14] have achieved state of the art performance 

in many NLP tasks. Maybe these networks can be used to 

improve the annotating and training process. And, we can 

redesign a better classification schema that can be easily 

generalized to another chronic disease. We hope that more 

advanced natural language processing technologies can be 

applied to the medical domain. 

Conclusions 

In this study, we identified the diabetes information needs for 

consumers by analyzing a large amount of data. We have 

developed a classification schema for diabetes-related 

questions and used a convolutional neural network to classify 

the questions according to the schema designed. And, we found 

that the prevention of diabetes has not received enough 

attention in China and the popularity of Xiaoke Pill in China 

also needs to be reviewed.  
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Abstract 

In 2018, a major replacement of clinical applications took 

place at the University Hospital of Giessen. One key part was 

the clinical document archive containing a vast collection of 

clinical data from the last 30 years. The aim of this sub-

project was to move all data to a new system without any loss, 

while maintaining all functionality and all communication 

interfaces. This project successively resulted in a complete 

paradigm change in document storage. While the legacy 

clinical data repository (LCDR) was designed according to 

HL7-V2 principles, the replacement resulted in an HL7-FHIR 

implementation. The aim of this work is to discuss the 

differences between both approaches, the obstacles that 

appeared during migration, but also the opportunities 

resulting from the new philosophy, especially as far as the 

impact on the use of scientific data is concerned. 

Keywords:  

Information Storage and Retrieval; Database Management 

Systems; Electronic Health Records 

Introduction 

In current clinical network infrastructures, a central document 

archive has become more and more essential to prevent 

medical staff from spending too much time seeking relevant 

patient information. The resulting data aggregation not only 

leads to more efficient clinical workflows but produces new 

opportunities for data analysis, ranging from user optimized 

cumulative data views, to support for accounting information 

generation, to diagnosis prediction and assistance on scientific 

studies. The University Hospital of Giessen has a long 

tradition in the use of clinical document archives, resulting in 

a vast collection of data, starting with lab values in the late 

1980s today, offering a spectrum of more than 50 data sources 

and a volume of about 300 million datasets. To cope with 

these large amounts of data, the HL7-V2 standard was 

consequently used not only for data transmission, but also for 

storing the data in databases using the HL7-segment structures 

as table definitions. The outcome was a standardized Entity-

Attribute-Value (EAV) model [1,2], which has served clinical 

demands well during the last decades.  

The emerging requirements for mass data storage, data 

security and protection, as well as legal requirements, forced 

the University Hospital of Giessen to replace the proprietary 

LCDR with a modern commercial clinical document archive 

solution by Synedra, an information technologies company. 

Synedra’s approach hereby entirely differs from the LCDRs 

EAV-model, since all data is stored as monolithic data in 

database BLOBs, compensating for the disadvantages of this 

approach by using the HL7-FHIR [3] standard in JSON-

format.  

Fundamental Concepts and Data Types 

The principal purpose of a clinical document archive (CDA) 

comprises data collection, storage, and display. Additionally, 

the CDA has to provide stored information for various 

medical subsystems, especially for the clinical information 

system (CIS) itself. The export of anonymized data for the 

support of clinical studies is another purpose that a CDA has 

to satisfy. In all of these cases, the CDA acts as a uniform 

abstraction layer for data originating from a broad range of 

different medical subsystems, like laboratory information 

systems (LIS), radiology information systems (RIS), or 

department specific information systems like for cardiology, 

pneumonology, etc. For different sources of information, the 

structure of the corresponding data is also different. Basically, 

we can distinguish the following classes of data, each 

requiring entirely different treatment: 

1. Monolithic documents, which are most often stored 

as PDF or image formats like JPEG; 

2. Plain text or formatted text (like HTML), which are 

transmitted inside an HL7-ORU message; 

3. Structured data with multiple observation values; 

4. Reference pointers to documents or web pages 

stored in medical subsystems; 

5. DICOM references from the PACS; and 

6. Additional data from clinical studies most often 

stored in Excel spreadsheets.   

The LCDR was principally designed for presentation and as a 

broker server without the demand of storing all data inside its 

own database, but leaving monolithic data, webpages, and 

DICOM data on external databases of the originating 

subsystems and referring to them via web linkage. According 

to this, the preferred data type of the LCDR was structured 

data, having the advantage of flexible display and the best 

usability for statistical evaluation. In contradiction, the new 

Synedra archive is intended to store all information in its own 

database, for the sake of data persistence, and treats all 

information like monolithic data.  

Therefore, Synedra creates a HL7-FHIR resource containing 

all the structured information and metadata concerning the 

clinical finding. These data are stored in JSON format into a 

Postgres database, making it reasonably searchable by creating 

appropriate indices, as well as in XML format, to the file 

system for display purposes. This closes a major gap between 

the functionality of the LCDR and the Synedra archive and 

enables Synedra to provide customized data presentation 
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layers, like cumulative lab display and selective access to 

structured data. Also, Synedra uses the XML resources to 

deliver entire documents via RESTful web services, allowing 

the CIS and other subsystems to participate in the data stored 

in the Synedra archive on demand.  

Another improvement provided by the Synedra archive is the 

complete integration of DICOM data. Since 1996, Giessen 

was lucky to successfully manage the linkage between 

DICOM images and corresponding radiological findings by 

transmission of study instance UIDs within HL7-ORU 

messages. However, the information from DICOM image tags 

was not searchable in the LCDR because it only possessed a 

display link to the DICOM series but not the images 

themselves.  This problem is fixed in the Synedra archive by 

receiving all DICOM series from the PACS. Similarly, the 

monolithic PDF documents and links to external web 

interfaces, which could not be searched by the LCDR, became 

searchable by Synedra by importing its contents into its 

database.  Finally, data spreadsheets provided by clinical 

studies, including questionnaire responses or observations, 

were able to be imported and stored in the Synedra archive as 

appropriate FHIR resources [3].    

Methods and Results 

Challenges during Data Migration 

It turned out that the migration of data from the LCDR to the 

Synedra archive was even more demanding than expected. 

The very first approach, to generate download lists with all the 

metadata of the documents and have Synedra download all the 

documents using the usual web interface of the LCDR, led to 

an undefinable set of crippled data due to the complexity of 

the data landscape and the many subsystems involved, making 

appropriate exception handling impossible.  Therefore the 

transmission via HL7-MDM using the Orchestra 

communication server as middleware was considered. This 

resulted in a vast range of different errors, depending on the 

data’s document classes (as mentioned in the section above), 

requiring individual adjustment.  

Structured data 

The Synedra archive was not intended for the use of structured 

data, initially. When the question arose, how to handle these 

data, maintaining both the original presentation of the data and 

the structured information itself, the idea of using the HL7-

FHIR standard was born. Since a FHIR resource is suggested 

to not only contain patient information and observation result 

sets but an HTML representation of the data for display 

purposes [3], this format turned out to exactly fit the existing 

requirements.   

Monolithic documents 

The architecture of the Synedra archive was primarily 

designed for storing documents without caring about their 

inner structure. These documents are most often stored with a 

fixed representation like PDF. The transport of such 

documents can be performed either by storing the data to a 

shared folder and transmitting a reference to the document’s 

storage location or transmitting the document within the 

corresponding HL7-message. The latter approach allows the 

distribution of documents to several recipients without 

interference and so was preferred by Synedra. This approach 

impacted on the Orchestra communication server like inflating 

its log files to exceed the file system’s limits and overburden 

the debugging tools whenever errors occurred, and so was 

abandoned.  

The most common errors with these data were due to subsys-

tems deleting or changing the documents without notifying the 

LCDR of the changes. These problems also were solved by 

Synedra’s storage philosophy for the future. 

Plain text 

The LCDR behaved rather fault tolerant. When transmitting 

plain text data in HL7-OBX segments, special characters, 

wrong coding information and misused HL7-escape-

characters spoiled quite a few data transmissions either when 

passing through the Orchestra communication server or when 

received by Synedra. These errors had to be fixed in the 

LCDR data stock one by one. 

Reference pointers 

Synedra stores all data persistently in their database and does 

not hold references to external resources. The LCDR held 

several references to different subsystems, some of them 

providing interactive web pages that display data only after a 

user action was performed. These resources could not be 

downloaded like usual documents and needed to be rebuilt or 

exported in different ways, directly from the source of 

information. Another obstacle arose by access control using 

tokens with time limitations.  

Communication Approaches 

The remedy for the latter problem led us to the general 

approach of making the LCDR download the documents, store 

them to a shared folder and send an HL7-MDM notification 

for each one to the Synedra archive. Since the Synedra archive 

always sends HL7-ORU messages with reference pointers to 

access recently stored documents along with the original 

document identifiers to the communication server after 

successful storage, we used this mechanism like an 

“acknowledge with regard to contents” notification and stored 

these response messages along with the original data into the 

LCDRs database. This procedure made the export status 

completely transparent (Figure 1) (Table 1). 

Figure 1 – Document Export  

 

 

 

Another problem proved to be the timely manner. Data export 

would take longer than acceptable due to performance 

limitations of the LCDR. On the other hand, one could not 

expect the clinical staff to search two archives for the 

documents. To solve this, an additional process, which we 

called “export on demand,” was established. Whenever a 

patient visits the hospital, an HL7-ADT message is released 

by the CIS. This message, received by the LCDR, triggers an 

export mechanism for all documents concerning this patient 

(Figure 2). 

 

 

����
���	
��


���������

HL7-ORU

HL7-MDM

Synedra 

File 

System
Database

J. Zohner et al. / Challenges and Opportunities in Changing Data Structures of Clinical Document Archives 493



Download 

 

 

Thus, instantly all of a patient’s documents seemed to be 

present in the Synedra archive to the clinical users, although 

the very last transmission took place almost one year after the 

production startup of Synedra. 

Figure 2 – Export on Demand  

 

 

Used HL7-FHIR Resources and Versions 

HL7-FHIR is a standard currently evolving at a rapid pace. 

FHIR consists of several resources, each one designed for 

appropriate clinical demands. Hereby, both the set of 

resources and the structure of the individual resource itself 

depend on the version of FHIR used. At the project’s start, 

FHIR version “STU3”, the current version at that time, was 

used. In December 2018, “R4” was officially released [3]. The 

Synedra CDA today supports both versions, STU3 and R4, as 

far as the interfaces are concerned, but stores new data 

according to version R4 and successively migrates legacy data 

from STU3 to R4. 

Concerning the FHIR resources, “DiagnosticReport” and 

“Observation,” supported by “Patient”, “Organization” and 

“Practitioner,” were the first to be implemented. Further 

resources like “MedicationAdministration”, “Condition”, 

“Procedure”, “Claim”, “AllegyIntolerance”, 

“FamilyMemberHistory”, “Immunization” and 

“QuestionaireResponse” [3] were drafted and are currently  

 

 

being implemented. The latter resources especially play an 

important role for the use of scientific data. 

The FHIR standard allows the implementation of extensions, 

offering the possibility of storing additional information not 

covered by the standard, if necessary. For the Synedra CDA, 

the standard proved to be sufficient except for one single 

extension of the “DiagnosticReport,” which holds the original 

HL7-ORU message for the sake of reproducibility of the 

“HL7-V2 to FHIR” conversion step. While no major problems 

occurred using FHIR, it may be noteworthy to mention that 

the flexibility of FHIR, like the substantial number of optional 

elements and the extensibility, makes the beginning steps with 

FHIR easy but leads to a lot of work later on. 

Impact on Scientific Data Use  

A significant benefit from centralized CDAs is the possibility 

to use a broad range of clinical data for the purpose of clinical 

research. The LCDR supported such attempts by providing a 

number of searching facilities based on the selection of 

patients having some observations exceeding user-specified 

values. Of course this only worked with structured data and so 

was mostly limited to lab values and some similar data 

sources. Along with the Synedra archive’s architecture and its 

capabilities, the idea was raised to also use the archive in a 

more extensive way to support clinical research. As we have 

already seen, Synedra made not only structured data but all 

data searchable, including even monolithic and DICOM data. 

This allows us to specifically export selected anonymized data 

to be stored into a so-called data integration center (DIC) [6], 

which can in turn be used afterwards with analyzing tools like 

SPSS, OMOP [7] or I2B2 [4,5].  

For non-structured data, the use of text-mining tools becomes 

sensible and allows us to include a much broader range of data 

than ever before, accompanied by the possibility to add the so-

gained structured information to the original document. In 

order to avoid confusing the clinical data with scientific 

analysis data, a second instance of the Synedra archive was 

implemented, acting like a preprocessing facility for the DIC 

and therefore being called PREDIC. By Synedra’s event-based 

replication capabilities, the Synedra PREDIC becomes a 

complete mirror of the data collected in the Synedra archive 

for the sake of scientific evaluation (Figure 3), expanded by 

study data, additional subsystems database contents, and 

document-related analysis results. Therefore, again Synedra’s 

HL7-FHIR interface is used for injecting the additional 

information. These features open the door to standardized data 

export of patient-related medical observation data, surpassing 

the rudimentary possibilities of the LCDR by far. 

����

���

Table 1 – Sample Data from the LCDR including Links to Notification for and Acknowledgement Messages from Synedra 

Document 

ID 

Description of Finding Date of Finding Notification 

Msg. ID 

Notification 

Msg. Date 

Stored File Name Acknowledge 

Msg. ID 

Acknowledge 

Msg. Date 

339583885 Herzkatheteruntersuchung 02.05.2013 09:40 519210180 23.10.2018 19:13  519210202 23.10.2018 19:14 

327421949 OPG-P1-Standard 02.02.2012 09:58 519210180 23.10.2018 19:13  519210198 23.10.2018 19:14 

353465629 Belastungs-EKG 19.08.2014 09:23 519157188 22.10.2018 08:21 0237270.353465629.pdf 519157213 22.10.2018 08:21 

353463516 Ruhe-EKG 19.08.2014 08:47 519157173 22.10.2018 08:20 0237270.353463516.pdf 519157207 22.10.2018 08:21 

230778364 Belastungs-EKG 18.06.2009 10:28 519135847 20.10.2018 06:45 3132846.230778364.pdf 519135904 20.10.2018 06:45 

309785671 IMMUNPATHOLOGIE: 

Befundbericht 

08.03.2011 13:00 519135847 20.10.2018 06:45 3132846.309785671.pdf 519135892 20.10.2018 06:45 

245594337 Urin 20.10.2010 14:04 519135847 20.10.2018 06:45 3132846.245594337.html 519135951 20.10.2018 06:45 

321944955 Pathologisch-anatomische 

Begutachtung 

07.07.2011 12:20 519135847 20.10.2018 06:45 3132846.321944955.html 519135931 20.10.2018 06:45 

237326059 Anztrum, Corpus, Z-Linie 13.01.2010 14:04 519135847 20.10.2018 06:45 3132846.237326059.html 519135953 20.10.2018 06:45 

Patient 

Arrival 

Export 

Patient‘s 

Documents 

Acknowledge 

Synedra 

Database 
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Figure 3 – PREDIC Architecture     

 

 

Discussion 

The replacement of an old system by a new one can either be 

regarded from the perspective of the old system or from the 

new one. After two decades of the LCDR running in this 

manner, its replacement at first was planned like a one-to-one 

exchange of one archive for the other. Thus, the first 

replacement approaches were based very much on the LCDR 

structures, like using the abstraction layer of the LCDR for 

downloading all data sets in a uniform way. The power of this 

abstraction layer in disguising the documents’ origin and the 

delivery method turned out to be more appropriate for human 

usage than for archiving purposes. Even taking random 

samples is not an adequate method for discovering problems 

that appear in some thousands of 300 million cases. One has to 

face all possible exceptions and errors that the legacy system 

tolerates. The generic approach with trial and error results not 

only in delays but in vague states, forcing data exports to be 

repeated several times. On the other hand, the method of 

storing acknowledgement messages directly related to the 

original document (Table 1) slows down the export process 

for every single document, but proves to accelerate the entire 

operation, since it makes selective resending of failed data 

possible without exploiting log files or performing manual 

corrections. This procedure also made it possible to establish 

the export on-demand function, instantly eliminating the 

user’s need to fall back to the use of the LCDR for legacy 

documents.  

When considering the functionality of the new CDA, the 

opposite mistake was made in the beginning. The view of the 

present Synedra archive dominated, reducing the expectations 

to simply store and display monolithic documents. The 

emerging need for dealing with structured data augmented the 

view and merged the pure archive with the repository 

approach by involving the HL7-FHIR standard.   

Conclusions 

The original attempt of renewing a clinical document archive 

primarily designed to maintain the status quo became a mutual 

process of enhancement. While the data transfer became a 

rather complex task, the Synedra archive evolved into a 

versatile platform including solutions for all the repository 

capabilities of the LCDR by the use of HL7-FHIR, 

accompanied by a remarkable expansion of Synedra’s archive 

functionalities. We not only saved 30 years of precious 

clinical data, we even gained an overall solution for both 

clinical document archiving and a universal support of clinical 

studies. 
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Abstract 

Improving communication among healthcare providers is one of 

the critical components of safe and quality patient care. The 

study objective is to examine how occupation and training of 

health professionals in Riyadh, Saudi Arabia influence 

professionals’ perception of the role of electronic health records 

(EHRs) in improving communication between healthcare 

providers in primary healthcare centres. A survey-based study 

method employing a descriptive, cross-sectional design was 

used. Health professionals’ occupation and training were found 

to influence their perception of the role of the EHR in improving 

interprofessional communication. Physicians and professionals 

with training on EHRs had the highest rating for the system’s 

role in improving communication between healthcare 

professionals. All healthcare providers should embrace EHR 

systems in their practice to promote interprofessional 

communication and collaboration in the patient care process. 

Keywords:  

Electronic health records, Primary health care, Health 

personnel 

Introduction 

Effective communication among health professionals is crucial 

for the improvement of patient safety, and outcomes with 

ineffective communication noted to result in several adverse 

events such as medical errors that put patient’s life at risk [1]. 

Electronic health records (EHRs) have been demonstrated to be 

useful systems for improving communication not only among the 

healthcare providers themselves but also between patients and 

their caregivers [2-5]. In promoting the exchange of patient’s 

health information among providers, the EHR creates an 

opportunity for care coordination between health professionals 

and medical departments that enhances the provision of safe and 

quality patient care marked with reduced medical errors and other 

adverse events [6]. 

Despite the implementation of EHR systems resulting in these 

benefits due to improved communication, it has been established 

that sufficient communication among healthcare providers is still 

a challenge in the healthcare system with much focus having 

been placed on provider-patient interaction more than in 

communication between physician and professional colleagues 

[7]. The challenge is even bigger in Saudi Arabia where English 

is a second language but considered the official language used in 

communication in Saudi healthcare organisations. In addition, 

the Saudi healthcare organisations have health professionals 

from all around the world with different backgrounds and of 

course different mother tongue languages. Most of the research 

on the EHR role in improving healthcare outcomes has also only 

been reported in western countries with little evidence in the 

Saudi context. This could be due to the low adoption of EHR 

systems in Saudi Arabia due to various factors such as lack of 

perceived usefulness by the health professionals and hospital size 

[8]. To the best of the authors’ knowledge, there are no previous 

studies that have discussed the role of the EHR in improving 

communication in Saudi Arabia especially from the perceptions 

of health professionals in primary health care (PHC).  Factors 

influencing the use of EHRs by healthcare providers in these 

settings have also not been adequately investigated. Therefore, 

this study aimed to evaluate the perceptions of health 

professionals in relation to their occupation and training on the 

role of EHRs in improving communication among healthcare 

providers for better patient care in primary health care centers 

(PHCCs) in Riyadh, Saudi Arabia. In so doing, the study had 

three specific objectives: 1) to investigate the healthcare 

professionals’ perception towards the EHR role in improving 

communication between healthcare providers, 2) to investigate 

the correlation between the occupation of health professionals 

and perception of use of EHRs in improving communication 

between health professionals, and 3) to investigate the 

relationship between training on EHRs and perception of use to 

improve communication between health professionals. 

It was hypothesized that several factors could influence the users’ 

perception and use of the EHR to facilitate communication with 

colleagues. In this study, the occupation of the healthcare 

professionals in Saudi primary care and training on EHR systems 

were expected to influence the professionals’ perception of the 

role of the EHR in improving communication among health 

practitioners. 

Methods 

This cross-sectional study was designed to investigate the 

perception of healthcare professionals working in PHCCs in 

Riyadh city on the role of EHRs in improving communication 

among health professionals leading to high-quality and safe 

healthcare in relation to the professionals’ occupation and 

training on EHRs. 

Study setting and sample 

The study was conducted in Riyadh City which has the highest 

number of PHCCs since it is the capital of Saudi Arabia. The 

region has 1710 healthcare professionals comprising physicians, 
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nurses, pharmacists, laboratory technicians and those from allied 

health professions such as physiotherapists working in PHCCs 

[9]. Therefore, a survey involving all the healthcare professionals 

was undertaken to evaluate their perceptions on the role of EHRs 

in regards to the quality of service provision. This population was 

chosen because they interact with EHR on a daily basis and are 

considered to be in the best position to gauge the application of 

these tools in the provision of care. Other employees in the 

primary health care sector in Riyadh falling in various categories 

such as clerks, drivers, office assistants, administrative 

personnel, and any other group of supporting staff were not 

included in the study. 

Instruments 

The data collection instrument was an online-based questionnaire 

using Research Electronic Data Capture (REDCap) to ensure the 

participants’ convenience. The questionnaire included both 

closed and open-ended questions. It was adapted from the survey 

tool developed by Secginli and peers to evaluate the perception 

of Turkish healthcare professionals towards the EHR in Family 

Health Centres (FHCs) which are primary health care settings 

[10]. The tool had 14 statements related to EHR benefits of which 

“improves communication between health professionals” was 

one of them. In addition, it had 9 items for perceived obstacles to 

implementing the EHR in PHCCs and 10 related to the quality of 

healthcare services due to the use of EHR in PHCCs. The 

measurements were based on a Likert scale of 1 to 5 representing 

strongly disagree to strongly agree. The survey tool was tested 

for reliability and validity using a pilot study done online in the 

same way it was to be used in the actual study. This pilot test 

involved 23 participants drawn from the same population with 

the sample illustrating a normal distribution with Cronbach’s 

alpha of 0.828 and 0.969 for the combined 23 items for perceived 

benefits and obstacles, and 10 items for quality of health services 

respectively compared to the total population as shown in Table 

1. The validity of the results was enhanced by including the entire 

population in the study which improves the response rate. For 

clarity, the questions in the questionnaire were carefully worded 

and properly ordered to eliminate any form of ambiguity or bias. 

Table 1 – Reliability Tests 

Dimension Cronbach’s    

alpha 

No of items 

EHR benefits and 

obstacles to 

implementation 

0.828 23 

Quality impact on 

healthcare services 

0.969 10 

Data collection procedures and ethical issues 

The data was collected for a period of two months, that is 

between 30
th

 November 2017 and 30
th

 January 2018. All the 

healthcare professionals working in PHCCs in Riyadh City were 

invited, through the General Directorate of Health Affairs in 

Riyadh Region and Human Resource (HR) departments in each 

of the PHCCs, to complete the survey that was made available in 

an online format using REDCap for the participants’ 

convenience. The participation was entirely voluntary and by 

completing the survey, one was considered to have given 

informed consent. After completing the survey, the data was 

retrieved from the database for analysis. The study was approved 

by the University of Tasmania Social Science Human Research 

Ethics Committee and the Ministry of Health of Saudi Arabia. 

Data analysis procedure 

The Statistical Packages for Social Sciences (SPSS) (version 20) 

was used for data analysis. Descriptive statistics were mainly 

calculated for demographics and overall responses, and they 

included frequencies, percentages and means. A chi-square test 

of independence was used to determine the relationship between 

the healthcare professionals’ perceptions of EHR benefit in 

improving inter-professional communication with respect to their 

occupation or previous training on EHR. The p-value was set at 

0.05. 

Results 

Participants’ characteristics 

Out of the 1710 questionnaires distributed, 1127 were returned 

and found to be eligible for analysis. This represents a response 

rate of 66%. Most of the respondents were nurses representing 

32.6% of the sample. Majority of the respondents (72%) were 

Saudi nationals. Female health professionals also comprised 

more than half of the health professionals representing 55.4%. 

The majority were 20 – 34 years old and had worked for less than 

10 years or less in PHCCs in Riyadh. Moreover, almost 60% had 

no previous experience outside Saudi Arabia, training on EHR 

and experience on EHR in primary healthcare. This data is 

presented in Table 2. 

Table 2 – Demographic Data of the Whole Population (n = 

1710) and the Respondents (n = 1127) 

Demographic 

characteristics 

All 

(N = 1710) 

n (%) 

Respon 

dents  

(N = 

1127) 

n (%)  

Respo 

nse rate 

per 

demog

raphic 

(%) 

Occupation Physician 369 (21.5) 209 (18.5) 56.6 

67.6 

81.3 

62.0 

66.0 

63.3 

68.2 

73.5 

 52.0 

 75.7 

 70.8  

 19.8 

 81.7 

 53.8 

 13.8 

 

 

70.1 

60.4 

 

 

 

 

69.8 

60.9 

 

 

 

70.1 

60.2 

    

Nurse 543 (31.7) 367 (32.6)

Pharmacist 256 (14.9) 208 (18.5)

Technician 368 (21.5) 228 (20.2)

Other 174 (10.1) 115 (10.2)

Gender Male 795 (46.5) 503 (44.6)

Female 915 (53.5) 624 (55.4)

Nationality Saudi 1103 (64.5) 811 (72.0)

Non-Saudi 607 (35.5) 316 (28.0)

 Age 

 

 

Length of 

working 

years in 

PHCCs in 

Riyadh 

Previous 

health 

experience 

outside 

Saudi 

Arabia 

Previous 

training on 

EHR in 

primary 

healthcare 

Previous 

EHR 

experience 

in primary 

healthcare

20 - 34 

35 – 49 

50+ 

0 – 10 

11-20 

21+ 

 

 

No 

Yes 

 

 

 

 

No 

Yes 

 

 

 

No 

Yes 

803 (47.0) 

665 (38.9) 

242 (14.2) 

1065 (62.2) 

420 (24.6) 

225 (13.2) 

 

 

978 (57.2) 

732 (42.8) 

 

 

 

 

966 (56.5) 

744 (43.5) 

 

 

 

978 (57.2) 

732 (42.8) 

608 (53.9) 

471 (41.8) 

48 (4.3) 

870 (77.2) 

226 (20.1) 

31 (2.8) 

 

 

686 (60.9) 

441 (39.1) 

 

 

 

 

674 (59.8)   

453 (40.2) 

 

 

 

686 (60.9) 

441 (39.1) 

B. Alanazi et al. / The Role of EHRs in Improving Communication Between Health Professionals500



Perceptions of healthcare providers about the benefits of EHR 

systems 

The majority of healthcare providers perceived EHR systems to 

be useful in improving communication between health 

professionals with the statement having a high agreement level 

of 73.6% as shown in both Tables 3 and 4. On an average scale, 

the statement had a mean agreement level of 2.65 (Standard 

deviation = 0.63, range: 2.61 - 2.69) at 95% confidence level. 

 

Correlation between perceptions of EHR role in improving 

communication and health professional’s occupation  

 

There was a significant difference between health professional’s 

perception of EHR role in improving communication between 

health professionals and other benefits in general (p<0.0001). 

Physicians had the highest agreement level of 83.7% with EHR 

benefit in improving communication between healthcare 

providers compared to other professionals. They were followed 

by pharmacists, nurses, other professions and lastly technicians 

with an agreement level of 63.2%. This data is presented in 

Table 3. 

 

Table 3 – Correlation between Perceptions of EHR Benefits and 

Occupation Categories 

Benefit 

variable Occupation 

 

T
o
t
a
l
 

P
h

y
s
i
c
i
a
n

s
 

N
u

r
s
e
s
 

P
h

a
r
m

a
c
i
s
t
s
 

T
e
c
h

n
i
c
i
a
n

s
 

O
t
h

e
r
s
 

p
-
v
a
l
u

e
 

Agreement level % % % % % %  

Provides quick 

and reliable 

access to 

scientific research 

76.0 89.5 79.0 79.3 63.6 60.0 <0.05 

Enables easy 

access to 

information from 

past medical 

records 

73.9 86.6 76.8 75.5 61.4 63.5 <0.05 

Provides access 

to patient data 

and analysis 

76.8 91.4 77.4 80.8 65.4 64.3 <0.05 

Provides better 

data 

74.5 89.0 74.7 76.9 62.7 67.0 <0.05 

Makes it easy to 

transfer data 

74.4 85.6 73.0 78.8 66.2 66.1 <0.05 

Provides access 

to practice 

standards 

73.6 86.6 74.4 75.0 63.2 65.2 <0.05 

Enables 

following test 

results 

75.3 86.1 77.7 78.8 62.7 67.0 <0.05 

Saves time in 

documenting 

health data 

75.2 83.7 76.8 78.4 66.7 66.1 <0.05 

Decreases paper-

based 

documentation 

77.1 89.5 78.5 79.3 67.5 65.2 <0.05 

Improves the 

feeling of 

professionalism 

76.2 85.6 77.7 79.3 66.2 68.7 <0.05 

Improves 

communication 

between health 

professionals and 

patients 

73.7 83.7 74.4 78.4 64.0 64.3 <0.05 

Contributes to 

health 

professionals 

‘ability to make 

patient care 

decisions

72.3 

 

81.8 73.6 73.6 64.0 65.2 <0.05 

Improves 

communication 

between health 

professionals 

73.6 83.7 74.9 76.9 63.2 65.2 <0.05 

Reduces medical 

errors

63.5 73.7 65.5 63.0 54.4 58.3 <0.05 

 

Correlation between perceptions of EHR role in improving 

communication between health professionals and training 

 

A significant difference was found in the perception of the EHR 

role in improving communication between healthcare 

professionals with training on the EHR and those without. 

Approximately 81% of the health professionals with previous 

training on the EHR and its benefits agreed that the EHR 

improves communication among healthcare providers compared 

to about 69% who did not have any previous training as shown 

in Table 4. 

 

Table 4 – Correlation between Perceptions of EHR Role in 

Improving Communication and Health Professionals’ Training 

in EHRs 

Benefit variable 

Previous training on EHR in 

primary healthcare 

 

 

Total No Yes p-value 

Agreement level  % % %  

Provides quick and 

reliable access to 

scientific research

 76.0 70.8 83.7 

 

<0.001 

Enables easy access to 

information from past 

medical records

 73.9 68.5 81.9 

<0.001 

 

Provides access to patient 

data and analysis

 76.8 71.7 84.5 <0.001 

Provides better data 
 74.5 71.8 78.6 <0.001 

Makes it easy to transfer 

data

 74.4 69.9 81.0 <0.001 

Provides access to 

practice standards 
 73.6 68.7 80.8 <0.001 

Enables following test 

results

 75.3 70.6 82.3 <0.001 

Saves time in 

documenting health data

 75.2 70.3 82.6 <0.001 

Decreases paper-based 

documentation 
 77.1 72.6 83.9 <0.001 

Improves the feeling of 

professionalism 
 76.2 69.9 85.7 <0.001 

Improves communication 

between health 

professionals and patients

 73.7 69.3 80.4 <0.001 

Contributes to health 

professionals ‘ability to 

make patient care 

decisions

 72.3 67.7 79.2 <0.001 

Improves 

communication between 

health professionals 

 73.6 68.7 80.8 <0.001 

Reduces medical errors 

 63.5 59.6 69.3 0.002 
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Discussion 

The aim of this study was to investigate the influence of health 

professionals’ occupation and training in EHRs on the perceived 

role of EHR systems in improving communication between 

health professionals in Saudi PHCCs. 

The findings suggest that healthcare providers consider EHRs to 

play a key role in the provision of healthcare in primary 

healthcare. Moreover, the study shows that the occupation of  

healthcare providers as well as their training in the EHR 

determine how they perceive EHR benefits including improving 

communication among healthcare professionals. 

In general, the majority of all healthcare providers agreed that 

EHRs have benefits in improving communication among 

healthcare teams. Previous studies have also shown that the 

majority of the health care providers perceive the EHR to be 

useful in improving provider-provider interactions [3; 6]. This 

might be due to their experience in interacting with EHR systems 

at different levels of care including diagnosis, posting lab results, 

ordering and issuing of prescriptions. However, it could also be 

a common belief that such systems are effective in improving 

communication due to their interlinked nature of different 

departments in a hospital or organisational setting that allows 

sharing of patient’s medical information. EHRs could be critical 

in these scenarios by providing the patient’s medical and 

treatment history where a particular intervention is required [4]. 

It has been observed that EHRs serve as an important platform 

for sharing of patient information to guide the provision of better 

care that could significantly improve the efficiency and safety of 

health care and result in cost savings [11]. Gordon and colleagues 

also asserted that there is a need for effective communication 

among members of a healthcare team to not only improve the 

quality of patient care but also to reduce costs of treatment as well 

as improve patient experience [2; 12]. 

The benefits of EHRs in improving communication among 

health professionals were perceived most by physicians, 

pharmacists, and nurses. This could be explained by the close 

working relationships of these three categories of professions. 

They usually interact in many areas of patient care including 

diagnosis of diseases and prescription by the physician, drug 

selection and monitoring by the pharmacist, and administration 

and monitoring by the nurse. Hence, the need for constant 

communication. Vitari and Ologeanu-Taddei similarly showed in 

their study that the intent of use of EHRs varied among three 

categories of clinical staff including physicians, 

paraprofessionals, and administrative staff with physicians 

having a higher intent mainly due to professional autonomy and 

medical responsibility [13]. Another study involving health 

workers in Central Malawi similarly found that job title 

influenced EHR usage; however, its finding showing that about 

two-thirds of the clinicians preferred paper-based records to 

electronic ones was surprising [14]. 

Those who have training in EHRs in Saudi PHCCs agreed that 

the EHR  plays a major role in improving communication among 

healthcare providers. A possible explanation for this result is that 

training improves understanding of the benefits of EHRs 

including improved communication among health professionals. 

Another study also observed that training of staff about EHRs 

significantly improved their use of the systems in the provision 

of healthcare services [15]. It had also been established that EHR 

training resulted in more usage of the system possibly due to 

increased user confidence [14]. For instance, a literature review 

by Wang and colleagues established that team training is one of 

the effective strategies that could, to some extent, improve 

communication between intensive care unit physicians and 

nurses [16]. It could, therefore, be argued that effective use of the 

system should go beyond the training to involve implementation 

where communication among healthcare providers remain key to 

achieve the desired patient outcomes. 

Strengths and limitations of the study 

A major strength of this study is that it is the first available 

published study in Saudi Arabia and covers a large geographical 

area making it generalisable to a large population in similar 

settings. However, the study also had some limitations. First, the 

findings could be biased as the study was based on participants’ 

reports about their feeling of the impact of EHR systems in 

improving communication between health professionals. The 

target population was also not representative of health 

professionals working in Saudi public hospitals because the 

survey was done in only PHCCs. The population was also limited 

to healthcare professionals, but it could be extended to include 

other healthcare personnel such as administration staff. 

Furthermore, it did not include other facilities that are privately 

owned, managed by non-governmental organisations (NGOs) or 

other health service providers. It was not established whether 

other factors such as level of education of the participants might 

have an influence on their perception of the role of EHRs on 

improving provider-provider communication as there is evidence 

suggesting that these factors could influence electronic systems 

usage [14]. Lastly, the research mainly reports the findings from 

primary healthcare centres in an urban setting with well-equipped 

facilities that may not be generalisable to other geographical 

areas. 

Implications for practice 

The study impacts the current practice by highlighting the need 

for increased implementation and awareness of EHRs and their 

roles in healthcare among Saudi healthcare providers in PHCCs. 

In particular, it emphasizes the need to embrace the use of EHRs 

to facilitate communication among health professionals in the 

process of providing patient care. Considering this is the first 

point of care for the majority of patients, it would reduce the 

potential medical errors and harm to the patient thus ensuring the 

provision of cost-effective treatments to achieve the best 

outcomes. The staff should be regularly trained in the use of 

EHRs to improve their knowledge, skills, and confidence in 

using the systems so as to facilitate communication. However, 

the implementation of EHRs in the Saudi context should take into 

consideration the potential hindrance factors such as the language 

of communication. The working of the systems is mainly based 

on English, which is a second language to a large Saudi national 

population. This highlights the need for further training not only 

in using the EHR systems but also the language of 

communication. 

Implications for research 

The influence of occupation and training of health professionals 

on their perception of the EHRs’ role on improving 

communication among healthcare providers should be 

investigated further in a larger population from urban, peri-urban, 

and rural areas as the geographical location may affect the results. 

Moreover, future studies should target all Saudi hospitals as this 

study targeted healthcare professionals in only PHCCs. The 

study also implies that other factors other than occupation and 

training that could influence EHR implementation in primary 

healthcare settings should be explored. 

Implications for education 

Training on EHRs should be included in teaching curriculum for 

all students undertaking health courses to improve their 
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knowledge about these systems and their role in facilitating 

communication for better patient care. Saudi hospital 

organisations should also conduct regular training of their health 

workers on EHRs and their benefits. 

Conclusions 

The study demonstrates that the occupation of Saudi healthcare 

providers plays a significant role in the providers’  perception of 

the  EHR role in improving communication between health 

professionals covering a wide range of issues related to patient 

care such as diagnosis, medications, and follow-up among others. 

However, the finding that the role of EHRs in improving 

communication among health professionals among other benefits 

varies across professions is a call for effective strategies that 

ensure that all healthcare providers embrace EHR systems for 

improved healthcare delivery. Training on EHR systems 

similarly influenced this providers’ perception implying the 

tremendous benefit of training. 

In this view, the study highlights the need for all PHCCs in Saudi 

Arabia and beyond to have EHR systems to facilitate effective 

communication. This is necessary to prevent errors, harms, and 

adverse events that may arise from ineffective communication. 

Moreover, all healthcare providers irrespective of occupation 

should be encouraged to use EHRs. This could be achieved 

through training that ensures that they are equipped with the 

necessary skills and knowledge to use them effectively. 
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Abstract 

The aim of this study was to investigate hospital professionals’ 

experience and attitude with patients accessing their own 

electronic health records. The study was conducted one year 

after service establishment. Data was collected through an 

online survey. In total, 457 replies were received. The results 

revealed a quarter of the administrative staff received feedback 

from patients or relatives regarding mistakes or missing 

information in their EHR. In addition, 67.5% of health 

professionals expected more patients to have basic knowledge 

of their health status in the future, and 21.4% found patients 

already gained better knowledge about diagnosis, treatment, or 

follow-up. The results also revealed some challenges with the 

service, especially for health professionals working in 

psychiatry, with some scepticism on whether the service is 

suitable for the sickest and most vulnerable patients.  

Keywords:  

Electronic Health Records, Patient Access to Records, 

Telemedicine 

Introduction 

Patient-accessible electronic health records (PAEHR) are 

developing in many countries, including Norway [1]. In 

Norway, the Electronic Health Record (EHR) has been fully 

established for many years now, and the patient is both the 

object and the owner of the health record. Patients have, since 

2001, had the right by law to access their health record [2] and, 

in 2013, a White Paper stated patients should have digital 

access [3]. In accordance with the Norwegian Patient Right Act 

§ 5.1 [2], health professionals can deny patients’ access to either 

the full record or to specific documents in the journal if it is 

“necessary to avoid endangering the patient’s life or serious 

damage to the patient’s health”, or if access to the information 

is inadvisable for persons close to the patients.  

Currently, two of four health regions in Norway offer patients 

ages 16 or older, and parents of children under the age of 12, 

digital access to their hospital’s EHR via the national health 

portal Helsenorge.no. Northern Norway was the first health 

region that offered all patients in the region digital access to 

their own EHR. In general, all documents available in digital 

format, including psychiatry reports, are made available for the 

patient as soon as they are approved/signed by health 

professionals, unless health professionals decide to deny 

access. In addition, a log list, showing those who accessed the 

record was made available to the patient at the time of this 

survey. 

Before PAEHR was established, the University Hospital North 

Norway (UNN) sent their patients epicrisis by post after each 

consultation or hospitalisation. The other hospitals only sent it 

to the patient by request. In general, access to full or specific 

parts of the health record was given upon request where print 

or CD was sent via ordinary mail. 

Patients reported to be generally satisfied with the PAEHR, 

recommended it to others, and generally understood the content 

[4]. At the same time, as the patients received this new service, 

a variety of tasks previously performed by secretaries or other 

support staff were transferred to the doctors [5]. Media claimed 

the time Norwegian doctors could use to direct patient care 

declined from about 60% in 2004 to less than 43% in 2012 [6]. 

It is not known whether PAEHR will increase the health 

professionals’ workload and impact their work practice [7], 

create a different impact between health professionals (e.g. 

doctors and nurses) [8], and differ between somatic care and 

psychiatry, as others have been reluctant to provide open access 

to psychiatric records, considering it too sensitive [8]. 

The primary aim of this study was to investigate hospital health 

professionals’ experiences and attitudes with patients accessing 

their own EHRs. The secondary aim was to explore whether 

there were differences in experiences and attitudes based on the 

implemented practices between hospitals, between doctors and 

nurses, and between psychiatry and somatic care.  

The study was carried out in collaboration with the Northern 

Norway Regional Health Authority and the Norwegian 

Directorate of eHealth.  

Methods 

Data collection was performed through an online survey by 

sending a link via e-mail. The survey was distributed to all 

employees through a common e-mail list for the four hospitals 

in Northern Norway. The study was conducted in December 

2016, after one year of experience with the service.  

The respondents received different questions based on their 

professional background. The questionnaire to the health 

professionals and the administrative staff consisted of 25 and 

14 items, respectively, including background variables such as 

job position, employment fraction, hospital, main working field 

(somatic/psychiatry/both), duration of practice, gender, and 

age. The questionnaire comprised of a combination of multiple 

choice questions, follow-up questions depending on the 

choices, and free text fields. Questions and quotes have been 

translated from Norwegian to English. 
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The questionnaire was anonymous. A questionnaire used in a 

pilot study was used as a template for the survey development. 

The questionnaire was pilot-tested by four researchers several 

times until no suggestion for modification came up.  

No questionnaires were excluded from the analysis due to 

incomplete answers. The research objectives were investigated 

by descriptive statistical analyses using the statistical program 

R, version 3.4.2. For calculating the mean, the questions "Not 

applicable" and "I do not know" were omitted, and the response 

options were assumed to be at the interval level. A two-sample 

Student’s t-test was used to test whether the differences in 

attitudes between health professionals from somatic care and 

psychiatry were statistically significant. 

When presenting frequencies in the Results section, the 

"Totally agree" and "Quite agree" categories were merged into 

"Agree", and the "Yes, sometimes" and "Yes, quite often" 

categories were merged to "Yes". When comparing experiences 

and attitudes between doctors and nurses, both psychiatrists, 

psychologists, and physicians were included under the term 

doctor.  

The free text responses were subjected to a content analysis 

aimed at identifying dominant themes related to the specific 

questions. Responses from health professionals within 

psychiatry and somatic fields were analyzed separately.  

Some overall results from this study have been previously 

reported in Norwegian via oral presentations or the web. 

Results 

Demographics 

In total, 457 replies were received. The responses were divided 

among the four hospitals as follows: 212 from UNN, 194 from 

Nordland Hospital (NH), 39 from Finnmark Hospital, and 12 

responses from Helgeland Hospital.  

As many as 77.7% of the respondents were female, and 80.7% 

of the respondents had a full-time position. The age distribution 

was quite uniform: 29.3% between 50 and 59 years old, 24.3% 

between 40 and 49, 24.1% between 30 and 39, 10.7% younger 

than 30, and 11.6% older than 59.  

Most of the respondents worked in the somatic field (65.2%), 

while 27.4 worked in the psychiatry field, 3.5% in both fields, 

and 3.9% in other fields. Among respondents there were nurses 

(29.5%), doctors or psychiatrists (17.9%), other clinical 

positions (13.6%), psychologists (5.5%), social workers 

(2.2%), physiotherapists (1.8%), ergotherapists (1.3%), and 

radiographers (0.9%) in addition to administrative positions 

(27.4 %).  

General Experiences Among Health Professionals and 

Administrative Staff 

There were 332 responses from health professionals, and 125 

responses from administrative staff members.  

The main finding was that more than a quarter of the 

administrative staff received feedback from patients and/or 

their relatives regarding mistakes or missing information in 

their EHR (25.6%).  

More than one third of both clinical (36.4%) and administrative 

(36.8%) staff received questions from the patients and/or their 

relatives related to use of the PAEHR. The same number of 

administrative staff forwarded requests from patients and/or 

their relatives to responsible health personnel (36.8%). Among 

health professionals, 15.4% received feedback from patients 

and/or their relatives regarding mistakes or missing information 

in their EHR. 72.8% of clinicians and 54.3% of administrative 

staff knew where to find information about the service. 

Health Professionals’ Experiences 

The main finding was that 67.5% of the health professionals 

expected more patients to have a basic knowledge of their 

health status in the future, and 21.4% found patients were better 

informed about diagnosis, treatment, or follow-up than before 

(Table 1).  

In addition, 28.3% experienced that the patients or their 

relatives referred to information from their EHR, and 19.6% of 

the health professionals planned to use the PAEHR in future 

follow-ups, for example, by adding more information in the 

EHR. 26.5% of the health professionals reported they had 

changed their way of writing in the EHR, while 71.4% meant 

that they should, in principle, complete the EHR documentation 

earlier, regardless of the patient's access. More results are 

presented in Table 1 below.  

Table 1 - Health Professionals’ Experience with PAEHR  

N=332 

Do you agree with the following statements? Yesa Noa 

I expect that more patients will have basic 

knowledge of their health status in the future. 

67.5 17.2 

I find that patients are better informed about 

diagnosis, treatment, or follow-up than before. 

21.4 36.8 

I experience that patients/relatives refer to 

information they have found in their EHR. 

28.3 69.6 

I receive requests where I think: "Patients could 

easily find this information in their EHR, if they 

access it through the service”. 

26.8 69.9 

I would use the patient's access in the follow-up, 

for example by adding more information to the 

patient in the EHR. 

19.6 38.3 

I changed my way of writing in the EHR.  26.5 61.8 

In principle, I mean that we should write the EHR 

documentation earlier, regardless of the patient's 

access. 

71.4 17.7 

I inform patients that they can read their own 

EHR and check their referrals through the service.

50.8 38.3 

I am worried that I need to spend a lot of time 

explaining journal content. 

17.5 56.9 

I am worried that I need to spend a lot of time 

reassuring patients because they have read their 

EHR. 

26.5 46.4 

During the past year, I discussed with colleagues 

whether there is a basis for denying a patient 

access to their EHR. 

26.2 64.5 

a

 “Yes” and ”No” is presented in %. The "I do not know" 

category is not included in the table.  

Differences in Practices Among Hospitals 

The quantitative results showed no significant difference in 

attitude and experience between UNN (the only hospital that 

for several years sent epicrisis to the patients by mail after a 

consultation) and the other hospitals. However, by limiting the 

results to the psychiatry field, only, for the two hospitals with 

the most responses, 47.4% of the respondents from NH claimed 

they changed their way of writing in the EHR, while the 

corresponding figure for UNN was 30.8% (less than 40 

clinicians responded at both institutions, p=0.139).  
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Differences in Experiences and Attitude Between Health 

Professionals in Psychiatry and Somatic Care 

The results showed statistically significant differences in 

experiences and attitude between health professionals in 

psychiatry and somatic care regarding the use of PAEHR 

(Table 2). 

The main finding was that as many as 43.9% of the health 

professionals in psychiatry reported they changed the way they 

wrote in the EHR after the service was established, compared 

to 23.6% from the somatic field. On the other hand, 77.4% of 

health professionals from psychiatry and 83.0% from somatic 

care expressed they should, in principle, write the EHR 

documentation earlier, regardless of whether the patient has 

online access or not.  

In general, 27.2% of health professionals had discussed with a 

colleague whether to deny a patient access to information in 

their EHR or not. The problem was much more relevant in 

psychiatry, where as many as 60%, compared to 15.2% in 

somatic care, discussed this issue.  

There was also a small difference between psychiatry and 

somatic care with regard to how often patients refer to 

information they find in their journal (18.4% vs. 25.4%). 

Table 2 - Differences in Experiences Between Psychiatry and 

Somatic Care, 95% KI, p<0.05  

Related to Use of the 

PAEHR-Service: 

Somatic 

Care 

Psychiatry p 

I experience that 

patients/relatives refer to 

information they have 

found in their EHR
a 

1.25 

(1.20 - 1.31) 

1.43 

(1.28 - 1.48) 

0.013 

I changed my way of 

writing in the EHR
b

 

3.24 

(3.11 - 3.36) 

2.70 

(2.49 - 2.90) 

<0.000 

In principle, I mean that 

we should write the EHR 

documentation earlier, 

regardless of patient's 

access
b

 

1.82 

(1.70 - 1.94) 

2.06 

(1.88 - 2.24) 

0.028 

I discussed with 

colleagues whether there 

is a basis for denying a 

patient access to their 

EHR
a

 

1.17 

(1.12-1.23) 

1.72 

(1.58 - 1.86) 

<0.000 

a

 1-no, 2-yes, sometimes, 3-yes-often 

b

 1-totally agree, 2-quite agree, 3-quite disagree, 4-totally 

disagree 

Differences in Experiences and Attitude Between Doctors 

and Nurses 

While 37.8% of the doctors were worried they would have to 

spend a lot of time reassuring patients or their relatives after 

reading their EHR, only 15.1% of the nurses expressed the same 

concerns (p<0.000).  

While 37.8% of the doctors claimed they changed the way they 

wrote in the EHR, only 24.8% of the nurses changed their 

practice (p=0.045). 

Qualitative Feedback on the Service 

A total of 99 respondents provided additional comments in the 

open text field. There were 58 comments from health  

 

professionals from somatic care and 38 comments from health 

professionals in psychiatry, while three were categorised as 

both/other. From the somatic field, 39 comments came from 

UNN, 14 from NH, and five from the other hospitals. Of the 38 

comments from psychiatry, 17 came from UNN, 15 from NH, 

and six from the other hospitals. Some comments included both 

support and criticism of the service, while others raised several 

concerns. Comments that did not contribute any specific 

experience with the service were categorized as neutral (Table 

3). 

Table 3 - Comments from the Respondent  

Comments 

 

Psychiatry Somatic 

UNN NH F UNN NH F 

Number of comments  17 15 6 39 14 5 

  Neutral  3   17 8 1 

  Positive  5
a

  2 6
a

 1 4 

  Critical  11 15 4 20 5  

Content of critical
b

 

comments regarding the 

PAEHR service 

      

  Not suitable for any  

  mentally ill patients  

2 1 1    

  Not suitable for all  

  patient groups  

8 5 1 1   

  Patients should only    

  be able to access parts 

  of the EHR 

 2   2  

  Patients might  

  misunderstand 

 1  7 2  

  Need to deny access  3 2 1    

  Omit information  1 4  1   

  Write a hidden journal 1 2     

  Suggest delaying the  

  information  

 2 1 1   

  Complicates their  

  work 

2 4 3 8 2  

  Worry for their own  

  security 

 1  1   

  Skeptical of the new  

  logging functionality 

1 2  1 1  

  Other comments 1   7   

a 

Two of these also include critical comments, 
b 

Some critical 

comments raised several concerns 

The positive comments from both fields mainly support the 

establishment of the PAEHR as a service.  

The frequency of comments from psychiatry (38/125=0.304) 

was higher than that from the somatic field (58/298=0.195). In 

addition, 79% (30/38) of the comments from psychiatry were 

critical, compared to only 43% (25/58) from somatic care. 

Looking at the content of the critical comments, we also found 

more concerns were raised from psychiatry, compared to the 

somatic field (52 vs. 34).  

The respondents’ main concern was that PAEHR was not 

considered suitable for mentally ill patients (4), while 14 

respondents considered it unsuitable for all patient groups in 

psychiatry. Examples of unsuitable patient groups were the 

sickest patients with psychosis, delusions, unrest, and utterance, 

where reading the EHR could worsen the situation. In addition, 

concern was raised towards vulnerable children with parents 

accessing the EHR on their behalf. Parents in a conflict 

situation, or if the child is a victim of abuse, could cause further  
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problems to the child. Vulnerable adult patients could also be 

threatened to show their EPR to others.  

Some respondents commented patients should not be able to 

read the whole EHR, but maybe only the epicrisis. They 

worried patients with severe illness might misunderstand 

information, especially in the middle of a therapy period. 

Respondents referred to experiences where patients refused to 

speak with health professionals based on what they had read in 

the journal.  

Some health professionals denied access to information they 

worried might harm the patient or their relationship with the 

patient. However, some pointed out that the functionality for 

denying access to information was complicated to use and little 

known. Other respondents reported they omitted some 

information from the EHR, and a few others reported they 

wrote a “hidden” journal containing the information they did 

not want the patient to read. Other suggested to delay displaying 

the journal documents, for example, until after the therapy 

period in psychiatry was completed. A number of respondents, 

from both fields, commented that PAEHR complicated their 

work, caused more work, and worsened the treatment. They felt 

they had to spend more time to evaluate what they should write 

or not. They had to write in a manner that the patient would not 

find offensive, and had to consider who they wrote to, a young 

person, old person, or a very sick person. If they decided to deny 

access to information, this could harm the patient-therapist 

relationship, as the patient might become suspicious and 

mistrustful. The service could also make it complicated to 

reflect on patients’ symptoms through documenting 

“suspected” illness. Other comments focused on the difficulty 

to use the service for elderly patients, who might not receive 

any information from the hospital unless the epicrisis is sent by 

ordinary post as before.  

Some of the respondents worried about the new functionality 

which provides patients with a log list of those who access their 

EHR. The respondents worried the service could complicate 

their work and patients could question their motives since they 

often accessed other journals to look for similar symptoms,  

used them as a template, or used them for teaching purposes. 

A doctor working in psychiatry stated the PAEHR 

"<…>complicates my work and worsens the treatment and 

alliance I will build with the patients”. Another said: “I think it 

is not right that patients in psychiatry should have access to 

their journal. In fear of writing something "offensive" I think 

many therapists unfortunately have to do double-journal 

entries. Which again is vulnerable to getting lost. I deny the 

access when I know it's information that can be a trigger for the 

patient, but frankly, within psychiatry, there's a lot to be 

offended by, especially if you're mentally ill, and it could be 

impossible to predict what someone sometimes can take offence 

at”. 

Discussion 

The results of this online survey demonstrates several positive 

effects of the PAEHR. The fact that administrative staff 

received feedback from patients or relatives regarding mistakes 

or missing information in their EHR might improve the quality 

and correctness of the journal content and hence ensure patient 

safety and quality of the health service. This is very important 

for the patient in order to receive a correct diagnosis and a 

correct treatment. Two of three health professionals expected 

patients to gain more knowledge of their health status in the 

future, and more than one fifth found patients were already 

better informed about diagnosis, treatment, or follow-up than 

before. Despite some questions may be interpreted to cover 

more than the PAEHR, we believe the results of this survey 

demonstrate the potential clinical relevance of this service.  

More than one fourth of the health professionals reported they 

changed their way of documenting in the EHR, as reported in 

other studies [8], while more than two thirds reported that, in 

principle, they should write the EHR documentation earlier. 

Future studies might explore potential changes over time, for 

instance, if more health professionals will alter their way of 

documenting due to the patients’ access.  

The results showed no significant difference in attitude and 

experience between UNN, the only hospital that for several 

years had sent the patients epicrisis by post after the 

consultation, and the other hospitals. However, looking at the 

psychiatry field, health professionals from NH claimed to have 

changed their way of writing to a greater extent than the health 

professionals from UNN. The results were not statistically 

significant, but supported by the comments from the two 

hospitals. There were more positive and neutral comments, and 

less critical comments from UNN compared to NH, where all 

the comments were critical (Table 3). These comments might 

support that UNN’s earlier practice of sending out the epicrisis 

making the transition to the PAEHR service easier for their 

employees working in the psychiatry field. 

The results revealed some challenges with using or adapting to 

the service, especially for health professionals working in 

psychiatry. Almost twice as many respondents from psychiatry 

than from somatic care reported they have changed the way 

they write in the journal, and nearly four times as many health 

professionals from psychiatry compared to somatic care have 

discussed with their colleagues whether to deny patients access 

or not. When comparing the frequency and content of the text 

comments, the PAEHR might have put an additional burden on 

some health professionals, especially those dealing with 

psychiatric patients. Many respondents questioned if the 

service was actually suitable for the sickest and most vulnerable 

patients. The health professionals could deny patients’ access, 

but some respondents commented they did not have a strong 

enough reason to hide information, while others found the 

functionality to hide the information not user-friendly. Health 

professionals could benefit from information on, and 

continuous training on, how and when to deny patients’ access 

to journal records. 

Health professionals in the somatic filed received more 

questions from the patients regarding information in the EHR 

than health professionals in the psychiatry field (25.4% vs. 

18.4%). There is therefore little reason to believe that higher 

levels of patient demand was the reason why health 

professionals within psychiatry seemed to raise more concerns 

towards the PAEHR.  

More doctors than nurses claimed they changed their way of 

reporting, and twice as many doctors than nurses worried that 

they will have to spend more time reassuring patients, or their 

relatives, after they read their journal. This finding has probably 

more to do with the fact that the doctors who diagnose the 

patient, and have extensive knowledge, also have the overall 

responsibility for the patient, thus implying a stronger 

relationship. This might lead to a more negative attitude to the 

PAEHR as they feel a greater threat to their autonomy [9,10].  

Norway and Sweden have comparable healthcare systems, and 

comparable PAEHR solutions in the way that patients have 

access to mainly all the information in the EHR system. Patients 

reported they are satisfied with the service [4,11], and the 

service fills important needs for them [11]. In Sweden, criticism 

has been raised from the clinical professions, and mainly from 
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physicians [8,9,12,13]. Physicians are mainly negative toward 

patients reading their health record online, while nurses are 

mostly positive, and nurses with some experience from patients 

using this service are more positive than nurses with no 

experience [9]. Physicians who used the PAEHR for 

themselves, as a patient, had a more positive attitude compared 

to physicians without such an experience [9]. Physicians were 

concerned patients could misunderstand the information in the 

EHR, something that would affect their work process and 

workload in a negative way [9,10]. A systematic review of 

studies from primary care indicated patients increased 

convenience and satisfaction, while health professionals were 

concerned about impact on workload and that the information 

would cause worry for the patient [7]. No changes in health 

outcomes were reported, but medical errors were detected, 

which may improve patient safety, and uptake of prevented care 

improved [7]. Several studies reported concern over increased 

workload, while only some demonstrated an actual increase in 

workload, and then in e-mail or online messaging, with face-to-

face contact staying the same or falling [7]. In another study 

including 105 General Practitioners (GPs) and 13,564 patients, 

the GPs expected to increase their workload, while no 

significant increase in workload was showed after one year of 

experience. At the same time, patients reported an increased 

sense of control, better understanding of their medical issues, 

and they felt better prepared for future visits, in addition to 

improved adherence to medications [14].  

Today, the PAEHR is well integrated in the two health care 

regions, and we believe that the positive benefits will 

compensate for the possible additional workload for health 

professionals. However, the issues raised by the health 

professionals from psychiatry should be followed up.  

There are some limitations with this study which should be 

acknowledged. The online survey was sent to all employees 

through a third party (the IT-support organisation), using a 

common e-mail list, regardless if they had journal access or not. 

As a consequence, it was impossible to calculate an accurate 

response rate. However, the response rate was relatively low. 

We acknowledge that this type of recruitment for research 

easily leads to responses from people with strong opinions, very 

positive or very negative, more often than those who have not 

made an opinion. It is therefore important to be aware that the 

data material may be subject to this bias in the interpretation of 

the results. 

More knowledge on how the service will influence both 

patients and health professionals in the future is necessary 

through further studies.  

Conclusions 

Health professionals' experiences and attitude with patients 

accessing their own EHRs was investigated through an online 

survey. The results revealed several positive findings, including 

patients identifying mistakes in the EHR and being better 

informed about diagnosis, treatment, or follow-up than before. 

The results indicate minor differences in experiences and 

attitudes based on the different practices existing at the different 

hospitals, and between doctors and nurses. On the other hand, 

major differences in experience and attitude were found 

between psychiatric and somatic care.  

Health professionals working in psychiatry questioned if the 

service was suitable for the sickest and most vulnerable 

patients. Some adaptions, instructions, or training might be 

necessary to make the service more suitable for the psychiatry 

field.  
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Abstract 

There are IEEE 11073 standards for foundational, structural, 
and semantic point-of-care medical device interoperability, but 
the first devices with this interface have yet to enter the market. 
One of the missing pieces for implementation and approval are 
Device Specialisations that specify how to use information and 
service models to represent a specific type of device on the 
network. Required and optional metrics need to be 
standardised as well as nomenclature terms, units of measure, 
and extension points. Finally, device-to-device interaction at 
runtime has to be defined for automatic verification during 
testing and approval. Applications include C-arm fluoroscopes 
used in different clinical settings. 

Keywords:  

Health Information Interoperability; Reference Standards; 
Computer Communication Networks 

Introduction 

Modern, sophisticated medical devices still lack the ability to 
exchange data with devices from different manufacturers 
despite the increasing demand from clinicians and 
operators [1]. Until recently, the options for integration were 
indeed limited: Next to proprietary solutions, the only open 
alternative was the ISO/IEEE 11073 Point-of-Care Medical 
Device (PoCD) Communication Standard that enabled simple 
point-to-point interaction between an agent and a manager. The 
requirement for a loosely-coupled system of networked medical 
devices, however, was only met by the introduction of the 
ISO/IEEE 11073 Service-Oriented Device Connectivity (SDC) 
sub-series of standards. Driven by the research project 
OR.NET [2], this series now provides point-of-care medical 
and surgical devices with a contemporary communication 
protocol based on web service technology. 

In SDC, the information exchange is based on the IEEE 11073-
20702-2016 Standard for Medical Devices Communication 
Profile for Web Services (MDPWS) that defines safety, 
streaming, and compression features on top of previously 
existing web service standards. In addition, the IEEE 11073-
10207-2017 Standard for Domain Information & Service 
Model for Service-Oriented Point-of-Care Medical Device 
Communication specifies a participant model, which allows for 
the structured network representation of a medical device's 
capabilities, and a message model, which defines 
communication endpoints for these capabilities. Both models 
are represented in XML Schema (XSD), whereas a device 
capability description must be expressed in eXtensible Markup 
Language (XML). This allows for the validation of a device’s 
description against the standardised model. 

The endpoints defined therein are bound to MDPWS through 
the IEEE 11073-20701-2018 Standard for Service-oriented 
Medical Device Exchange Architecture & Protocol 
Binding [3]. For semantic interoperability, every item of a 
device description is annotated with a code from the 
IEEE 11073-1010X series of nomenclature standards. 
Furthermore, the SDC standards provide mechanisms for 
authentication, authorisation, and encryption in order to 
maintain the confidentiality of personal and associated medical 
data [3]. 

Whereas the components of a device description are well-
defined, different manufacturers may yet model their 
functionally equivalent devices differently. For personal health 
devices (PHD), the introduction of Device Specialisations 
facilitated interchangeability of devices from different 
manufacturers in the patient's home environment. These formal 
definitions of device types specify the structure of the 
hierarchical containment tree that constitutes the capability 
description. 

Device Specialisations are also necessary for SDC devices, but 
the specifications must allow for a wider range of applications 
than their PHD counterparts. In addition to the mostly static 
containment tree, it is necessary to describe the dynamic 
interaction and the requirements towards communication 
partners to allow for automated testing and validation 
procedures, which are currently under development within the 
scope of the research project Modular Validation Environment 
for Medical Device Networks (MoVE) [4]. These Device 
Specialisations will not only be required for regulatory issues 
and type approval, but also for actual plug-and-play of medical 
devices. 

Methods 

Requirements Analysis 

The most important difference between PHD and SDC is the 
device-to-device interaction and remote control that is one of 
the key benefits of device interoperability at the point-of-care. 
For patient safety, it is paramount to describe the underlying 
interaction patterns in a way that allows for automatic 
verification. This includes the definition of non-trivial safe 
states and fall-back mechanisms in case of a communication 
error or breakdown. 

Furthermore, medical devices may need other network 
participants in order to provide their own functionality. A 
universal foot switch, for example, requires some device that 
can be controlled. Deploying a component within a  medical 
device network can be assisted by automatic assessment of 
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compatibility by validating the functionality that is offered by a 
system of medical devices against the required capabilities. 

Device Specialisations for Service-Oriented Device 
Connectivity 

An SDC Device Specialisation combines knowledge of the 
composition and usage of a medical/surgical device with 
expertise in device modelling. Manufacturers of a certain type 
of device agree on a containment tree structure that is then 
brought into a machine-readable representation using XSD. 
This enables the validation of a device's description not only 
against the standardised data model but also against this schema 
in order to determine the correctness of the device model and 
the compliance with the standard. 

However, the underlying semantics of the device description 
are of equal if not greater importance. Therefore, besides the 
semantic information that is conveyed implicitly through the 
structure of the containment tree, every description and state 
element is annotated with a type using standardised 
nomenclature codes, the same applies for units of measure. 
These codes are either taken from the preferred IEEE 11073-
1010X series of nomenclature standards or from other 
controlled vocabularies that can be referenced by the device 
description. Which term(s) to use is either strictly defined by 
the Device Specialisation or can be chosen from a limited set 
for a specific metric. 

Whereas items that are defined in a Device Specialisation 
cannot be omitted in a device that is to fulfil the standard, 
adding specific functionality is allowed. It is thus possible to 
integrate manufacturer-exclusive innovations into the network 
representation or to fulfil more than one Device Specialisation 
at a time. For example, a complex patient monitor may serve as 
an electrocardiograph and a pulse oximeter and a blood 
pressure monitor. 

Oftentimes, elements of the containment tree depend on one 
another, e.g. the dose area product (DAP) calculated by a C-
arm fluoroscope depends on settings such as tube voltage, 
current, and exposure time. These dependent metrics are 
expressed in the specification as well as (safety) requirements 
towards devices that exercise remote control. In this example, a 
controlling device that modifies critical parameters of the 
fluoroscope may have to visualise the estimated DAP to the 
human operator for confirmation. In the same way, quality-of-
service (QoS) parameter boundaries or technical infrastructure 
requirements can be expressed. 

Finally, the dynamic interaction of a medical device with other 
devices and components needs to be defined and verified. 
Therefore, the runtime behaviour of the device is specified in a 
machine-readable way. The MoVE project currently explores 
the usage of Testing and Test Control Notation version 3 
(TTCN-3) [5] for this purpose. It allows for the definition of 
simple and complex test cases involving an arbitrary number of 
participants including the device-under-test (DUT). 

Regulatory Issues and Type Approval 

SDC Device Specialisations simplify the development and 
testing process for medical device manufacturers, but they also 
play an important role in type approval. In addition to 
conformance testing against the IEEE 11073 SDC 
communication protocol, Notified Bodies are also expected to 
validate the functionality of a device against the Device 
Specialisation for its type. This kind of integration testing 
involves interoperability with other (simulated) devices as well 
as intraoperability – the correct representation of the actual 
(physical) device state on the network [6]. 

Ultimately, medical devices that perform a given task as part of 
an ensemble of components will need to obtain certification for 
the precise role they play in the ensemble. This role and the 
interaction capabilities thus need to be explicitly stated in the 
intended use description of the device and may modify the 
classification of the device if it is, for example, intended to 
control a device of a higher class [6]. Referring to roles and 
capabilities that have been standardised in the form of a Device 
Specialisation significantly simplifies this procedure for both 
the manufacturer and the Notified Body. 

These benefits have also been identified by the U.S. Food and 
Drug Administration (FDA) in a guidance document on 
interoperable medical devices [7]. Whereas the European 
Union's 2017 Medical Device Regulation (MDR) [8] also 
offers a definition of interoperability, it remains vague with 
regard to its regulatory impact and the benefits of 
communication standards. 

Results 

In this section, we present how specifying the characteristics of 
a C-arm fluoroscope facilitates device interchangeability in two 
example use cases. Figure 1 shows a simplified containment 
tree with channels for the operational parameters of the 
fluoroscope, dosage information, and the motion of the C-arm.  

Surgical Navigation: Collision Avoidance 

For this use case, consider the task of collision avoidance, for 
example in the operating room: For intraoperative radiography 
or fluoroscopy, a C-arm is often used as it can move around the 
operating table to acquire image data. Obviously, this motion 
should not cause a collision with the table. Through the 
provision of positional data from the C-arm, a surgical 
navigation system could warn the user before a collision occurs 
or could even remotely stop the repositioning completely. In 
addition to the containment tree, the interaction pattern for this 
control operation is also part of a Device Specialisation. 

Synchronisation of Fluoroscopy and Ventilation 

Another use case that greatly benefits from standardised 
devices is the synchronised fluoroscopy. It would allow this 
procedure to be carried out with any two devices from different 
manufacturers. The fluoroscopy can be synchronised with the 
breathing cycle of a patient who is connected to a ventilator if 
both devices provide the respective data. For projectional 
radiography, it would also be possible to stop the ventilator for 
the duration of the X-ray image acquisition in order to minimise 
motion artefacts and continue the breathing cycle afterwards. 

Note that ventilators at the point-of-care (e.g. in the ICU or for 
anaesthesia) require a different Device Specialisation than a 
Home Healthcare Environment Ventilator from the PHD 
domain. The latter, which is under development as 
IEEE P11073-10426, targets a different device category and is 
not expected to include device-to-device interaction or remote 
control capabilities. 

Discussion 

The benefit of a standardised medical device communication 
protocol in general and an SDC Device Specialisation in 
particular lies in facilitating real-world applications. The 
manufacturer-independent interchangeability reflects the 
clinical reality of heterogeneous devices that need to 
interoperate. 
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Whereas the PoC Device Specialisations currently under 
development refer to the SDC series and are going to be 
standardised within the new IEEE 11073-107XX sub-series, 
the payload of all IEEE 11073 communications is semantically 
described using the same vocabulary. Therefore, physiological 
measurements and other data can be combined from multiple 
sources, e.g. the home environment and the clinical workplace. 

Conclusions 

The standardisation of SDC Device Specialisations will further 
the implementation of open communication interfaces into 
actual medical devices, support the approval process, and 
facilitate plug-and-play. Devices that are interconnected using 
SDC will provide their operators with better assistance, perform 
more complex tasks in an ensemble, and ultimately increase 
patient safety.  
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are omitted for brevity. 
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Abstract 

Medicine has evolved considerably in recent decades in part 

thanks to information and communication technologies in 

health (ICTs). However, face-to-face consultations continue to 

be the predominant model, since alternatives such as 

telemedicine are still the subject of debate. On the other hand, 

in some very specific specialties, centralization is relevant, 

mainly due to the low frequency and prevalence of diseases, as 

well as the need to have highly specialized professionals, 

causing problems in terms of accessibility and costs for the 

health system. In this study we have analyzed the first 

consultations to an orthopedics oncology service at a tertiary 

institution and performed an analysis of economic costs was 

carried out between 2 possible scenarios: face-to-face 

consultations versus telemedicine. Analyzing the 2 scenarios, 

there would be a cost-benefit in the use of telemedicine leading 

to a decrease in healthcare cost between 12.2% and 72%. 

Keywords:  

Telemedicine, Cost Analysis, Personal Health Records 

Introduction 

Medicine has evolved considerably in the last decades, mainly 

based on advances in technology [1; 2]. Some examples include 

imaging studies that have increases significantly in terms of 

definition and accuracy [3; 4]. Regarding the field of Surgery, 

advances have also been remarkable, including navigation-

assisted surgery for oncologic musculoskeletal tumors [5-8]. 

However, the way to perform medical appointments, has not 

changed in the last decades. Personal interviews continue to be 

the prevalent model and although new alternatives have been 

proposed, such as telemedicine, its benefits and acceptance by 

the medical community continue to be debated. 

For very specific medical specialties, centralization is relevant, 

mainly due to the low frequency and prevalence of the diseases 

as well as the need to have highly specialized professionals [9; 

10]. However, in large countries, centralization can be a 

problem in terms of distance, transfer and healthcare costs.  

Tele-orthopedics involves the provision of specialized services 

in orthopedics remotely. This, according to the taxonomy of 

telemedicine regarding the participants of the consultation, is 

usually carried out between an orthopedic surgeon and a patient 

[11]. Benefits have been reported regarding the use of tele-

orthopedics services such as: significant savings in travel time; 

reduction of work times and increase in patient satisfaction 

regarding postoperative care compared to traditional methods 

[12]. 

The equipment used for telemedicine improves quickly as 

technology evolves in terms of quality, costs and ease of use. 

However, it is important to evaluate the quality and safety of 

the care provided, including patient satisfaction and its 

economic impact in detecting and reducing events before using 

this type of technology in medical care. Some studies suggest 

that telemedicine can be used as an alternative to face to face 

consultations for orthopedics patients in an outpatient setting. It 

was also proven that the use of videoconferencing systems was 

adequate to provide orthopedic care in rural areas, but most but 

most studies lack adequate assessment methods and cost-

benefit analysis [13]. 

We analyzed first-time appointments for appointments of 

orthopedic oncology patients at a tertiary complexity centre and 

carried out an economic cost analysis between two possible 

scenarios: face-to-face appointments vs. telemedicine 

consultations. We attempted to determine if the use of 

telemedicine for first-time patients could save costs to the 

healthcare system. 

Methods 

Setting 

Hospital Italiano de Buenos Aires (HIBA) is a non-profit 

organization with 165 years of history in Argentina. Its 

healthcare network includes a Universitary hospital of high 

complexity that covers health care for outpatients, inpatients, 

emergencies, critical care, home care, chronic care and medical 

and surgical specialties. It has its own medical insurance service 

(health maintenance organization), with more than 160,000 

affiliates, and provides health services to 1,500,000 people with 

other health insurances. Annually, more than 45,000 patients 

are admitted to their hospitals, and 45,000 surgical procedures 

and 3,000,000 outpatient visits take place. 

Since 1998, the HIBA has its own health information system 

(in-house) that includes the management of clinical and 

administrative information. Its Electronic Health Record (EHR) 

is an integrated, modular, problem-oriented and patient-

centered system, used in the different clinical scenarios 

(ambulatory, hospitalization, emergency center and home care) 

[14; 15].  

As part of the information system, an integrated Personal 

Health Records (PHR) called POPES is available to all 

outpatients since 2007. PHR allows patients receiving medical 

care in the hospital network to access and verify clinical and 

administrative information, and to interact with the health 

system. Among its main functionalities, the PHR allows users 

to update their personal information, share information, manage 

scheduled appointments, view test results, check, order and buy 

prescribed medication, to consult with the healthcare team 

through Telemedicine tools, and it has a messaging service for 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190275

512



communication with the general practitioner". At present, 

POPES has approximately 400,000 registered users [16]. 

 

Design 

We carried out a prospective study. All the patients attended at 

an outpatient clinic by the orthopedics oncology team during 

the period of time between January and June of 2018 were 

analyzed. Relevant information of each patient was collected in 

a structured form in the EHR, which was completed by each 

professional. A total of 4 orthopedic oncology surgeons 

participated in the research. Only first-time appointments were 

analyzed. 

An estimated economic cost analysis was carried out, 

considering: a) transfer cost b) face to face appoint cost c) 

telemedicine cost. For transfer costs, we took as reference a 

round trip airplane ticket for patients who lived at least 400 

kilometers away from our hospital. The national airline 

(Aerolineas Argentinas) was used as reference for price and 

always the cheapest option was chosen. The cost of the face-to-

face appointment according to our Hospital data was 49 U.S. 

dollars. The cost of the telemedicine appointment was set by 

our institution in US $80. Accommodation and travel expenses 

were not considered in the analysis. For patients under 18 years 

old, an extra flight ticket was added for cost analysis because 

they must be accompanied by an adult. The objective of the 

study was to determine whether the use of telemedicine for 

first-time consultations in orthopedics oncology would reduce 

the costs to the health system. 

Results 

A total of 1,224 consecutive appointments for orthopedic 

oncology were analyzed, of which 207 (17%) were first-time 

patients (see figure 1).  

108 out of the 207 first-time patients (52%) were male and the 

mean age was 48 years (range 2-90).  

The mean time between referral and face-to-face appointment 

in our institution with an orthopedic oncology specialist was 1.6 

weeks (range 0-11). In 107 patients (52%), the diagnosis was 

made at the first-time appointment without the need of medical 

treatment, thus solving the problem with a single appointment. 

36 patients out of 207 patients of 207 (18%) had to travel at 

least 400 km to access the hospital (table 1). These patients 

came from 14 different provinces (figure 2). 

Estimated cost analysis 

The equivalent cost for telemedicine for the 207 first-time 

patients would have been US $16,560. The estimated cost of 

transportation for this group of patients was $8,572 and the cost 

of the regular face-to-face consultation US $10,143 (total value: 

18,715). This represents a mean value of US $90 per first time 

patient. Analyzing both scenarios, there would be a cost-benefit 

in the use of telemedicine for first-time patients at our 

orthopedic oncology unit, which would lead to a decrease in 

healthcare costs of 12.2%. 

For the select group of patients (n = 36) who had to travel at 

least 400 km for the appointment, the economic benefit 

increases significantly, (US $2,880 vs US $10,336), 

representing a 72% reduction in costs. 

 

Figure 1: Total Appointments and First Time Appointments 

Discussion 

The present study, through a cost analysis, seeks to demonstrate 

potential savings with the use of telemedicine for first-time 

appointments to orthopedic oncology specialists for patients 

with suspected bone tumors. 

Bone tumors are of low prevalence, with a wide variety of 

lesions that have a high risk of local recurrence and metastases, 

which is why timely diagnosis by a team of specialists has a 

direct impact on patient outcomes. However, the diagnosis is 

not a simple task and is often delayed due to the insidious 

presentation and high diagnostic error rate, since there are 

similar lesions that simulate these tumors [17]. In all cases, the 

formulation of differential diagnoses must be made with the 

integration of clinical signs and symptoms and diagnostic 

images. Based on differential diagnoses and staging studies, it 

is determined how and where to perform a biopsy. 

Table 1: Characteristics of Patients in First Time  

Appointments 

Variable Value 

Patients 

Age average (yo) 

Female  

Male 

Distance > 400 km. 

Diagnosis in First       

Time Appointment 

107 

48 (2-90) 

   48% (N=99) 

52% (N=108) 

18% (N=36) 

 52% (N=107) 

Mean waiting time 

from referral

1.6 Weeks  
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Figure 2: Patients’ precedence 

 

The average delay for an appointment with a specialist can be 

up to 10 months, and sometimes patients are attended by up to 

5 medical teams with 30% of inadequate procedures carried out 

[17]. In the United Kingdom delayed diagnosis is the main 

cause of sarcoma litigation [18]. 

The wide geographical distribution of the patients that are 

treated the Hospital Italiano de Buenos Aires means that the use 

of Telemedicine has an enormous potential when it comes to 

improving accessibility and healthcare costs, since 50% of 

consultations can be solved in the first appointment. This first 

appointment is usually centered in the review of patients' 

medical records and all their tests and studies. This information 

is sent asynchronously, reviewed and analyzed by the 

professional team and then a synchronous meeting with the 

patient is scheduled for notification of the resolution of the team 

in each case, and to schedule the steps to follow (either the need 

of referral to perform more studies or schedule long-term 

controls). 

The present study was limited to comparing estimated costs for 

the healthcare system, establishing a standardized cost of travel 

ticket and cost of care, without taking into account the real costs 

according to the distance for each case, nor the cost derived 

from the need to repeat studies, as well as the loss of profit of 

patients and their families. Additionally, we did not consider 

differential costs according to patient age, despite pediatric and 

elderly patients could have higher costs given the need of a 

companion. 

At the end of this study, we did not find evidence of a cost 

analysis for these patients. However, there is plenty of evidence 

for other groups. For example, a study that evaluated the impact 

of electronic consultation on a Canadian tertiary care pediatric 

specialty referral system concluded that similar to what happens 

with adults, electronic consultations improves primary care 

physician access and timeliness to elective pediatric specialist 

advice and influences their care decisions, while reporting high 

end-user satisfaction [18]. 

A study that evaluated the cost of a speech pathology 

synchronous telepractice service for patients with head and 

neck cancer concluded that such telepractice service provides 

cost-efficiency over standard care through the provision of a 

remote specialist [19]. Another group that studied the use of 

telemedicine for the same pathologies reported that this service 

allows timely access to surgical care along with considerable 

savings for patients with head and neck cancer [20]. 

The main limitation of our study is the estimated costs 

methodology: it is not an analysis of real costs, since we used 

the same value for transfer costs for all patients. Another 

limitation was that other variables that can influence costs were 

not taken into account. 

In future lines we intend to make qualitative evaluations to 

patients whose diagnosis were negative in the first consultation 

to make a long-term follow-up of the final diagnosis and an 

adequate calculation of costs taking into account all the 

variables, so we can account for the real cost-effectiveness of 

the system. 

Conclusions 

In our experience with the implementation of a telemedicine 

tool for first-time appointments with orthopedic oncology 

specialists, the estimation of costs in a limited period of time 

suggests that this intervention may reduce costs to the 

healthcare system. 
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Abstract 

The Primary Health Care strategy is based on organization of 

interdisciplinary teams and comprehensive approach to health, 

disease and health care processes. To strengthen information 

systems so that they represent primary health care 

complexities, participatory meetings were held with primary 

care practitioners from the public health care system of Buenos 

Aires City. Terms for the record tool and its components were 

chosen using consensus methodologies. This process involved 

300 practitioners from 49 centers, and submission of 

21 proposals. It was decided to change the term “Electronic 

Medical Record” with “Comprehensive Health Record.” It was 

also agreed that, apart from “Reason for Consultation,” the 

field “Problem Situation” would be added, that “Care Service” 

would be replaced with “Care Act,” and that a new module 

“Health Team Management and Education Activities” would 

be included to document practitioners team activities.  

Keywords:  

Public health informatics, primary health care, electronic 

health record 

Introduction to this Article 

Use of information technologies (IT) in complex adaptative 

health care systems remain a challenge for design, 

development, implementation, and evaluation of interventions. 

The comprehensive socio-technical model proposed by Dean F. 

Sittig [1] provides useful analysis framework for considering 

complex interaction between social and technical factors 

coming into play in any implementation. 

An electronic record system was implemented following 2016-

2019 Health Plan for the public health care system of Buenos 

Aires City, which included a digital health strategy. As the 

system failed to reflect specific characteristics of primary care 

work processes and primary health care (PHC) strategy [2,3], it 

encountered practitioners’ resistance, dissatisfaction, and 

dissent. 

It is well-known that users’ involvement and engagement in 

design of health information systems is key to software 

adjustment to work processes, lower resistance to use, tool 

adoption, and successful implementation [4-6]. This approach 

proves to be even more significant with in-house development 

capabilities. However, achieving meaningful participatory 

processes in health care organizations remains a challenge. The 

case under study is molded by characteristics of work processes 

in the primary health care strategy, whose foundational 

principles include interdisciplinary teamwork and 

comprehensive community-based approach to health, disease, 

and health care processes [7-10]. 

In this context, the question is how to introduce adjustments 

into the record system in a participatory way, given 

characteristics of primary health care practice and PHC strategy 

in public health care system of Buenos Aires City. The 

objective of this paper is to present consensus-based experience 

and participatory decision-making employed to develop record 

tools representative of characteristics of primary health care. 

Background 

Primary health care professionals are responsible for all actions 

and services delivered in basic specialties and outpatient 

modalities. Primary health care centers are people’s main entry 

point to and follow-up area in health care networks. Primary 

health care centers are organized around the PHC strategy. 

According to WHO, this strategy is based on certain essential 

elements, such as universal health care access and coverage, 

comprehensive and integrated care, emphasis on health 

promotion and disease prevention, family, and community 

guidance, active participation mechanisms, organization of 

multidisciplinary teamwork, territory-based approaches, 

among others [11].  

Implementation of electronic information systems in Buenos 

Aires City started June 2016 in primary health care setting. Its 

first phase was completed in 2017. This implementation phase 

included system based on three modules: patient identification, 

appointments, and simple-format electronic medical record 

(EMR) for documenting health consultations between patients 

and practitioners. The EMR had two mandatory fields: free text 

progress report and reason for consultation using terminology 

service whereby list of patient problems is generated [2,12]. 

Figure 1 shows EMR components used to document a medical 

act.  

 

Figure 1-Medical Act Components in the EMR 

Given that it is crucial to monitor how the system is used at 

early implementation stages in order to ensure immediate 
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response to users’ comments and requests [9], in November and 

December 2017, a Health Information Systems Office team 

conducted a survey to make qualitative assessment of users´ 

perceptions. Group interviews were carried out with 

130 system users in 11 primary health care centers with at least 

a 6-month system implementation. Results concerning EMR 

design and format revealed difficulty in documenting some 

primary care practices, such as interdisciplinary health care and 

community activities. Some limitations were also observed in 

trying to represent complexity of health, disease, and health 

care processes with available terminology services, particularly 

in connection with social determinants of health as described in 

literature [13]. 

In early 2018, based on results of this assessment, the entire 

terminology used in the EMR was examined. It was observed 

that over 50% of total documented terms (n=39,492) were not 

health-related problems, but referred to other components and 

processes that the system was not adequately capturing. 

Furthermore, medical act structure was duly adjusted to 

primary care documentation needs. Figure 2 shows results of 

this analysis. The care act, not only medical act is central, and 

components that need to be represented in the system have been 

added. These components include different care modalities, 

other physical locations, other types of care provision, and 

terminology for comprehensive health care. 

 

 

Figure 2-Care Act Components in Primary Health Care

Methods 

Setting 

Buenos Aires City healthcare network is composed of  Ministry 

of Health, 35 Hospitals, 74 Primary Care Centers (CESAC, 

CMB), 1 Ambulatory Reference Medical Facility (CEMAR), 2 

children´s dental centers, and 2 mental health centers. It is 

structured into 12 geographical areas to organize health care 

delivery. The health system employs a total of 41,000 people. 

Since June 2016, Electronic Medical Record (EMR) has been 

gradually implemented in outpatient settings [2]. By October 

2018, 60 healthcare facilities were using EMRs, over 1 million 

EMRs had been opened, and 2.5 million clinical notes 

registered. 

Experience Systematization 

An interdisciplinary team of medical practitioners, 

psychologists, educators, anthropologists, and communicators 

was created in order to plan the strategy. Starting point was a 

number of meetings convened by the organizing team. It was 

decided that the objective of systematization was to document 

the process of reaching participatory consensus and its ensuing 

agreements. All records and documents produced during 

planning and development were collected and analyzed, their 

history being traced (see Meeting Methodology). Results were 

systematized, and subsequently all information was examined 

and organized according to predetermined structuring 

component, to eventually arrive at critical interpretation of the 

whole process (see Discussion). Finally, conclusions and 

lessons were drawn and documented in writing. 

 

 

 

Meeting Methodology 

Design of system evincing complexity of PHC strategy, as in 

care act structure, required thorough reflection by its users. 

First, organizing team reached their own conceptual 

agreements, consulted literature on consensus methodologies 

[10], and decided to hold participatory meetings with end users 

for tool design as first step in a series of iterative cycles of 

interaction and agreements. Agenda of these first sessions was 

to find: a) most appropriate denomination for patients’ 

individual health record tool, commonly referred to as 

Electronic Medical Record, b) appropriate denomination for 

each of the care services provided, c) how to organize and 

denominate problems and reasons for consultation, and d) how 

to organize and denominate professionals´ activities which do 

not entail direct contact with patients. Four activities were 

planned, and work proposals were pilot tested before 

implementation with a team consisting of 6 primary care 

practitioners. Meeting development was supported by active 

strategy of communication with end-users. 

First On-Site Meeting 

Primary health care centers´ heads and practitioners comprising 

maximum 4 people per institution were invited. It was 

suggested attendees should represent different disciplines. 

Invitation was made via official communication, e-mail, and 

telephone calls. Previous registration was also requested using 

structured form with mandatory fields including institution, full 

name, discipline, contact information, and available time for 

attendance. The first meeting aimed at introducing some 

concepts about information systems based on care act structure 

and work on components that needed to be represented. Work 

was organized in small groups of about 6 people from different  
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disciplines and institutions. These groups were previously 

formed by the organizing team. Each group was given a list of 

100 terms frequently used in the EMR. These terms had been 

previously selected out of the total terminology (n=39,492) to 

collect a purposive sample representing term heterogeneity. 

Sample was made of 300 terms divided in 3 groups of 

100 terms. Each team was asked to analyze and divide terms 

into categories, choosing a name for each of them and 

determining their scope. These ideas were visually represented 

in a map and shared among all attendees. Findings were pooled, 

similarities and differences identified. At end of the meeting, 

working materials were handed over to each institution, so that 

activities be replicated locally with rest of the team and new 

proposals generated. A virtual semi-structured template was 

developed for motions to be submitted. Structured fields had to 

contain suggested terms for each component, and free text 

fields for rationale, comments, and so on. 

Local Work 

Each institution was allowed to work on its own or with the 

organizing team. New proposals were presented within 

3 weeks, as established. Organizing team systematized 

information in a comparative chart. Structured data were 

collected, eliminating duplicates. Data in free text format were 

examined based upon conceptual recurrence. 

Second On-Site Meeting – Panel of Representatives 

Two representatives of each institution were invited. Proposals 

resulting from local work instances and their analysis were 

shared. By means of scoring system, all attendees on one hand 

agreed on alternatives to be excluded and, on the other, 

accepted those to be submitted to open voting. Conceptual 

definitions were discussed, agreed on, and put in writing. In 

addition, lists of practitioners willing to participate in later work 

cycles were drafted. 

Open Virtual Voting 

The consensus-based options were submitted to voting using 

web platform known as Portal APS en Red, used by primary 

health care institutions for news, instructions, and system 

access. Voting was open for 3 weeks.  

Results 

First On-Site Meeting 

Meeting was attended by 120 users from different disciplines 

(see Table 1), representing 49 primary health care institutions. 

At debriefing, following initial consensus was made:  

1. Having common information system helps institutions 

perceive themselves as part of an integrated network. 

2. The way of representing population´s health problems 

is heterogeneous across institutions. 

3. It is necessary to work together in order to enrich 

terminology services, particularly in connection with 

social determinants of health. 

4. It is vital for the system to represent interdisciplinary 

activities. 

5. Care acts may be health care-related, disease 

preventive, health promotional, or educational. They 

may also be individual or group/community-based. 

6. Care acts may take place either in health care 

institutions or outside them, that is, in community 

institutions. 

7. Reasons for consultations are not always health-

related problems. 

8. Information documented in the system may be 

epidemiological or administrative, for planning and 

management purposes. 

9. The EMR is a tool for documenting people’s health. It 

is necessary to count on other tools to document 

practitioner education and management activities. 

Local Work 

Twenty-one proposals were received. The organizing team was 

called in by 3 institutions. Structured data systematization 

resulted in following alternative names for each component: a) 

EMR: Single Comprehensive Health Record, Comprehensive 

Health Record, Health Care Electronic Record Instrument 

(IRES, by its Spanish acronym), Health Record, Electronic 

Health Record, Diagnostic Summary, Medical Practice Record, 

Health Practice Record, Personal Health Record, and 

Comprehensive Health Record. b) Care service: Provision, 

Intervention, Approach, Care Act, Team Practice and 

Response. c) Problems: Problems, Problem Situation, and 

Reason for Consultation. d) Practitioner activities: Special 

Practitioner Activities, Professional Interventions, Health Team 

Management and Education Activities, Practitioner Activities, 

PHC Team Professional Activity.  

Analysis of free text showed no new findings and reinforced 

some of the initial agreements reached during first on-site 

meeting, particularly need to differentiate reasons for 

consultations from health problems, and existence of different 

types of care acts. 

Second On-Site Meeting – Panel of Representatives 

Meeting was attended by 32 practitioners from 21 institutions 

and different disciplines (see Table 1). The consensus-based 

voting options were: a) EMR: Comprehensive Health Record 

and Health Record; b) Care Service: Care Act and Intervention; 

c) Problems: it was unanimously decided not to submit it to 

voting and resort to a different record for Reasons for 

Consultation and Problem Situations; and d) Practitioner 

Activities: Health Team Management and Education Activities 

and Practitioner Activities. The definitions for each component 

were agreed in writing (see Table 2).  

Table 1-Disciplines of On-Site Meeting Attendees  

Discipline Meeting 1 Meeting 2 

Medicine/Dentistry 55% 43.74%

Social work 10% 21.87%

Psychology/Educational 

Psychology

6.66% 15.72% 

Speech therapy 2.5% -

Administration 4.17% -

Nutrition 4.17% 9.37%

Nursing 1.67% -

Obstetrics 1.67% -

Anthropology 0.83% -

Unspecified 11.67% 9.37%

Open Virtual Voting 

Total of 153 voters participated. Results were as follows: a) 

EMR: Comprehensive Health Record (81.05%), b) Care 

Service: Care Act (52.24%), c) Reason for Consultation and 

Problem Situation was unanimously agreed on during on-site 

meetings and, d) Practitioner Activities: Health Team 

Management and Education Activities (79.58%). 

Discussion 

The complexity of primary health care in public health care 

system of Buenos Aires City was evidenced in the number of 

health care centers participating in the meetings, multiplicity of 

disciplines involved, and heterogeneity of terms used to refer to 

the population’s health problems. In this context, reflecting 
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upon design of information systems which capture this 

complexity turned out to be quite challenging [8]. 

Table 2-Consensus-based Definitions for Voting 

Component Consensus-based Definitions  

Electronic 

Medical 

Record 

Mandatory, unified, personal, electronic 

record, documenting all actions performed 

on individuals by health care professionals 

and teams (Law 26.529/09 and 

Law 5.669/16). It was agreed that the 

denomination of Health Record to be used 

across whole network should be 

representative of complexity of the health, 

disease and health care processes.  

Care Service Every act performed by health care 

professionals or teams (Law 5.669/16). This 

refers to every contact between the health 

care team and individuals in the community, 

be it individually or in groups, and for care, 

prevention, or promotion purposes. It may 

adopt different modalities, such as 

consultation, advice, recreation, workshops, 

talks, and so on. 

Problems Reason for consultation: Everything patients 

express as reasons for presenting to, visiting 

or contacting a health care professional, this 

being their subjective perception and 

including the way they express themselves. 

Problem situation: Everything that triggers 

action by the health care professional, both 

in terms of education, promotion, and 

prevention, as well as for diagnosis, 

treatment, and rehabilitation purposes. 

These are assessments and findings based on 

professional expertise and knowledge of 

patients. It may be individual or family-

related, and it may be a social or 

environmental determinant.  

Practitioner 

Activities 

Individual or group activities carried out by 

health care professionals without direct 

contact with community or patients 

including education, planning, evaluation, 

team meetings, case reviews, supervisions, 

and so on.  

Design and implementation of information systems are 

impacted by technical aspects. However, social and cultural 

dimensions within institutions play fundamental role [1]. In 

primary health care, it was necessary to engage in in-depth 

discussion as to how health, disease, and health care processes 

are understood and how work processes are represented within 

the framework of PHC strategy. The consensus methodology 

used during meetings paved way to conceptual agreements, 

which are necessary starting points. These overall agreements 

were attained owing to the fact that participants got involved in 

the process and effort was made to set transparent rules [6,10]. 

At onset of implementation in primary health care, the 

information system was resisted by users. With time, different 

opportunities for interaction and joint work facilitated 

progressive appropriation of the tools by users, which was 

apparent in increased meeting participation. Once certain 

degree of system maturity was gained, it was a paramount goal 

to convene meetings to enable users make thorough assessment 

which might lead to ideas for real improvement. 

Considering characteristics of health care organizations, two 

fundamental challenges arise when trying to manage change: 

striking adequate balance between practitioners’ autonomy and 

clear definition of responsibilities; and at same time, implement 

change smoothly and strategically whilst coping with resistance 

[14,15]. Thus, it was key to promote opportunities for 

practitioners to work autonomously, with probable support of 

organizing team, open communication and interaction 

channels, clear goals and scope when managing meetings, and 

to underscore shared responsibility for introducing tool 

improvement motions as well.  

The blended on-site and virtual strategy was instrumental in 

offering participation opportunities flexible enough for virtual 

participation of all practitioners, which allowed for organized 

work in smaller groups at on-site meetings. 

Proposal to reflect on design of record tool shared by all 

institutions and practitioners helped show that information is 

crosscutting and also to envisage prospect of integrated health 

network favoring continuity of care. 

Among conceptual agreements resulting from meetings, 

mention should be made of comprehensive view of health 

embodied in replacement of electronic medical record with 

comprehensive electronic health record; interdisciplinary 

approach and different types of care provision, reflected in 

substitution of care act for medical act; complex representation 

of multiple situations that may result in contact between 

practitioners and people in the community, captured by 

agreement to distinguish between reasons for consultation and 

problem situations; and significance of documenting 

practitioner activities that add quality to care act, such as 

education, team meetings, and activity planning. 

The magnitude of these agreements is not only seen in change 

of terms used in the system, as with the EMR, a main tool in 

health information systems. Agreements also exhibit 

perspective which is not only medical/clinical and focused on 

health problems, but also comprehensive, interdisciplinary, and 

care-oriented. 

Even though meetings aimed at defining terms for some of the 

record tool components, process complexity showed that, 

beyond terms, the way things are named bears highly 

symbolical and conceptual impact. 

Based on achievement of conceptual agreements and term 

changes, in future, specific working groups will have to be 

organized for participatory design of functionalities 

representing primary care work flows. 

As to limitations of these meetings, even when call was open 

and there was active participation, few practitioners were not 

challenged by the agenda and did not attend.  

Conclusions 

The experience derived from our meetings unambiguously 

stresses user participation in design of representative 

information tools as well as reaching conceptual agreements 

conducive to denominating health, disease, and health care 

processes recorded in the information system.  

Implementation of these results will be carried out throughout 

2018 and 2019, starting with change of term “Electronic 

Medical Record” to “Comprehensive Health Record,” since 

other components demand software engineering.  
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Abstract 

Complex prescribed medicine regimens require extensive self-

management. Handling multiple pills can be confusing; using a 

pillbox organiser is a common strategy. A smart Medication 

Coach Intelligent Agent (MCIA) can support patients in 

handling medicine. The aim of this research was to evaluate the 

feasibility and acceptability of the MCIA. A prototype was 

tested with 15 participants, age 17-76, filled a pillbox 

according to prescription assisted by the MCIA implemented in 

a Microsoft HoloLens. A quantitative method using 

questionnaires was applied. Results showed that using the 

MCIA implemented in an AR-headset, to assist people with 

prescribed polypharmacy regimen in filling a pillbox, was 

feasible and acceptable. There was a difference related to age 

regarding people’s willingness to use an AR-headset for 

medication self-management. People older than 65 felt less 

comfortable using the technology and were also more hesitant 

to use the technology than those under 65. 

Keywords:  

Self-Management, Artificial Intelligence, Polypharmacy 

Introduction 

For people with chronic disease and multiple prescribed 

medications, self-management is considered an essential 

component [1]. Self-management requires an active role of the 

patient, including managing symptoms and medical treatment 

on a daily basis [2]. Using multiple medicines is commonly 

referred to as polypharmacy and is more common among older 

people [3]. On average persons older than 65 years have three 

chronic conditions, and more than 70% take five or more drugs 

every day. For patients with coexisting conditions, who take 

multiple prescribed medications distributed throughout the day 

adherence can be particularly challenging [4, 5]. 

Adherence to medication regimens is key to achieving better 

health outcomes for patients. Nonadherence to prescribed 

medication affects both the quality and length of life for patients 

[6]; it also places a significant cost burden on healthcare 

systems [7].  

Common strategies used by older people to improve adherence 

to polypharmacy treatment is to associate medications with 

specific daily routines, such as meals, and using a pillbox [2, 8]. 

Instead of taking pills from multiple packages at different times 

throughout the day, the pillbox is filled up for a week at the 

time. A pillbox commonly has 28 compartments, distributed as 

seven horizontal compartments labeled Monday to Sunday, 

with four vertical slots for each day. The vertical compartments 

                                                           

1

 https://www.microsoft.com/en-us/hololens 

have labels suitable for the most common times to take pills 

during a day, such as morning, noon, evening, and bed.  

Handling one’s pills and filling the pillbox is part of medication 

self-management. Complexity in treatment regimens can lead 

to difficulties for people to continue self-management related 

to taking medicine and filling the pillbox. Medicine pills that 

look similar and use of generic medications can cause 

confusion and insecurity which in turn may be the trigger point 

for why people are unable to continue self-management and 

instead need to apply for health care services and help from a 

nurse to fill the pillbox for them. With this situation,  patients 

lose their independence. It also puts a strain on society and 

health care systems, as there in many countries is a growing 

shortage of nurses and other health care professionals.   

Based on the augmented reality (AR)-paradigm and intelligent 

coaching systems, a novel solution has been introduced. A 

smart mHealth application that can support patients with 

common problems related to the management of their 

medication makes it possible to provide patients with assistance 

and give advice when filling a pillbox, thus enabling continuous 

self-management and delay or minimize the need for nurse 

intervention [9, 10]. This smart mHealth application is designed 

and implemented as a Medication Coach Intelligent Agent 

(MCIA). By Intelligent Agent, we mean a software program 

able to be reactive, proactive, autonomous, and social. 

Autonomy plays a critical role in the behavior of an intelligent 

agent since it is expected to take decisions on its own. Hence, 

the MCIA has to manage different types of information such as 

medication plan (medication regime) of the patients, 

medication restrictions, as well as the patient’s preferences and 

sensor input data from an AR-headset. It has proactive and 

reactive behavior in order to support patients in medication 

management. The MCIA is implemented in an AR headset and 

has autonomous reasoning capabilities that allows it to lead 

with long term goals in the settings of medication plans [11]. 

An augmented reality (AR)-headset makes it possible to have 

the mobility of a mobile device and still establish a social and 

friendly relationship with the user in hands-free interaction. 

Through holograms, it is possible to augment the users’ field of 

view with an avatar. With a digital avatar, there are more 

possibilities regarding looks and appearances compared with a 

physical robot, which might have more effect on the intentions 

of the users. An AR headset, such as Microsoft HoloLens
1

, 

makes it possible to be more aware of the environment and user 

activities because of its many sensors. 

The main difference between classic smart pillboxes and the 

MCIA is that the technologies provide support in different 

stages of the medication self-management process. Classic 
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smart pillboxes and smartphone apps generally target patient 

groups who need help with reminders of when to take medicine, 

supporting the patient at the time when the patient is to put the 

pill in his or her mouth. The MCIA may be used for this 

purpose. However, it can also support individuals at an earlier 

stage of the medication process, when they are filling up weekly 

pillboxes with pills from prescribed cartons. 

The aim of this research was to conduct a pilot study to evaluate 

the feasibility and acceptability of the proof-of-concept 

prototype of the Medication Coach Intelligent Agent (MCIA), 

implemented in an AR headset. The prototype was tested in a 

living lab context where participating individuals filled a 

pillbox according to a prescribed polypharmacy medicine 

regimen, assisted by the MCIA implemented in a Microsoft 

HoloLens. We aimed to answer the following questions: a) Is 

there a difference, related to age, regarding if people are willing 

to use an AR headset for medication self-management? and b) 

Is there a difference, related to the experience of using smart 

technology, regarding if people are willing to use an AR 

headset for medication self-management? 

This paper represents a follow-up to our previous research. 

Details regarding the development process of the MCIA and 

technical specifications have been described in previous 

publications [9]. Focus in this present paper is on the user 

perspectives. 

Methods 

Quantitative methods were used for data collection and 

analysis. The material was explored through descriptive 

statistics. The research presented in this paper was conducted 

as a multidisciplinary collaboration between community 

medicine, computer science and, artificial intelligence 

researchers.  

Setting and Participants 

The prototype was tested in a living lab context. The setting was 

a quiet and home-like environment. Convenience sampling was 

used, where persons in a medium size town were asked to 

participate in a study and test a digital tool with the purpose to 

assist individuals in handling medicine and filling a pillbox. 

Description of participants is given in Table 1. The evaluation 

involved 15 participants who were selected based on the 

following criteria: 1) Different levels of management of 

medication on a regular basis, 2) Wide range of ages 

(medication management applies to people in all ages, not just 

elderly), 3) Different levels of experience from using smart 

technology in general and 4) A mix of men and women. 

Table 1– Characteristics of Participants (n=15). 

Parameter 

Value 

(n) 

Value 

% 

Age (years) 

   mean (range) 

 

49 (17-76) 

 

   median 58  

Gender  

   women 

   men 

 

9  

6  

 

60 

40 

Using medication 8 53 

Helping others with 

medication 

1 

 

7 

Have experience using  

smart technology 

8 53 

Familiar with AR 4 27 

Persons older than 65 yrs 7 47 

Procedure 

Initially, participants were informed about the test procedure, 

which was divided into 4 sequences: 1) Fitting of the AR 

headset, including adjusting the size and adequate positioning 

on the head. 2) Becoming familiar with using the AR headset. 

Participants were guided by the test leader to explore features 

in the AR-headset for the purpose of becoming acquainted with 

using command functions and the feeling of receiving 

information through holograms. 3) Performing the actual test,   

handling prescribed medicine, and act on information given in 

holograms. 4) Responding to the evaluation questionnaire. 

None of the participants had used or tried on an AR-headset 

prior to the test. 

Functionality of the MCIA 

The functionality involved displaying information about the 

prescribed medicine, thereby helping the user to select the right 

medicine and dispense pills in a pillbox according to 

prescription. The participants were able to use voice, vision, 

and gestures to interact with the system and were presented with 

both visual and audible output. Visual outputs were in the form 

of holograms. Output information showed whether the person 

had selected the right medicine and gave information about how 

many pills of that particular medicine to put in each slot of the 

pillbox. 

Instrument 

Data was collected through a questionnaire which was 

developed at Nordic Telemedicine Center, NTC: The 

questionnaire was intended to be used for evaluation of digital 

innovations developed through the NTC [12]. The instrument 

comprised totally 20 items, distributed as seven questions, Q1-

Q7, regarding personal background information and the 

following 13 questions, Q8-Q20, were formulated as statements 

relating to participants’ experience of using the MCIA. 

Responses for Q8-Q20 were on a five-point Likert type scale 

graded from value 1 (strongly disagree) to value 5 (strongly 

agree). The lower bound to agree was made at value 4 (4 or 5 = 

agree). Examples of statements are: “It was easy to understand 

the presented information,” “I felt comfortable using the 

technology,” and “I am willing to use this technology if it was 

available right now.” 

Acting on Information Given in Holograms 

This section gives a description of the above-mentioned test 

sequence number 3: Performing the actual test, handling 

prescribed medicine and act on information given in holograms. 

During the test, the participant sat at a table. On the table was a 

sheet of paper with a list of prescribed medicines, an empty 

pillbox, and five medicine boxes with labels for the prescribed 

medication (Figure 1).  

 

Figure 1– Illustrations of How the MCIA is Used in a 

Homelike Environment for Distributing Prescribed Medicine  

in Pillbox. 
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All participants used the same mock-up medicine list, while 

medicine boxes were original cartons from a variety of 

pharmaceutical companies. When the patient looked at a 

medicine carton, the MCIA interpreted and acted on the 

information, supplying the participant with instructions on how 

many of each pill to put in each compartment of the pillbox. If 

the participant looked at a medicine which was not prescribed, 

the MCIA gave information that this was the wrong medicine 

(Figure 2). The images processed were of the cartons of the  

prescribed medicine. Typically a carton contains several 

blisters. Blisters were not scanned as the primary target group 

for the MCIA are patients with adequate cognitive functions, 

but who need support and assurance regarding variation in 

pharmaceutical brand names and generic drug substances.    

 

Figure 2– Visual Information From the MCIA, Presented as 

Hologram. Examples: (left) instructions on how many pills to 

put in each compartment of the pillbox and (right) message to 

not take the medicine. 

Results 

The results are presented for the sample as a whole and also for 

subgroups ‘Older than 65’ and ‘Have experience of using smart 

technology.’ This is done in order to be able to answer the 

research questions regarding if there is a difference in 

willingness to use an AR-headset for medication management 

related to age and people’s experiences of using smart 

technology (ST). Nearly half of the 15 participants (47%) were 

older than 65 years. A majority of participants (53%) had 

experience of using smart technology, and 27% said they were 

familiar with AR (Table  1). All participants with values 4 and 

5 on Experience of ST were under 65 years old. Four 

participants older than 65 did have some experience of using 

ST, but they rated their experience lower than our cut off value 

(Figure 3).  

 

Figure 3 – Distribution of Response Values for Each 

Participant (n=15) for Variables ‘Age’ and ‘Experience of 

using smart technology’ (Values: 1=no experience and 

5=very much experience). 

Three of the 15 participants (20%) found it difficult to use the 

AR-headset, two of them were older than 65. The information 

was perceived as easy to understand (87%), and more than half 

of the participants (60%) felt comfortable while using the AR-

headset to perform the medicine task. A difference related to 

age was discovered as all persons but one who said they felt 

comfortable using the technology, belonged to the younger age 

group. None of the participants, from either age group, felt that 

it was stressful to use the AR headset. Regarding the 

functionalities of the MCIA, 40% prefered talking over using 

gestures while interacting with the MCIA and a majority, 93%, 

appreciated receiving audio output along with the holograms. 

Preference for talking instead of using gestures with hands was 

more common in the younger age group. 

Participants were asked if they, given the technology was 

available and affordable, would be willing to use the technology 

a) in the future or b) right now. Also on these questions there 

were differences between age groups, where all in the younger 

group said they would use the technology in both scenarios 

while 50% of those over 65 gave the same response. Variables 

where differences related to age were discovered are displayed 

in Table 2.  

Table 2– Variables Where Differences in Response were 

Related to Age, Comparison Between Groups. 

Variable 

Age < 65 

n=8 

Age > 65 

n=7 

Experienced in using smart 

technology 

87% 0% 

Feel comfortable using the 

MCIA.

100% 15% 

Prefer talking to interact with 

MCIA.

42% 28% 

Willing to use the technology 

right now 

100% 50% 

Willing to use the technology 

in the future

100% 50% 

Discussion 

Even though none of the participants had used AR-headsets 

before they did not feel it was difficult to take instructions from 

the MCIA to perform the task of handling medicines, and most 

of them felt comfortable. One aim of the research was to 

explore if age may be a factor related to whether people are 

willing to use an AR-headset to support medication-related self-

management.  Four areas were identified, where differences in 

opinion could be seen between the different age groups. 

Participants older than 65 years were more sceptical than those 

who were younger when it came to feel comfortable while using 

the AR headset, being willing to use the technology in the future 

and being willing to use the MCIA now (if it was available and 

affordable). This result may be connected to the fact that older 

people in society are among those with least experience of using 

digital technologies and have more reluctance to change 

routines [13]. They generally have not used digital services 

throughout their working life which is an area where people in 

most professions today need to use digital technology.  

One surprising result in the evaluation was that it was the 

younger group who preferred talking instead of using gestures 

when interacting with the MCIA. Considering that playing 

video games using motion sensors, as featured by Nintendo, 

Playstation and others, have been part of everyday life for 

families with children throughout the last 15 years, it could be 

expected that younger persons would find using motion sensors 

to be an ordinary way to communicate with technology. In 

previous research with digital interventions for seniors to use 

social platforms with web camera instead of the telephone, to 

enable visual contact during conversations with family 

members, participants stated that they initially felt more 

comfortable with the telephone because they were used to it 

[14]. The initiative to develop the MCIA and pursue the 

evaluation originated from clinical problems and challenges 
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experienced by nurses and patients in rural home health care 

environments in northern Sweden. Having difficulties self-

managing their medicine and pillboxes is a common reason 

why patients apply for home health care. With the current 

shortage of nurses, it is challenging for the health care system 

to deliver the services and new solutions are needed to support 

self-management and safe handling of pills [15].  

Available on the market today there are several devices and 

apps featuring smart medicine reminders. Based on input from 

the initiators to this research, nurses, and patients in rural home 

health care, the main target group for the MCIA is not patients 

with cognitive impairment or those who need assistance with 

reminders when it is time to take the medicine. Instead, the 

MCIA is aiming to support individuals who unwillingly are 

forced into dependence on healthcare services because they feel 

confused and insecure when handling the variety of generic 

medicines they come across based on their prescriptions. To our 

knowledge, there are not yet any supportive technologies for 

this stage of the medication process or targeting this level of 

self-management. 

 

Limitations  

We purposely recruited to include a wide range of ages as 

medication management applies to people of all ages. With the 

results at hand, it became apparent that age-distribution among 

participants was distorted. Most participants were either young 

adults or retired. Aiming to explore the influence of age related 

to willingness to use technology it would have been beneficial 

if the sample also included middle-aged individuals in their 

40’s and 50’s. A majority of patients in the target group for the 

MCIA device is likely to be found among persons older than 65 

years [4, 5]. This was the reason for placing the divider between 

age groups at 65 years. However, due to the ongoing 

demographic development, it would be relevant to repeat this 

evaluation with all participants older than 65 and compare 

relevance of age between those older/younger than 80 [16].  

Another limitation was the cut off where values 4 and 5 were 

used to indicate “agree.” This level was chosen to limit the risk 

of false positive answers. However, this made it impossible to 

address the research question concerning if the experience of 

using smart technology was related to people’s willingness to 

use the MCIA. Several participants in the higher age group had 

chosen value 3 and with the applied cut-off level they were 

treated as ‘not having experience’ which instead gave a 

somewhat false negative result. 

Future work 

In our future work, we aim to test the MCIA for a more long 

term usability evaluation. The evaluation presented in this 

paper was conducted with test persons in a living lab using 

mock-up medicine list, a future evaluation is planned in 

collaboration with a home healthcare organisation, where 

patients with polypharmacy treatment will test the MCIA AR 

device in their own homes based on their personal prescriptions.  

However, based on the results in this paper, the previously 

mentioned evaluation with participants over 65 needs to be 

conducted prior to the in-home tests. 

Let us point out that the MCIA belongs to a new generation of 

autonomous intelligent systems that aim to take decisions of 

their own in order to reach their designing goals. The autonomy 

of these systems for taking their decisions is also giving place 

to new research questions about responsibility. For instance, to 

which extent does an autonomous intelligent system such as the 

MCIA need to be certified by law enforcement institutions in 

order to be used by end-users? To answer this kind of questions 

is out of the scope of this paper. But, we highlight that law 

enforcement institutions will need to take an active role for 

certifying intelligent systems such as the MCIA.  Let us observe 

that EU research projects, such as AI4EU, are appearing, and 

these research projects aim to develop new software 

methodologies that could guarantee transparency in the design 

and development of autonomous intelligent systems.  In our 

future work, we will explore the social implications of the 

MCIA. In particular, to identify which kind of autonomous 

decisions by the MCIA that can put the end user in a risky 

situation will be part of our future work. 

Conclusions 

• We found that using the MCIA implemented in an 

AR-headset, to assist people with prescribed 

polypharmacy medicine regimen in filling a pillbox, 

was feasible and acceptable.  

• There were differences related to age regarding 

people’s willingness to use an AR headset for 

medication self management. 

− People older than 65 felt less comfortable using 

the technology. 

− People older than 65 were more hesitant to use 

the technology. 
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Abstract 

There is an important gap in scaling up psychosocial 

interventions for people with severe mental health problems so 

that these interventions are not only widely available but also 

delivered in a timely manner. We examined the feasability of 

adapting a psychological intervention traditionally delivered 

face-to-face onto a digital platform. We report both the clinical 

and technical processes used to adapt and develop the digital 

platform in a group of people in the early phase of psychosis. 

The digital platform prompts people to engage with the 

intervention multiple times a day over a 12-week period. 

Participants are also able to access a repository of multi-media 

content to support their mental health. The digital platform has 

been successfully validated by participants registered with 

early intervention for psychosis services in the Northwest of 

England, UK and is currently being tested in a powered efficacy 

trial.  

Keywords:  

Mental Health, Mobile Health, Smartphone 

Introduction 

Schizophrenia is considered a severe mental health problem 

affecting 24 million people worldwide, with the current cost to 

society estimated to be £11.8 billion per year in England alone 

[1]. The early phase of psychosis is a critical period, influencing 

the long-term course of difficulties. Up to 80% of people will 

relapse within five-years of initial episode; each relapse 

increases the risk of developing persistent psychotic symptoms 

and further disconnection from education, employment, social 

development and community connections, adversely affecting 

long-term psychosocial development [2]. Time-sensitive and 

accessible interventions are urgently needed. Psychological 

interventions such as cognitive behaviour therapy (CBT) are 

recommended in the treatment of psychosis. Current 

approaches to delivering CBT for psychosis involves a 

scheduled appointment with a qualified psychological therapist 

or CBT practitioner. Lengthy delays, fears about the stigma 

involved in accessing services, and a lack of trained staff are 

just some of the barriers that impact on timely delivery and 

receipt of psychological input. A high degree of smartphone 

ownership and use, even among people with severe mental 

health problems [3], means that it is possible to deliver real-

time, ecologically-valid therapy that extends the reach of 

standard mental healthcare delivery. Smartphone technology 

offers an unprecedented opportunity to enhance health status by 

delivering real-time interventions which have the potential to 

extend the reach of treatment to a patient's own environment, 

thereby: i) transforming patient experience of, and how they 

engage with, services; ii) improving the efficiency and co-

ordination of care; and iii) supporting people to self-manage 

their health and wellbeing. 

Several self-management apps have either been developed and 

tested in clinical trials [4,5] or are currently in clinical trial [6], 

with researchers now turning to passive data collection 

including behavioural sensing and smartphone use [7] to 

monitor symptoms and support people with severe mental 

health problems. We developed a digital health intervention 

(DHI), Actissist, that delivers a theory-informed, in-the-

moment intervention targeting distressing psychotic and 

psychosis-related experiences. Actissist is unconstrained by the 

limitations of existing treatment settings and serves as a conduit 

for interventions available anytime in almost any location. 

Leveraging technology reduces recall bias and generalisation of 

problems that often occurs when patients are asked to recall 

their symptoms, thereby improving validity of symptom 

reporting. Our intention is early detection of clinical 

deterioration while at the same time delivering timely, 

personalised care in one’s own environment with a view to 

empowering people to make informed choices by way of 

opportunities to modify behaviour directly via a ubiquitous 

interface (smartphone). This paper describes the development 

of Actissist: a CBT-informed app for early psychosis. In 

particular, we describe the iterative technical and clinical 

process we adopted to developing the clinical content, protocol 

and technical architecture underlying the software. The 

Actissist app is currently being evaluated in a large-scale 

powered efficacy trial in the Northwest of England, UK.  

Methods 

Clinical Context 

The users of the software application are people registered with 

an early intervention for psychosis service (EIS) in the North 

west of England and who are within five years of experiencing 

a first episode of psychosis. EIS exist worldwide and aim to 
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provide both pharmacological and psychosocial interventions. 

The Actissist app functions as a standalone app. Patients can 

choose to share the information in the app with their treating 

clinician /clinical care team, but they are not obliged to do so. 

Approval for this work was given by the relevant local NHS 

research ethics committee.  

Developing the Clinical Content of the App  

Actissist is grounded in the cognitive model of psychosis. We 

chose to adapt CBT methods because this is the recommended 

psychological treatment for psychosis but access to this therapy 

is significantly limited. The CBT approach proposes that 

cognitive appraisals contribute to the emergence of unhelpful 

beliefs and influence the interpretation of anomalous (unusual) 

experiences. Distress is largely linked to the meaning and 

interpretation of symptoms and beliefs regarding anticipated 

consequences. In developing the content, the clinical team 

distilled key theoretical elements from various academic texts 

and publications to ensure that the fundamental elements of 

CBT for psychosis are included in the architecture of the app. 

The elements identified include coping strategy enhancement, 

normalising, information, motivational interviewing techniques 

(e.g. decisional balance, change planning; cannabis misuse 

domain), psycho-education, activity scheduling, mindfulness, 

relaxation exercises, recovery videos, resilience building, 

behavioural experiments, safety behaviour work, cognitive 

restructuring, interactive fact sheets, to name a few. 

Experience Sampling Methodology (ESM) 

Psychotic experiences typically emerge in the realm of daily 

life and are influenced by contextual factors. Experience 

sampling methodology (ESM) is a method of assessment and 

intervention that is increasingly being used to understand 

psychopathology in daily life [8]. ESM uses a structured self-

report diary technique to examine variables of interest as they 

occur in daily life. People are prompted to complete momentary 

questions multiple times a day over the course of a number of 

days [8]. As we are interested in delivering a real-time, 

ecologically-valid intervention in the context of one’s own 

environment, we prompted people to engage with the Actissist 

app and to deliver in-the-moment CBT-informed tips and 

strategies to foster self-management of psychotic- and related 

experiences. Traditionally, ESM methods prompt people to 

answer a question set between 6-10 times per day over a 1-week 

period [8]. As the aim of this study was to not to conduct time-

series analysis to assess psychopathology in daily life, we 

invited feedback from our user groups regarding the optimum 

number of alerts to facilitate engagement with the app. Our 

main reason for using a prompting schedule of alerts was to 

facilitate engagement with the app and to remind people to 

engage in the app, should they wish to do so. 

Patient and Public Involvement (PPI) and Qualitative 

Work 

We established an Expert Reference Group (ERG) comprising 

multidisciplinary group of service users, clinicians, software 

engineers, and clinical academics (including academic clinical 

psychologists and a clinical academic psychiatrist) to inform 

the design and development of the content, clinical and 

technical protocol in developing the Actissist platform. This 

was to ensure that the system developed remained meaningful 

to end-users and language and processes were appropriate for 

our target beneficiaries. A purposive sample of individual 

qualitative interviews with EIS patients and focus groups with 

staff who referred patients to the trial were conducted once the 

app was developed to understand what features both groups 

deemed necessary in an app of this nature and to gather ideas 

for improvement. All interviews were digitally-recorded, 

transcribed, checked for accuracy and analysed using 

qualitative methods.  

Software Requirements 

Software requirements were developed in an iterative cycle of 

discussing requirements, implementing those requirements 

deemed feasible by the software team, while incoprating 

feedback from end-users and stakeholders. The software team 

analysed the requirements provided by the clinical team in more 

detail to consider technical feasibility and to provide initial 

rough estimates of the amount of work required for each feature 

and the level of risk involved. These estimates were then fed 

back to the clinical team and resulted in two main related 

activities that were undertaken in a collaborative manner 

between software and clinical teams: (i) prioritisation of the 

requirements; and (ii) refinement of the requirements to align 

with what was considered feasible technically. The output of 

this initial phase was a list of the highest priority features for 

the app along with rough estimates of the amount of work 

required for each feature. The software team developed features 

in order of priority. Development followed the Scrum 

methodology. Scrum is a modern, agile, software development 

methodology that is widely accepted as an improvement on the 

more traditional Waterfall model. The iterative development 

approach within Scrum enables closer collaboration between 

the software development team and customer (in this case the 

clinical team and research participants) and allows changes in 

requirements to be incorporated throughout development. 

Scrum has the concept of a sprint, which is a timeboxed 

development effort usually between one and four weeks in 

duration. The software team used three-week sprints for this 

project as this presented a suitable balance between the need to 

be able to respond flexibly to changing requirements and the 

delivery of a sizeable chunk of developed software within each 

sprint. At the start of each sprint, a planning session took place 

attended by all of the software development and test team along 

with the technical project manager acting as the Product Owner 

and effectively acting as a proxy for the “customer” (clinical 

team).  

Validation Study 

We conducted beta-testing with 10 end-users over a 1-week 

period once a prototype version of the app was developed to 

find and eliminate defects and to ensure that the platform was 

accessible, clear and functional prior to commencing the 

clinical trial. Emphasis during testing was placed on usability 

and data security. We then carried out a proof-of-concept, 

single, blind, randomized controlled trial of Actissist plus 

treatment as usual (TAU) compared to a symptom-monitoring 

control condition plus TAU. Thirty-six early psychosis patients 

registered with EIS across the Northwest of England, UK were 

randomized on a 2:1 ratio to each arm of the trial. Engagement 

with the Actissist app was defined as participants completing 

>33% data entries over the intervention period. There was also 

a criterion applied to the data entry itself to determine whether 

it was a valid entry and could contribute to the overall 

adherence calculation; per participant, there was a maximum of 

three valid entries per day. Where the participant self-initiated 

access (or a combination of self- and prompt- initiated) which 

exceeded three entries per day, only the first three daily entries 

were contributed to the adherence figure. Satisfaction with the 

app was measured through qualitative interviews and via a 

satisfaction questionnaire [9]. 
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Results 

Clinical Protocol and Structure of App Content  

The Actissist app was informed by CBT principles and, as far 

as we are aware, is the first CBT-informed app under clinical 

trial for early psychosis patients. Actissist is divided in two 

parts but functions as a single app. Actissist emits an alarm 

followed by a visual prompt at three pseudo-random points per 

day, six days per week between 10am and 10pm, for 12 weeks. 

The schedule of alerts used in this study was determined by 

user-feedback regarding the most acceptable structure of alerts 

over the intervention period. When a notification is accepted, 

or the user self-initiates use (when the user feels they would 

benefit from the support of the app, thereby supporting self-

management), they are invited to choose a problem area. The 

developed app is split into two main areas: “What’s bothering 

me?” and “My Toolkit”, each of which are described below.  

‘What’s bothering me?’ 

This is, what we believe, the core of the intervention. The 

problem areas targeted by the app are those that have been 

shown to predict relapse to psychosis [2]. Domains were agreed 

by the ERG, end-users and clinicians as areas of intervention 

priority (see Figure 1): 

• Voices 

• Suspicious thoughts 

• Feeling Criticised 

• Mixing with people 

• Weed / Cannabis 

Questions follow a branching system to mirror CBT-style 

questioning and are structured around a series of question-

answer exchanges that focus on cognitive appraisals, rating 

conviction of beliefs, and identifying emotional and 

behavioural consequences of cognitive appraisals. Depending 

on the cognitive appraisal selected, the exchange is followed by 

rotating cognitive or behavioural tips/strategies for the user to 

engage in. If no problems are identified, the app simply offers 

a word of encouragement and is silenced until either the next 

alert or the user self-initiates use. For instance, for the domain 

‘mixing with people’, questions included “How much have you 

been out and about?” and “How many people have you chatted 

to or spent time with?” Answers were selected from a radio 

button list. Participants were then asked how satisfied they were 

with this and able to choose from “Not at all”, “A little”, 

“Moderately” and “Extremely”. If they responded 

“Extremely”, then they were asked what’s been good about it 

and received a positive reinforcement message. If the 

participant gave any other answer then they were asked some 

further questions and then received normalising information 

and helpful tips in managing difficult experiences (e.g. see 

Figure 2) and CBT-informed content. The messages they 

received were based on their answer to the previous questions 

but a number of different messages were available for each 

answer. This meant that participants received different 

intervention content each time they used the app even if they 

gave the same answers as the last time. This was intended to 

minimise boredom and repetition within the app. 

‘My Toolkit’ 

‘My Toolkit’ comprises a toolkit of multi-media options that 

operates in a standalone fashion and is split into the following 

main areas: 

• Fact sheets (e.g. low mood, anxiety, self esteem, drug 

use, etc.) 

• Mindfulness and relaxation audio 

• Coping strategies 

• Recovery videos 

Should a user wish to access information in the app without 

going through the branching questions, they can enter the 

toolkit repository directly. That is, interacting with the app is 

not contingent on replying to the question-answer branching 

exchange.  

In addition, a hamburger button directs the user to links 

including: i) help area, which includes an introductory video 

that provides a rationale to CBT, local service/support contacts, 

links to external websites (TED talks, blogs, etc), background 

information describing the development of the app, terms of 

use, acknowledgements; ii) daily diary to monitor thoughts and 

emotions; iii) settings / personalisation features (e.g. wallpaper, 

colour); and iv) a graphical readout and summary explanation 

of symptom fluctuations in order to self-monitor fluctuations in 

mood and psychotic symptoms. 

In a 1-hour ‘app set up session’, a member of the clinical team 

meets with the participant and downloads the app on either the 

participant’s own phone or on a loaned phone, sets the user a 

participant ID, username and password. Participants are also 

given the opportunity to further personalise the app (e.g. choose 

wallpaper, colour scheme) and orientate themselves to the 

different areas within the apps. The app is then activated. More 

specific details of this procedure are described elsewhere [9]. 

 

Figure 1 – Screenshot of Actissist Landing Page and 

Branching Questions 

 

Figure 2 – Example of Normalising Content 

S. Bucci et al. / A Theory-Informed Digital Health Intervention in People with Severe Mental Health Problems528



Incorporation of User Feedback 

User feedback was incorporated in two ways. First, our ERG 

met at study outset and every three months thereafter over the 

life of the project. An agenda was set before each meeting, with 

room for flexibility of topics covered, where system 

requirements, new app prototypes, and so on were reviewed. 

Second, qualitative interviews with staff and service users 

resulted in a number of suggestions for improvement. For 

example, we developed an initial pool of 79 bespoke sets of 

tips/strategies (socialisation: 15 tips/strategies; voices: 18 

tips/strategies; suspiciousness: 13 tips/strategies; perceived 

criticism: 18 tips/strategies; cannabis: 15 tips/strategies). In our 

exit interviews, particiapnts said they wanted more tips and 

strategies throughout the app to minimise repetition and 

boredom particularly towards the end of the intervention period 

when users had selected the same domain repeatedly and 

starting receiving the same tips and strategies. Participants also 

said they wanted to personalise when the app sent an alert to 

engage with the app. Other suggestions included the ability to 

upload an image of a user’s clinical formulation and the ability 

to set goals within the app to work towards a desired outcome. 

Where possible, this feedback will be incorporated into the next 

iteration of the app. 

We developed a live document that stores suggestions and ideas 

for app refinements. This document is colour coded by the 

clinical team in terms of level of priority and feasiblity. This 

document is shared and discussed with the technical team when 

new versions of the app are being prepared.  

App Implementation 

The most important feature for the app was the branching 

question-answer exchange; therefore, this was prioritised. In 

the Scrum methodology, the aim is to provide working software 

at the end of each sprint. As this was a large segment of the app 

to build, it required several “sprints” for the development team 

to implement and it was therefore only possible to start 

providing working software after a few initial sprints. 

Thereafter, the implementation of other features were planned 

so that working software could be delivered at the end of each 

sprint. 

As the app was developed, it was regularly reviewed by the 

clinical team and any improvements or changes needed were 

planned and incorporated into a future sprint. This also gave the 

clinical team an opportunity to re-prioritise requirements as the 

app took shape and they experienced how it worked in practice. 

As the development progressed, it became apparent that it 

would not be possible to implement the full set of features 

originally desired. The technical and clinical teams therefore re-

prioritised the feature set, removing some of the items 

considered to be of lowest “value”. Value was based on the 

amount of benefit a particular feature would provide compared 

with the effort and risk involved in implementing it, and 

whether it was deemed to be a core element of CBT-informed 

practice. The removed items were recorded for potential 

implementation in future iterations of the project; these items 

were compared with other feedback received from service 

users, clinicians and the Expert Reference Group (ERG). 

Security 

No identifiable data is captured in the app, instead a numeric id 

is used to pseudonymise it. Data captured by the app is 

transferred to a secure server over an encrypted HTTPS (TLS) 

connection. The data can then be accessed via a web interface 

by members of the research team. Each research team member 

has their own username and password to login to the web 

interface and access to the data is controlled based on a role-

based permissions model. This means that some members of 

the research team can see all participants and some can only see 

their own participants. To improve security, login attempts are 

rate-limited to prevent against brute-force security attacks. The 

software team, who are all data protection trained, are also able 

to export the data collected during the study to enable the 

clinical team to carry out analysis. In this case, the data is 

secured inside an AES encrypted zip file. All of the data is still 

pseudonymised at this point and only the clinical team have 

access to patient identifiable information. 

Trial Outcome 

The Actissist app was successfully delivered and evaluated in a 

proof-of-concept trial with 24 people using the app (compared 

with 12 people randomised to a control symptom-monitoring 

app). In summary and in line with the CONSORT statement, 

we systematically demonstrated the safety, feasibility and 

acceptability of delivering a 12-week digital health intervention 

(DHI) using smartphone technology as follows: i) 24 patients 

used the app for 12-weeks; ii) the ‘accept’ milestone for 

compliance, pre-defined as 50% of the sample completing 33% 

or more of items was exceeded (actual achieved=75% of 

participants), as was the ‘target’ milestone for compliance pre-

defined as 50% of the sample completing 50% or more of items 

(actual achieved=63% of sample); iii) the proportion of 

compliant participants was comparable to people completing 

either face-to-face CBT or computerised-CBT; iv) uptake was 

higher and drop-out lower than face-to-face and computerised-

CBT; v) no reported safety issues or treatment withdrawals; vi) 

recruitment completed ahead of schedule, demonstrating 

engagement of all stakeholders to participate in, and 

willingness of participants to be randomised to, a trial of this 

nature; vii) significant improvements in psychotic and mood 

symptoms at the end of treatment; viii) high rates of 

acceptability and subjective benefit of the intervention to 

patients (90% participants said they would recommend the app 

to others in a similar position) and overall satisfaction with 

digital interventions expressed by staff. Full details of trial 

outcome are reported elsewhere [9].  

Discussion 

We developed a CBT-informed app for people in the early 

phase of psychosis. Safety, feasibility and acceptability was 

demonstrated in a proof-of-concept trial with 24 participants 

using the Actissist app compared against 12 people who used a 

symptom-monitoring app. The team has been successful in 

securing funding for a follow-on efficacy randomised 

controlled trial, Actissist 2.0, which has enabled a number of 

improvements to be made to the app functionality as well as to 

the look-and-feel of the app, which are summarised below. The 

list of potential requirements were based on feedback from 

participants during the proof-of-concept trial, feedback from 

the ERG, the list of items that did not get implemented 

previously, and some new ideas from the clinical team. These 

new requirements were prioritised in the same way as in the 

validation study and the following key changes in version two 

of the app were made:  

1. Improvements to the application UI;  

2. Addition of a goal setting feature so that the users can 

identify up to three goals s/he wishes to work towards 

during the intervention period;  

3. Addition of an “Other” domain so that if a psychosis-

specific domain is not relevant the user can be directed 
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to other potentially relevant mental health-related 

information to broaden the relevance of the app content 

to an individual’s specific needs and concerns;  

4. Option to store and access a clinical formulation image 

the user developed with their treating clinician.  

Regarding point 1), UI design was undertaken by the software 

development team in the initial development phase of the app. 

This resulted in an app that had a reasonable look and feel and 

was sufficient for the proof-of-concept study. However, it 

became clear that specialist UI design skills were needed to 

meet user expectations regarding the look-and-feel of the app. 

A professional UI designer bought in to Actissist 2.0 will 

produce a series of functioning prototypes that were 

demonstrated to the clinical team and the ERG and were then 

subsequently amended to incorporate feedback and suggestions 

for improvements. We hope that version 2 of the app will 

further encourage engagement during our current efficacy trial. 

In response to user feedback in the validation study, version 3 

of the app now comproses three parts: ‘What’s bothering me?’, 

My Toolkit’, and ‘My goals’. The goal setting and formulations 

are examples of how user feedback was incorporated in the app: 

goal progress and uploading a formulation image were not part 

of the initial system requirements and were included only after 

users expressed a desire to monitor goals and have the ability to 

view an image of their clinical formulation.  

Our current app has some limitations. At this stage, the Actissist 

app is only available for Android smartphones. This means that 

research participants who do not have an Android phone have 

to be loaned one from stocks held by the clinical team. In future, 

we intend to implement an iPhone version of the app. The app 

is limited in addressing only specific domains as opposed to 

delivering agile, formulation-driven CBT. Furthermore, a 

limited number of CBT-informed tips and strateiges are rotated 

within each domain of the app, also limiting the CBT content 

delivered within the context of the intervention period. The app 

has to date been trialed in an early psychosis group; we hope to 

extend trials of the efficacy of the intervention with later 

psychosis and other mental health problems.  

Conclusions 

We describe the development and testing of a CBT-informed 

app, Actissist, which targets priority domains in early 

psychosis. Actissist is delivered in the context of one’s own 

environment and has been validated in a sample of 24 early 

psychosis users registered with EIS in the Northwest of 

England. Actissist was developed to close the gap to patients 

having access to mental health support and to provide time-

sensitive intervention strategies. The app was shown to be safe 

and acceptable with promising signs regarding efficacy. Full 

scale efficacy is now being explored in a single, blind, 

randomised controlled. As a result of further funding, we have 

refined the app in line with user feedback from our validation 

study. We are using novel methodology to allow for three 

version updates of the app throughout the trial to ensure that the 

technology is not obsolete at the study end-point. Actissist 

supports self-management and can facilitate shared decision-

making in treatment.  

Acknowledgements 

This work was supported by the Medical Research Council 

[grant number MR/LOO5301/1]. Thanks to the service users, 

clinical teams, and our ERG. S.B., J.A., S.L. are directors of 

Affigo CIC, a not-for-profit spun out of the University of 

Manchester.  

References 

[1] WHO Mental Health Gap Action Programme (MhGAP),” 

2013. 1. WHO. (2013). Retrieved 12/03/2013 from: 

http://www.who.int/mental_health/mhgap/consultation_glo

bal_mh_action_plan_2013_2020/ en/index.html. 

[2] M. Alvarez-Jimenez, A. Priede, S. Hetrick, S. Bendall, E. 

Killackey, A. Parker, P. McGorry, and J. Gleeson, Risk 

factors for relapse following treatment for first episode 

psychosis: a systematic review and meta-analysis of 

longitudinal studies, Schizophrenia research 139 (2012), 

116-128. 

[3] J. Firth and J. Torous, Smartphone apps for schizophrenia: 

a systematic review, JMIR mHealth and uHealth 3 (2015), 

e102. 

[4] D. Ben-Zeev, S.M. Kaiser, C.J. Brenner, M. Begale, J. 

Duffecy, and D.C. Mohr, Development and usability 

testing of FOCUS: A smartphone system for self-

management of schizophrenia, Psychiatric rehabilitation 

journal 36 (2013), 289. 

[5] E. Granholm, D. Ben-Zeev, P.C. Link, K.R. Bradshaw, 

and J.L. Holden, Mobile Assessment and Treatment for 

Schizophrenia (MATS): a pilot trial of an interactive text-

messaging intervention for medication adherence, 

socialization, and auditory hallucinations, Schizophrenia 

bulletin 38 (2011), 414-425. 

[6] P.A. Garety, T. Ward, D. Freeman, D. Fowler, R. Emsley, 

G. Dunn, E. Kuipers, P. Bebbington, H. Waller, and K. 

Greenwood, SlowMo, a digital therapy targeting reasoning 

in paranoia, versus treatment as usual in the treatment of 

people who fear harm from others: study protocol for a 

randomised controlled trial, Trials 18 (2017), 510. 

[7] D. Ben-Zeev, R. Brian, R. Wang, W. Wang, A.T. 

Campbell, M.S. Aung, M. Merrill, V.W. Tseng, T. 

Choudhury, and M. Hauser, CrossCheck: Integrating self-

report, behavioral sensing, and smartphone use to identify 

digital indicators of psychotic relapse, Psychiatric 

rehabilitation journal 40 (2017), 266. 

[8] I. Myin�Germeys, Z. Kasanova, T. Vaessen, H. Vachon, O. 

Kirtley, W. Viechtbauer, and U. Reininghaus, Experience 

sampling methodology in mental health research: new 

insights and technical developments, World Psychiatry 17 

(2018), 123-132. 

[9] S. Bucci, C. Barrowclough, J. Ainsworth, M. Machin, R. 

Morris, K. Berry, R. Emsley, S. Lewis, D. Edge, and I. 

Buchan, Actissist: proof-of-concept trial of a theory-driven 

digital intervention for psychosis, Schizophrenia bulletin 

44 (2018), 1070-1080. 

Address for correspondence 

Dr Sandra Bucci 

sandra.bucci@manchester.ac.uk 

Ph: +44 161 3060422 

S. Bucci et al. / A Theory-Informed Digital Health Intervention in People with Severe Mental Health Problems530



Model-Driven Architecture Based Software Development for Epidemiological 

Surveillance Systems 

Azanzi Jiomekong
a,b

, Gaoussou Camara
b,c

 

a 
University of Yaounde I, Cameroon 

b 
Sorbonne Université, IRD, UMMISCO, F-93143, Bondy, France 

c 
LIMA, University Alioune Diop de Bambey, Bambey, Sénégal 

 

 

Abstract 

Epidemiological surveillance systems enable collection, 

analysis and dissemination of information on the monitored 

disease to different stakeholders. It may be done manually or 

using a software. Given the poor performances of manual 

systems, the software approach is generally adopted. 

Epidemiological surveillance systems are based on existing 

softwares, softwares developed from scratch given the 

specifications or softwares provided by a vendor. These 

solutions are not always suitable because epidemiological 

surveillance systems evolve quickly (new drugs, new treatment 

protocols, etc.), leading to software updates, which can take 

time (while waiting for a new version) and be expensive. In this 

article, we present the use of the Model-Driven Architecture 

(MDA) approach to model and generate epidemiological 

surveillance systems. The result is a complete MDA based 

methodology and tool to develop epidemiological surveillance 

systems. The tool was used to model and generate softwares 

that are now used for epidemiological surveillance of 

tuberculosis in Cameroon. 

Keywords:  

Epidemiological Monitoring, Software Design, Tuberculosis. 

Introduction 

Epidemiological surveillance systems enable collection, 

analysis, interpretation, and dissemination of health 

information to different stakeholders. These information are 

essential to the planning, implementation and evaluation of 

public health practices [1]. To strengthen epidemiological 

surveillance, additional activities are generally integrated. For 

example, in Cameroon, to efficiently fight against tuberculosis 

(TB), the Cameroonian National Tuberculosis Control Program 

(NTCP) in addition to epidemiological surveillance, manages 

anti-TB drugs, follow-up appointments of patients, sensitize 

patients, etc. However, these activities are done manually, 

causing problems like: low rates of promptitude and 

completeness, the production of basic statistics are generally 

late, insufficient sensitization of the population, difficulties in 

the geolocalization of hospitals so as to help patients get to the 

nearest hospital, and difficulties in managing lost patients (who 

did not come to take their treatment). The poor performances of 

manual systems have oriented the adoption of the software 

approach [2; 3]. For example, Blaya et al. [2] have proven that 

a web-based system to transmit laboratories reports decrease 

delivery time of laboratory results, reduce redundancy in 

resource utilization, and provide faster and more complete 

notification for public health purposes, decrease the number of 

reporting errors to Hcs, and improved monitoring of patients 

because clinicians have greater access to their history and 

laboratory data. 

The rapid advancements and availability of health Information 

and Communication Technologies offer remarkable 

enhancement opportunities for epidemiological surveillance 

systems. The softwares used may be developed from scratch or 

existing options (e.g., District Health Information Software-

DHIS [4], OpenMRS [5]) may be used. These solutions are not 

always suitable because epidemiological surveillance systems 

evolve faster (new drugs, new treatment protocols, etc.), 

leading to software updates, which can take time (while waiting 

for new version) and be expensive. On the other hand, 

depending on the data gathered on the field, the epidemiologist 

may need to collect a new parameter in order to explain a 

phenomenon (for example, the height of the patients in order to 

calculate their body mass index). This task may be done by 

using supplementary materials such as paper form or 

spreadsheet software (which can lead to a problem of data 

integration) or new requirements can be introduced and the 

software updated (which can lead to the problem of software 

regression). These problems can be mitigated if the system is 

designed using a well-defined framework or architecture 

permitting the rapid development and refinement of the 

surveillance software by non-informatics experts such as health 

workers. MDA has proven to be one of the best choices [6-10]. 

MDA provides methods and tools that can be used by domain 

experts (institutional operators with a deep knowledge in the 

domain) with limited high-level IT skills to build visual models 

(composed of graphical notations) and generate source code. 

Consequently, non-technical users can safely and effectively 

make changes to their software to reflect their changing needs 

and understanding of their business [8; 9; 11]. In the context of 

health informatics, there is a significant number of examples 

adopting MDA approach [6-13]: tracking patient information, 

data collection, mobile-health, Crisis and Emergency 

Management, etc. 

In this article, we present the use of an MDA based approach 

for rapid development/update of epidemiological surveillance 

systems.  

We applied the approach to build and epidemiological 

surveillance system within the EPICAM (Epidemiology in 

Cameroon) project. The project aims at improving 

epidemiological surveillance systems in Cameroon and is 

conducted by the National Tuberculosis Control Program 

(NTCP) in Cameroon in collaboration with the Unit for 

Mathematical and Computer Modeling of Complex Systems 

(UMMISCO), Centre Pasteur of Cameroon (CPC), and 

MEDES in France. 

The rest of the paper is organized as follows: section 2 presents 

the MDA based approach; section 3 presents the results of the 
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implementation of MDA for buiding the EPICAM platform; 

section 4 discusses the results; and section 5 concludes the 

paper. 

Methods 

Tuberculosis is a chronic infectious disease that kills almost 

two million people per year in the developing world [2]. To 

ensure high quality care is delivered in an efficient way, 

efficient information systems are essential. Then, the 

Cameroonian NTCP have planned a project called EPICAM 

with the goal to detect and treat TB patients and prevent disease 

from getting to people at risk (children who have been in 

contact with a patient or persons living with HIV). During this 

project, we have followed a set of principles, design activities 

and phases, based on agile software development and Model-

Driven Architecture. In the next paragraphs, we will present the 

agile software development methodology, the MDA approach, 

and how we proceeded to develop epidemiological surveillance 

system in Cameroon. 

Agile software development methodology 

Agile software method relies on an iterative, incremental and 

adaptive development cycle which considers that the needs 

cannot be fixed and proposes to adapt the development to the 

changes. In a broader sense, agile method can be seen as a 

process consisting of an initialization step (the base version of 

the software is developed), an iterative step (new versions based 

on new specifications and users feedbacks are developed) and 

an incremental step (a set of new functionalities after an 

iteration is provided) [14; 15]. It’s intended to support early and 

quick production of working code and allows fast deployment 

and adoption of health information [6]. 

MDA approach 

MDA is an approach to software design, development and 

implementation which provides guidelines for structuring 

software specifications that are expressed as models. It focuses 

on forward engineering in which the executable source code is 

(semi)automatically generated from abstract, human-elaborated 

modeling diagrams such as a class diagram [6-8; 10; 12]. A 

class diagram describes the structure of a domain by identifying 

the domain classes (e.g., patient), their attributes (e.g., age, sex), 

their operations (e.g., calculate a body mass index) and the 

relationships amongst classes (e.g., the relation between a 

patient and his/her appointments at the hospital) [9; 13]. 

The process of building applications using the MDA approach 

can be summarized as follows: (1) the construction of a 

Computational Independent Model (CIM) which focuses on the 

environment in which the system will operate and its required 

features; (2) the construction of a Platform independent Model 

(PIM), which focuses on the aspects of the system features that 

are not likely to change from one platform to another; (3) the 

construction of a Platform Specific Model (PSM) which is 

obtained by integrating platform specific details to the PIM; (4) 

then, the PSM is converted into application code. It is the first 

and the second steps in the process that involves creativity and 

manual work; steps three and four are automated by the use of 

automated tools [10; 12]. The MDA approach is widely adopted 

to develop health information systems [6; 10]. 

MDA approach for epidemiological surveillance systems 

Based on agile software development method and MDA, the 

methodology we propose for epidemiological systems 

development is composed of three main steps: pre-

development, development and post-development. 

Pre-development step: This step consists of the specification 

and the analysis of the system to be developed. During the pre-

development step, the computer scientist works closely with the 

domain experts in order to make system specifications and 

analysis. The result is a first version of the software 

specification and analysis, containing sufficient information to 

develop the first version of the software. 

Development step: This step is composed of two main phases: 

• The first phase consists of the development of the first 

version of the software given the specifications and the 

analysis provided by the pre-development step. It proceeds 

as follows: (1) Design: The design consists to define the 

software architecture, choose the tools to be used to 

develop and deploy, and define the model (PIM) of the 

system in the form of a class diagram; (2) 

Implementation: The tools chosen in (1) will be used to 

transform the model into a platform specific model (PSM) 

which will be used to automatically generate the software. 

The result of this first phase is the baseline version of the 

software. The users will be trained on this basic version. 

Their use will generate feedback which will be very useful 

to continue the development. 

• The second phase is an iterative and incremental phase in 

which each increment consists of the analysis of user 

feedback on the current version of software in order to 

add/remove functionalities. Each iteration proceeds as 

follows: (1) Specifications and analysis: the 

specifications and analysis are completed; (2) Design: the 

model (PIM) is updated according to new specifications; 

(3) Implementation: the model (PSM) is also updated and 

a new version of the software is generated. An increment 

is started after each iteration. 

The result of this second phase is a mature version of the 

software, tested and validated by the users. 

• Post-development step: It consists of training the users on 

the use of the MDA tool to update the model and generate 

new versions of the epidemiological surveillance system. 

In fact, our goal is not necessarily to leave the software 

development to the domain expert, but to facilitate his/her 

task of the updating of the system to make it more close to 

his specifications without necessarily needing the help of 

an IT expert. 

Development of the EPICAM platform 

In this section, we present step by step how the MDA approach 

presented was used in order to develop the EPICAM platform 

for epidemiological surveillance of tuberculosis in Cameroon.  

Specifications 

To efficiently fight against tuberculosis, the Cameroonian 

National Tuberculosis Control Program has established a 

surveillance system through which it collects and shares data 

with the health professionals in health centers, health districts, 

health regions, the ministry of health, the general population 

and partners (Global fund, WHO, Centre Pasteur du Cameroun, 

etc.). However, this system is manually managed causing 

problems as previously introduced. Based on these problems, 

the specifications of an electronic system was developed. 

To determine the specifications of the new system, we have 

collected information at each level (hospital, health district, 

health region and health ministry) of tuberculosis surveillance. 

These information were completed with the documents 

generally used for data collection and analysis. The desired 

system must permit users to: (1) collect, verify, synthesize data 

and make reports (weekly, monthly, quarterly) accessible at the 

district level, the regional level, and the central level; (2) follow 
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patients and make SMS recall for those who did not come to an 

appointment; (3) manage anti-tuberculosis drugs so as to 

prevent stockouts; (4) locate the closest hospitals with respect 

to the location of patients; (5) sensitize the population by SMS; 

(6) permit the users to work offline and update their data when 

they connect to the network; (7) update the system each year by 

adding/removing some information on data collection supports 

and reports. 

Analysis and design 

The software analysis and design helps define an architecture, 

a tool based on MDA, and a data dictionary. (1) The definition 

of the architecture: The architecture presented by Figure 1 is 

the architecture of the system which suits an environment like 

Cameroon where access to Internet is not always available. This 

architecture is composed of a user component and a server 

component. The user component may be a web browser 

connected to the server via Internet. In this case, the client 

shares data with the server in a synchronized manner. In the 

case of the offline use of the software, the user component will 

be a desktop/mobile application with a local database. This 

application will be used by the users to share data with the 

server in an asynchronous manner. The synchronization 

module works as a mediator, which permits the server get new 

data from the desktop application local database and the 

desktop application get new update from the server; (2) Choice 

of tools: to develop the software, we have made a survey of 

MDA based generation tools used in the health domain. This 

survey helps identify tools such as Open Data Kit [16], Magpi 

[17] and Imogene [18]. ODK and Magpi are not suitable for us 

because the softwares generated run on mobile phones. Hence, 

we have chosen Imogene. Imogene is an open source platform 

developed by MEDES in France and used for the generation of 

data collection softwares. It provides graphical tools for 

creating models and generating tools that help generate 

applications for different platforms (Android, Linux, Windows, 

and MacOS). Taking advantage of the MDA approach, 

Imogene is used to update an already deployed application by 

updating the model, regenerating the new application and 

redeploying. The applications generated may be used in a 

synchronous/asynchronous manner. Imogene was used to 

generate data collection forms for the prevention and the 

follow-up of diabetes in France in 2009 and for data collection 

for tuberculosis surveillance in Georgia. By studying Imogene, 

we remarked that Imogene cannot completely solve the 

problem because it just generates data collection applications; 

(3) definition of the data dictionary: A data dictionary, 

containing the entities, their attributes, their relationships and a 

clear definition of each entity given by domain experts was 

established. The definition given by the experts will permit us 

to present these entities in the user interfaces. From this data 

dictionary, a class diagram (PIM) was built. This class digram 

was used to represent the previous entities, their properties and 

relationships in a graphical manner. 

 

Figure 1– System architecture 

Given the analysis and the design presented in the previous 

paragraph, we have developed EPICAM [19]. Based on 

Imogene, the EPICAM platform is an MDA based 

epidemiological surveillance system development. In addition 

to the data collection module provided by Imogene, EPICAM 

also integrates: (1) reporting module: for epidemiological 

report generation (in pdf format) using BIRT (Business 

Intelligence and Reporting Tool); (2) geolocalization module 

using OpenLayer, a library for creating interactive map on the 

Web; (3) SMS module for sensitization and patient recall; and 

(4) managing drugs module such as to prevent stockouts. 

EPICAM was developed to provide full software support for 

teams desiring to implement epidemiological surveillance 

system in their environment. 

Implementation 

Once the specifications, the analysis, and the design were 

completed, we have started the implementation. The EPICAM 

platform was therefore used to model (using visual notations) 

and generate a set of applications (presented in the results 

section). This first version was deployed in six hospitals in the 

two largest cities in Cameroon: Douala and Yaoundé. User 

feedback allowed us to complete the specifications (for 

example, integrate clinical radiology tests). 

Iterations 

After the development and the deployment of the software, the 

user feedback permitted us to complete the model and generate 

new versions of the applications. For users, everything is 

transparent, they simply discover new feature (for example, 

new field in a form). 

After the application development, the NTCP selected twenty-

five pilot hospitals for the deployment. These hospitals were 

selected given the quantity and the quality of the data they 

usually collect, and the ability of the health personnel to use 

computers. About fifty users were trained to use the softwares 

and three of them, from the central level were trained to use the 

EPICAM platform to update, generate and deploy a new 

version of the software. 

Results 

During the EPICAM project, we constructed a model, described 

in Figure 2, integrating the activities generally done by the 

NTCP. This model describes the entities of the domain, their 

attributes, relationships between entities and integrates the 

definition of each entities. 

 

Figure 2– A model for tuberculosis surveillance software 

generation. 
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The model of Figure 2 permits us to generate a set of 

applications: (1) Administration application: used to manage 

health workers information, their roles, and their access rights 

on data; (2) Web application: used for epidemiological 

surveillance, manage anti-TB drugs, follow-up appointments of 

patients, sensitize patients, geolocalize the hospitals in order to 

orient patients. This application works in a synchronized 

manner. That is, when the health personnel using the 

application is connected to Internet; (3) Desktop application 

which has the same functionalities as the Web application, but 

is used in an asynchronous mode. That is, when Internet 

connection is not available, the system uses the local database 

as storage system and the local database is synchronized with 

the server when the Internet becomes availlable; and (4) 

Synchronization application: used to synchronize the client 

with the server (updating data or updating client applications). 

Figure 3 presents an example of user interfaces completely 

generated using the model of Figure 2. This user interface is 

composed of the main user interface (entry point of the system) 

and a form used to register and follow patients (exams, drugs, 

appointments, etc.) during his/her treatment. 

The system was deployed in twenty-five pilots hospitals, where 

the patients are generally treated for tuberculosis. We 

supervised the system in the course of the year 2015. Around 

3900 (representing 15.6% of the annual number of TB cases in 

Cameroon) patients were registered and followed using the 

softwares. Given the success of this pilot phase, the NTCP have 

adopted the softwares generated as its electronic 

epidemiological surveillance softwares and extended it in ten 

regions, twenty new health centers in 2016 and 2017. 

 

 

Figure 3– User interfaces completely generated using the model of Figure 2. It is composed of the software entry point and a form to 

register all the information during the patient treatment.

Discussion 

During the EPICAM project, we produced a model for the 

generation of epidemiological surveillance system of 

tuberculosis. This model was used to generate a set of 

applications actually used for epidemiological surveillance of 

tuberculosis in Cameroon. In 2015, this platform proved its 

efficiency and has been adopted by the NTCP. 

The use of agile software development methodologies to 

develop health information systems is not new. In fact, due to 

the complexity of the processes in health care, changes in the 

requirements may introduce a need for a correction of the 

implemented system, and can lead to regression [6]. This 

problem can be avoided by involving end users to the 

development process; and making an adapted methodology for 

iterative and gradual development. For example, Atanasovski 

et al. [6] have used an adapted agile methodology for the design 

and implementation of a health care information system used in 

Serbia and Macedonia. However, agile software development 

may have several drawbacks [15]. In the case of the EPICAM 

project, the experts were not available every time when needed. 

Then we were oriented to supplementary materials such as data 

collection forms, and statistics forms. These tools help us to 

advance in our job of modelling before user validation. During 

the validation, some elements not well modelled or defined 
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were corrected by the users, which took more time and energy. 

Atanasovski et al. [6] show that agile methodology permitted 

fast deployment and adoption of health information but they 

need another approach (e.g., MDA) to assure its extensibility, 

soundness, interoperability and standardization. 

To adopt the MDA approach, several conditions must be 

considered [9; 12]: (1) the project team must be experienced in 

modelling. If we take the example of the EPICAM project, 

during the training of end users in the use of the tool in order to 

update the model and generate a new version of the system, just 

one user from the ones trained to model and generate the 

software has accepted to use the tool; (2) have advanced tooling 

with appropriate modelling formalisms. The MDA doesn't 

work if each project is completely different. The time spent to 

get the model right and the transformation will be higher than 

working only with code. In the case of the EPICAM project, we 

have presented that before the adoption of the MDA approach, 

we have made a survey of tools and one tool was selected and 

adapted by adding new functionalities in order to fit to the 

software to be developed. This tool can be used to model and 

generate epidemiological surveillance systems of other diseases 

than tuberculosis. Then, this will lead to a positive return on 

investment. 

Conclusions 

In this article, we have presented a methodology based on MDA 

and using an agile methodology to develop epidemiological 

surveillance systems. This methodology was used to develop 

EPICAM platform now used for epidemiological surveillance 

of tuberculosis in Cameroon. During the pilot project in the year 

2015, the system showed its efficiency and has been adopted by 

the NTCP in Cameroon. It should be noted that the 

methodology presented in this work can be used for the 

development of any health informatics.  

In the future, we plan to integrate the SMS module [20] into the 

platform in order to permit villages in which Internet access is 

unavailable or damaged by a disaster to make their data 

available in time. 
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Abstract 

The objective is to study the way physicians use the ECG 

computerized interpretation (ECG-CI). Anonymous question-

naires were mailed to 282 primary care physicians (PCPs) 

and 140 cardiologists in France. 225 complete surveys were 

analyzed. PCPs performed a median of 5 ECGs per month, vs. 

200 ECGs for cardiologists. Among PCPs with ECG, 57% felt 

confident about their skills in interpreting ECGs. Whereas 

91.7% of cardiologists first interpreted the ECG by them-

selves, 27.9% of PCPs first read the computerized interpreta-

tion. PCPs found that ECG-CI was more reliable than cardi-

ologists did for atrial or ventricular hypertrophy. PCPs and 

cardiologists agreed that ECG-CI was reliable for conduction 

troubles and “normal ECG” statement, but was not for other 

rhythm or repolarization troubles. PCPs are less experienced 

with ECG interpretation, but are also more likely to trust the 

computerized interpretation, whereas those interpreters are 

not fully reliable. 

Keywords:  

Electrocardiography, Computer interpretation 

Introduction 

Cardiovascular disease is the leading cause of death world-

wide. According to the World Health Organizatio, 17.5 mil-

lion people died from cardiovascular diseases in 2012 ac-

counting for 31% of all deaths. In particular, 7.4 million were 

due to coronary heart disease and 6.7 million were due to 

stroke [1]. In 2014, cardiovascular disease was the second 

largest cause of death and the third cause of death before the 

age of 65 after cancer, accounting for roughly 150,000 deaths 

every year [2]. 

In France, cardiovascular risk factors are the second most 

common reason for consultation with primary care physicians 

(PCPs), accounting for 13% of primary care consulting 

grounds [3]. Those risk factors include uncomplicated arterial 

hypertension (7%), dyslipidemia (3.7%), and diabetes (2.4%) 

[3]. Cardiovascular diseases also represent 7.7% of emergency 

visits at the PCP’s office. This proportion rises to 22.2% after 

the age of 70 [4]. 

Since the introduction of the string galvanometer by Willem 

Einthoven, the electrocardiogram (ECG) became the most 

widely used procedure for the diagnosis of cardiovascular 

disorders, and notably to confirm or exclude myocardial in-

farction. Since the first attempt of computerized ECG interpre-

tation by Pipberger in the late 1950s [5], many advances in 

signal acquisition and diagnostic classification have been 

made. Currently, many electrocardiographs include a program 

that provides an ECG computerized interpretation (ECG-CI). 

Many studies have evaluated such computer programs. Those 

studies present the sensitivity, the specificity, or even the ob-

served agreement rate (an intermediate computation for Co-

hen’s Kappa coefficient, which should never be computed 

alone) [6–9]. Those metrics are not impacted by the low prev-

alence rates of diseases and may be too optimistic. Thus en-

couraging people to feel too confident with the ECG-CI. 

The demographic atlas of the French Medical Association 

accounts 88,886 independent PCPs and 6,163 cardiologists in 

France, with a mean age of 52 and 51 years, respectively [10]. 

Among family physicians, 94.4% perform ECGs in the office 

in the USA [11], and only 62% in France [12]. 

In France, many studies at a local level have evaluated the use 

of ECG in general practice. Rural practice and group practice 

are the key predictors of owning an electrocardiograph. For 

PCPs, the limiting factors of owning an ECG device appear to 

be doubt about their own ability to interpret the exam, time 

consumption, and the fear of legal prosecutions in case of 

wrongful interpretation [13]. To our knowledge, no study in-

vestigated the way physicians consider and use the ECG-CI. 

The aim of this study is to determine the attitude of French 

PCPs and cardiologists towards ECG-CI. 

Methods 

Participants and procedure 

We obtained the 2016 French health professionals registry 

(RPPS) [14], which registers all physicians in France, and 

includes their names and specialty. We randomly draw 600 

PCPs and 200 cardiologists. Retired physicians, military phy-

sicians, PCPs only practicing alternative medicine (e.g. home-

opathy or acupuncture), salaried physicians, and physicians 

who were practicing in the French overseas departments and 

territories were excluded, as well as physicians whose postal 

address could not be retrieved. A questionnaire was then sent 

to 282 PCPs and 140 cardiologists, accounting for 0.32% of 
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all primary care physicians and 2.27% of all cardiologists in 

France (Figure 1). The survey was completed anonymously. 

Paper questionnaire 

A specific questionnaire was developed based on a review of 

the literature. It was designed to be self-administered, and to 

assess beliefs towards ECG computerized interpretation, and 

to evaluate the use of this diagnostic tool. It took approximate-

ly 3 minutes to complete. The questionnaire was then im-

proved based on feedback from two academic public health 

physicians, and on pilot testing on two cardiologists and three 

PCPs. The final questionnaire consisted of 4 sections. The first 

section included questions regarding the participants’ training 

in interpreting ECGs, self-perceived skills in ECG interpreta-

tion, distance from the nearest emergency department, practice 

type, and demographic information. The second section was 

for participants who did not have an electrocardiograph. It 

asked them to indicate if they formerly used to own an elec-

trocardiograph, the limiting factors of owning an electrocardi-

ograph, and how they handled the need to perform an ECG. 

The third section focused on participants’ practices regarding 

the type of electrocardiograph they had, how often they used it 

if they used a support network for the interpretation of ECGs, 

and the medical causes to use it. The final section asked par-

ticipants to indicate if they had an ECG-CI, how often they 

used it, and their confidence towards ECG-CI. The question-

naire included multiple-choice items and 5-point Likert scale 

items that ranged from “strongly disagree” to “strongly agree” 

or from “not helpful at all” to “very helpful,” with an option 

either of “no opinion” or “does not apply.” Each questionnaire 

was accompanied by a cover letter describing the study and a 

postage-paid reply envelope. The subjects were informed that 

all responses were anonymous and confidential. They had to 

return at the same time a waiver of informed consent. 

Statistical analysis 

Random drawing and statistical analyses were then performed 

using R statistical software, and R Studio [15,16]. Quantitative 

variables were described using the mean and standard devia-

tion (SD) for symmetric distribution, and median and quartiles 

(Q1, Q3) for skewed distributions. 95% confidence intervals 

(CI95) of means were computed using a Student law. Categor-

ical variables were described using number and percentage, 

and a binomial law was used to compute the CI95. In order to 

compare PCPs’ and cardiologists’ answers, we used χ² or 

Fisher’s exact test for qualitative variables, Cochran–Armitage 

test for trend for ordered qualitative variables, and t-test for 

quantitative variables. All tests were double-sided, and a p-

value lower than 0.05 was considered statistically significant. 

Results 

The response rate was 53.8% (Figure 1) and did not signifi-

cantly differ between PCPs and cardiologists (p=0.46). The 

demographics and baseline characteristics of respondents are 

shown in Table 1. Most respondents were men (69.3%), the 

mean age was 52.6 years (SD=12.5). Respondents and non-

respondents were similar in terms of gender and region of the 

country. Significant differences between PCPs and cardiolo-

gists existed for gender, region, practice location and setting, 

qualifications, distance from an emergency department, ECG-

related training, self-perceived skills about ECG interpreta-

tion, and ownership of an ECG device (Table 1). 

 

Figure 1. Participant flowchart (sampling fraction: 0.32% for 

PCPs & 2.27% for cardiologists; response rate: 53.8%) 

Table 1. Descriptive characteristics of respondents.  

Percentages relate to columns. 

Variable 

PCPs 

(n=154) 

Cardio-

logists 

(n=71) 

p 

value 

Age, mean (SD) 51.9 (10.8) 54.1 (11.3) 0.17 

Men, n (%) 96 (62.3) 60 (84.5) <0.001 

Capital region, n (%) 25 (16.2) 16 (22.9) <0.001 

Practice location, n (%)   0.003 

Rural 29 (19) 6 (8.5)

Semi-rural 44 (28.8) 11 (15.5)

Urban 80 (52.3) 54 (76.1)   

Main practice, n (%)   <0.001 

Private practice 45 (29.2) 20 (28.6) 

Medical home 17 (11) 2 (2.9)

Group practice 88 (57.1) 27 (38.6)

Other 4 (2.6) 21 (30)

Qualifications, n (%)   

ECG university degree 0 (0) 14 (30.4) <0.001 

Emergency specialty 11 (14.1) 0 (0) 0.007 

Sports medicine 18 (23.1) 6 (13) 0.24 

Other 49 (62.8) 26 (56.5) 0.57 

On-call duty, n (%) 85 (55.6) 40 (56.3) 1 

Distance from the nearest 

emergency department, 

km, median [Q1;Q3]

5 [2;15] 1 [0;5] <0.001 

Training in ECG  

interpretation, n (%)

  

University degree 6 (4) 45 (68.1) <0.001 

Medicine studies 139 (90.9) 41 (62.1) <0.001 

Training seminar 18 (11.8) 5 (7.6) 0.47 

Books 38 (25) 8 (12.1) 0.046 

Internet 10 (6.6) 6 (9.1) 0.57 

Other 13 (8.6) 5 (7.6) 1 

“properly trained” to  

interpret ECGs, n (%)

55 (36.7) 65 (94.2) <0.001 

ECG device, n (%) 76 (49.4) 71 (100) <0.001 

 

The attitude of physicians who did not have an ECG device is 

reported in Table 2. It is worth noting that all cardiologists had 

an ECG device, therefore only PCPs are described in Table 2. 

The most important reason not to have an ECG device was to 

allow easy access to cardiologists or hospitals (71.2% 

[59.5;81.2]). Patients requiring an ECG in an emergency were 

first and foremost routed to an emergency room by 91% 

([82.4;96.3]) of PCPs, and patients requiring a non-urgent 

ECG were first and foremost routed to a cardiologist by 93.5% 

([85.5;97.9]) of PCPs. 

Target population

88,886 PCPs

600 PCPs

442 physicians included: 

(282 PCPs, 140 cardiologists)

225 complete surveys (table 1)

(154 PCPs, 71 cardiologists)

227 questionnaires returned

378 excluded

(318 PCPs, 60 cardiologists)

2 surveys excluded

Target population

6,163 cardiologists

200 cardiologists

Random drawing from the database of 

health professionals

78 without ECG (table 2)

147 with ECG (table 3) 80 with ECG-CI (tables 4&5)

154 PCPs (table 6)
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Table 2. Reported attitude about ECG of physicians who do 

not own any ECG device. Percentages relate to columns. 

Item, n (%) 

PCPs 

(n=78) 

Formerly had an ECG machine in their office 21 (27.3)

Reasons for not having an ECG machine: 

 Easy access to a cardiologist or to a hospital 52 (71.2)

 Difficulties in interpreting the ECG 32 (43.8)

 Involvement of responsibility 31 (42.5)

 Rare indications in current practice 29 (39.7)

 Emergency services easily available 23 (31.5)

 High purchase and maintenance costs 20 (27.4)

 Insufficient reliability of the procedure 14 (19.2)

 Time-consuming procedure 11 (15.1) 

 No diagnostic interest 2 (2.7)

 Other 3 (4.1)

For urgent ECGs, patients are referred to: 

 The emergency department 71 (91)

 A cardiologist 6 (7.7)

 A PCP who owns an ECG device 0 (0)

 Other 1 (1.3)

For non-urgent ECGs, patients are referred to: 

 A cardiologist 72 (93.5)

 A PCP who owns an ECG device 2 (2.6)

 The emergency department 1 (1.3)

 Other 2 (2.6)

Table 3. Reported practices about ECG of physicians who 

own a device. Percentages relate to columns. 

Variable 

PCPs 

(n=63) 

Cardio-

logists 

(n=65) 

p 

value 

Type of ECG machine, n (%)    0.062 

 Analog device 39 (61.9) 30 (46.2)  

 AliveCor Mobile ECG 1 (1.6) 0 (0)  

 Other digital ECG 23 (36.5) 35 (53.9)  

Number of leads, n (%)    0.005 

 <12 leads 17 (25.4) 4 (6)  

 12 leads 50 (74.6) 59 (88)  

 >12 leads 0 (0) 4 (6)  

Number of uses per month, 

median [Q1;Q3] 

5 

[2;10] 

200 

[150;300] 

<0.001 

Usual ECG indications, n (%)    

 Diagnosis, symptoms 67 (91.8) 61 (87.1) 0.42 

 Disease monitoring 34 (46.6) 67 (95.7)   <0.001 

 Sports certificate 43 (58.9) 56 (80) 0.007 

 Before new treatment 29 (39.7) 57 (81.4) <0.001 

 Baseline ECG 18 (24.7) 48 (68.6) <0.001 

 Other 9 (12.3) 23 (32.9) 0.005 

Use of the following aid for  

ECG interpretation, n (%) 

 ECG ruler 37 (53.6) 60 (89.6) <0.001 

 Automated measure- 

 ments (intervals, freq.) 

35 (50.7) 32 (47.8) 0.73 

 Book 14 (20.3) 2 (3) 0.002 

 Internet 6 (8.7) 1 (1.5) 0.11 

 Remote transmission 4 (5.8) 1 (1.5)  0.37 

Device with available com-

puterized interpreter, n (%) 44 (58.7) 36 (50.7) 0.41

Support network for ECG  

interpretation, n (%) 

<0.001 

 Fax to a colleague 17 (23) 1 (1.5)   

 Telemedicine network 4 (5.4) 0 (0)   

 Paid service 0 (0) 0 (0)   

 No support network 53 (71.6) 67 (98.5)   

 

Table 3 reports practices relating to ECG interpretation. The 

median number of ECGs performed per month was 5 for PCPs 

and 200 for cardiologists (p=0). PCPs and cardiologists had 

significantly different characteristics of the number of leads, 

reasons to perform the ECG, and support used for the interpre-

tation (Table 3). In total, 54.8% of devices were equipped with 

ECG-CI. 

Table 4 shows the most important result of this study: PCPs 

and cardiologists did not use the ECG devices in the same 

way: 69.8% [54%; 83%] of PCPs first read the ECG and then 

the computerized interpretation, although this proportion fell 

to 52.8% [35%; 70%] for cardiologists, and 38.9% [23%; 

57%] of cardiologists even never looked at the computerized 

interpretation. 

Table 4. Usual attitude of physicians having ECG-CI 

(p <0.001). Percentages relate to columns. 

Attitude, n (%) 

PCPs 

(n=43) 

Cardiologists 

(n=36) 

Never read the ECG,  

only read the ECG-CI
0 (0) 0 (0) 

First read the ECG-CI,  

then read the ECG
12 (27.9) 3 (8.3) 

First read the ECG,  

then read the ECG-CI
30 (69.8) 19 (52.8) 

Never read the ECG-CI,  

only read the ECG
1 (2.3) 14 (38.9) 

Table 5. Perceived reliability of computerized interpretation 

(Confidence: 1=Not reliable at all; 2=Unreliable; 3=Neither 

reliable nor unreliable; 4=Reliable; 5=Very reliable). 

Confidence (mean, SD)  

on the ECG-CI ability  

to detect some situations 

PCPs 

(n=43) 

Cardio-

logists

(n=35) 

p 

value 

Normal ECG 4 (0.6) 3.9 (0.9) 0.399 

Ventricular or atrial  

hypertrophy
3.5 (0.7) 3.1 (1.1) 0.040 

Right bundle branch block 3.5 (0.8) 3.6 (1) 0.558 

Left bundle branch block 3.6 (0.8) 3.7 (1) 0.616 

Atrioventricular block 3.7 (0.8) 3.5 (1) 0.262 

Wolff–Parkinson–White 3 (0.9) 2.7 (1) 0.190 

Supraventricular arrhythmia 3.3 (0.9) 3 (1.1) 0.174 

Ventricular arrhythmia 3.5 (0.8) 3.1 (1.2) 0.095 

Repolarization abnormalities 3 (1) 2.7 (1.3) 0.153 

 

(a): supraventricular tachycardia, atrial flutter, atrial fibrillation, sinus tachycardia, 

supraventricular escape beat, sinus arrhythmia, premature supraventricular 

contraction. (b): ventricular tachycardia, torsade de pointe, premature ventricular 

contraction, ventricular fibrillation, accelerated idioventricular rhythm, ventricular 

escape beat. (c): myocardial infarction, ST segment abnormality, T wave 

abnormality, U wave. 

Figure 2. Perceived reliability of ECG-CI, by statement 
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Table 5 and Figure 2 display the perceived reliability of each 

category of statements of computerized ECG interpretation. 

The Cochrane-Armitage test reveals a significant difference 

between PCPs and cardiologists only for atrial or ventricular 

hypertrophy, where PCPs thought the interpretation was more 

reliable than cardiologists did (p=0.04). Globally, physicians 

thought the computerized interpretation was most reliable for 

conduction troubles and “normal ECG”, and was less reliable 

for other rhythm troubles as well as repolarization troubles. 

Among PCPs, Table 6 compares PCPs equipped with an ECG 

device or not. A physician who had an ECG device was most 

likely a man, in rural areas, with a private practice, ECG-

related diplomas, who worked further away from emergency 

rooms or cardiologists, and was trained for ECG interpretation 

(Table 6). However, only 57% of them felt confident about 

their skills in interpreting ECGs. 

Table 6. Descriptive characteristics of PCPs, equipped or not 

with ECG devices. Percentages relate to columns. 

Variable 

PCPs with 

ECG 

(n=76) 

PCPs 

without 

ECG 

(n=78) 

p 

value

Age, years, mean (SD) 51.1 (12.5) 52.7 (8.9) 0.367 

Men, n (%) 56 (73.7) 40 (51.3) 0.005 

Practice location, n (%)    0.003 

 Rural 22 (29) 7 (9.1)   

 Semi-rural 23 (30.3) 21 (27.3)   

 Urban 31 (40.8) 49 (63.6)   

Main practice setting, n (%)  0.028 

 Private practice 26 (34.2) 19 (24.4)   

 Medical home 12 (15.8) 5 (6.4)   

 Group practice 35 (46.1) 53 (68)   

 Other 3 (4) 1 (1.3)   

Qualifications, n (%)  

 ECG university degree 0 (0) 0 (0) 0.651 

 Emergency specialty 9 (22) 2 (5.4) 0.051 

 Sports medicine 10 (24.4) 8 (21.6) 0.795 

 Other 25 (61) 24 (64.9) 0.816 

On-call duty, n (%) 50 (66.7) 35 (44.9) 0.009 

Distance from the nearest,  

km, median [Q1;Q3] 

 

 Emergency department 10 [3;20] 3 [2;10] <0.001

 Cardiology office 6 [1;18.5 ] 1 [1;5] <0.001

Training in interpreting  

ECGs, n (%) 

  

 University degree 2 (2.6) 4 (5.3) 0.681 

 Medicine studies 70 (92.1) 69 (89.6) 0.780 

 Training seminar 14 (18.4) 4 (5.3) 0.022 

 Books 23 (30.3) 15 (19.7) 0.189 

 Internet 6 (7.9) 4 (5.3) 0.745 

 Other 9 (11.8) 4 (5.3) 0.245 

Self-perceived skills in  

ECG interpretation, n (%) 

43 (57.3) 12 (16) <0.001

Discussion 

As more and more ECG devices embed software for comput-

erized interpretation, and as the accuracy of such devices re-

mains moderate, it was necessary to know whether physicians 

owned such devices, and how much they trusted the output of 

the program. We could analyze 225 questionnaires. An im-

portant result was that 49.4% of PCPs were equipped with 

ECGs. Among them, 58.7% had an embedded interpretation 

software, and 27.9% reported moderate confidence for its out-

put. PCPs and cardiologists did not use the output the same  

 

way: whereas 91.7% of cardiologists first interpreted the ECG 

by themselves, and eventually read the ECG-CI output, 27.9% 

of PCPs first read the ECG-CI output, and then tried to inter-

pret the ECG. PCPs and the cardiologists did not have the 

same qualification level: 68% of cardiologists had a university 

degree in ECG interpretation, versus 3.95% for PCPs. In addi-

tion, 63.3% of PCPs perceived a lack of skills in ECG inter-

pretation. Furthermore, the physicians did not equally trust the 

computerized interpretation for all the diseases. This study 

also highlighted factors associated with ECG equipment: 

PCPs who owned an ECG device were more likely working in 

rural areas, far away from emergency departments. It is worth 

noting that, in France, general practitioners can bill ECGs, 

irrespectively from their post-graduate certificates. The nature 

of the devices also differed: 61.9% of PCPs were equipped 

with analog ECG devices whereas 53.9% of cardiologists used 

digital ECG devices. Only 28.4% of PCPs used support net-

work for ECG interpretation, via fax for 23.0% of them. It also 

highlighted that having a personal device may have an impact 

on healthcare consumption: PCPs who did not own a device 

were more likely to address their patients to emergency rooms. 

Patients requiring an ECG in an emergency were first and 

foremost routed to an emergency room by 91% of PCPs, and 

patients requiring a non-urgent ECG were routed to a cardiol-

ogist by 93.5% of PCPs. The main limiting factors for non-

equipped doctors was the easy access to cardiologists or hos-

pitals,doubt in their ability to interpret ECGs, and the fear of 

legal proceedings for wrongful interpretation. 

Those results are consistent with the literature. Previous works 

[13] showed that among PCPs in France, 6% had absolute 

confidence in computerized ECG interpretation, 65% had con-

fidence when computer declared the ECG as normal, 26% 

trusted the computer for diagnosis of arrhythmias, and 21% 

for acute ischemia, whereas several analyses of computerized 

ECG interpretation accuracy concluded that frequent errors in 

the interpretation of cardiac rhythm occurred, with many false 

positives especially for the diagnosis of atrial fibrillation [17–

24]. This study also highlighted that the median number of 

ECGs performed per month was 5 for PCPs and 200 for cardi-

ologists, whereas the American College of Cardiology (ACC) 

and American Heart Association (AHA) recommended inter-

pretation of 500 ECGs under supervision of an expert to attain 

initial competency, and the reading of 100 ECGs yearly to 

maintain competency in ECG interpretation [17]. 

To our knowledge, no study investigated specifically the way 

physicians considered and used the computerized ECG inter-

pretation. The answers were of good quality. This work also 

presents some limitations. The questionnaires were self-

administered, and collected declarations of the practitioners 

about their own practice instead of performing an objective 

evaluation. The response rate was moderate (53.8%). 

Conclusion 

The general practitioners are less experienced with ECG inter-

pretation but are more likely to trust the results of ECG-CI. 

Paradoxically, insufficient knowledge may increase practi-

tioners’ trust in technologies that are not 100% reliable. 
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Abstract 

Computerized simulators are important tools that support 

teaching in many areas. The use of these instruments is often 

described as significant for students and teachers. In this paper, 

a software piece was developed to aid decision-making in nurs-

ing, allowing the simulation of real situations, addressed in the 

classroom. The simulator architecture corresponds to a multi-

agent system supported by a state machine model. To build the 

knowledge base, a list of contents was selected, including the 

Nursing Intervention Classification (NIC). An experiment was 

carried out with the participation of eleven students of the third 

year of the course. A questionnaire was applied and, as a result, 

there were more than 90% of acceptance as a relevant educa-

tional tool. The simulation, through this tool, contributed to ap-

ply theoretical knowledge to the students, besides helping in the 

development of the nursing decision-making ability. 

Keywords:  

Health education, decision making, computer simulation. 

Introduction 

Decision-making results from a complex cognitive process that 

associates knowledge with practice [1]. Among management 

activities performed by the nurse, the management of people is 

often described as highly complex task [2]. In order to assist the 

teaching of people management in nursing, this paper proposes 

the use of a simulator as a tool to support the prediction of the 

amount of nursing personnel in a common hospital ward. To 

achieve its purpose, a computer simulator should be as realistic 

as possible in relation to the simulated scenario [3]. Several fac-

tors, including hospitalization unit, patients, relatives, doctors, 

nurses and other professionals should be considered [4]. The 

presence of an environment and several actors, interacting with 

each other, can characterize a multi-agent system where agents, 

supported by a knowledge base, acts by allowing a simulation 

of high verisimilitude [5]. In addition to the specialists, who 

contribute with their knowledge for the elaboration of rules, 

scripts and decision functions, this work uses the rationale of 

the Classification of Nursing Interventions (NIC) [6]. The NIC 

provides a knowledge base about interventions and nursing ac-

tions that can guide the simulator's decisions, such as the aver-

age times of each nursing activity and the level of knowledge 

required of the professional who will perform it [6]. Another 

source of knowledge used in this study is the Brazilian legisla-

tion related to the dimensioning of nursing professionals [7] in 

health services, determined by the level of complexity of care 

of patients assisted, by the managerial and care model adopted 

by the health institution, among other factors. 

Methods 

Technology 

The simulator was initially developed as a prototype. After a 

series of tests, the code was translated to the .NET framework, 

written in C# language. The presentation layer is based on the 

WinForms (desktop application) for ease of support and low-

level hardware performance (2D and 3D rendering). Since this 

software is available as free software, no proprietary library was 

used to build the simulator, resulting in a totally free software 

available online.  

Knowledgebase 

The knowledge base is composed of three main sources: 1) The 

Nursing Interventions Classification (NIC); 2) Experts of noto-

rious knowledge and teachers of the discipline of Nursing Man-

agement and; 3) Resolution on the scaling of nursing staff ad-

dressed in the classroom. From the NIC taxonomy, the re-

searchers mined a complete set of nursing activities, described 

through tables, and the average times related to each activity. 

With this information, it was possible to simulate how long 

each activity is performed. Other important information gained 

from the NIC, but with the support of specialists in the nursing 

area, is the level of knowledge of the professional needed to 

perform a given activity, whether a graduate or a nursing tech-

nician. Professors of the Nursing Management subject devel-

oped a set of clinical cases to challenge the student to answer 

questions during the simulation. These clinical cases were com-

posed of a textual description containing clinical data of the pa-

tient allowing the definition of the complexity of the nursing 

care. The guiding legislation of nursing staffing in Brazil pro-

vided a basis for the construction of rules, such as the maximum 

time that a professional can work continuously and the mini-

mum time of rest, between continuous workdays.  

Models and architecture 

The multiagent architecture of the simulator is composed of 

three types of agents: patients, nurses (bachelor degree) and 

technician nurses (secondary degree), who exhibit autonomous 

behavior and interact with each other [8]. These agents exhibit 

two fundamental characteristics: they are able to act autono-

mously by making decisions that lead to their goals and they 

are capable of interacting with other agents using human-in-

spired social interaction protocols and including coordination 

and co-operation functionalities.  

Educational background 

Many studies have confirmed the effectiveness of simulation in 

health teaching as well as in the assessment at the undergradu-

ate and graduate health education levels [9]. Early studies 

showed the importance of technology in this area [10, 11]. The 
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computer simulator allows students to experience the work en-

vironment of an inpatient unit, including the calculation of the 

nursing staff, the analysis of the degree of inpatient complexity, 

clinical reasoning and decision making in nursing interven-

tions. This is the main focus of the whole simulator: to provide 

a useful virtual environment for students and teachers to expe-

rience the day-to-day running of an inpatient unit.  

Evaluation 

The evaluation was carried out in a classroom with the partici-

pation of eleven students enrolled in the subject “Nursing Man-

agement” in the third year of the Nursing Bachelor. In this sub-

ject, the student learns how to manage a team of nursing pro-

fessionals, how to deal with Law restrictions and other factors, 

such as the recommendations of nursing regulatory bodies. In 

the classroom, after a complete explanation of the use of the 

simulator, conducted by the research team, each student was 

connected to the simulator to perform all the tasks required by 

the virtual environment. After the tests, the students were in-

vited to answer an anonymous, non-compulsory questionnaire. 

All students answered voluntarily. The questions were based on 

ten golden rules for the evaluation of health software [12]. The 

teacher was present during the experiment to inspect the re-

searchers, without influence, control, acknowledgment or coer-

cion on the students' (anonymous) responses. 

Methods 

A preliminary study was carried out to obtain the necessary data 

for the construction of the simulated hospitalization unit. A me-

dium-size university-related hospital was used as a model. The 

adult clinical admission unit has, on average, 20 beds. On a typ-

ical day, occupancy is 80%. The work shift is 6 hours, so each 

day is divided into four shifts (morning, afternoon, early night 

and late night). Inpatient admission and discharge occur at the 

end of the shift. The simulator, in its first stage, does not allow 

the admission or discharge of patients, except in a simulated 

death, so each simulation process occurs in a period of six 

hours. Each patient presents a level of care complexity, being 

able to be classified in: minimum care, intermediate care, high 

dependence, semi-intensive care and intensive care. According 

to this classification, Brazilian legislation fixes how long it 

takes (in mean hours) of nursing care. To classify the complex-

ity of the patient, the nurse performs a clinical evaluation based 

on predefined criteria presented in a table and the result is ob-

tained from the score of these tables. In the initialization pro-

cess, the simulator generates a random count of inpatients (up 

to 20), as well as the level of complexity of each patient. In a 

preliminary survey, it was concluded that it would be tiring and 

exhausting for the student interacting with too many simulated 

patients at the same time, so the strategy adopted was to restrict 

the student's access to direct care of only three simulated pa-

tients. These three patients will require student attention 

throughout the simulation, requesting medications, questioning 

and reporting his needs. However, for the management of peo-

ple, the simulator considers an inpatient unit with a number of 

patients compatible with reality.  

Agents 

The "patient" agent is one of the two possible types: autono-

mous or programmed. The autonomous agent works in re-

sponse to randomized events from the knowledge base (NIC 

and regulations) and based on the patient's level of complexity. 

For example, a patient with a minimal level of care requires 

random NIC activities of up to the maximum expected by their 

level of complexity. The scale for the arrangement of the com-

plexity of the Patient used is defined by COFEN 543/2017 [7]. 

The other type of "patient" agent is the one programmed by the 

professor of the Nursing Management subject, which defines 

the actions required by the patient. These actions will cause the 

simulator to trigger a challenge to the student involving deci-

sion making regarding a nursing intervention. For example: the 

patient feels short of breath, what to do? The "nurse (bachelor)" 

and "nurse (secondary)" agents respond to patients' calls and 

perform nursing care. The main objective of these agents is to 

measure the workload of nursing professionals (nurses and 

technicians). When a nursing agent is assigned to care, he can’t 

be allocated to another job until his work is done. Therefore, the 

complexity of care and the number of nursing actions to be per-

formed in each patient indicate the number of nursing personnel 

and the distribution of these professionals among the patients in 

an inpatient unit. If the demand for care is too high, the availa-

ble nursing staff will have to deal with the increased stress as 

well as with the impairment in quality of service. Figure 1 ex-

emplifies the simulated "nurse" agent state machine. The net-

work nodes are composed of rules that are used to define 

whether the professional is available or is interacting with an-

other agent (table 1). 

 
Figure 1 – Nurse state machine 

To allow for multiple simulations during a teaching class, the 

simulated time has been accelerated to one-tenth of the actual 

time, it means that each simulated minute takes only six sec-

onds to go, so each simulated session will last six minutes. 

Table 1 – Agents 

Name Base Interacts with

Patient The specialist data; 

Teacher´s course  

 

Nurses;

Physicians; 

Students; 

Nurse Knowledge base; 

The specialist data; 

NIC; 

Laws and local rules; 

Patients; Other 

nurses; 

Physicians; 

Physician The specialist data; Patient; Nurses;

 

Communication between agents 

Since the agents must interact with each other, a communica-

tion protocol was created to perform this function, this protocol 

was based on a data bus that runs on a thread accessible by in-

stances of all agents, once an agent was created, it presents itself 

to the bus by registering in the main event manager. It is possi-

ble, over this bus, to interact with individual agents, one to one, 

one to many and many to many, allowing to simulate a wide 

range of communication types found in a hospital (phone call, 

internal sound system and personal conversation). This proto-

col allows another type of communication that is not based on 

messages, but based on events, since a patient can trigger some 

event like a heart rate monitor alarm and this event is directed 

to the nearest nurse, as a situation common in a hospital. 

Figure 2 illustrates the communication design and the actors in-

volved. 
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Figure 2 – Communication between agents 

Ethics 

This research was approved by the Research Ethics Committee 

under the title "Hospital Environment Simulator for Personnel 

Management and Dimensioning", CAAE: 

57514916.3.0000.5345. Approved on: 08/18/2016. The project 

includes the classroom test, the use of the questionnaire and the 

participation of the specialists. All participating students signed 

a consent term and received full attendance during all phases. 

The participation was voluntary, and any refusal would not re-

sult in the reduction of grades at any level. Throughout the eval-

uation, students were free to leave participation, without penal-

ties, however, no student left the activity. All images and art-

work used in the simulator have been licensed by the corre-

sponding author for use in this software and all software librar-

ies and components are freely distributable. 

Results 

The results can be described in two different steps: the construc-

tion of the simulator and the validation of usability in the class-

room. 

Simulator 

The first step, related to the construction of the simulator, re-

sulted in the development of a discrete software, without com-

plex dependencies, that can be executed with minimum efforts. 

After login (Figure 3), the student has access to the main screen 

(figure 4), where the simulation console is located. This screen 

is composed of inpatient controls, nurses and technicians, time 

controls, charts and a visual representation of the ward with 

beds, patients, physicians, nurses, technicians and family mem-

bers. At this screen, the student has the time and complexity 

control of the simulation. The main console shows three graphs 

in real time while the simulation is running. The top chart rep-

resents the total of hospitalizations waiting for care. In case the 

team is dealing well with all internal calls, this graph may be 

empty otherwise the graph will show an increasing area mean-

ing that the patients are waiting for attendance. The middle 

graph shows the hourly call amount, a nonlinear plot means a 

high entropy in the algorithm and shows a random set of calls 

during the simulation. The graph below represents the average 

time of care, the area of the chart is the total time of care applied 

to inpatients. 

 
Figure 3 – Login screen 

Although the simulator algorithm calculates the nursing team 

based on laws and constraints, it is possible to change the vari-

ables related to patient, nurses and technicians count through 

the sliders. By changing these controls, the student can suppress 

the current rules and try scenarios different from those expected 

by applying current regulations. At the bottom of the window, 

there are two more sliders, the top represents the time factor of 

care and the second is the complexity of care factor, these two 

sliders allow the student to experience a more flexible simula-

tion. 

 
Figure 4 – Main simulation screen 

In Figure 5, the student is challenged to evaluate the patient 

complexity, which results in a score used to classify the inpa-

tient care, based on the recommendations of the COFEN [7]. 

The correct classification will contribute to the efficiency of 

care planning, allowing the nurse to distribute the amount of 

nursing personnel, according to the complexity of the care ana-

lyzed. An incorrect classification may cause stress to staff due 

to lack of people (inpatients labeled as below complexity that 

really it is), or may increase overall costs, should it require more 

people than necessary (inpatients labeled as above complexity 

that really it is). 

Eventually, at random times, the student is challenged to solve 

situations to promote the development of clinical thinking and 

decision-making skills. In Figure 6, the student interacts with 

the inpatient due to a call followed by a problem description. 

Once answered, the simulator will report a feedback to the stu-

dent. Based on the student's decision, the simulator can change 

the clinical picture of the hospitalized patient, which may be a 

better or a worse state 

 
Figure 5 – Inpatient classification 
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Figure 6 – Inpatient attendance 

Evaluation results 

As a result of the classroom assessment, a table was compiled 

to illustrate the student's perception of the tool. The following 

table (table 2) represents the answers collected from the stu-

dents, after the class where the simulator was used as a learning 

tool. The questionnaire was divided into 12 questions based on 

the ten golden rules for the evaluation of health software [12]. 

The questions are based on the Lickert style where "1" means 

"very bad" and "5" means "very good". 

Table 2 – Questionnaire results 

Question Mean SD

1) Was this exercise developed 

focused on the student 

improvement? 

5 0

2) This type of exercise does 

stimulate student interactivity 

with technological tools to solve 

proposed problems? 

5 0,302

3) How about the ability to 

motivate and focus on solving the 

problem proposed? 

5 0,405

4) At some point during the 

development of the exercise did 

you feel pressured and forced to 

move forward without 

understanding the problem in its 

entirety? 

0% Yes 

90% No 

10% Partially 

5) The exercise you have done, 

regarding your ability to generate 

autonomy in your learning, so that 

you can conduct your studies at 

your own pace? 

5 0,302

6) The exercise, regarding the 

relevance and contextualization of 

the contents approached for your 

learning? 

5 0,405

7) Do you believe that the 

exercise performed provides 

scientific depth on the subject 

addressed? 

100% Yes 

0% No 

0% Partially 

8) As to the visual aspect of the 

exercise and how the content was 

presented, you judge the exercise: 

5 0

9) How do you evaluate the ease 

of use of the exercise interface? 
5 0

10) How do you evaluate the 

attractiveness of the exercise 

interface? 

5 0

11) How do you evaluate the 

navigability of the exercise, i.e. 

the ease of finding the 

information and directions of the 

next steps? 

5 0,522

12) Did you find the exercise too 

long? 
0% Yes 

100% No 

Discussion 

The adoption of an agent-independent approach has brought 

important flexibility in the implementation of the simulator, 

first because it is appropriate to the context of the simulation of 

environments [4, 8] and second, because it is a simple imple-

mentation using parallel computing concepts [3]. In an empiri-

cal analysis, it was observed that the behavior of the agents in 

an inpatient unit would be analogous to the behavior of inde-

pendent computational agents, and this was confirmed with the 

bibliographic studies found in [13, 14]. Another important fac-

tor for the realization of the project was the decision to imple-

ment the communication bus in three models: direct (p2p), 

group (multicast) and overall (broadcast) [15], making possible 

the simulation of three forms of communication between agents 

actors): direct communication (a telephone call), group com-

munication, or overall communication (internal sound system) 

making compatible, in empirical analysis, with the behavior ob-

served in a hospitalization unit of a medium/large hospital in-

stitution. The concept adopted to measure the states of a patient 

in discrete variables made viable for the use of state machines 

[3] to simplify the patient's assisted momentum, and the control 

of the machine states was filled by the professional who has the 

necessary knowledge, enabling the state transitions according 

to the information provided. This feature brought a special gain 

to the simulator because it allows interaction with the observer 

and the system, seeing not only simple passive analysis but an 

active approach, placing the user inside the unit, acting and in-

terfering with the actors and the environment. The analysis of 

the results provided important reflections to the members of the 

study group that developed this work. All students considered 

that the exercise was focused on student growth, however, there 

was no unanimity about the perception that the simulated exer-

cise stimulates the ability to solve the proposed problem (peo-

ple management). Many hours of work were invested in the 

construction of the interface of the simulator, and this reflected 

in the perception of unanimous satisfaction about the ease of 

use and attractiveness of the simulator, but it is possible to iden-

tify a probable bias of confusion because the students do not 

have many references of simulators of this type for purposes of 

comparison, so this parameter, in spite of the absolute numbers 

in the answers, should depart from certainty and accuracy. 

In general, it is possible to observe the major satisfaction with 

the tool, perhaps because the method provides an interactive 

way of experiencing the hospital ward and viewing staff calcu-

lations in a visually appealing manner that was denoted as 

"much better than numbers in the paper". Another important 

factor was hospital manipulation through simulation, based on 

the clinical case provided by the specialist (the subject profes-

sor in this case), students not only were able to choose a nursing 

care action, but also see the results of their decisions in dynamic 

show. On the other hand, apart from the educational environ-

ment, the divergence of the values recommended by the law and 

the reality found in the professional environments is evident. 

This divergence is related to a very important gap in the actual 

workload per nurse in a real hospital and the workload de-

scribed in the regulations. First, the research group had been 

concerned about some misunderstanding or any other research 

bias, but after several analyzes in one unit and reference admis-

sion, the concern was resolved and this divergence between real 

and simulated resulted in a new study on this gap. This part is 

related to local (Brazilian) laws, but after some research [16] it 

was possible to determine that this problem affects other places 

also causing stress, low-quality care and turnover of nurses. 

Although this finding is very important for the quality and over-

all satisfaction of the workers, this was not the main objective 

of this study, but part of another study from the same research 

group at the same university. 
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Conclusions 

Although the lack of formal validation, it is believed that simu-

lators may play an important role in learning objects. Consider-

ing the increasing presence and necessity of virtual learning en-

vironments and the lag that traditional methods of evaluation 

have in such scenarios, more studies are needed to consolidate 

these tools as alternatives in health education. Simulators may 

play a role beyond the training environment. By explaining to 

the student the underlying mechanisms and the motivations that 

led him to make a decision, it can produce a deeper evolution 

in this same student, in this sense we believe in the importance 

of feedback during the execution of the simulation. The simu-

lator may awake in the student the recognition of thought pat-

terns and attitudes, motivating him to question established prac-

tices or acquire new skills and strategies for making decisions. 

We anticipate this, for example, in the still unexplored possibil-

ity of comparing log records and their respective motivators to 

the same student in different scenarios. Over time, the evolu-

tionary analysis of these decision-making patterns could consti-

tute a subsidy for conclusions about the entire process of stu-

dent formation. We believe that it is necessary to carry out a 

validation of the method as an alternative to the formal evalua-

tion, which can be obtained by comparing the traditional 

method (written tests and/or practices formulated by the 

teacher) and the simulator. It seems to us that an ideal method-

ology to be applied will consist of homogeneous classes, which 

receive the content in a usual way and then submitted to the 

traditional form of evaluation and to the simulator. The group 

will continue this form of work and intend in the next instance 

to correct the flaws pointed out in this research and then pro-

ceed to a new workshop for didactic-pedagogical validation of 

the simulator.  
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Abstract 

Current planning approaches for home care services do not 

generally support the social and human dimension of planning. 

They focus on optimization criteria that are easily quantifiable, 

such as the cost. Whereas other criteria such as the quality of the 

relationship between caregivers and beneficiaries or the 

satisfaction of the latter are important too as they can highly 

influence the planning. To address this issue, we investigate in 

this work the problem of planning optimization for home care 

service. We propose an extension of the classical ant colony 

optimization algorithms. Optimization is carried out by several 

classic criteria such as the cost along with social-based criteria 

such as the relationship between caregivers and beneficiaries. 

We also propose a flexible and expressive language to represent 

the constraints in the form of predicates that can include 

variables, constants and functions of the problem. This allows 

each organisation to add its own constraints. 

Keywords: 

Home Care Services (HCS), Constraint Satisfaction Problem 

(CSP), Ant Colony Optimization (ACO) 

Introduction 

In France, according to the National Institute of Statistics and 

Economic Studies, one in three inhabitants would be 60 years or 

older in 2050. A lot of these people are in a situation of loss of 

autonomy and need to receive medical or social care. However, 

the specialized organisations lack of available places. 

Consequently, Home Care Services (HCS) are more and more 

emerging and several types of organisations were created 

recently. These HCS organisations reduce the overload and 

indebtedness of hospitals and other institutions and provide a 

better environment for beneficiaries. 

The management of these organisations and more particularly the 

caregivers interventions planning is complicated and is still 

largely done manually. A large number of constraints must be 

considered when producing the plan such as the satisfaction of 

caregivers, of beneficiaries, skill requirements, working time 

regulations, variable duration of acts, etc. The production of a 

plan becomes a big challenge, as we often have to deal with 

hazards such as the integration of new beneficiaries, lack of staff, 

and various unanticiped changes. 

Automatic plan generation constitutes a great solution to this 

problem and several approaches are proposed in the literature 

[10,15,18]. An automatic planning system must be flexible to 

deal with the hazards of planning, robust to satisfy the various 

constraints and be executed quickly to deal with emergencies, 

changes, or event crisis situations. 

Current planning generation approaches generally address easily 

quantifiable criteria such as the cost, the travel distance and the 

number of caregivers, etc. We advocate that social and human 

dimensions of the care acts have a strong influence on the 

planning and must be considered. The satisfaction of the 

beneficiaries and their relationship with the caregivers are, for 

instance, important criteria to take into account while planing the 

caregivers interventions. In addition, constraints addressed 

traditionnally do not cover all needs of the HCS organisations. 

To address this issue, we explore the problem of planning 

optimization of HCS and we study the potential of Ant Colony 

Optimization (ACO) algorithms to solve these problems. We 

chose to represent the problem as a Constraint Satisfaction 

Problem (CSP). Indeed, it allows us to reuse many tools, 

approaches and theoretical results about resolution and 

computational complexity of the problem instances. Moreover, 

CSP is well adapted to manage the constraints separately from 

the problem resolution which allows to easily customize or add 

social and human constraints. 

Organisation of the paper. Preliminaries section  recalls some 

basic notions regarding HCS planning problem, CSP and ACO. 

ACO for HCS optimization section presents our optimization 

approach, while Experimental Results section exposes the 

system implementation, experimental results and feedbacks from 

a qualitative study. Related Work section discusses related 

works. We conclude and draw future work in Conclusion and 

Future Work section. 

Preliminaries 

We introduce and recall some basic notions regarding HCS 

planning problem, CSP and ACO in this section. 

Home Care Services Planning Problem 

Home Care Services (HCS) are paid care services, proposed to 

people in their home. A beneficiary is a person, who is subscribed 

to a home care service. A caregiver is a competent person that 

carries out the set of care acts. An intervention is a set of acts 

performed at a time � by a caregiver � for a beneficiary �. A 

planning constraint is a condition for carrying out one or more 

interventions. 

The HCS planning problem consists in the definition of a set of 

interventions to meet the demands of a set of beneficiaries taking 

into consideration the optimization of the satisfaction number of 

planning constraint. 

Constraint Satisfaction Problem (CSP) 

A CSP [19,22] is well adapted to represent several real problems 

with constraints. A CSP is defined by a triplet ��� �� �� where: 
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• �	 � 	 ��
�
� �

�
� � � � � �

�
� is a set of variables of the 

problem. 

• � is a domain function that associates to each �
�
 its 

domain �	��
�
� (possible values of �

�
). 

• �	 � 	 ��
�
� �

�
� � � � � �

�
� is a set of constraints of the 

problem. 

The associated optimization problem consists in the assignment 

of the variables and in the optimization/satisfaction of a set of 

constraints or/and an objective function. It is also called 

constrained optimization problem (COP). 

Ant Colony Optimization (ACO) 

ACO [7,9] is a meta-heuristic for solving combinatorial 

optimization problems. It is inspired by the behavior of real ants 

when foraging. The first ant colony algorithm was proposed by 

Dorigo [6] to solve the travelling salesman problem which 

consists of finding the shortest route that visits each city of a 

given set of cities. The basic principle behind ACO is to produce 

a collective intelligence from the interaction of individual 

behaviors to solve a complex problem. Indeed, the behavior of a 

single ant is not complex, but the result of the collaboration of 

multiple ants results in the emergence of a complex collective 

behavior. 

Ants foraging consists in finding a source of food and the shortest 

path between this source and the anthill. Ants converge 

progressively to the shortest path through an indirect 

communication mechanism called stigmergy, achieved by the 

modification of the environment. This mechanism is realized by 

the deposit of a volatile hormone (i.e. pheromone) on the path 

taken by the ant. This pheromone has a direct impact on the 

behavior of the following ant, as they are attracted by the 

pheromone and more likely to move towards it. This results in 

ants following the same path as the first ant, but the decision 

remains stochastic, since other ants take other paths. An 

important characteristic of the pheromone lies in its ability to 

evaporate quickly. This makes the less traveled paths disappear 

(often the longest), and increases the amount of pheromone 

deposited on the shortest paths, because more and more ants take 

these paths. This phenomenon allows a short path to emerge (not 

necessarily the shortest possible path) that almost all ants follow 

even if some ants take other paths. 

It is important for this type of approach to find a good balance 

between intensification (i.e. exploitation of collected 

information) and diversification (i.e. exploration of the research 

space). For ACO, intensification is realized by the deposit of 

pheromone and diversification through stochastic decision 

making of ants and the evaporation of pheromone. 

Related Work 

HCS planning problem is a problem with an exponential number 

of candidate solutions. Each candidate solution is evaluated, the 

goal is to find the best rated candidate solution. Intuitively, the 

resolution consists in listing all the candidate solutions and take 

the best rated one, but this is not possible in a reasonable time. 

The complexity [17] of this type of problem is in general NP-

complete or NP-hard. 

To design a HCS planning system, we need to answer three key 

questions: (i) What are the planning constraints ? (ii) How to 

evaluate a plan ? and (iii) how find the best plan ? 

These questions are highly linked to each other, they represents 

what constitutes a HCS planning system. We investigate a brief 

overview of the possible answers to the above mentioned 

questions. The first question concerns the planning constraints of 

a HCS planning problem, the second question concerns the 

evaluation criteria of a plan and the used evaluatio function, and 

the third question concerns the used resolution approaches: 

i. HCS planning constraints: they are conditions related to the 

validity or the quality of the plan. Some conditions must be 

verified, and others are related to the quality of the plan. The 

most used constraints in the literature are [5,10,15]: skill 

requirements, sectors, temporal dependency, time windows, 

continuity of care, workload balancing, breaks, etc. 

ii. Evaluation function: an important factor in HCS planning 

system is the evaluation function. This function defines the 

criteria to optimize when generating a plan. Several criteria 

are used in the literature as [10,15,18]: number of caregivers, 

travel time, travel time, waiting time, preference, constraint 

violations, etc. 

iii. Resolution approaches: Solving a HCS planning problem 

consists in finding the best solution optimizing one or more 

given evaluation criteria from an exponential set of candidate 

solutions. This set of candidate solutions is called the problem 

research space. Resolution approaches can be classified 

according to Completeness and Correctness [18,22]: a correct 

and complete approaches, a correct and incomplete 

approaches and an incorrect approaches. The approaches 

used are generally correct and incomplete, we can cite 

[5,10,15,18]: tabu search, genetic algorithm, greedy search, 

local search, adaptive large neighborhood search, etc. 

As mentioned before, current planning approaches do not 

generally support the social and human dimension of planning, 

while the relationship and the satisfaction of the beneficiaries and 

the caregivers are very important. In addition, the constraints are 

very general and do not cover all needs of the HCS organisation. 

ACO for HCS optimization 

Our choice to represent the problem as a CSP enables us to 

separate the problem from the application field in order to better 

manage the representation of constraints and to simplify the 

adaptation of the solution to other applications. This information 

structure allow use to easily redefine constraints when required, 

to adapt the algorithm to different practices in different home-

care organisations. About the resolution algorithm, ACO, has 

been used to solve several optimization problems [8,9,24], and 

also been successfully used to solve CSPs [13,21,22], which 

strengthens our choice. This naturally appeared as a relevant 

solution to our problem. 

We present, next, our representation of the problem and BL-

ANT-Planning, the proposed resolution mechanism. 

Problem Representation 

In the following, the representation of our problem in the form of 

a CSP. We have defined the variables of the problem, the 

function that associates each variable with its domain and the 

constraints of the problem. 

Variables 

We use a matrix 	

��
	
	
 and an array ���
���	
 to represent 

the variables of the problem, their size are � � � and � 

respectively, where � is the number of interventions and � is the 

maximum number of caregivers needed to perform an 

intervention. 

• 	

��
	�	� � � �
	�	� � � �
: it is the assignments of the 

interventions to the caregivers. 	

��
	�
	�
 is the caregiver 

� who will perform the intervention �, such that 
	 � 	�	 � � 

and 
	 � 	�	 � �. 
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• �������	1	. . . 
�: it is the plan time of an intervention. 

�������	�� is the time slot identifier of the intervention �, 

such that 0	 � 	�	 � 
. This identifier can be converted to a 

schedule. 

Variables Domains 

Let 
 be the number of interventions and let � be the maximum 

number of caregivers needed to perform an intervention, the 

function � that return the possible values of ������	�	� and 

�������	� is defined by: 

• ��������	��	��� 	 � 	 �0, 1, 2, . . . , �� such that � is the 

number of caregivers and 0 � � � 
 and 0 � � � �. 

• ���������	��� 	 � 	 �0, 1, 2, . . . ,  � such that   is the number 

of time slots and 0	 � 	�	 � 
. 

Constraints 

Let 
 be the number of interventions and let � be the maximum 

number of caregivers needed to perform an intervention. We 

define an expressive language to represent the constraints in the 

form of predicates that can include variables, constants and 

functions of the problem. For example: 

• ∀	�	∈		1; 	
�,∀	�, "	∈		1; 	��, ��	� # " 

$%&�	������	��	�� 	 # 	������	��	"� '(	������	��	�� 	 � 	0 

which means that an intervention cannot be assigned more 

than once to a caregiver. 

• ∀	�	∈		1; 	
�,∀	�	∈		1; 	��  

$%&�	)*����	���	⊂	)*����	�������		��		��� where 

)*����	��� is a function that returns the skills of a caregiver 

(or necessary skills of acts), which means that a caregiver 

must have all necessary skills to perform care acts. 

Based on that constraint representation, our test involve more 

than 17 constraints. 

BL-ANT-Planning 

Algorithm 1 describes the general principle of the approach. A 

first step (lines 2 and 3) for initializing the algorithm parameters 

and the pheromone. Then for each cycle (line 6), the ants generate 

solutions (one solution per ant) and each solution is improved by 

a local search (line 7). The solutions are then evaluated to update 

the best solution of the algorithm and the best solutions of the 

cycle (line 8). At the end of a cycle (line 9), the ants that have 

generated the best solutions of the cycle depose a pheromone. 

Finally, the best generated solution is then returned (line 10). 

Initialization 

In this step, the parameters of the algorithm are initialized and the 

pheromone is deposited on the possible solutions. Parameters 

include the number of cycles, the number of ants to use per cycle, 

the pheromone factor weight and the heuristic factor weight. 

 

Other parameters related to the pheromone are also initialized, 

the minimum pheromone factor and the maximum pheromone 

factor that can be found on a solution and the pheromone 

evaporation rate. Initially, a quantity equal to the maximum 

pheromone factor is deposited on all solutions. 

Solution Generation 

To generate a solution, the ant generates an assignment of the 

variables of the problem satisfying the constraints of the problem. 

What it generated is ignored if an assignment violates a 

constraint. The assignment is generated by assigning the 

variables one by one until there are no variables to assign. The 

order of the variable assignments is important, an assignment of 

a variable can restrict the domain of another variable or even 

make it empty. 

1. Variable selection: the variable selection technique 

impacts the performance of the algorithm and the quality 

of the solution. Several techniques are proposed in the 

literature [3,19,23]. For performance reasons, we use for 

now a random selection of variables, where each 

variable has the same probability of selection. We plan 

to explore other selection techniques in future works. 

2. Value selection: the value of the variable is selected 

from the subdomain that is compatible with the 

constraints of the problem. The value selection is 

stochastic and is based on the pheromone factor, 

deposited between the variable and its possible values, 

and on the heuristic of assignment evaluation. The 

probability of selecting the value +� for the variable ,� is 

equal to: -.+�	→	,�/ �
�τ��

�
	→	�

�
	


α
��η��

�
	→	�

�
	


β

∑ �τ��
�
	→	�

�
	


α
��η��

�
	→	�

�
	


β

�
�

∈	�
�

�

 

Where τ.+�	→	,�/ is the pheromone factor between +� and ,�, 

η.+�	→	,�/ is the heuristic factor of the assignment +�	→	,�, α is 

the pheromone factor weight, β is the heuristic factor weight and 

��
�

 is the subdomain of ,� which is compatible with the 

constraints of the problem. 

Improvement Solution 

Local search is used to improve the solutions. It is performed 

before the solution evaluation in order to improve the ant 

generated solution. Caregivers satisfaction criterion is improved 

in this step by trying to eliminate unnecessary breaks. 

Solution Evaluation 

The solutions are evaluated in this step to keep the best solution 

of the algorithm and the best solutions of the cycle. Several 

criteria are used to evaluate a solution, including social and 

human dimension criteria. For example, the cost, the quality of 

the relationship between the caregivers and beneficiaries, the 

respect of the geographical area, the satisfaction of caregivers and 

beneficiaries, etc. Each criterion is evaluated on a scale of seven 

levels [1,16]. Then, an average of all criteria is calculated 

according to the weight of each criterion, this average will 

represent the evaluation of the solution. 
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Pheromone update 

At the end of a cycle, the pheromone factor is updated. A quantity 

evaporates and another quantity is deposited on the best solutions 

of the cycle. After each update, all the pheromone factors must 

be between the predefined minimum pheromone factor and 

maximum pheromone factor. 

The evaporation of the pheromone is simulated at the end of each 

cycle by the multiplication of the pheromone factor by the 

pheromone evaporation rate. The pheromone deposit is not 

carried out as in nature, it is delayed until the end of the cycle and 

only performed on the best solutions of the cycle. The quantity 

of pheromone deposited depends on the quality of the solution. 

Pheromone deposition is only performed for the best solutions of 

the cycle unlike natural ants that deposit pheromone in all cases. 

We think this will help a faster emergence of solutions, we also 

plan to test other strategies. 

Implementation 

Our solution is implemented as a black-box service which takes 

as input a file formatted as JSON, specifying the list of 

caregivers, beneficiaries and the constraints to consider. The 

solution outputs a set of calendar files in iCal format. Each iCal 

file represents the plan of one caregiver.  

The architecture of the application is modular, the definitions of 

the problem, of the constraints and of the resolution algorithm are 

decoupled. The software architecture make it also easy to 

integrate another resolution algorithm (i.e. other than ACO, such 

as genetic algorithm for instance), we can also change the 

representation language of constraints to cover a more expressive 

or less expressive language for better performance. This allows 

us to easily adapt our implementation to other applications and 

other problems. 

Results 

We test our approach in a twofold perspective. First, we did a 

quantitative study, focusing solely on algorithm performances. 

We then organised workshops with some HCS organisations to 

qualitatively test the algorithm on real cases. This enabled us to 

customise the solution evaluation function in order to improve 

the selection of solutions. This also allowed us to verify the 

accuracy and the usability of the proposed approach with 

practitioners. 

Quantitative study 

We started by studying for real case of planning, the influence of 

the algorithm parameters on the quality of the generated plans 

and the research quality. The quality of the generated plans is 

evaluated on the optimization criteria that we present in the 

following section and the research quality is measured by 

[4,11,20]: (i) a similarity ratio, in order to know if the collected 

information is well exploited and (ii) a resampling ratio, used to 

know if the research space is well explored by the algorithm. The 

best algorithm parameters found is (4, 2, 0.05, 0.1, 10) represents 

respectively the values of: 1) pheromone factor weight, 2) 

heuristic factor weight, 3) pheromone evaporation rate, 4) 

minimum pheromone factor and 5) maximum pheromone factor. 

Regarding performance, we ran the algorithm on a machine with 

a 2.7Ghz i7-7500U processor and 16 GB of RAM. For an 

organisation with 268 beneficiaries, 37 caregivers, and 142 

interventions to plan, the execution lasted 2 minutes for 10000 

cycles with 15 ants by cycle. 

We have a promising first results. They, nevertheless need to be 

consolidated and compared with other approaches. We have 

identified some benchmarks [2,12,14] for this comparison. 

Qualitative study 

We worked with five HCS organisations, initially to determine 

the planning constraints and optimization criteria they use. These 

HCS organisations are in different cities and are different size. 

The number of beneficiaries managed varies from 200 to 700 

with 30 to 100 caregivers. 

Table 1 lists the planning constraints and optimization criteria 

used by the five HCS organisations. Note that, a slight difference 

between the supported constraints list and the importance of each 

optimization criteria of the HCS organisations, this difference is 

related to the localization and the size of the HCS organisations. 

We then tested the algorithm on the data of these organisations 

and we compared the generated plans with the plans they 

generate manually. 

Table 2 presents a result of a comparison for an organisation with 

268 beneficiaries, 37 caregivers, and 142 interventions to plan. 

This comparison is based on the number of caregivers needed for 

planning, the duration of all breaks and the regularity of 

interventions, such that an intervention is regular if the caregiver 

provided a car for the beneficiary at least twice. 

Table 2. Comparison of generated plans with organisations 

plans 

 

Organisations 

plans 

Result at 

2min 

Result at 

30min 

Result at 

60min 

Number of caregivers 21 19 16 15 

Duration of all breaks 3120 3560 2660 2240 

Number of regular 

intervention 

140 142 142 142 

 

The first results are promising, we improve the three criteria after 

100000 cycles (30 min) and two criteria after 10000 cycles (2 

min). Note that the number of regular interventions converges 

Table 1. List of identified planning constraints and optimization criteria. 

Related to Planning constraint Optimization criteria 

Beneficiary Time constraints and absences, state of the beneficiary and his entourage Time preferences, regularity of the caregivers and plans 

Caregiver Qualification/skills, respect of employment contracts, lunch break, absences Optimization of employment contracts, time preferences 

Intervention Synchronization with external services, caregiver/beneficiary incompatibility, 

replacement degree, equipment, travel time, mutual plans, implementation 

interval, intervention difficulty 

Intervention priority, hardness 

Organisation Travel time, legislation, work rate, schedules of external structures Compactness, costs, caregiver contract, sectors, substitute 

preferences 
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quickly, we cover 100% of interventions directly after 10000 

cycles. These results remain to be confirmed on benchmarks. 

Our results indicates that our solution generates plannings which 

are alsmost as good as the one done manually after only 2 min of 

computation with a standard computer. Furthermore, it also 

shows that after 60 mins of computation it provides solutions 

involving potentially 28% less caregivers. This could results in 

better service allowing caregivers to spend more time with 

beneficiaries and/or cheaper home-care service. 

Conclusion and Future Work 

In this paper, we proposed and implemented a resolution 

algorithm for the planning problem in the context of Home Care 

Services, based on Ant Colony Optimization. We used a 

Constraint Satisfaction Problem to represent the problem. The 

implemented application is structured into modules to facilitate 

its extension and adaptation to other problems. Since the 

algorithm is non-deterministic with a stochastic solution 

construction, the correct parameterization that is at the core of the 

mechanism needs to be further validated. 

The next objective of our project is to compare the performance 

of our approach with other approaches on benchmarks. We plan 

also to study the impact of different parameters and try other 

pheromone deposition techniques or variable selection strategy. 

We will also look at what is done on CSPs in terms of filtering 

variables domains, representation and constraints management. 
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Abstract 

Coding accuracy in case-mix databases enables efficient 

funding of health facilities and accurate epidemiological 

statistics based on patients’ stays information. We assume that 

the data collected in the electronic health record, especially 

drug prescriptions and medical reports are relevant for 

checking the consistency of the coding of diagnoses. We 

evaluated a new coding control tool, “TOLBIAC control”, 

embedded in the Web100T coding assistant. This tool interacts 

with the Vidal Application Programming Interface and the 

electronic health record of the University Hospital of Saint-

Etienne. The micro-average F-measure was 0.76 for drug 

prescriptions and 0.55 for free text medical reports. This initial 

evaluation has revealed that drug prescriptions in EHRs can 

successfully be used to develop an automated ICD-10 code-

control tool. Nevertheless the “TOLBIAC control” tool is not 

yet fully effective for widespread use because of its limited 

performance in text analysis, a feature that is currently 

undergoing improvements. 

Keywords: 

Drug Prescriptions, International Classification of Diseases, 

Diagnosis Related Groups, Clinical Coding, Electronic Health 

Records 

Introduction 

In many countries, funding of public and private hospitals is 

based on a prospective payment system. Hospitals are 

reimbursed according to Diagnosis Related Groups preset tariffs 

[1]. In France, this system relies on the French Hospital Activity 

Database which requires every inpatient and outpatient stay to 

be coded using a Standardized Discharge Summary (SDS) [2]. 

The SDS aggregates all diagnoses and medical procedures 

associated to patients’ stays. Diagnoses are coded following the 

International Classification of Diseases, Injuries, and Causes of 

death (ICD-10) [3]. The process of coding has to follow 

mandatory national guidelines, published by the French Health 

Ministry, in order to ensure consistent practices among 

hospitals. 

In addition to hospital reimbursement, the accuracy of SDSs is 

essential for nationwide hospital management, statistics, 

economy, research, and epidemiology [4]. Furthermore, 

physicians from the French National Insurance regularly ensure 

that clinical coding matches patients’ medical records, if not, 

heavy fines may be applied [5]. 

Coding is mainly performed by physicians and specialized 

clinical coders. To support experts in the coding process, 

automated code prediction tools could be used. Such tools can 

suggest codes that are not manually detected, and thus can be 

acted on for completeness. Code prediction can be made based 

on the data from the EHRs using machine learning algorithms, 

rule-based systems, or their hybrid. An example of a rule is: “if 

serum potassium is more than 6.5 mmol/l, suggest E87.50 

hyperkalemia” [6]. 

While many studies have shown interest in coding predictions 

[7–9] based on the comparison with elements available in the 

EHR, to our knowledge, no study has described an automated 

standardized code controlling tool that benefits from such data 

in addition to information collected in SDSs. To fill this gap, 

and to overcome the difficulties associated with handcrafted 

code harvesting [4,10], the TOLBIAC project (Terminologies 

and Ontologies for Linking Billing Information and Accurate 

Clinical data) aimed to define, model, implement, and evaluate 

the consistency between the information in the EHRs and the 

processed SDSs. As part of this project, the “Tolbiac-Control” 

tool was developed and integrated in the graphical user interface 

of Web100T® coding system to enable the use of ICD-10 codes 

for the hospital stays..The company managing the registered 

drug database VIDAL developed the tool. 

To control the validity of existing codes, “Tolbiac-Control” is 

based on three hypotheses. First, hospital drug prescriptions are 

a good indicator of the presence of various pathologies [11]. 

Some studies successfully predicted codes using information on 

drugs prescribed in EHRs [9], and other studies showed that 

prescriptions may be a valid proxy of prevalence of diseases 

[12,13]. Therefore, even if there are some known limitations 

[14], data concerning drugs prescribed in hospitals could be 

used to assess whether an ICD-10 code rightfully belongs to the 

patient’s SDS or not. 

The second hypothesis is that the use of unstructured data from 

EHRs, such as text from clinical reports may be used for code 

control. Unstructured data has been widely used for code 

prediction and suggestion [8], and may likewise be useful for 

code control. 

Abhyankar et al. [15] and Halfon et al. [14] showed that the 

utilization of multiple data sources improves the prediction of 

codes. Moreover, some pathologies are complex and not 

represented in a single data source [15]. Consequently, our third 

hypothesis is that combining the usage of prescribed drugs and 

clinical text altogether may improve code control. 
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In this pilot study, we present and evaluate the “Tolbiac-

Control” tool in its prototype phase. The evaluation is achieved 

for each of the control features proposed by the tool: the control 

based on drugs prescribed in EHR and the control based on 

unstructured text from medical reports associated to patients’ 

stays. We also performed an exploratory evaluation using the 

combination of both the features. 

Methods 

Implementation 

The “Tolbiac-Control” tool takes as input the drug codes, free 

text from medical reports, and ICD-10 codes selected by 

physicians or clinical coders. With this input, the tool proposes 

two checking features, one based on the drug prescription 

structured data, and the other on free text reports (Figure 1). A 

colored button is automatically generated for every single code 

for both the controls under verification feature to indicate if the 

code is justified (green), unjustified (red) or should be verified 

(orange). The lack of a button for the drug verification means 

that there is no drug indication for a specific diagnosis. The tool 

uses the VIDAL database and the ICD dictionaries for this 

verification (Figure 2).  

For drug verification, the UCD identifiers (Drug Common Unit 

of Dispensing) of the drugs prescribed during the stay are used 

to extract drug indication codes from the VIDAL database. 

Free-text verification is achieved using a REST web service 

proposed by the text mining engine “VIDAL” [16]. The service 

takes the free text of stays’ report encoded in UTF8 as input. 

The text-mining engine uses the multi-terminology approach F-

MTI to propose ICD-10 codes based on the input text. 

 

Figure 1- Tolbiac-Control Interface in a Patient’s SDS 

Integrated in Web100T® Encoding Software 

The codes extracted from drug and free-text verification 

methods are compared separately to the codes assigned by 

health professionals to associate a “Justified” marker for 

matching codes, “Unjustified” for mismatch, and “To verify” if 

the tool is not able to decide based on the available data. In 

addition to these three markers, a fourth marker “No UCD 

available” is assigned when a coded diagnosis has no 

corresponding specific drug indication (e.g. physical traumas, 

congenital conditions). 

 

Figure 2- Structure of Tolbiac-Control Tool 

Evaluation 

We randomly selected a corpus of 32 inpatient stays in 17 

medical specialties at the Public and University Hospital of 

Saint-Etienne during June 2017. The stays had previously been 

coded as usual by clinical coders or physicians, and utilized 282 

ICD-10 codes. The average length of stay was 8 days and an 

average of 10 drugs were administered per stay.  

To evaluate the “Tolbiac-Control” tool, we compared its 

automated code-control verifications with those of two 

assessors who had access to the same documents. The first was 

a trained clinical coder (IT) who looked for elements of EHRs 

justifying ICD-10 codes in evaluated SDSs. The second was a 

medical resident (RC) who ensured that the markers “no UCD 

available” were appropriately reported and assisted the clinical 

coder in case of uncertain situations. Verifications achieved by 

the assessors were considered as the “ground truth”. 

Quantitative approach 

The results were tabulated in a confusion matrix, with the 

output from the “Tolbiac-Control” in rows and the cross-

checking by the assessors in columns. As the verified codes 

were not uniformly distributed over the markers, we had to look 

at the effectiveness of the classifier one class at a time before 

averaging the entries. We estimated the one-versus-all 

confusion matrix for each marker, as seen in figure 3 (3 entries 

for text control with 3 markers, and four entries for UCD 

control with 4 markers). 

Clinical coder verification,

ground truth 

Justified Other markers

TOLBIAC

code control

markers 

Justified 

True False

Positives Positives

Other False True

markers Negatives Negatives

Figure 3- Example of a One-versus-all Confusion Matrix for 

the “Justified” Marker 

For example, for the text-control element, we used 3 binary 

classification tasks where one class (e.g. “Justified”) was 

considered as the positive class while the combination of all the 

other classes (“Unjustified” and “To verify”) constituted the 

negative class. 

The main statistical measure used to evaluate the “Tolbiac-

Control” tool was the micro-averaged F-measure, which is the 

harmonic mean of precision and recall. It is a synthetic indicator 

that allows to perceive the overall preciseness and robustness of 

the classifier [9]. Its formula is described in equation (1): 
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             (1) 

Micro-averages were preferred over macro-averages. As some 

marker modalities such as “To verify” or “No UCD” were 

vastly underrepresented, we decided to take into account the 

respective weight of each modality for a better representation of 

the results. 

Precision, also called positive predictive value, can be defined 

as the fraction of relevant marker modalities among the 

retrieved markers. For an information retrieval system, high 

precision means that it retrieves more relevant markers than 

irrelevant ones. The formula is described in equation (2) with 

“k” being the modality marker, TP for true positives and FP for 

false positives: 
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Recall, also called true positive rate or sensitivity, is the fraction 

of relevant marker modalities that have been retrieved over the 

total amount of relevant markers. An information retrieval 

system with high recall means that it retrieves most of the 

relevant results. The formula is provided in equation (3) with 

FN for false negatives: 
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Accuracy is the proportion of true results, both positives and 

negatives, among the total number of examined cases. It 

measures how well a classification system correctly identifies or 

excludes a situation. With TN for true negatives, the formula for 

quantifying accuracy in a one-versus-all confusion matrix is 

described in equation (4): 
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Classification error is the percentage of incorrect markers to the 

total number of markers analyzed, and was calculated along 

with its 95% confidence interval. 

To analyze the combined effect of the two code-control features 

(drug-based and text-based), we built the decision tree described 

in figure 4 on the basis of the following rules: 

1. The code is labeled “Justified”: if the information that 

justifies the code is compliant with a drug identifier 

and/or present in free text. 

2. The code is labeled “Unjustified”: if both sources 

(drug-based and text-based) state that the information 

is “Unjustified” or “To verify”. 

We dichotomized the decisional outcome with only “Justified” 

and “Unjustified” markers, assuming that the clinical coder has 

to check back the validity of the code if it is “Unjustified” or 

“To verify”.  

The decision result was assessed against the clinical coder’s 

ground truth using the previously described metrix. Statistical 

analyses were performed with the R language and 

environment for statistical computing and graphics version 

3.4.0 (with the packages “ggplot2” version 2.2.1, “lattice” 

version 0.20-35 and “caret” version 6.0-8.0). 

Qualitative approach 

A clinical coder (IT) from the Medical Information Unit of the 

University Hospital Center of Saint-Etienne who is familiar 

with several coding tools evaluated the graphical interface. The 

evaluation included reviewing usability of the module 

according to different criteria: ease of use, clarity and precision 

of the display. Text analysis was assessed by evaluating 

elements of free text from EHRs that led to the chosen marker 

of a code. The consistency of the detected terms and their use 

by the TOLBIAC text control tool were also verified. 

 

Figure 4- Decision Tree for Combined UCD and Free-text 

control. J= “Justified” Marker, U= “Unjustified” Marker, 

TV= “To verify” Marker, “No UCD”= No UCD 

Results 

Quantitative approach 

Among 282 codes, the UCD code control feature of the 

“Tolbiac-Control” tool found 112 (39.7%) codes “Justified”, 97 

(34.4%) “Unjustified”, 15 (5.3%) “To verify”, and 58 (20.6%) 

codes with no UCD indication. Table 1 shows the results of the 

evaluation of the UCD code control. 

Table 1 - VIDAL UCD Control Feature (n= 282) 

Accuracy, n (%) 212 (0.752)

Classification Error, % [95% CI] 0.248 [0.198-0.298]

Recall 0.752

Precision 0.762

F-measure 0.757

Among the same 282 codes, the text code control feature of the 

VIDAL module found 66 (23.4%) codes “Justified”, 172 

(61.0%) “Unjustified”, and 44 (15.6%) codes “To verify”. Table 

2 presents the results of the evaluation of the text code control. 

Table 2 - VIDAL Text Control Feature (n= 282) 

Accuracy, n (%) 146 (0.517)

Classification Error, % [95% CI] 0.483 [0.425-0.541]

Recall 0.519

Precision 0.673

F-measure 0.555

Among 282 codes, the text and UCD combined code control 

found 146 (51.8%) codes “Justified” and 136 (48.2%) 

“Unjustified”. Table 3 shows the results of the texts and UCD 

code control combined. 

Table 3 - VIDAL UCD and Text Control Features Combined 

(n= 282) 

Accuracy, n (%) 187 (0.663)

Classification Error, % [95% CI] 0.337 [0.282-0.392]

Recall 0.626

Precision 0.869

F-measure 0.728
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Qualitative approach 

The clinical coder was able to easily use the interface of 

“Tolbiac-Control” within the encoding software without any 

prior training. She found that the information was displayed 

clearly with immediate visual access to the code-control 

markers for each ICD-10 code. In addition, the interface 

regrouped all drug prescriptions as well as medical text 

retrieved from EHRs, which can be conveniently accessed 

directly from the coding tool. No issues were reported with the 

graphical interface, and the usability of the tool was described 

as convenient. 

Some issues related to text analysis were observed. The 

“Tolbiac-Control” tool did not identify negation. For example, 

“there is no appendicitis” written in a medical report is 

acknowledged as the ICD-10 code K35 “acute appendicitis”. In 

addition, the tool did not always detect pathology localization. 

For example, for “fractured radius” in an operative report, the 

tool identified “fractured” but not “radius”. 

Furthermore, the tool might wrongly identify word fragments as 

individual terms. For example, in “transverse”, the word 

fragment “ver” (which means “worm” in English) was 

recognized within the word, and a coded Helminthiase (an 

intestinal parasitic worm) was wrongly acknowledged as 

“Justified” in a patient’s discharge summary. 

In some cases, the same code could be assigned several times 

for the same stay, which often happens with handcrafted 

coding. In our sample, this was the case with seven codes. We 

noticed that for some the codes, the tool generated a different 

marker for each occurrence from the same EHR. 

Discussion 

We recognize that code control using drug prescriptions is 

promising for this pilot study of the “Tolbiac-Control” tool. The 

drug control feature retrieved 75% of the relevant information 

and classified them with the right marker 76% of the time. This 

result is consistent with other studies showing the reliability of 

this approach for code prediction or as proxy of disease 

prevalence [13]. We showed in this study that using drug 

prescriptions is also useful for code control. In addition, this 

data source is reliable as drug prescriptions are systematically 

encoded in EHRs with no missing values. 

The text control feature has less conclusive results. It retrieved 

about half of the relevant markers, and classified them correctly 

in 67% of the cases. As with numerous other studies [17,18], 

using free-text unstructured data to improve coding is 

challenging. In particular, hospitalization reports and clinician 

notes, called “notational text”, often contain abbreviations, lack 

of punctuation, poor grammatical structures [17] as well as 

spelling mistakes and missing values [7]. These inherent 

obstacles added to the limitation of the text analysis feature of 

the “Tolbiac-Control” tool and might explain its lower 

performance. However, the F-measures are within the 

boundaries of the results found in the literature for natural 

language processing and machine learning methods currently 

applied to ICD-9 or ICD-10 coding in different languages 

(about 0.50-0.90) [17,18,20]. 

With drugs and text features combined, we observed a 10% 

improvement in precision as compared to the use of each data 

source separately. However, the recall and F-measure decreased 

when using the combined features compared to the use of the 

drug-based feature alone. Thus, contrary to other studies, 

classification was not improved by combining two data sources, 

mostly due to the deficiencies of the text-control feature. 

As clinical coding is growing in complexity and importance in 

hospitals, there is an ever increasing need for automated 

computerized assistance to increase quality, productivity, and 

efficiency [8]. The “Tolbiac-Control” tool gathers drug 

identifiers, medical reports files, and code control markers in a 

simple window in already existing encoding software. Coupled 

with its easy-to-use visual interface, the tool might be a suitable 

choice for the current needs of code control professionals. 

Although “Tolbiac-Control” was tested in one hospital, we were 

able to achieve a broad range evaluation with different medical 

specialties and large sets of codes unlike previous studies that 

focused on limited types of specific diagnosis [5]. Knowing that 

some pathologies are easier to code using an automated tool 

than others [14], our study showed the overall effectiveness of 

the proposed control tool and the potential of its use in a wide 

variety of clinical situations. While our study focused on a 

specific national institution, accurate coding in Diagnosis 

Related Groups-based information systems is an international 

concern. Our work, especially related to the use of drug 

identifiers for code-control, could be used in other institutions 

and countries. 

The main limitation of the current tool certainly is the low 

performance of the text-based control feature. This feature 

needs to better identify the link between medical entities in 

clinical free text. Another practical enhancement is to automate 

free-text extraction from available reports instead of the 

required manual upload of unstructured data in the current 

version. The VIDAL is currently working on improving its API 

to overcome these limitations. The generalization of the tool 

with other encoding software is also in progress. 

Another limitation of the study is the limited sample size. As 

the “Tolbiac-Control” tool is still a prototype, the analysis was 

made on 282 ICD-10 codes, imported from 32 patient stays. 

Further experiments on a larger sample size are required to 

confirm the research hypothesis with higher statistical power. 

Also, we relied on a single medical coder to evaluate the 

interface and usability of the tool. Considering the subjective 

nature of qualitative approaches, it is an important limitation to 

bear in mind at this stage of the project. 

Once an improved version of the “Tolbiac-Control” is available, 

we aim to perform further analysis with larger samples to verify 

if code control is more efficient with some specialties than with 

others, as revealed by previous studies regarding code 

prediction [14]. Furthermore, it would be interesting to assess 

the utility of using the results of biological tests and implantable 

medical devices as features for code control along with drug-

based and text-based features. The integration of biological tests 

analysis is already scheduled for the next version of “Tolbiac-

Control”, and it is expected to improve the quality of the tool. 

Conclusions 

This work shows that information contained in drug 

prescriptions in EHRs can successfully be used to develop an 

automated and systematized ICD-10 code-control tool. The 

“Tolbiac-Control” tool could become an asset for clinical 

coders, and might improve code precision, which would 

enhance the quality of SDSs data. 

The proposed tool evaluation was done in a prototype phase. 

Although this tool is not yet entirely functional for a general 

use, it is currently undergoing improvements based on the 

observed issues, mainly about the usage of unstructured data. 
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Abstract 

As pressures on healthcare systems increase, due to an ageing 
population, hospital admission avoidance interventions have 
been emphasised. These interventions can be difficult to 
objectively evaluate due to non-randomised roll-out, requiring 
observational methods with carefully selected control groups. 
This study aims to identify the defining characteristics of 
elderly patients receiving admission avoidance home visits. We 
conducted a record linkage study using routinely collected data 
to compare characteristics and outcomes of the general elderly 
population and a subset of high-risk patients. Intervention 
patients were found to have significantly different 
demographics and admission rates compared to the general 
population, having four times higher admission rates at 
baseline. However, they share similarities with high-risk 
patients, particularly in that after a period of increased 
admissions, both groups experienced a reduction in the 
following year. Identifying defining characteristics of the target 
intervention population can guide the careful selection of a 
control group for evaluation. 
Keywords:  

Home Care Services; Evaluation Research; Informatics 

Introduction 

Within the last decade, there has been an increased emphasis on 
reducing unscheduled admissions to the hospital, reflecting the 
need to better manage the increased pressures faced by health 
systems due to the changing demographic profile of European 
populations [1]. This has led to the development of alternative 
care models, focusing on proactive rather than reactive care. 
Alternative care models include proactive chronic condition 
management, intermediate care, community-based care 
interventions and using telemedicine, telehealth and digital 
health solutions. Young states that intermediate care “is 
conceived as a range of service models aimed at ‘care closer to 
home’ by expansion and development of community health and 
social services,” including hospital-at-home services [2]. There 
are currently two main hospital-at-home models: early 
discharge models where hospital-level care is provided at home 
following early discharge from hospital, and admission 
avoidance models, in which multidisciplinary rapid response 
teams provide treatment, assessment and support for a short 
period of time [1,2].  
The latter models are concerned with unscheduled care, 
differentiating them from models such as health promotion 
visits or preventive home visits, which involve assessments 
primarily aimed at preventing new problems for patients living 
independently in the community [3].  

Hospital-at-home models are complex interventions with 
several interconnecting parts. Their evaluation can prove 
challenging, often because the interventions have not been fully 
defined or developed at roll-out [4]. Furthermore, they are also 
prone to evolve over time, particularly within a community 
setting [5]. Randomisation may be unfeasible or inappropriate, 
with the decision to evaluate often being made in hindsight [5].  
Observational studies can provide an alternative evaluation 
approach where randomisation is unfeasible; however, these 
evaluation studies require a robust design and methodology. 
Often evaluations may use the general non-intervention 
population as a control group and use standardisation of likely 
confounders, such as age and sex. However, the inclusion 
criteria of hospital avoidance interventions will usually be 
linked to the outcomes being measured for evaluation [5].  
Hence, trends in hospital activity for the intervention 
population and the characteristics that define them will differ 
greatly from that of a general elderly population. This is 
particularly the case in people over 65 years of age with a 
history of emergency admissions (also known as high-risk 
patients), whose levels of hospital use have been shown to 
naturally reduce over time compared to the general elderly 
population, due to both mortality and regression to the mean 
[6]. In their study, Roland et al warranted further research for 
defining high-risk patient groups for interventions to reduce 
admissions [6]. To evaluate the effect of a healthcare 
intervention on hospital admissions, a carefully selected control 
group is essential and, in the case of interventions for high-risk 
patients over 65 years of age, must match the intervention group 
according to their defining characteristics [6].  
The aim of this paper is to identify the defining characteristics 
of patients receiving admission avoidance home visits, for 
which the decision to evaluate was made in retrospect and 
referral criteria has been loosely defined (as is common in 
complex community interventions).   
This was done by comparing patients receiving the intervention 
to two groups: the general population over 65 years of age and 
a subset of high-risk patients in the area of interest. We first 
compared patient characteristics in these three groups, obtained 
through healthcare record linkage of several datasets, some of 
which have never previously been used in research.  
We then made a temporal comparison of hospital admission 
rates for the three groups. Identifying characteristics that define 
the intervention patients will enable the appropriate selection of 
a comparison group for evaluation, which is essential for a 
robust evaluation in this setting, and may prove useful to others 
evaluating similar services and interventions.  
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Background 

‘Closer to Home’ programme 

In 2011, the Scottish Government rolled out the Reshaping Care 
for Older People (RCOP) strategy with the vision that older 
people should live full and positive lives at home or in a homely 
setting [7]. The allocated RCOP strategy Change Fund resulted 
in a number of local initiatives across Scotland aiming towards 
promoting home and community care. The Forth Valley (FV) 
health-board includes a central area of Scotland with an 
estimated population of 57,317 residents aged 65 and over in 
2017 [8]. ‘Closer to Home’ is a coordinated programme, set up 
in December 2015, to achieve the RCOP aims within the NHS 
Forth Valley health board. We have developed an evaluation 
framework for the ‘Closer to Home’ programme which has 
been previously described elsewhere [9]. 

‘Enhanced Community Teams’  

The ‘Closer to Home’ programme includes Enhanced 
Community Teams (ECTs) which are multidisciplinary rapid 
response teams of nurses, physiotherapists, occupational 
therapists, social care staff and, more recently, specialty-trained 
general practitioners (GPs) (from January 2017). In this paper, 
ECT is the intervention of interest. 
The ECTs provide both early discharge and admission 
avoidance home visits, with a focus on the latter. Care is 
provided 24 hours a day, 7 days a week. Referrals are made 
mainly through the patient’s GP, however, referrals can also be 
made by discharge coordinators, emergency department 
clinicians, the ambulance service, and other community 
services. The criteria for referral are loosely defined but state 
that the patient must require immediate hospital-level support 
that can be provided at home and must be registered with a FV 
GP. Treated patients are predominantly elderly, frail patients 
over 65 with long-term conditions. Acutely ill elderly patients 
who did not receive the intervention received usual care which 
includes hospital admission along with community services 
such as district nursing which may support a patient’s recovery 
but are not aimed at admission avoidance. 
Implementation of the ECTs was staggered in the first year in a 
non-randomised fashion, area by area through contact with GP 
practices and other potential referral sources to promote the 
teams. ECTs use NHS FV’s Multidisciplinary Information 
System (MiDIS) for the recording of community activity data, 
including assessments and contacts with patients such as home 
visits. 

Methods 

Constructing a study cohort 

A cohort of patients was defined to include any patient within 
FV who was aged 65 years or older at any point between a year 
before the time the ECTs were started (December 2014) and the 
time at which the cohort was constructed (April 2018). To 
construct this cohort, two main datasets were combined: one 
consisting of a list of the patients registered with a GP in FV, 
and one consisting of records of deaths registered in FV by the 
National Records of Scotland. These datasets are used 
nationally and go through several quality checks. These were 
combined to create a cohort of 65,189 patients. 

Record linkage methods and ethics 

Linkage of patient datasets was conducted using deterministic 
record linkage in SQL Server (Management Studio 2008), 
which allows full control of the linkage process. Pre-merge data 
cleansing to resolve typographical differences was required to 

enable linking keys to be matched [10]. In Scotland, the 
Community Health Index (CHI) is used to uniquely identify 
patients, often used in linking patient datasets [11]. Using the 
CHI and postcode as linking keys, demographic, hospital 
activity and prescribing records were linked to the compiled 
cohort described previously. 
Research ethics approval was not required for this study as it is 
for the purpose of a service evaluation based on retrospective 
analysis of routinely collected data. Caldicott approval within 
FV and the Information Services Division (ISD) for Scotland 
was obtained for the request for prescribing data. All analysis 
was conducted on pseudonymised data. 

Identification of intervention patients 

Intervention patients were identified from datasets collected 
from MiDIS. These datasets are not used for national reporting 
and prior to this study, have never been used in research, hence 
they required multiple linkages and data cleansing in 
consultation with the ECTs to understand each variable held. 
The main linked MiDIS datasets were a master patient dataset 
and datasets of episodes of care, individual contacts, and 
episode registrations. This linkage combined with consultation 
with ECT members enabled the compilation of a validated 
dataset containing episode details, including number of 
contacts, type of patient and discharge reason, from which 
intervention patients were identifed (1,294 records). 

Main linked datasets 

The linked datasets which are locally held include emergency 
department attendance data, community health visit data and a 
master patient dataset for any patient having received inpatient, 
day case or outpatient care in FV. The linked datasets which are 
nationally held include outpatient attendance data (Scottish 
Morbidity Record for outpatients (SMR00)) and hospital 
inpatient stay data (Scottish Morbidity Record for general acute 
inpatients and day cases (SMR01)) [11]. Data for prescribed 
items dispensed in the community were obtained for each 
patient in the cohort through a request for data through ISD.  

Demographic data linkage 

The linked demographic variables include age, gender, GP 
practice, locality, deprivation, ethnicity, marital status, smoking 
status, living alone, and a care home stay indicator. These 
primary variables were compiled in an analytical dataset and 
additional secondary variables were created from these. Due to 
missing values for the primary variable living alone, marital 
status was incorporated to create a secondary variable 
indicating if the patient has been recorded as living alone or not 
at any point, with not married being classified as living alone 
and married/cohabiting as not living alone. This reduced the 
missing values by 34.0%. An additional variable was created 
combining nursing home residency and having had a stay in a 
nursing home, to characterise patients who have had a nursing 
home stay (used as a proxy for functional status with high 
dependency needs).  
Hospital inpatient stay records were linked to obtain a Charlson 
comorbidity score for each patient, which identifies and gives 
weights to each of 17 comorbidities according to the relative 
risk of one-year mortality [12].  
The comorbidities were identified from International 
Classification of Diseases codes (10th revision) (ICD-10) 
recorded as hospital diagnoses [12] (923,465 records). An 
algorithm within R package “icd” was then used to generate the 
Charlson scores for each patient using ICD-10 codes recorded 
in the past 5 years [13]. 
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Hospital activity and prescribing data linkage 

Hospital activity data linked for each patient included the 
number of emergency and elective inpatient hospitalisations 
(from SMR01), two years before and after the implementation 
of ECT (2014-17) (100,071 records). Prescribing data linked 
for each patient included prescription items dispensed and 
reimbursed by the NHS in the community (94.6% were 
prescribed by a GP). This data included the number of items 
prescribed and the number of British National Formulary 
(BNF) classes (paragraphs) covered by the prescribed items 
(1,510,018 records). The average monthly number of BNF 
classes was selected for use as it reduces variation and reduces 
the effect of exaggerated polypharmacy for patients who have 
multiple medications in the same BNF paragraph (class), hence 
it was deemed a better proxy measure of multimorbidity [14].   

Population selected for analysis 

The activity data collection period was set as data registered 
between the 1st January 2016 to the 1st May 2018. From the 
65,189 patients in the compiled cohort, exclusion criteria were 
applied before analysis. Patients receiving the intervention 
outside of the collection period were excluded (including only 
episodes occuring between 1st January 2016 to the 1st May 
2017, to allow for outcomes to be collected for one year post-
intervention). Patients were included if they were over 65 years 
of age at the start of the collection period, registered with a GP 
in FV, had not transferred to another health board and had not 
died at the start of the collection period. Intervention patients 
who were receiving palliative care or whose episodes of care 
were recorded as failed (due to inappropriate referrals or 
inability to contact the patient) were excluded. This left a total 
of 566 intervention patients and 60,901 patients from the 
general population. 

Data analysis 

A subset of high-risk patients, defined as those who had two or 
more emergency admissions in the same year that the 
intervention patients experienced a deterioration in health 
(2016), were grouped separately from the general population in 
order to compare their characteristics and identify their hospital 
activity patterns, following Roland et al’s comparison [6]. To 
test for differences between demographic variables in the 
intervention group, the high-risk group and the remaining 
population, Welch two sample t-tests were used for continuous 
variables, chi-squared tests were used for categorical variables 
and Fisher’s exact test was used for categorical variables with 
small observed values in contingency tables.  

A temporal comparison was made in admission rates per person 
between the intervention patients, high-risk patients and the 
general population (all patients) using the denominator equal to 
the number alive in each year of the comparison, which Roland 
et al were unable to do because of a lack of data on deaths. They 
have previously shown, however, that including mortality has 
little impact on overall conclusions [6]. Data analysis was 
conducted in R Studio (R v3.4.1). 

Results 

Demographic differences 

The ECT intervention group and the general population were 
shown to be very different in the analysis of demographic data. 
The differences between the general population and both the 
intervention and high-risk groups were all found to be 
significant at the 0.1% level for each of the variables shown in 
Table 1. Differences in ethnicity and the average number of 
prescriptions were not found to be significant between the 

intervention and high-risk group, while other variables showed 
significant differences (at the 5% level for care home stay and 
deprivation, and at the 0.1% level for all other variables). 
The proportion of patients aged 75 and older was found to be 
higher in the intervention group than the other groups (83.5% 
of intervention patients, 62.4% of high-risk patients, and 38.9% 
of general population) (Figure 1). A greater proportion of 
intervention patients were female and had a care home stay 
compared to the other groups. Another major difference 
between the groups was that 38.5% of the general population 
were found to have no hospital inpatient stay records in the past 
5 years compared to 4.6% in the intervention group, hence had 
no Charlson score. Greater proportions of high-risk’ patients 
had moderate to severe Charlson comorbidity scores than 
intervention patients, and only 3.2% of the general population 
had severe scores. The intervention group had an average of 6.6 
monthly prescriptions (BNF classes) with 21.7% of the group 
having more than ten prescriptions, while the general 
population had 4.2 on average with only 3.0% having more than 
ten prescriptions.  
Other differences were observed in ethnicity, deprivation, 
smoking status, and having lived alone, however one of the 
greatest differences is in the missing values for these variables. 
There are much lower numbers of missing values for the 
intervention and high-risk groups, indicating that they have 
greater interaction with the healthcare systems where these data 
are recorded. Excluding patients with missing values, 41.5% of 
intervention patients were recorded as having lived alone, 
compared to 19.6% of high-risk patients and 12.5% of the 
general population. Among ethnicity, smoking status and 
deprivation, when excluding patients with missing values, such 
great differences were not observed between all three groups. 

Figure 1– Age distribution of population aged 65 and over 

Hospital activity differences between groups 

All reported admission rates account for deaths as previously 
described. In the year prior to ECT implementation, the general 
population (all patients) had an admission rate of 0.17 
emergency admissions, while the other groups had much higher 
admissions (0.68 in the intervention group and 0.81 in the high-
risk group).  
This means that prior to implementation of ECT the admission 
rate in the intervention group was 4.0 times higher than that of 
the general population but 0.8 times lower than that of the high-
risk sub-group.  
In the year following the implementation of the intervention, 
the rate of admission in the full general population increased by 
27.5%, while both the high-risk and intervention groups had 
multiple times higher rates (see Table 2 and Figure 2), 
reflecting a deterioration in health for intervention patients at 
the time of being admitted to the ECTs.  
Two years on from the implementation of ECT (2017), the 
admission rate for intervention and high-risk patients decreased 
drastically from the previous year (by 32.0% and 60.8% 
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respectively), while in the general population a small increase 
was observed (5.0%).  

  

 
Figure 2– Trend in number of emergency admissions for 

population aged 65 and over in Forth Valley by sub-group 

Discussion 

The results of the study confirm that the characteristics of 
intervention patients differ significantly from those of the 
general elderly population in NHS Forth Valley. In comparison, 
the intervention group are older, a greater proportion were 
female, have higher comorbidity scores, higher prescriptions, 
four times higher hospital admission rates in the year prior to 
the intervention and a much higher proportion of intervention 
patients have lived alone or had a care home stay (proxy for 
high functional dependency). These characteristics, among 
others, have previously been identified as being associated with 
the need for home care [15]. A previous systematic review has 
also identified older age and Charlson score as risk factors for 
hospitalisations in community-dwelling elderly patients [16].  
Compared to the high-risk patients, intervention patients were 
older, a greater proportion were female, a higher proportion had 
lived alone or had a care home stay but had a lower proportion 
of moderate to severe comorbidity scores. The difference that 
was most evident in variables with missing values was that the 
intervention and high-risk groups have much lower frequencies 
of missing values, indicating greater interaction with the 
healthcare system.  
Overall, ntervention patients had lower admission rates than the 
high-risk group, however, their patterns of hospital activity 
were similar. In the year after ECT implementation (2016), both 
intervention and high-risk patients experienced multiple times 
higher emergency admission rates, followed by a dramatic 
reduction (rates including mortality) in the subsequent year; in 
the general population, a small decrease was observed. These 
results have been observed in a similar comparison of high-risk 
patients as previously noted [6]. Similarly, Roland et al. found 
a drastic reduction in emergency admissions per person in the 
high-risk patient group (a 75.0% decrease compared to 69.5% 
decrease in our study when including mortality) [6].  

Table 1 – Characteristics of the intervention group, high-risk 
and remaining population over 65 years in Forth Valley 

Variable 

ECT 
group 
(n=566)  
n (%) 

High-risk 
group  
(n=2,467)  
n (%) 

Remaining 
population  
(n=58,434) 
 n (%) 

Age, mean 
(SD) 82 (7.5) 78 (8.4) 73 (7.5) 

Female sex 351 (62.0) 1,267(51.4) 26,458 (45.3) 
Ethnicity    

White 546 (96.5) 2,407 (97.6) 47,859 (81.9) 
Other 3 (0.5) 14 (0.6) 270 (0.5) 
Unspecified 17 (3.0) 46 (1.9) 9,053 (15.5) 
Null 0 (0.0) 0 (0.0) 1,252 (2.1) 

Deprivation 
quintilea     

1 91 (16.1) 415 (16.8) 7,616 (13.0) 
2 153 (27.0) 687 (27.8) 13,551 (23.2) 
3 98 (17.3) 527 (21.4) 11,787 (20.2) 
4 114 (20.1) 493 (20.0) 12,974 (22.2) 
5 108 (19.1) 345 (14.0) 12,505 (21.4) 
Null 2 (0.4) 0 (0.0) 1 (0.0) 

Has lived alone    
Yes 235 (41.5) 483 (19.6) 5,849 (10.0) 
No 331 (58.5) 1,978 (80.2) 42,485 (72.7) 
Null 0 (0.0) 6 (0.2) 10,100 (17.3) 

Care home stay    
Yes 132 (23.3) 481 (19.5) 2,956 (5.1) 
No 434 (76.7) 1,986 (80.5) 55,478 (94.9) 

Smoking status    
Yes 54 (9.5) 131 (5.3) 760 (1.3) 
Ex-smoker 95 (16.8) 323 (13.1) 1,381 (2.4) 
No 222 (39.2) 439 (17.8) 2,900 (5.0) 
Null 195 (34.5) 1,574 (63.8) 53,393 (91.4) 

Charlson 
comorbidity 
score group b 

   

No ICD-10 
codes b 22 (3.9) 0 (0.0) 22,477 (38.5) 

0 87 (15.4) 251 (10.2) 18994 (32.5) 
1-2  196 (34.6) 840 (34.0) 11704 (20.0) 
3-4  129 (22.8) 720 (29.2) 3386 (5.8) 

5  132 (23.3) 656 (26.6) 1873 (3.2) 
Average  
prescriptions c, 
mean (SD) 

6.6 (3.3) 6.4 (3.4) 4.1 (2.8) 

<5 161 (28.4) 762 (30.9) 36,210 (63.7) 
5-10 333 (58.8) 1405 (57.0) 20,677 (36.3) 
>10 72 (12.7) 300 (12.2) 1,547 (2.7) 

aScottish Index of Multiple Deprivation (SIMD) quintile 
(1=within most deprived fifth of population, 5=within least 
deprived fifth) 
bCharlson comorbidity score groups: 0 (No comorbidities 
identified) 1-2 (Mild), 3-4 (Moderate), 5 (Severe), from 
ICD-10 codes in past 5 years 
cAverage monthly number of prescription classes (BNF 
paragraphs) in the year prior to ECT implementation (2015) 

Table 2 – Emergency inpatient admission rate by population 
sub-group by with number alive each year as denominator 

Population sub-group 2014 2015 2016 2017 
Intervention patientsa 

(n=566) 
0.408 0.678 1.977 1.345 

High-risk patientsb 
(n=2,467) 

0.557 0.808 3.561 1.396 

Remaining population 
(n=58,434) 

0.123 0.139 0.095 0.191 

All patients (n=60,901) 0.143 0.171 0.218 0.229 
aReceiving ECT intervention between Jan 2016-May 2017 
bWith ≥ 2 emergency admissions in 2016 
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Hence, as Roland et al also found, admissions after the 
intervention should be compared with a control group satisfying 
the same criteria that define the intervention group (which can 
be approximated by their characteristics) [6].  

Limitations 

Due to the retrospective nature of this study, it is subject to a 
number of limitations. Retrospective analysis is always limited 
by the fact that the data may not have been collected for 
research purposes. For example, input options in MiDIS for 
discharge reasons can differ according to the user profile, hence 
this required standardisation through the consultation process 
with ECT. This study is also limited by data availability. The 
intervention patients are often described as frail and elderly. 
Frailty has been difficult to define but has been characterised 
by physical function, gait speed and cognition [17], which are 
not routinely collected for the full FV population. Hence, these 
variables may define the intervention patients, but we have been 
unable to investigate them. The Charlson comorbidity measure 
used in this study also has its limitations due to its reliance on 
ICD-10 codes which in FV are held in hospital records. Hence 
comorbidity information was not available for patients with no 
hospital records. In addition, the deterministic data linkage by 
personal identifiers used in this study is limited in that 
identifiers are subject to recording errors, hence links can be 
missed [11]. For prescribing data, ISD was able to confirm that 
in NHS FV personal identifiers were captured correctly for 
96.3% of prescribed items between 2015-17. 

Conclusions 

In conclusion, this analysis has enabled the identification of 
defining characteristics of the intervention patients compared to 
both high-risk patients and the general elderly population, and 
has highlighted the differences in hospital activity between 
them. The intervention group are significantly different to the 
general elderly population, but share some similarities with 
high-risk patients. The identified characteristics will aid the 
selection of an appropriate control group, in the evaluatation of 
the effectiveness of the intervention, which currently ongoing.  
The results also highlighted that high-risk patients experience 
reduced hospital admissions after a period of increased 
admissions, which has also been shown in other studies. 
Overall, the analysis indicates that a carefully selected control 
group is required for the evaluation of the intervention. 
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Abstract  

This paper presents a pioneering and practical experience in 

the development and implementation of a clinical decision 

support system (CDSS) based on natural language processing 

(NLP) and artificial intelligence (AI) techniques.  Our CDSS 

notifies primary care physicians in real time about 

recommendations regarding the healthcare process. This is, to 

the best of our knowledge, the first real-time CDSS 

implemented in the Spanish National Health System. We 

achieved adherence rate improvements in eight out of 18 

practices. Moreover, the provider’s feedback was very 

positive, describing the solution as fast, useful, and 

unintrusive. Our CDSS reduced clinical variability and 

revealed the usefulness of NLP and AI techniques for the 

evaluation and improvement of health care. 

Keywords:  

Critical pathways; decision support systems, clinical; natural 

language processing 

Introduction 

A clinical pathway is a structured multidisciplinary care plan 

tool built on evidence-based medicine, which states essential 

goals and key elements in the management of a well-defined 

group of patients [1]. Although there is no single and widely 

accepted definition of a clinical pathway, the aim of these 

tools is to improve quality of care, reduce risks, improve 

patient satisfaction, and promote efficient use of healthcare 

resources [2].  

The benefits of implementing clinical pathways in routine 

clinical practice are well documented and include increased 

hospital efficiency [3; 4], decreased length of hospital stay [5], 

and lowered costs [6]. In order to obtain these benefits,  

implementations of clinical pathways should comply with a 

minimum set of basic principles [7]; the lack of 

implementation of these principles by healthcare professionals 

negatively impacts patient care [8-10]. 

Computerized approaches are considered promising tools for 

increasing adherence to clinical pathways [11]. For example, 

adherence to clinical guidelines for acute decompensated heart 

failure [12] and glucose regulation in an intensive care unit 

[13] were successfully improved using computerized 

pathways in user-friendly formats. Other studies implemented 

a CDSS that sends computerized clinical reminders to 

professionals [14; 15]. Yet another evaluated adherence to 

acute bacterial rhinosinusitis guidelines in three phases: 1) 

inform each participant about personal adherence rate, 2) 

perform an educational intervention about clinical pathways, 

and 3) introduce a CDSS [16]. However, a study that 

investigated whether the redesign of a CDSS leads to a more 

appropriate prescription of antimicrobials was not able to 

detect the expected improvement [17]. Obviously, many 

factors, such as poor usability or lack of follow-up, can have a 

negative impact on the desired outcome. A successful CDSS 

implementation needs to detect and eliminate these factors. 

Clinical pathway adherence can be measured from the 

patients’ perspective (adherence to treatments) [18-20] or the 

professionals’ perspective (adherence to clinical pathways)  

[21-24]. However, what these studies have in common is that 

the adherence was evaluated using questionnaires, a process 

which requires significant amounts of time and resources. A 

thoughtful implementation of healthcare information 

technology (HIT) can greatly improve the efficiency of 

clinical pathways [25].  

Inspired by the discussion about the use of clinical practice 

guidelines in primary care in Spain [26], we present a real-

time CDSS to improve adherence rates to clinical pathways.  

The real-time CDSS proposed was developed by Accenture
1
 

and integrates Savana’s
2
 EHRead Technology which 

automatically extracts valuable medical information from 

unstructured free text information contained in electronic 

health records (EHRs). Our results demonstrate improvements 

in clinical adherence due to the use of the real-time CDSS. 

The real-time CDSS reduces the variability of healthcare and 

establishes a method for measuring adherence. It also helps to 

understand the difficulties in implementing clinical pathways 

and how to overcome them. 

Methods 

Savana System 

Savana [27] was founded in 2014 with the goal of using AI to  

improve the quality of health services. Savana has developed 

EHRead, a powerful technology that applies the latest NLP, 

machine learning and deep learning techniques to analyze the 

unstructured free text information written in millions of EHRs 

and automatically extract highly valuable medical 

information. The pipeline consists of different modules 

performing tasks such as sentence segmentation, tokenization, 

text normalization, acronym disambiguation, negation 

detection, and a multi-dimensional ranking scheme. To 

execute these tasks, the pipeline combines linguistic 

knowledge, statistical evidence and state-of-the-art continuous 

vector representations of words and documents in the clinical 

domain learned via shallow neural networks. The Savana 

Manager software is the first medical linguistic engine that 

applies this concept to the Spanish language, converting the 

                                                           

1
 https://www.accenture.com/ 

2
 https://www.savanamed.com/ 
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valuable information contained in EHR free text into an 

interpretable and user-friendly format. A general overview of 

the CDSS interface is shown in Figure 1. 

 

 

Figure 1 – Savana Manager Interface 

Implementation and Evaluation Process 

The real-time CDSS was implemented and evaluated in the 

primary care area of Castilla-La Mancha's Health Service 

(SESCAM)
3

, serving a region in Spain with more than two 

million inhabitants. 24 healthcare centers with a total of 86 

physicians (general practitioners and pediatricians) 

participated in this pioneering experience. 

The CDSS proposed consists of a real-time tool developed by 

Accenture which continuously processes the notes taken by 

professionals during their medical consultation. This 

technology integrates Savana's EHRead Technology whose 

objective is to extract and identify the most important clinical 

information from EHRs. The CDSS warns professionals when 

the case meets a criteria for a recommendation. 

In order to assess the ability of this CDSS to improve clinical 

pathway adherence, a well-defined methodology was carried 

out. This methodology consists of the following steps: 

1. Translation of clinical pathways into rules by the 

Savana medical team. These rules define which clinical 

terms are relevant for each pathway and how they 

relate to each other.  

2. With these rules and the information automatically 

extracted by Savana Manager, the professionals’ 

adherence to the different clinical pathways is 

evaluated. To achieve this goal, a dataset of more than 

2.5 million documents from emergency and primary 

care services, archived during a time period ranging 

from 01/01/2016 to 31/05/2017, was analyzed. We 

refer to this as the first measurement period.  

From this evaluation, those clinical pathways that had 

less than 90% compliance were translated into 

recommendations by our medical team. These 

recommendations were implemented in a real-time 

alert system in an attempt to improve adherence rates.  

Table 1 shows the 18 recommendations defined and 

their degree of compliance in clinical practice in the 

first measurement period. 

3. Once the proposed CDSS was implemented, an 

additional adherence evaluation was performed.  In this 

second measurement period, a dataset of more than 

345,000 clinical documents, archived during a time 

period ranging from 27/11/2017 to 31/12/2017, was 

analyzed in order to assess the benefits of our CDSS.  

To quantify the changes in adherence rates to clinical 

pathways between the first and second measurement periods, 

we compared the number of documents in which the patients’ 

                                                           

3

 See http://sescam.castillalamancha.es/ 

cases followed the correct clinical pathway before 

implementation with the number correct after the 

implementation.  

We tested whether the difference between the two proportions 

(adherence rates before and after implementation) was 

significant using a two-proportion z-test, which is calculated 

as: 
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combined: 
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P
1
 and P

2
 are the adherence rates of samples 1 (before 

implementation) and 2 (after implementation); n
1
 and n

2
 are 

the respective sample sizes. 

The null hypothesis H
0
 is that there is no improvement in the 

adherence after implementation: 
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The p-value is equal to 1−Z, assuming the standard normal 

cumulative distribution. H
0
 is rejected if the p-value is lower 

than 0.05. 

Results 

Adherence rates to clinical pathways improved in eight out of 

18 recommendations when our real-time CDSS was 

employed, achieving 100% compliance in some cases (Table 

2, Figure 2). The improvement was statistically significant in 

three cases (p < 0.05). Considering that this was a preliminary 

study, these results are promising. The greatest increase in 

degree of improvement (76%) occurred in recommendation 

#10 (“SSRIs should not be prescribed to patients with chronic 

lower back pain unless they are also suffering from 

depression”). This means that before implementation of our 

CDSS, professionals often prescribed the use of SSRIs in 

cases for which it was not clinically recommended; 

afterwards, the number of these cases decreased dramatically. 

The remaining ten recommendations could not be evaluated 

due to one of two main reasons: 1) these were 

recommendations for referrals to another service or requests 

for evidence which require a long period of time to check 

whether the referral or follow-up in question was requested, or 

2) the volume of data was insufficient to make an analysis and 

draw conclusions. Although one month is a short period of 

time to evaluate the impact of a CDSS, subsequent evaluations 

will enrich these results. Importantly, this preliminary 

assessment made it possible to come up with an initial 

measure of the CDSS’s effectiveness. 
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Table 1– Set of recommendations implemented and their degree of compliance before CDSS implementation 

 Recommendation Degree of compliance (%) 

Osteoarthritis 

of the Hip 

and Knee 

1. Glucosamine and chondroitin sulphate should not be routinely given to patients 

with hip or knee OA, as there are no relevant clinical benefits

84 

2. The routine use of NSAIDs is not recommended in patients with OA of the hip or 

knee who have coexisting cardiovascular pathologies such as heart failure or ACS 

88 

Anxiety 

3. Patients with post-traumatic stress disorder should be referred to the mental health 

team 

83 

4. Patients with anxiety should be prescribed pregabalin rather than benzodiazepines 

due to improved tolerance, fewer side effects, and the possibility of long-term use 

9 

5. Fluoxetine doses should not be divided due to a half-life of up to 72h 86

Headache 

6. All patients over 50 with headache and temporal arthritis should be referred to a 

specialist 

83 

7. Patients suffering from cluster headaches should be advised to avoid alcohol 2

Dyspepsia 8. Patients over 55 years old with dyspepsia should be referred for a gastroscopy 61

Lower Back 

Pain 

9. Physiotherapy is the treatment of choice for acute lower back pain 42

10. SSRIs should not be prescribed to patients with chronic lower back pain unless 

they are also suffering from depression

24 

Heart Failure 

(HF) 

11. The use of antialdosterones is recommended for all patients with NYHA stage II-

IV HF and a LVEF of < 35%  

75 

12. The follow-up for HF patients should include a chest X-ray at least once a year 

in order to evaluate the cardiothoracic ratio

71 

Urinary 

Tract 

Infection 

(UTI) 

13. Patients with prostatitis should have a urine sample sent for microscopy and 

culture 

44 

14. Fosfomycin and co-amoxiclav should be avoided when treating UTIs in young 

men (14-45 years old) 

82 

15. Pregnant women diagnosed with a UTI should have a urine sample sent for 

microscopy and culture 

50 

Heart 

Murmur 

16. Patients with a heart murmur and a personal or family history of cardiac illness 

should be referred to a specialist 

72 

Osteoporosis 

17. Calcium should not be routinely given to patients under 70 years old who are 

diagnosed with osteoporosis 

68 

18. Pharmacological treatment (biphosphonates) should not be routinely given to 

patients over 80 years diagnosed with osteoporosis

84 

OA=Osteoarthrosis; NSAID=Non-Steroid Anti-Inflammatory Drug; ACS=Acute Coronary Syndrome; SSRI=Selective Serotonin Reuptake Inhibiting Drug; 

NYHA=New York Heart Association; LVEF=Left Ventricular Ejection Fraction. 

 

In order to evaluate how our CDSS affected physicians, we 

monitored  the number of alerts/recommendations on a daily 

basis. In the second measurement period, a total of 534 

recommendations were  provided, which translated into 15.7 

alerts per day. This means that, on average, each of the 86 

physicians that participated in this experiment received 1.8 

alerts per day. This shows that our real-time CDSS is non-

intrusive and is therefore highly unlikely to produce alert 

fatigue. 

Table 2 – Comparison of the degree of compliance with 

recommendations before and after the implementation of the 

CDSS 

Rec # 

Compliance % 

(Before) 

Compliance % 

(After) Improvement %  

4 9 16 7 (p=0.145)

10 24 100 76* (p=0.01)

12 71 87 16* (p=0.01)

13 44 71 27 (p=0.053)

14 82 100 18 (p=0.108)

15 50 100 50* (p=0.013)

17 68 73 5 (p=0.314)

18 84 100 16 (p=0.096)

Statistically significant improvements (t-test, p < 0.05) are starred (*).  

The term "before" refers to the first measurement period (01/01/2016 - 

31/05/2017). 

The term "after" refers to the second measurement period (27/11/2017 - 

31/12/2017). 

The period between 01/06/2017 and 26/11/2017 was used to extract the 

data provided by the healthcare centers and to train and configure the 

CDSS. 

 

Figure 2 – Graphical representation of the improvement in 

adherence rates between the two measurement periods 

Finally, a presidential session with our team and the 

participating physicians was carried out to directly obtain 

feedback from the users. The general response was very 

positive; the solution was described as fast, very useful and 

unintrusive, since it did not affect the dynamics of their work.  

Discussion 

The adoption of AI and big data in healthcare is increasing 

since numerous studies have shown that these techniques help 

to solve a variety of problems for patients, healthcare centers, 

and the healthcare industry in general. These new applications 
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are more than just technological and analytical tools; they 

transform healthcare ecosystems by interactively connecting 

medical data, personalized medicine, and AI with clinical staff 

to improve patient care.  

A new example of this ongoing transformation is the real-time 

CDSS presented in this paper. In fact, the results are very 

promising, although their preliminary nature means they must 

be interpreted with caution. An improvement in adherence 

rates was achieved in eight of the 18 established 

recommendations, this improvement being statistically 

significant in three of them. An important feature of our CDSS 

is its ability to adapt recommendations over time, thereby 

achieving proactive management of best practices. 

One limitation of our project – indeed, any project working 

with EHRs – is EHR incompleteness. This can sometimes 

result in an insufficient amount of information for meaningful 

processing and measurement. 

Our CDSS is currently in operation, and a more complete 

analysis will be provided in the near future. We will extend 

the project to the rest of the Healthcare Centers of Castilla-La 

Mancha and add recommendations for nurses. We will also 

add the capability to deactivate recommendations that achieve 

a degree of compliance of greater than 90%. Finally, we will 

enable professionals to add their own recommendations and 

follow their evolution in their adherence to clinical pathways.   

Conclusions 

This paper presents the first real-time CDSS based on NLP 

and AI techniques implemented in the Spanish National 

Health System. It  allows measurement and improvement of 

the adherence of primary care physicians to the clinical 

pathways established by the Health Service. This CDSS helps 

professionals in their decision-making process and reduces the 

variability of clinical practice in the healthcare centers, having 

a very positive effect on overall quality of care. 
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Abstract 

This paper explores the impact of an electronic medication 
management system (EMMS) on users in an intensive care unit 
using the Unified Theory and Use of Technology constructs. It 
also explores the impact of having a consistent EMMS hospital 
wide, as it is the first Australian hospital to implement the same 
EMMS hospital wide. The research model was evaluated using 
survey data from 100 nurses, doctors and pharmacists both 
within the ICU and externally, to assess the usability and 
acceptability of the system. Results showed that performance 
expectancy, effort expectancy, social influence and facilitating 
condition all correlate with overall user satisfaction. Overall, 
teams external to the ICU are in strong favor of its 
implementation whist user acceptance from within the ICU 
itself is poor.  
Keywords:  

Electronic Health Records, Intensive Care Units, Medication 
Systems 

Introduction 

The Intensive Care unit (ICU) is a complex environment that 
requires healthcare providers to balance competing tasks and 
responsibilities in their care for patients. Caring for complex 
patients requires communication and coordination of multiple 
healthcare team members and changes in work routines could 
affect their ability to provide safe, high-quality care. The ICU 
team consists of a range of staff including nurses, doctors and 
pharmacists. It involves coordinated patient management by 
internal intensivists and doctors, as well as external teams to the 
ICU such as surgeons, infectious diseases specialists, 
anesthetists, geriatricians and several others. All members 
require ease of communication, visibility of the medication 
charts and changes to medication regimens.  
The patient record remains the principal instrument for ensuring 
continuity of care. The ICU is a data-rich environment and there 
is discordance between the mass of data and the capacity of 
paper-based documentation, which can lead to major defects in 
information processing [1]. There are many barriers to 
efficiency using a paper-based documentation system. 
Traditionally, on admission to, and discharge from, the ICU, a 
patient’s paper-chart would be ceased, and a new chart would 
be written up by the ICU doctor. Transcription errors on 
admission to and from the ICU, as well as illegible handwriting 
[2,3], time spent on manual data entry [4], low quality of, and 
frequency of, medication errors [5] are just a few of the 
challenges that can result in inefficient workflow, medication 
errors and poor productivity [6]. Electronic medication 
management systems (EMMS) aim to improve work processes 
for all end users by presenting medication information that can 
be easily accessed during a patient’s hospital stay.  

However, EMMS that are unable to support clinical work-flow 
efficacy [7] can generate unintentional consequences that can 
harm patients [8]. Unintended consequences resulting in errors 
have been variously labeled ‘system-related’, ‘technology-
induced,’ and ‘computer-related’ [9,10]. A frequent subgroup 
is system-related errors arising from the use and functionality 
of an EMMS which would be unlikely or unable to occur in 
paper-based medication ordering systems [10]. These are 
typically caused by the inability of the EMMS to match 
healthcare work patterns and settings, creating user acceptance 
barriers. It is therefore necessary to evaluate the claim that an 
EMMS will enhance the quality of patient care and increase 
documentation efficiency. 

A Case Study 

In Australia, the NSW state government eHealth Strategy for 
2016–2026 is to develop a digitally-enabled and integrated 
health system delivering patient-centered health experiences 
and quality health outcomes [11]. A key component of this 
strategy is the roll-out of a commercial electronic medication 
management system referred to locally as- ‘eMeds’ 
(Millennium®, current code level 2015.01.25, Cerner 
Corporation, Kansas City, MO) to replace paper medication 
charts in general wards in 178 NSW state hospitals. eMeds is a 
physician order entry system. Prescribing using eMeds involves 
selecting items from a drop-down menu of predefined order 
sentences triggered on drug selection. When selecting a 
medication, it includes order sentences which contain details of 
the drug, strength, dose, and form, with the option to edit details 
in the order sentence. All orders are subjected to series of 
checks including drug allergies and interactions. EMeds is 
incorporated into the patient electronic medical record which 
contains all other aspects of patient care such as pathology, 
imagining etc.  
In NSW hospitals, eMeds is being rolled out to general wards, 
whilst the ICUs are generally implementing an alternate 
commercial EMMS, known as the electronic record of intensive 
care or ‘eRIC’ (MetaVision ICU, iMDsoft®, Tel Aviv, Israel) 
or are remaining paper-based. This is creating hybrid or dual 
prescribing system environments. Studies have shown 
stakeholders believe this practice to have negative impacts on 
communication, with some users reporting missing patient 
information [12]. To ensure crucial patient information was not 
missed, it was proposed that eMeds EMMS be implemented in 
a 13-bed general ICU of a tertiary hospital in NSW, Australia, 
to align with the general wards which include surgical, acute 
and aged care wards. Prior to its implementation the remainder 
of the 750-bed general hospital had already been using this 
system for 3 years while the ICU during that time was out of 
scope, using the paper National Inpatient Medication Chart 
(NIMC) [13]. Across NSW there are 81 public hospital ICUs 
[14], 15[11] of these have implemented the alternative eRIC 
system [15] in the ICU and eMeds throughout the remainder of 
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their hospital. This is one of the first hospitals in Australia to 
implement the eMeds EMMS system in the ICU, creating a 
consistent prescribing system across its facility. However, 
unlike the remainder of the hospital that is using computerized 
physician order entry (CPOE) and electronic clinical 
documentation across all aspects of care, the ICU are only using 
CPOE for medications and diagnostics tests. Additionally, 
some orders, such as continuous infusions and blood products, 
remained on a large-format daily ICU flowsheet at the request 
of the ICU medical staff. 
This provided a unique opportunity to evaluate the impact of 
this EMMS in the ICU setting, as well as the effect of having 
the same system facility wide. Despite the coordinated care 
required amongst teams within and external to the ICU, most 
studies have focused primarily on a single group rather than the 
impact across all teams involved in the medication management 
process. Our research goal is to apply an existing technology 
acceptance model to evaluate the usability and acceptability of 
nurses, doctors and pharmacists within the hospital.  

Methods 

We chose a formative evaluation for this study. This paper 
focused on the results of a survey that was part of a larger case-
based mixed-methods approach, as recent review of evaluation 
of health care IT recommends methodological pluralism, 
including both qualitative and quantitative methods [16].  

Participants 

The evaluators focused on the three main clinical groups 
(nurses, doctors and pharmacists) in both the ICU and the 
remainder of the general hospital. Usability evaluation studies 
need to provide a comprehensive image of usability by focusing 
on more than one single end-user perspective[17]. The survey 
link was sent to 70 ICU nurses, 15 ICU doctors and 2 ICU 
pharmacists. The possible maximum of non-ICU staff was 
difficult to obtain due to the nature of rotating shifts between 
nurses and doctors for a single patient’s hospital admission. 
Staff were anonymous and of mixed age, gender, experience 
and seniority. These groups were chosen as they are central to 
the operation of the EMMS. Staff external to the ICU were 
included to determine the hospital wide effect of transitioning 
from a hybrid prescribing hospital environment of paper-based 
and an EMMS to a homogenous one. It also allowed for the 
comparison of the impact on teams involved in the direct use of 
the system with those on the receiving end of patients 
transitioning in and out of the ICU. Staff completing the survey 
were expected to have worked in the ICU and other relevant 
wards three months prior and during the implementation of 
eMeds in the ICU. 

Survey Design  

The survey was developed by the project team and based on the 
Unified Theory on Acceptance and Use of Technology 
(UTAUT) to evaluate the acceptance and use of eMeds. The 
UTAUT [18], was chosen as the framework for the 
development of the survey as it has been widely applied and 
empirically tested to investigate factors that could influence 
individuals to adopt and use technology in various 
environments [19].  
UTAUT integrates eight theories on technology adoption and 
provides a comprehensive view of the factors related to users' 
adoption behavior [20]. The main UTAUT constructs are [18]: 

� Performance expectancy (PE): ‘‘The degree to which 
an individual believes that using the system will help 
him or her attain gains in job performance.’’ 

� Effort expectancy (EE): “The degree of ease 
associated with the use of the system.” 

� Facilitating conditions (FC): ‘‘the degree to which an 
individual believes that an organizational and 
technical infrastructure exists to support use of the 
system.”  

� Social influence (SI): “the degree to which an 
individual perceives that important others believe he 
or she should use the new system.”  

According to the UTAUT, PE, EE and SI are theorized to 
influence behavioral intention to use a technology, while 
behavioral intention and FC determine technology use [20]. 
The UTAUT does not specify the methods or parameters to be 
used, as it is a case by case basis. In this paper we report on the 
survey outcomes designed against the UTUAT framework.  
The survey used a 7-point Likert scale (1 – strongly disagree; 7 
– strongly agree). It consisted of 69 questions capturing a range 
of user feedback questions, however this paper focuses only on 
data from 33 questions relevant to the UTAUT framework. The 
survey also had two open ended questions that asked, ‘why do 
you think eMeds in the ICU is or isn’t sustainable?’ and 
‘general comments regarding eMeds’. Surveys sent to the ICU 
and non-ICU staff were identical, except for the questions under 
the effort expectancy construct. Effort expectancy between ICU 
and non-ICU were not compared directly as the questions under 
this construct were not in both surveys. Due to the nature of the 
questions, i.e. ‘I find it easy to get the eMEDs system to do what 
I want it to do,’ which is not specific to the impact of eMeds in 
the ICU on non-ICU wards, they were removed from the non-
ICU staff survey. The surveys were pilot tested on four 
participants. The phrasing and selection of question involved a 
methodological trade-off between following established 
standards and adapting these to adequately fit the case at hand.  

Survey Distribution 

Three months after the implementation of eMeds in the ICU, 
the survey was distributed to ICU nurses, doctors and 
pharmacists. One hundred ICU staff were emailed an online 
survey link or given physical copies. The second survey was 
sent to the nurses, doctors and pharmacists on the wards that 
ICU patients are commonly transferred to. Two reminder 
emails were sent out within 1-month after the initial email. 
Non-ICU staff completing this survey were expected to have 
been involved in the care of a patient transferred from the ICU. 
Participants were provided a coffee voucher upon survey 
completion.  

Analysis 

Data from the survey was collected and stored using a Research 
Electronic Data Capture Tool (REDCap), 8.3.1 (Vanderbilt 
University, Nashville). It was subsequently analyzed for 
descriptive, correlation and Cronbach’s alpha statistics using 
the Statistical Package for the Social Sciences 22 (SPSS) (IBM 
Corp. Released 2016, Version 24.0. Armonk, NY: IBM Corp). 

Results 

A total of 100 surveys were received. Table 1 gives the response 
rates for the individual wards and professions.  

Overall User Satisfaction 

In technology-acceptance research, factors that may influence 
people’s acceptance of systems are typically correlated with 
(self-reported) usage of systems. Because use of this system 
was mandatory, the items included in this study were correlated 
with user’s overall assessment of the system. We first examined 

R. Dabliz et al. / The Digitization of the ICU: An Evaluation of Usability and Hospital-Wide Acceptability 567



the user’s general satisfaction with the EMMS by examining 
responses to the survey item, ‘overall, I am satisfied with the 
way of working with eMeds.’ Overall, ICU doctors were 
dissatisfied, (mean = 1.78, SD =1.72) particularly in 
comparison to non-ICU doctors (mean = 5.71, SD =1.14). 
Similarly, ICU pharmacists were less satisfied than non-ICU 
pharmacists (mean = 3.00, SD=1.41 and mean = 5.22, SD= 1.20 
respectively) and ICU nurses less than non-ICU nurses (mean 
= 4.83, SD= 1.37 and 5.72, SD = 1.49 respectively. Of the 6 
groups, non-ICU nurses were found to be the most satisfied. 
When examining the correlation between overall satisfaction 
and the UTAUT constructs, overall satisfaction was 
significantly correlated with all four constructs (p <0.01). 
Overall satisfaction was positively moderately correlated with 
performance expectancy (r= 0.499), facilitating condition (r= 
0.455) and effort expectancy (ICU, r= 0.361, non-ICU, 
r=0.463). It was most strongly correlated with social influence 
(r= 0.510). Suggesting that all 4 constructs play a role in the 
overall assessment of the system. 

Table 1 � Survey Response Rates 

 ICU staff Non-ICU Staff 
Profession Respondents 

N, (response rate %) 
Respondents 

* (N) 
Doctors 
Senior doctors 
Junior doctors 
Unspecified  

 
5, (45%) 
4, (80%) 
0, (0%) 

 
3 
5 
7 

Nurses 29, (41%) 36 
Pharmacists 2, (100%) 9 
Total:  40, (45%) 60 

*Unable to obtain response rate % as the possible maximum of non-
ICU staff was difficult to obtain due to the nature of rotating shifts 
between nurses and doctors for a single patient’s hospital admission.  

The UTAUT Constructs Reliability  

Cronbach’s alpha was calculated for each of the constructs and 
found to be, for performance expectancy, α= 0.94 consisting of 
3 items, for facilitating condition, α= 0.93 consisting of 3 items 
and for social influence, α= 0.89 which consisted of 2 items. 
For the ICU staff survey, the effort expectancy construct 
consisted of 3 items with α= 0.91. All the alpha values are 
above the recommended threshold of 0.7 [21] . The reliability 
of all 4 constructs are deemed satisfactory.  

Performance Expectancy (PE) 

The non-ICUs overall assessment of performance was 
satisfaction with the system compared to ICU staff, with a mean 
difference of -1.70 (p<0.001) (Table 2). Statistically significant 
mean differences between groups within the ICU were unable 
to be calculated due to the small sample size of individual 
professions. Of the three groups examined within the ICU, 
doctors perceived the system as supporting them the least in 
attaining gains in their job performance (Table 3). However, 
perception of performance expectancy varied across the three 
ICU groups. ICU nurses and pharmacists were slightly in favor 
of the EMMS increasing their job performance, with an average 
mean response rate of more than 4. Interestingly, all 
professional groups external to the ICU staff, rated performance 
expectancy higher than ICU groups and all groups perceived 
the EMMS useful to some degree in achieving a greater job 
performance. The highest mean response was from the nurses 
(mean = 5.81, SD= 1.58), followed closely by the doctors (mean 
= 5.60, SD= 1.60) and pharmacists (mean = 5.44, SD= 1.13).  

Effort Expectancy (EE) 

Overall, the ICU staff were neutral in their view on the degree 

of ease associated with the system (mean = 4.28, SD= 1.71). 
However, when broken down to the individual groups, table 3 
shows that ICU doctors did not believe there was a degree of 
ease associated with use of the system (mean= 2.0, SD= 1.58). 
Similarly, to the trend in PE, ICU nurses and pharmacists (table 
3) believed there to be a degree of ease associated with the 
system, with an average mean response rate of more than 4. 
Externally to the ICU, mean response to the question, ‘the 
features of the eMEDs system meet the needs of my work 
tasks,’ was favourable and had a mean value of 5.33 (1.69) and 
were positively supported by all three groups (Table 3).  

Facilitating Condition (FC) 

Unlike the other two constructs, there was consistency in the 
perception of FC across all groups both within and external to 
the ICU. Table 2 shows that both the ICU and non-ICU wards 
believed the hospital provided them with the required 
implementation and ongoing support for the system. All sub-
groups both internal and external to the ICU had a mean average 
of more than 4. When comparing which group felt they had the 
most support, of all the groups Table 3 shows that both the ICU 
and non-ICU pharmacists agreed that the support was greatest. 
Nursing groups internal and external to the ICU rankings were 
the next followed closely by externals doctors and internal ICU 
doctors. The impact of hospital support is consistent across all 
three groups internal and external to the ICU.   

Table 2 � Comparison of the Overall Mean for Each 
Construct of ICU and Non-ICU staff  

 ICU 
Mean (sd), 

N 
 

Non-ICU 
Mean (sd) N= 
60 (All items) 

Mean difference 
 

PE 4.00 (1.66) 
N= 40 

5.70 (1.51) -1.70  (t78= 5.08 , P 
<0.01) 

EE 4.28 (1.71) 
N= 40 

5.0 (1.65) * 

FC 5.16 (1.39) 
N= 37 

5.73 (1.54) -0.56 (t81 =1.69, P 
<0.10) 

SI  4.35 (1.73) 
N= 37 

5.73 (1.59) -1.374 (t73 = 3.93, P 
< 0.01) 

* Unable to compare means of EE as questions under the constructs 
differed between ICU and non-ICU ward. The N varies between each 
construct for ICU staff due to removal of non-response data. Missing 
data occurred throughout the survey, but did not exceed 10%.  

Social Influence (SI) 

Both the ICU and non-ICU collectively perceived their seniors 
and colleagues as being in favor of the implementation of the 
EMMS in the ICU. The mean average of both the ICU and non-
ICU group was more than 4 (Table 2). This suggests that 
department heads have provided managerial support 
throughout the implementation of the system. However, when 
broken down to individual group levels, Table 3 shows that the 
greatest managerial support was held by nurses within and 
externally to the ICU. Alternatively, whilst overall the ICU 
believed their seniors to be in support of the system, Table 3 
shows that the ICU doctors alone had a contrasting view (mean 
= 2.44, SD= 1.67) 
Across all 4 constructs, Table 2 shows that for the ICU staff, 
there were overall lower means and higher variations across all 
4 constructs. However, non-ICU staff have higher means and 
lower variability across constructs, indicating there is greater 
consistency in the support for EMMS from external groups to  
the ICU, whilst there is less support and greater variability in 
opinion amongst groups within the ICU. 
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Comments Section 

The survey responses to the open-end questions for ICU staff 
were more commonly negatively swayed. The most common 
responses given by ICU-doctors focused on the increased time 
it takes to prescribe medication and the negative impact it has 
on workflow. Similarly, all three ICU groups commented that 
whilst eMeds is appropriate for a general ward, this benefit did 
not extend to the fast-paced ICU environment. Across the three 
groups within the ICU, nurses had the most positive comments, 
outlining that it improved workflow and transition of care. 
Groups external to the ICU also commented that having eMeds 
within the ICU positively impacted on their own workflow and 
the transition of care of patients. 

Discussion 

The first major objective of the introduction of eMeds in the 
ICU was to optimize workflow and workload. Usability is an 
intrinsic characteristic of a technology that impacts end-users' 
interaction with the technology; it leads to higher work 
efficiency in case of good usability, but in case of poor usability 
it may also slow down user performance, decrease users' 
satisfaction, and expose users to use errors [17].  
This study reveals a clear difference in overall satisfaction 
between ICU and non-ICU staff. The ICU believed the eMeds 
EMMS not to be an appropriate fit for their setting. Task 
Technology Fit (TTF) focuses on the degree to which systems 
characteristics match user task needs [12]. Studies have 
suggested that in the absence of customized interfaces and 
tailored workflow support, the fit between the information entry 
and review needs of doctors, and the features offered by EMMS 
is likely to differ [22]. Previous studies show that the system 
and its users should be studied together and considered, as both 
are vital for implementation in order for the process of system 
adoption to be met with less resistance [23]. As revealed in the 
comments, the ICU staff believe the EMMS is appropriate for 
general wards but does not align with the ICU workflow. 
Suggesting that an EMMS fit for the general hospital, does not 
necessarily transcend to the ICU setting.  
An EMMS should facilitate the aggregation and synthesis of 
multiple data elements for physicians [22]. Traditional paper-
charts involves the extraction of data from various sources, over 
several pages in the file, and then collate the information. An 
EMR system, in contrast, makes such data easy to retrieve and, 
review [22]. As the ICU has continued to adopt the hybrid 
method of CPOE and paper documentation as well as selected 
medications, this scattered display of information and various 
sources continues. Thereby potentially impacting the 
perception of the benefits of an EMMS by the ICU staff.  
General wards external to the ICU are at the stage of 
optimization of the system to align with workflow, thereby have 
overcome initial user resistance issues that may arise during the 
shakedown phase and may have facilitated use. Whereas, 

currently within the ICU there are continued efforts being 
employed to make improvements. It is currently unknown if 
these issues would remain after 6-12 months of using the 
system in ICU. Evidence suggests that it may take up to 2 years 
post-implementation until the unit returns to complete stability 
[24]. The greater satisfaction of ICU pharmacists in comparison 
to doctors could also explain this as ICU pharmacists were 
using this same system in the rest of the hospital prior to its 
implementation in the ICU, whilst the other two groups (doctors 
and nurses) were not. 
Similar to previous studies, these results confirm that groups of 
professionals react differently when EMMS are implemented, 
making it difficult to implement a one-EMMS-fits-all across 
professions and departments. The finding that within the ICU, 
doctors were least satisfied compared to the nurses and 
pharmacists in areas related to PE and EE could be attributed to 
doctors being responsible for the entering of information into 
the EMMS. Physicians are at the frontline and perform not only 
knowledge work, such as making decisions and crafting 
treatment regimen based on patient information, but also data 
entry. Accordingly, the influence of EMRs on different groups 
may differ if the technology provides disparate impacts with 
respect to information review versus information entry [22]. 
Previous studies found that a low level of usability plays an 
important role in unsatisfactory implementation of an EMMS 
which led to disruptions of workflows and accordingly negative 
impacts on job performance [25,26]. A literature review that 
looked at the impact of a critical care information system on 
time spent documenting by nurses and physicians revealed 25% 
of studies found an increase in time spent charting, 42% found 
no difference, and 33% of studies reported a decrease [25]. The 
benefits in effort are more likely reaped by those downstream 
who are not required to manually enter data.  
The study also showed that users put a stronger emphasis on PE 
and EE, rather than facilitating condition or social influence . 
This could be attributed to its use being mandatory and had 
hospital management support. Resulting in the necessary 
resources and support for its successful implementation. This 
study also aimed to determine the effect of having the same 
EMMS hospital-wide rather than the popular dual prescribing 
environments. It was assumed that introduction of eMeds 
would favor workflow, workload and be beneficial hospital-
wide. The results showed that whilst the general wards 
perceived having eMeds in the ICU as supporting them in their 
productivity, and effort, the ICU itself did not believe the 
system supported their work environment. This is the first 
Australian study that investigates the user perception from all 
three key groups within the ICU involved in the use of eMeds. 
It is also the first to explore the benefits of having the same 
EMMS facility wide. A key outcome is that external ICU users 
believe it to create a safer workflow and eases the patient 
transition throughout the hospital. The significant difference in 
impact on performance expectancy and effort expectancy 
between groups within and externally to the ICU could be 
attributed to the benefits associated with the electronic 

Table 3 � Comparison of mean responses of individual groups for ICU and non-ICU staff under the four UTAUT 
constructs. 

 ICU STAFF mean (sd) NON-ICU STAFF mean (sd) 
Nurses 

 
Doctors 

N=9 
Pharmacists 

N= 2 
Nurses 
N= 36 

Doctors 
N= 15 

Pharmacists 
N= 9 

PE 4.59 (1.30) N=29 2.0 (1.32) 4.50 (0.7) 5.81 (1.58) 5.60 (1.60) 5.44 (1.13) 
EE** 4.89 (1.08) N= 29 2.0 (1.58) 5.5 (0.71) 5.69 (1.53) 4.80 (1.90) 4.78 (1.79) 
FC 5.31 (1.32) N= 26 4.44 (1.42) 6.50 (0.71) 5.75 (1.80) 5.50 (0.97) 5.89 (1.51) 
SI  5.00 (1.30) N=26 2.44 (1.67) 4.50 (0.71) 5.94 (1.56) 5.90 (1.85) 4.78 (1.09) 
** Effort expectancy between ICU groups and NON-ICU groups not directly comparable due to the difference in which asked between each 
group due to the nature of the questions and their relevance to the ward. The N varies between each construct for ICU nurses due to the removal 
of non-response data. Missing data occurred throughout the survey, however this did not exceed 10% 

R. Dabliz et al. / The Digitization of the ICU: An Evaluation of Usability and Hospital-Wide Acceptability 569



environment such as remote access and transparency of the 
patient medical journey.  

Limitations 

This paper focuses on the quantitative results of a survey which 
was part of a larger case-based mixed-methods approach. 
Concepts and results found from the survey will be triangulated 
with qualitative and medication safety data. Furthermore, the 
45% response rate from ICU staff, the difference in sample size 
between ICU and non-ICU staff and within sub-groups calls for 
caution when interpreting the results.  

Conclusions 

This study aimed to determine the acceptance and usability of 
an EMMS system in the ICU setting, and the impact of having 
a homogenous EMMS hospital wide. It found that performance 
expectancy, effort expectancy, facilitating condition and social 
influence were all moderately correlated with user’s overall 
satisfaction with the EMMS. It demonstrated that 
implementation entailed changes in work processes which were 
challenging for all ICU groups. Whilst user acceptance from 
within the ICU itself is poor, teams external to the ICU were in 
strong favor of its implementation. As this is part of a mixed-
method case study design which includes triangulation of data, 
further investigations are being made into the core user-
resistance concepts through qualitative evaluation methods.  
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Abstract 

Developmental delay is a deviation from the regular 

development of normative milestones during childhood. Early 

stimulation is a standardized and straightforward technique to 

support children with developmental delays (aged 0-3 years) 

in reaching basic motor skills, which are essential for the 

execution of everyday activities, such as playing, feeding and 

locomotion. In doing so, early stimulation reduces the chances 

of permanent motor impairment, thus allowing the child to live 

a more functional life. However, outcomes of this treatment 

depend heavily on the involvement of the family, who are 

required to continue the early stimulation activities at home 

on a daily basis. To empower and educate families to 

administer standardized early stimulation programs at home, 

we developed an electronic early stimulation program, which 

provides personalized guidance to parents to administer early 

stimulation; together with evidence-based clinical decision 

support to therapists in tailoring ESP to observed needs. 

Keywords:  

Child development, Mobile health, Patient education 

Introduction 

Child developmental delay is defined as a deviation from the 

regular development of normative milestones in the areas of 

cognitive, language, social, emotional and motor functioning 

[1]. Globally, developmental delays are the most common 

chronic condition during early childhood. With the recent 

outbreak of the Zika virus, which causes microcephaly in 

newborns limiting their development, delays in child 

development have become a major public health concern in 

Brazil [2]. Treatment for developmental delays in children 

between 0-3 years comprises a standardized exercise 

program—known as the Early Stimulation Program (ESP) [3] 

that targets cognitive and motor function development. ESP 

therapy is administered by a therapist, who determines the 

extent of the developmental delay, with respect to age-specific 

normative milestones. From an intervention standpoint, the 

therapist formulates a child-specific ESP to help the child 

attain normative, age-specific developmental milestones.  

Given the large number of Brazilian children with 

developmental delays, there exists an imminent and urgent 

need to provide them with comprehensive ESP support. 

However, ESP therapy is only available at a limited number of 

specialized therapeutic centers, meaning that many of the 

affected children do not get appropriate treatment in a timely 

manner. To address the threat to the child development, in 

2016 the Brazilian government launched the Brazilian Early 

Stimulation Guidelines [3] which aim to guide health 

professionals about how to provide standardized treatments 

for developmental delays. Additionally, the government, 

international organizations, health care centers and 

communities to uphold children’s right to treatment for 

developmental delays through parent education programs 

about how to perform ESP to their child. However, these 

initiatives were not enough to reach the high volume of 

children who experience developmental delays. Therefore, 

there is an imminent need to implement a feasible, scalable 

and accessible solution to addresses the lack of healthcare 

resources for children with developmental delays, especially 

in large country like Brazil.  

To overcome the issue of timely access to ESP resources, we 

are pursuing a home-based ESP delivery approach that 

remotely engages and trains the parents of affected children on 

how to administer early stimulation exercises at home. To 

train parents on how to perform specific early stimulation 

exercises, we will deliver short videos (max. 2 minutes) 

illustrating how to perform the early stimulation exercises 

through mobile phones. Video-based patient education 

programs have been shown to be an effective method to 

improve the patient’s knowledge, decision-making ability and 

self-management efficacy [4]. Based on the video-based 

educational material, parents will be able to perform the early 

stimulation exercise at home and also record the child’s 

treatment progress through a mobile app for follow-up 

consultation.   

In this paper, we present our digital health based ESP therapy 

intervention called the BraziLian Early Stimulation System 

(BLESS) that is designed to provide early stimulation therapy 

to children in the age group 0-3 years so that they achieve the 

five most important age-specific motor development 

milestones—i.e. head control, rolling, sitting, standing and 

walking. To engage and educate parents to consistently and 

effectively pursue their child’s ESP, we use the “prepared-

informed-motivated” approach, proposed by the WHO 

Innovative Care for Chronic Conditions (ICCC) framework 

[5] which aims to empower the child’s family to self-manage 

their child's chronic problems in partnership with professional 

healthcare providers. We use the developmental motor 

milestones scale proposed by World Health Organization 

(WHO) [6] and the International Classification of Functioning 

and Disabilities (ICF) [7] to assess a child’s developmental 

delay and in turn to provide a ESP for the child. We develop a 

personalized ESP for the child that takes into account the 

parents’ educational and efficacy levels to administer ESP 

with different levels of self-management of the child’s 

treatment (i.e. acquisition, fluency, maintenance and 
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generalization) [8]. To personalize the ESP to the child’s 

needs and parents’ efficacy level, we have developed an 

intelligent ESP personalization model to assist therapists in 

designing ESP that is tailored to the child’s developmental 

needs as well as the parents’ observed relevant skills.  

BLESS incorporates (a) a mobile health app that serves as an 

accessible and personalized ESP self-management tool for the 

child’s family. It allows parents to receive the prescribed early 

stimulation videos and associated educational material and it 

supports them in administering the prescribed ESP in a home-

based setting, as well as tracking parent’s adherence to ESP; 

and (b) an ESP therapy planning and decision support tool to 

support therapists to design an evidence-based ESP. The 

desktop-based therapy planning tool is suitable for fast-paced 

clinical routines as it assists the therapist to assess the child 

developmental status using standardized assessment tools as 

per clinical guidelines; design a personalized ESP for a child 

based on this assessment; conduct follow-up examinations to 

monitor the child’s developmental progress; overview 

compliance and progress of their patients with their ESP; and, 

if adjustment is needed communicate with the child’s parents. 

BLESS is being deployed at a reference center for Maternal 

and Child healthcare in the Northeast of Brazil, where there is 

a high incidence of developmental delays in children, due to 

the Zika virus—but only limited ESP therapy is available. 

In this paper, we discuss BLESS in terms of its ESP 

personalization decision model, the formulation of the parent 

training content, and technical architecture and functionalities. 

A pilot evaluation of BLESS is currently underway and will 

be reported in a follow-up publication.  

BLESS ESP Personalization Decision Model 

To generate an ESP that will maximize the child’s motor and 

cognitive development, our approach involves tailoring the 

relevant ESP based on the child’s developmental needs. For 

that purpose, we have developed an ESP personalization 

model that based on an assessment of a child’s impairment for 

normative milestones selects the appropriate early stimulation 

exercises. To computerize the ESP personalization decision 

model, we applied knowledge translation strategies [9,10] to 

collect knowledge from (a) ESP clinical guidelines, local 

protocols and standardized child development assessment 

tools; and (b) local experts, therapists and families whose 

children have followed ESP therapy. BLESS decision model 

is shown in Fig. 1 and is based on the criteria listed in Table 1. 

For effective child development therapy, it is important to 

prioritize one developmental milestone at a time as it engages 

parents to focus on the child’s most relevant need at the time, 

improving their skills in a step-wise way, and prevents them 

from being overwhelmed if the child has multiple 

development needs. This treatment delivery method has been 

shown to be effective in improving parents’ skills to 

administer home-based therapies to their child [8,11]. 

In operation, considering the milestones expected for the 

child’s age group, the therapist assesses each successive 

milestone and inputs the diagnosed impairment value (ICF 

value) into the decision model shown in Fig. 1. In line with the 

criteria from Table 1, the decision model proceeds as follows:  

• In case of major impairment (ICF value = 3/4), select 

the current milestone for ESP. Else, continue 

processing the successive milestones until attaining a 

severe/complete diagnosis, or until all milestones are 

processed. Health experts consider tackling major 

impairments more important than dealing with prior 

milestones in the achievement pattern, even if these 

have mild/moderate impairment (ICF value = 1/2). 

• Once all milestones are processed and no major issues 

were found, select the first milestone in the 

achievement pattern with any issues (ICF value > 0) 

for ESP (if any exist). Since no severe/complete 

impairment (ICF value >= 3) was found for any age-

relevant milestone, the achievement pattern can be 

safely followed to improve the child’s development. 

Table 1 – Criteria for BLESS personalization decision model  

Criteria Especification 

Age Five age-groups, related to the average age 

of motor milestones achievement (0-4 

months; 5-6 months; 7-9 months; 10-12 

months; + 13 months). 

Expected milestones 

for age 

Five motor milestones expected for each 

age-group (head control, rolling, sitting, 

standing, walking) [6]. 

Impairment 

classification 

Impairment level classification for each 

milestone (no impairment; mild/moderate 

impairment; and severe/complete 

impairment) [7]. 

Impairment severity 

 

Achieving the milestone classified as a 

severe / complete impairment level is 

prioritized for obvious reasons—also, 

families tend to better engage in the child’s 

most visible needs.  

Order of milestone 

achievement 

The milestone achievement pattern, 

respecting milestones which are 

prerequisite for subsequent milestones (e.g., 

head control before sitting, etc.). 

 

 

Figure 1 – BLESS personalization decision model 

Once a suitable developmental milestone is selected, the 

personalization decision model proceeds by selecting ESA 

pertaining to the milestone and the child’s specific impairment 

level. At the end, this process generates an ESP that is 

personalized to the child’s current needs.  

BLESS Patient Education Material  

BLESS provides patient education content to improve the 

parent’s knowledge and skills to effectively perform early 

stimulation exercises to their child at home. Our education 

approach is guided by chronic care frameworks [5,11] and 

other that stipulates strategies and content to engage and 
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empower individuals so that they can achieve effective self-

management. We gathered and incorporated ESP-related 

educational content from a variety of local resources, 

including the Brazilian Early Stimulation Guidelines [3], 

official documents of the Brazilian Ministry of Health [12], as 

well as tacit knowledge and practical expertise of therapists.  

For our approach, videos are a key medium to educate parents 

to perform early stimulation exercises with their child [4]. The 

primary educational medium are videos that illustrate how to 

perform a specific early stimulation exercise. We have 

prepared 60 early stimulation exercise videos, where each 

video is 90-120 seconds long and demonstrates in a step-by-

step manner how to perform an exercise with the child, with a 

commentary of instructions narrated by a trained therapist. 

Additional educational content was organized in terms of 12 

orientation packages, which comprise written educational 

material about handling their child's everyday activities, such 

as promoting extra stimulation during feeding, waking up, 

bathing, playing, posturing, communicating, etc. These 

orientation packages are selectively provided to parents based 

on their informational needs and skill levels as observed by 

the therapist. The videos and educational content are in 

Portuguese in plain language [13] at a readability level 

compatible with 6-8 years of educational level. All 

educational material was reviewed and validated by therapists 

and experts in ESP. 

Digital Health Components of BLESS 

BLESS comprises of two main components: (1) an ESP 

therapy planning and decision support tool, which allows 

therapists to generate evidence-based, personalized ESP; and 

(2) a mobile BLESS family app, which provides early 

stimulation videos to guide children’s parents to perform early 

stimulation with their child; together with orientation 

packages, to better support their child during everyday 

activities at home. 

The ESP therapy planning and decision support tool was 

developed using a 3-tier architecture, where the user-interface 

tier was programmed using ReactJS and Javascript d3 

libraries; the application tier was developed using Java 

SpringBoot; and the database tier deploys MySQL. The 

mobile BLESS app was developed for Android, using Android 

Room for persistence and retrofit library for network 

communication. 

ESP Therapy Planning and Decision Support Tool  

The BLESS ESP therapy planning and decision support tool 

is a web-based tool to assist therapists in adminstering ESP 

therapy, based on clinical guidelines and local clinical 

protocols. The tool is designed as a shared decision making 

and planning environment, engaging both the therapist and the 

child’s parents to determine the course of ESP therapy for the 

child. The tool provides the following functionality: (a) assess 

the child developmental status, using standard assessment 

tools, (b) design a personalized ESP for the child, in reponse 

to the assessed developmental deficiencies; (c) perform 

follow-up examinations, to monitor developmental progress 

and prescribe corresponding ESP; and (d) provide an 

overview of the therapist’s patients in terms of compliance 

and progression with their assigned ESP. 

The therapy planning workflow involves three 3 main tasks: 

(i) patient registration, (ii) family registration, and (iii) ESP 

consultation. Steps (i) and (ii) record demographic data about 

the child and the family needed for patient / family follow up 

and outcome analysis. Following the registration steps, the 

tool assists the therapist to perform the consultation in 3 steps: 

Assessment Step 

We computerized standard patient and family assessment 

tools, to (a) assess the child’s impairment of normative 

development milestones; and (b) assess the family’s 

performance in daily living activities, including observations 

on postures and positions, playing, and communication; as 

well as questions about feeding, playing and other activities; 

and (c) registering other impairments, needs and therapies, 

accomapnied by optional comments. Fig. 2 shows the 

screenshot of part (a) of the assessment step. 

 

 

Figure 2 – Assessment step of BLESS therapist platform 

 

 

Figure 3 – Overall patient progress of BLESS therapist 

platform 

ESP Planning Step 

Our strategy for therapy planning involves designing ESP that 

focus only on the most critical developmental milestone to 

avoid putting a cognitive overload on parents and hence 

compromise their ability to comply with the ESP therapy 

schedule [14]. An ESP spans 8 weeks, and comprises 4 

different early stimulation exercises that should be performed 

at least 3 times a week for 2 weeks. 
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The ESP therapy planning tool operationalizes the ESP 

personalization decision model (Fig. 1), and based on the 

assessment results supports the therapist and child’s parents to 

jointly design an ESP that is tailored to the child’s 

development needs. To educate the child’s parents on how to 

perform activities of daily living the therapist further selects 

appropriate ESP orientation packages.  

Confirmation Step 

At the end of the consultation, the tool generates a report 

summarizing the child’s and family information, current 

developmental stage of the child and the prescribed ESP 

withorientation packages. This confirmation step concludes 

the in-clinic consultation process. After the prescribed ESP is 

activated and the constituent early stimulation exercise videos 

with the educational material are delivered to the BLESS 

mobile app on the parents’ mobile phone. The patient’s profile 

page summarizes their progress in the form of an overall 

progress chart detailing the achieved milestones, and indicates 

the extent of family engagement by tracking the ESA 

execution via the BLESS mobile app (Fig. 3).  

BLESS Family Mobile App  

The BLESS mobile app is designed to guide parents to 

administering the prescribed early stimulation activities to 

their child. It offers the following features: 

Guidance for ESP Exercises 

In line with the prescribed ESP, the BLESS app’s home screen 

indicates the stimulation activity that should currently be 

performed (Fig. 4a). After selecting an exercise, parents are 

shown the educational video together with associated info 

(Fig. 4b).  Realizing that consistent internet connection may 

be an issue in some areas, therefore the mobile app downloads 

the ESP-relevant videos once after which they can be viewed 

as many times as needed regardless of the Internet connection. 

As new ESP are assigned, the stored videos are automatically 

deleted from the mobile phone (to save storage space). 

Synchronization with the server occurs in an opportunistic 

way, i.e., whenever Internet connectivity is available. 

Monitoring of ESP Completion 

The BLESS mobile app allows parents to monitor their 

progress in completing the ESP, as shown in Fig. 4c. This 

progress is informed by the completion of exercises as 

indicated by the parents (Fig. 4b). Further, the recorded 

progress is communicated to the ESP therapy planning and 

support tool, and used to update patients’ status. 

ESP Orientation Packages 

The BLESS mobile app provides orientation packages on 

daily living activities for parents to effectively perform the 

ESP. The orientation packages are structured into separate 

pages that are suitable for the form factor of a smartphone. 

The mobile app supports navigation between pages and 

bookmarking them for repeated use (Fig. 4d). 

BLESS in Action  

During operation BLESS runs in concert with the therapist, 

whereby in a shared decision making environment the family 

and health professional tailor an ESP towards the child’s 

development needs. To support the parents perform the ESP 

relevant educational material is also delivered to the parents. 

We demonstrate the working of BLESS using a case-study of 

a 13-months-old child who has multiple levels of impairment 

for 3 milestones—i.e., severe impairment for head control, 

moderate impairment for rolling and complete impairment for 

sitting, standing and walking. Moreover, the family 

demonstrates not knowing how to stimulate the child at 

feeding, bathing and playing time. Based on the therapist’s 

assessment, the decision logic model (Fig. 1) will create a 

personalized ESP by (a) selecting a suitable milestone to be 

targeted, based on the decision criteria (Table 1), and (b) 

selecting a group of ESA based on the impairment level. In 

this case, BLESS will select an ESP focused on head control 

due to its higher impairment level (severe) and its precedence 

in the milestone achievement pattern—note that it will not be 

possible for the child to achieve rolling or sitting without 

proper head control. Further, based on the therapist’s 

observations of their DLA needs, orientation packages on 

feeding, bathing and playing issues can be selected and 

deleivered to the child’s parent.  

 

 

  

 

 

Figure 4 –BLESS mobile app screenshots: Guidance for ESP 

exercises (4a); ESA video screen (4b); Overview of ESP 

progress (4c); and orientation packages (4d) 

As a follow-up, once the head control milestone has improved 

and the family demands addressed, a subsequent milestone is 

selected and new orientation packages can be chosen. 

BLESS Implementation and Evaluation 

BLESS is to be deployed at a reference centre for Maternal 

and Child healthcare in the Northeast of Brazil where we are 

gearing for a 6 month pilot study, involving 30-35 patients 

with their families and 4 therapists, to assess the (a) usability 
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of the BLESS system components; (b) impact on child 

development, parent knowledge and therapist practice routine; 

and (c) impact on service delivery costs. ���� ���	
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BLESS will track information about usage and compliance.  

Discussion 

We presented a Digital Healthapproach to translate knowledge 

on the achievement of normative motor milestones and early 

stimulation guidelines into a point-of-care ESP platform for 

therapists and patients’ families. The key contribution of our 

solution is the integration of two recognized assessment 

instruments (i.e., gross motor milestones and ICF 

classification) to generate evidence-based ESP the educational 

content. An additional innovative aspect of BLESS is the 

personalization of the ESP based on standard child 

development assessment tools—the child development 

systems suggest relevant developmental activities but they are 

not tailored towards the child’s developmental needs 

[3,12,16].  

From a clinical standpoint, the computerization of knowledge 

on child development assessment and early stimulation 

enables the therapists to make better decisions regarding 

therapeutic planning and in turn offer quality health education 

for parents. The use of the mobile app allows us to reach a 

larger population of children with developmental delays which 

currently do not receive timely ESP. From the parents’ 

perspective, the contribution of our work is a self-management 

program which engages and empowers parents to manage the 

child's condition in home-based setting, whilst  reducing the 

frequency of in-person consultations which lessen the family 

burden and financial costs for families living in remote areas. 

Conclusions 

BLESS presents a unique solution to provide standardzied, 

tailored and timely treatment to children affected by 

developmental delays. Our solution takes into account the 

child’s current therapy needs to achieve the necessary 

normative milestones. Our approach engages and educates the 

child’s parents to administer ESP at home, whereas the 

therapist is remotely monitoring the child’s progress and 

coordinating the selection and delivery of specific ESA to the 

parents. Families now have the opportunity of receiving 

cultural compliant and comprehensive educational content, 

with the goal of increasing the adherance to the child’s 

treatment and ultimately leading to better health outcomes. 

Our solution is innovative and relevant to current Brazilian 

public health needs, and provides a low-cost treatment easily 

accessible to Brazilians, even in remote areas; and may be 

scalable to other aspects of child development. 
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Abstract 

A fast and frugal generic tool can provide decision support to 

those making decisions about individual cases, particularly 

clinicians and clinical commissioners operating within the 

budget and time constraints of their practices. The multi-

national Generic Rapid Evaluation Support Tool (GREST) is 

a standard preference-sensitive Multi-Criteria Decision 

Analysis-based tool, but innovatory insofar as an equity 

criterion is introduced as one of six. Equity impact reflects the 

number of population QALYs lost or gained in moving from 

Old (current intervention) to New (contemplated intervention). 

In the exemplar UK implementation Claxton’s NHS 

Willingness to Pay per QALY is the numeraire. Any weight 

from 0 to 100% may be assigned to the equity criterion but its 

presence affirms that it is persons-as-citizens who experience 

any opportunity harms or benefits arising from actions within 

the health service commons. A fully-operational but 

demonstration-only version is available  on open access, as 

proof of concept and method. 

Keywords: 

Clinical, Decision Support Systems, Health Equity 

Introduction 

Clinicians and clinical commissioning groups are routinely 

making decisions about the use of new and/or expensive 

interventions for individual cases, including patients with 

multiple morbidities. They may be facing an increasing 

number of such decisions in the UK, if the recent High Court 

decision regarding off-label/licence drugs is upheld 

(https://www.bbc.co.uk/news/health-45588983).  

We perceive a major gap in the support available for such 

decisions. NICE-type evaluations can cover only a tiny 

minority of interventions and their remit is currently restricted 

to on-label use. Decision aids developed according to 

normative standards such as IPDASi [1] are very limited in 

coverage, constitute information aids rather than decision 

support tools that produce an opinion, and rarely introduce 

budget considerations. Guideline recommendations, such as 

those produced by GRADE, cannot, by definition, reflect 

individual preferences, only group or sub-group averages, and 

leave the decision maker analytically unsupported in the task 

of processing the extensive summary of evidence at the point 

of decision. 

 

Whenever a proposed NEW intervention is to be 

comparatively evaluated against a current OLD one within 

time and resource constraints, a flexible, rapid, generic and 

inexpensive decision support tool is needed.  

The required tool must be practical and useful. It must meet 

the SMART criteria - Specific, Measurable, Achievable, 

Relevant, and Timely - to the extent each of these are 

reasonable in the given decision context. More simply, the 

decision support must be ‘fast and frugal’. It must be pitched 

at the most appropriate point (trade-off) on the ‘rigour-

relevance’ continuum. It will therefore be a long way from a 

highly analytical NICE-type evaluation in one direction, but 

also far removed from an expert deliberation-based guideline 

in the other. While endorsing long term efforts to develop 

normatively superior methods of linking evidence and clinical 

practice [2-6] or dealing with the complexities of value-based 

care [7-8] we have the simple but limited ambition of 

providing a rapid and practical method of improving on the 

present decision making process, whatever it is. The tool will 

not seek to replace or deter the development of superior tools, 

but reflect the belief that the normatively best, or even 

normatively better, may be the enemy of the empirically better 

– a point well-accepted in relation to drugs and devices, not 

yet for decisions. Evaluations should reflect this and use the 

actual process they would replace as comparator. 

Method 

Multi-Criteria Decision Analysis (MCDA) can provide the 

basis for such fast and frugal decision support tools. Given 

their basis in this technique they can provide an opinion on the 

worth of each Option (one of the actions that can be taken) by 

combining its Ratings (how well it performs on relevant 

Criteria) with the criteria Weightings (how important each 

criterion is relevant to the others), making the opinion a 

preference-sensitive one. Introductory materials and numerous 

examples of the implementations of MCDA in the decision 

support context are available at http://cafeannalisa.org.uk 

including the short video ‘Powtoons’. In the space available 

and to avoid duplication we leave further details of Method to 

the following Results section and the online tool introduced 

there. 

In Multi-Criteria Decision Analysis-based tools, it is entirely 

feasible to include an equity outcome criterion and our 

proposed tool, implemented in the Annalisa template [9], does 

this. However, we emphasize that this innovation occurs in the 

context of a more extended, multicriterial analysis, otherwise 
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the tool will not be appropriate in person/citizen-centred 

healthcare decision making. 

 

Result 

 
The Generic Rapid Evaluation Support Tool (GREST) is 

presented here as proof of concept and method, based on 

internal testing, and as the basis for feedback in relation to 

future development and implementation. 

The two options in GREST are OLD (the current intervention, 

such as usual/standard/current care) and NEW (the 

contemplated replacement). The six criteria in the default 

prototype are: 

• A condition/decision-specific Biomarker (e.g. Bone 

Mineral Density) 

• A condition/decision-specific Function(al) Index (e.g. 

Six Minute Walk Test) 

• Option (test/treatment) Side effects 

• Option (test/treatment) Burden (e.g. arising from 

frequency and mode of delivery of medication) 

• Health-Related Quality of Life (HRQOL) 

• Equity (reflecting the Harm/Foregone Benefits to 

Others in ‘North-East’ cases and Benefit/Foregone 

Harm to Others in ‘South-West’ ones – see below) 

It will be noted that Life Expectancy is not a criterion in the 

current GREST, so if there is any effect on this from the new 

intervention, it would need to be discussed separately in the 

light of the GREST opinion.  It will also be noted that 

monetary cost is not a separate criterion, being introduced 

only through the sixth, equity, criterion. 

To engage with the tool and understand the method underlying 

it, go to https://ale.rsyd.dk (enter 1513 as survey ID). This 

version is in English and uses the EQ-5D-5L tariff for 11 

countries to establish Health-Related Quality of Life 

(HRQOL) values used in deriving the ratings for both the 

HRQOL and Equity criteria. Nine tariffs are from 

https://euroqol.org/eq-5d-instruments/eq-5d-about/valuation-

standard-value-sets/crosswalk-index-value-calculator[10]; 

others tariffs included are for Poland [11] and China [12], 

This is a demo version provided as a proof of concept and 

method on open access. Only anonymous, non-confidential 

data should be entered. No responsibility is taken for data 

security.  

The performance ratings of OLD and NEW on the first five 

criteria in GREST are elicited in whatever way is compatible 

with the clinician’s or clinical commissioning group’s practice 

timescale and resources. The Ratings for both OLD and NEW 

should be the BEANs (Best Estimates Available Now) and 

hence as evidence-based as is possible, and as expertise-based 

as is necessary, within the actual resource and time constraints 

of the decision makers. The person/patient is to be regarded as 

the expert on Treatment Burden. The derivation of the ratings 

for the equity criterion is explained in a separate sub-section 

below. 

The relative importance Weighting of each criterion, including 

equity, is elicited on a 0-100% scale, where 0 indicates of no 

importance and 100% of extreme importance. The six 

responses are summed and percentaged to give and display the 

set of provisional criterion weights that add to 100%. In this 

interactive tool they may be changed by cursor on inspection 

of their graphical display. More sophisticated weight 

elicitation procedures, such as swing weights or discrete 

choice experiments, may have greater normative appeal than 

Visual Analog Scales, but lack either individual applicability 

or practicality in the typical time and resource scale 

contemplated. 

 

 
 

Figure 1: North-East Case with 5.9% Equity Weight 

 

 
 

Figure 2: North-East Case with 50% Equity Weight 

 

The GREST output is in the form of a ‘deciographic’ - a single 

screen showing all Ratings, Weightings, and the evaluation 

Scores for OLD and NEW. As in all standard MCDA 

applications, the Score combines the relative importance 

criterion Weightings with the evidence- and expertise- 

informed option performance Ratings, by the Expected Value 

algorithm.  

Giving 50% weight to equity in Figure 2 (bottom) rather than 

the 5.9% in Figure 1 (top) flips the opinion to OLD. 

The ratings in the above example are purely illustrative. We 

imagine NEW to be superior on Biomarker, Function, and 

HRQOL, but inferior on Side Effects and Treatment Burden – 

and, by the definition of a ‘North-East’ GREST, it produces 

net ‘Harm to Others’. The 50% Equity rating for OLD reflects 

complete uncertainty about its value. In the Ratings panel a 

longer bar always means better and in the Weightings panel a 

longer bar always means more important. 

 

The Equity Criterion 

 

Person-centred care – and value-based healthcare - is not all 

about the rights of the person. Persons are also citizens who 

have responsibilities and duties within a resource-constrained 

public health service. Only by applying a generic outcome 

measure as a criterion within a personalised multi-criterial 

decision analysis can we move to the coherent involvement of 

equity in decision making about clinical cases. In GREST, the 

equity outcome criterion is defined and measured as the 

Harms or Benefits to Others created in moving from OLD to 

NEW in a resource-constrained service. In measuring these, 
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any condition-specific outcome such as cancer 

mortality/morbidity, as contrasted with all-cause 

mortality/morbidity, is ruled out as equity-irrelevant. 

We have chosen Health-Related Quality of Life (HRQOL) as 

our generic equity outcome measure, the current GREST 

explicitly eschewing evaluations where NEW alters life 

expectancy. We use EQ-5D-5L as the HRQOL metric, though 

the method is not tied to any specific instrument. 

Where the NEW intervention is more expensive than the OLD, 

but also more effective, we are in the North-East quadrant of 

the Cost-Effectiveness plane. There will be ‘opportunity 

harms’ (foregone benefits) to others, usually anonymous and 

unidentifiable, as a result of substituting NEW for OLD. 

Where a NEW intervention is less expensive than the OLD, 

but also less effective, we are in the South-West quadrant of 

the Cost-Effectiveness plane, the only one recognized in 

NICE, where lower effectiveness is disallowed as a source of 

improved cost-effectiveness. This restriction of cost-

effectiveness to incremental cost-effectiveness constitutes 

political interference with the implementation of a neutral 

technique [13]. In this quadrant there will be ‘opportunity 

benefits’ (foregone harms) to others, usually anonymous and 

unidentifiable, as a result of substituting NEW for OLD. 

In measuring the foregone benefits and harms in the UK 

context, we use Karl Claxton’s estimate of the NHS’s revealed 

willingness to pay (WTP) for a Quality-Adjusted Life Year 

(QALY) of £12,000. ‘The central or mean estimate of £12,936 

is likely, if anything, to be an overestimate’, hence our use of 

£12,000. [14] (p4).  

Equity impact is calculated as the number of QALYs that 

would be moved from Others to the recipient of the NEW 

intervention. So, if the NEW intervention (assuming no life 

expectancy effect) costs £24,000 per year compared with 

£1,600 for the current OLD treatment (Extra cost = £22,400), 

and it improves HRQOL from 0.23 to 0.59 (QALY gain = 

0.36), the Equity impact (Harm to Others) created by adopting 

NEW is calculated as:  

£22,400 / 0.36 = £62,222 per QALY 

£62,222 / £12,000 = 5.2. 

The generation of the 1 QALY involved in substituting NEW 

for OLD for a single (identifiable) person creates a QALY loss 

of 5.2 to anonymous others elsewhere in the service. At the 

population level there is a net loss of 4.2 QALYs from the 

shift. This loss may all be borne by one anonymous person, or 

be distributed as lost quality-adjusted weeks or days across 

small or large numbers of people. The fact is that this 

distribution is unknown. (The issue of ‘statistical compassion’ 

is raised in the final section.) 

If we reverse the OLD and NEW data and move into the 

South-West quadrant of decremental cost-effectiveness, the 

arithmetic is the same but the effect the opposite. Substituting 

NEW for OLD now creates a QALY gain of 5.2 to anonymous 

others elsewhere in the service. At the population level there is 

a net gain of 4.2 QALYs.  

To map the QALY movement on to the required 0-1 ratio 

scale for the MCDA-based tool, we take its reciprocal, 

subtracting this from 1 in the South-West case. Moving 5.2 

QALYs becomes 0.193 in the NE case (Figures 1 and 2) and 

0.807 in the SW (Figures 3 and 4). 

 

 
 

Figure 3: South-West case with 5.9% equity weight 

 

 
 

Figure 4: South-West case with 50% equity weight 

 

The above screens result from reversing the data in the earlier 

example, making NEW a South-West intervention, where it 

produces lower HRQOL but at greatly reduced cost, in 

contrast to the North-East situation where it produces the same 

amount of higher HRQOL but at greatly increased cost. 

Giving about 6% weight to equity in Figure 3 (top) is 

insufficient to shift the verdict in favour of NEW, but 

assigning 50% weight in Figure 4 (bottom) clearly does so. 

What can we conclude about the change in equity in these two 

situations? The most reasonable assumption is that the 

anonymous others who are either gainers or losers from NEW 

will be randomly distributed. Under this assumption and 

assuming an equity rating for OLD of 50% (reflecting 

complete uncertainty), the net effect of NEW will be to 

increase inequity if it is a North-East intervention (replacing 

the less costly and less effective OLD) and reduce inequity if 

it is a South-West one (where it is less costly and less effective 

than OLD). 

The magnitude of the effects will be a function of the numbers 

in the particular clinical case. But we can note that at a service 

level, the potentially very large numbers of opportunity harms 

from NE interventions may add up to a massive increase in 

inequity while the failure to consider SW interventions can 

add up to a huge potential failure to reduce inequity. The same 

applies in the individual screening context. 

 

Discussion 

 

Claxton makes our basic point in relation to NICE decisions 

about new drugs, where the threshold being used is far above 

the average observed WTP for a QALY of £12.000, but it is 

equally pertinent at the clinical/clinical commissioning level. 
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“The evidence suggests that more harm than good is being 

done, but it is the unidentified and unrepresented NHS patients 

who bear the true (health) opportunity costs. Although finding 

reasons to approve new drugs is undoubtedly politically 

expedient, this cannot be ethically literate, because the 

interests of NHS patients, whether they are identifiable or not, 

are just as real and equally deserving of the type of care and 

compassion that can be offered by a collectively funded health 

care system. It is to be hoped that NICE will begin to place the 

unidentified NHS patients who bear the real opportunity costs 

at the heart of its deliberative process.” [15] (p6). 

The GREST tool does not mandate any amount of concern 

with the impact on others, but it does mandate a statement of 

the weight to be assigned to it, in the 0 to 100% range, in 

generating the opinion of the decision support tool. As 

persons-as-citizens, we incur both a right and responsibility to 

be informed of the impact on others of our use of the health 

service commons in self-producing and co-creating health 

[16].   

Objections to introducing a societal element into clinical 

decisions can be expected from clinicians as well as patients, 

but rejected on the ground that equity is a social matter for all 

citizens, and it is not for a profession to decide as they should 

to be able to ‘protect their patients’ from concern with it. In 

any case, a healthcare budget-holder cannot escape this wider 

responsibility for all those within their aegis. 

Treating any individual person as a means to achieve some 

population policy end– to reduce the incidence of this, 

increase the uptake of that – has to be rejected even if it is in 

their perceived individual best interests. (Infectious diseases 

are an exception where the law rightly takes away the right of 

an individual to directly jeopardise the health of others.) But 

neither is it ethical for the person as citizen to be left in – or 

allowed to opt into - complete ignorance as to the impact on 

others, in whatever direction. An empirical resolution of the 

clash between individual and community [17] is brought no 

nearer by simple repeated noting of its existence, or by 

attempts to solve it solely at the collective level, leaving the 

individual uninvolved in any direct way. 

The person is not only a citizen, but usually a member of a 

family or other group of significant others. Nothing said here 

is meant to imply that the person will not wish to take the 

feelings and consequences for these near others into their 

decision making.  Nor to imply that the benefits of a ‘family 

focus’ in provider care should be ignored or underestimated. 

We merely note that if relatives are driving demands to ‘do 

everything possible’ against the perceived implicit, or 

explicitly expressed, wishes of the patient, this transparent 

support will be helpful in empowering the patient. 

Both the ethical requirements of ‘patient-centred’ care and the 

legal requirements of ‘reasonable patient’ care suggest that the 

introduction of ‘equity’ into clinical practice guidelines, 

recently advocated [18-21], is not an appropriate way to go. 

The GRADE subgroup propose that guidelines panels 

recommend that clinical practitioners ’consider’ the ways in 

which an individual patient may be affected through being a 

member of a ‘disadvantaged’ group. However, this seems to 

be ethically suspect, insofar as it could potentially distort the 

personalized option ratings for, and personal criterion 

weightings of, the specific individual. The case for a 

personalized decision analytic approach using individualised 

ratings and weightings is well made by Wasfy and colleagues 

[22] and not satisfactorily refuted by Lightner [23]. GREST is 

on offer whether or not guidelines panels were to abdicate 

from making a recommendation in the face of uncertainty 

[24]. 

Everyone seeking to participate in the equity debate is 

confronted by the sociopsychological phenomenon, 

emphasised by Williams and Cookson, among others, of the 

difficulty individuals have in relating to the thousands of 

anonymous others who have equal rights in the health service 

commons.  

“For many people [the] notion of ‘statistical compassion’ 

seems to create both intellectual and psychological difficulties. 

It is as if personal empathy with one or two individuals is 

possible, but, paradoxically, if many individuals are involved, 

this capacity to empathise diminishes. This difference between 

focusing on groups and focusing on individuals also 

distinguishes economists (and managers) from clinicians and 

others dealing with people at an individual level. The latter 

often claim that they are under an ethical duty to do 

everything possible for the person in front of them no matter 

what the consequences might be for everybody else. If this 

assertion is taken at its face value, it would imply that 

clinicians should ignore their responsibilities for the welfare of 

their other patients except when that patient is in front of 

them. It seems most unlikely that any clinician would actually 

behave in that way, so perhaps the statement should not be 

taken at its face value, but regarded instead as part of the 

rhetoric of medical practice, designed to bolster the doctor-

patient relationship. But whatever may be the role of such 

statements, it is clear that in a public policy context, where 

distributive justice is an explicit objective, it is clearly not 

ethical for a clinician to ignore the consequences of his or her 

actions concerning the treatment of one patient for the health 

of other patients for whom the system is also responsible.” 

[25] (p1866).  

Conclusion 

The individual can only self-produce their health, and co-

create it with healthcare professionals and significant others, 

within the wider environment and socioeconomic constraints 

in which they live and work. Most of the recent advances in 

key health indicators (e.g. life expectancy) are attributable to 

sectors other than healthcare, so that the creation of health and 

health equity needs to be approached within a much wider and 

comprehensive framework [26]. Equitably, cost-effective, 

cross-sectoral public health policies are an essential 

complement to any changes in clinical decision making [27].  

However, the transparent introduction of equity considerations 

into decision making in relation to individuals can play an 

important role in affirming the social nature of a public health 

service. A public health service is not a private health service. 

It is ultimately the person-as-citizen who is experiencing any 

opportunity harm or benefit that arises from an action within 

the health service commons [28]. All health service decision 

makers should therefore be showing the ‘statistical 

compassion’ appropriate to their level of responsibility. 

GREST provides a simple way to allow the opportunity 

implications of a decision to be highlighted, but then set at 

whatever level is desired - including zero. 
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Abstract 

Adverse drug events are frequent and may be mitigated with the 

implementation of functionalities within Health Information 

Systems. We developed a tool that allows Pharmacists to 

register and communicate to providers potential errors in 

prescribed drugs in terms of medication omission, unjustified 

stop of medication or other reasons.  

We included all interventions performed by Pharmacists for 

admitted patients between July, 31st 2018 and October, 23rd 

2018. 

During the study period, 193 interventions were carried out by 

Pharmacists. 117 (60%) were intended for registering 

medication omission, 7 (4%) for unjustified stop of medication 

and 69 (36%) for other reasons. 112 interventions lead to the 

provider performing the suggested action (58%), 77 (40%) 

were rejected and 4 (2%) required no action.  

Although there were errors in the use of the tool, a great 

amount of interventions were accepted, thus representing a 

better quality of care for patients. 

 

Keywords:  

Electronic prescribing, patient safety, medication errors 

Introduction 

Medications are widely used therapies associated with 

multiple benefits for patients, but they can also cause adverse 

events, leading to thousands of hospital admissions every year 

[1]. Adverse Drug Events (ADE) are defined as harm caused 

by medical interventions related to drug administration [2]. 

Most of the preventable ADEs are due to errors in the 

prescription of medication [3]. 

The Institute of Medicine (IOM) strongly recommends the 

development of automated information systems with clinical 

provider order entries (CPOE), either with or without clinical 

decision support systems (CDSS) [4], in order to enhance 

reliability, quality and safety in the use of medication [5]. 

There is evidence that the implementation of CPOE decreases 

many of the problems associated with handwriting issues 

(illegible writing, incomplete orders, incorrect doses) [6,7]. 

Furthermore, when CPOE are complemented with CDSS it 

can offer predetermined values of dose, route of 

administration and frequency for commonly prescribed drugs 

[8], verify medication allergies, interactions, dose adjustment 

and therapeutic duplication [9], leading to a further reduction 

in ADEs [10]. 

However, either because alerts are ignored due to “alert 

fatigue” [11] or because the patient’s clinical condition can 

vary (e.g., alterations in the renal function), changing the 

appropriateness of a prescription, asynchronous safety nets are 

needed besides CDS systems [12]. This is why it is important 

to combine technology with clinical judgement. 

Clinical pharmacists provide high value for patients, 

physicians and additional members of the healthcare team in 

the management of medication [13], and the IOM considers 

them an essential asset for the safe use of drugs [14]. One of 

their missions is to formulate recommendations to providers 

with the intention to improve the management of patient 

medication (called pharmaceutical interventions or PIs). PIs 

can be related to the adequacy of a prescribed medication 

(wrong or ineffective medication) or a dose (overdose, low 

dose), the lack of a needed medication (omission of a usual 

medication or need of a new one) or the need to obtain a new 

laboratory test for monitoring [15,16]. 

An indirect way to evaluate the contribution of clinical 

pharmacists to the optimization of pharmacological therapy is 

to determine the amount of medication-related problems that 

are addressed or prevented with their interventions [17]. Rates 

of acceptance of such interventions by providers of up to 90% 

have been reported [18,19] 

Hospital Italiano de Buenos Aires (HIBA) has an Electronic 

Health Record (EHR) with CPOE and CDSS, and pharmacists 

perform and register on average 2,500 interventions monthly, 

out of the 165,600 prescriptions they check (1.51 

interventions/100 prescriptions). Given the need of the staff of 

the Pharmacy Department to perform and register 

interventions related to the omission of a medication, and in 

order to comply with the standards of the Joint Commission 

International (JCI) to optimize medication reconciliation, we 

decided to develop and implement a tool for that purpose.  

Our general objective is to describe the development and 

implementation of a tool that allows pharmacists to perform 

and register interventions on medication that is not currently 

prescribed (omission, unjustified stop or other reasons).  

Our specific objective is to analyze preliminary results of the 

use of this tool by physicians and pharmacists during the first 

12 weeks of implementation, considering the actions taken 

within the tool and the actual prescription of drugs. 

Methods 

Setting 

HIBA is a non-profit organization founded over 165 years ago 

in Buenos Aires, Argentina. Its network includes a highly 
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specialized university hospital which provides healthcare for 

ambulatory care, emergencies, admissions, clinical and 

surgical specialties, critical care, home care and chronic 

patient care. It has its own health maintenance organization 

(HMO), called Plan de Salud, with over 165,000 affiliates, and 

it provides healthcare services to 1,500,000 patients insured by 

other companies. Every year, over 45,000 patients are 

admitted, 45,000 surgical procedures are performed and 

3,000,000 ambulatory consultations take place in our network. 

In 2015 HIBA achieved accreditation from the JCI, and 

became reaccredited in 2018.  

Since 1998 we gradually implemented a Health Information 

System developed in-house to manage clinical and 

administrative information. Our Electronic Health Record 

(EHR), named ITALICA, is web-based, modular and 

problem-oriented. This EHR covers all the spectrum of 

healthcare: outpatient, inpatient, emergencies and home care. 

ITALICA includes functionalities such as CPOE for drug 

prescription and laboratory and imaging studies and 

visualization of study results.  

The pharmacy service (PS) consists of a head of service, two 

sub-managers, 23 pharmacists and 11 pharmacy residents, 

who add up to a total of 34 pharmacists who perform 

medication validation. There are also 40 people dedicated to 

the preparation of medication.  

Prior to drug dispensation, pharmaceutical validation is carried 

out. In the 1990s, the American Society of Health-System 

Pharmacists (ASHP) set the minimum standards for Hospital 

pharmacy services. The JCI defined that a pharmacist must 

validate all prescribed drugs before dispensation [20,21]. 

Through medication validation, pharmacists verify the 

prescription, evaluating if the prescribed medication is in 

accordance with the patient's clinical condition, if there are 

any contraindications or interactions and if dose-adjustment is 

required according to age, weight and laboratory results. This 

confers a greater value to the pharmaceutical process, 

allowing crossed control and providing greater security to the 

cycle.  

However, pharmacists could only validate existing 

prescriptions, and they were unable to register in the EHR an 

intervention on a medication that was not currently prescribed. 

Therefore, communication between pharmacists and providers 

was carried out informally (through e-mails and telephone 

calls), thus elevating the chances of occurrence of potential 

errors and not registering important information in the EHR. 

Additionally, there was no chance of finding patterns that 

could help improve the prescription process. 

Study design 

This is an observational, descriptive and analytical study of a 

retrospective cohort in the HIBA. We included all 

interventions performed by pharmacists with the new tool on 

admitted patients of all ages from July, 31st 2018 through 

October, 23rd 2018. 

Categorical variables are presented as absolute frequency and 

relative frequency (percentage). The rate is presented as 

prevalence, with its respective 95% confidence interval. 

Features of the tool 

We developed a tool that allows pharmacists to register 

interventions related to one or more of the following: 

• Medication omission: lack of prescription of a 

necessary medication 

• Unjustified stop of medication: prescription of a 

medication stopped without providing a reason for 

doing so 

• Other: specification of type of intervention and reason. 

When using it, the pharmacist must also explicate whether it is 

a miss (defined as an event that caused harm to the patient) or 

a near miss (defined as a potential error that was prevented 

before it caused harm to the patient), and describe the 

intervention in a free-text field. Lastly, the user must choose 

which providers to communicate the intervention to (the 

treating team is set by default) (Figure 1). 

Figure 1– Capture of the developed tool 

Afterwards, these physicians receive an e-mail with all the 

aforementioned information and a telephone number of the PS 

in case doubts arise regarding the intervention. 

These interventions are visualized by providers in the EHR in 

the Medical prescriptions menu. They can choose to accept the 

intervention (which redirects to the drug prescription module) 

or reject it (providing a reason for rejection).  

All medical and pharmaceutical users were informed about 

this tool through institutional e-mails and tutorials posted in 

the EHR prior to implementation. 

Results 

Types of intervention 

Throughout the 85 days of the study period, from July, 31st 

2018 to October, 23rd 2018, 193 pharmaceutical interventions 

were carried out, of which 184 were near misses and 9 were 

misses. 60% (n=117) of such interventions were related to 

medication omission, 36% (n=69) to other reasons and 4% 

(n=7) to unjustified stop of medication (Figure 2).  

 

Figure 2– Types of intervention 
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The rate of interventions was 2.27/day (193 interventions/85 

days). The mean number of weekly admissions at HIBA 

during 2018 was 697 (99.59 admissions/day), so the estimate 

ratio of interventions to admissions is 0.02. If we consider the 

number of prescriptions (165,600/month, approximately 

5,520/day), the estimate ratio of interventions to prescriptions 

is 0.0004. 

Use of the tool by providers 

As to the response of physicians, 29.02% (n=56) of 

interventions were accepted, 9.84% (n=19) were rejected and 

in 41.45% of the cases (n=80) no action was taken. 

Pharmacists cancelled 17.62% (n=34) of the interventions 

they performed themselves, and 2.07% (n=4) did not require 

acceptance nor rejection, since they were merely for 

informative purposes (Figure 3). 

 

Figure 3– Use of the tool by providers 

Action taken by providers 

Although the proportion of interventions accepted by 

providers was low, these rates vary significantly when taking 

into account the course of action actually carried out by 

physicians (Figure 4).  

 

Figure 4– Action taken by providers 

There were 112 interventions in which providers followed the 

pharmacist’s suggestion, which means an actual acceptance 

rate of 58.03% (95% CI 50.73-65.08%), including 4 that were 

duplicated. Of those, 3 prescriptions had already been 

performed by physicians minutes before the intervention, 

which could be due to the simultaneous log-in to the EHR of 

both users or a parallel communication channel between them. 

Furthermore, in 8 cases the provider prescribed some of the 

suggested drugs but not all of them. Lastly, there were 4 

interventions in which the pharmacist suggested to change the 

medication due to lack of stock in the PS, and 2 in which this 

communication channel was used to correct the registration of 

prescriptions in the EHR that had already been performed, 

either verbally or in an incorrect section of the EHR.  

On the other hand, there were 77 interventions (39.90%) that 

lead to no action taken by the provider (that is, that the 

intervention was not followed). This includes three patients 

that were discharged on the same day, three interventions 

regarding lack of stock of a medication in which the 

prescription was not modified and one intervention that lacked 

the name of the drug omitted. 

The remaining 4 interventions (2.07%) include the following: 1 

to communicate that the PS would send a different medication 

because of lack of stock, 1 to remind the need for authorization 

by the financial entity prior to drug dispensation, 1 suggestion 

for clinical evaluation and 1 to register the communication with 

the nurse staff about the correct rate of infusion for a drug. 

Interventions by Medical Department 

As to the medical departments that received the interventions, 

Internal Medicine was the main recipient (38.86%, n=75), 

followed by Surgery (10.88%, n=21), Obstetrics (8.81%, 

n=17), Cardiology (6.22%, n=12), Pediatrics (5.18%, n=10) 

and Traumatology (5.18%, n=10) (Figure 5). The difference 

between the number of interventions by medical departments 

is probably related to the number of inpatients treated by each. 

 

Figure 5– Action taken by providers 

Interventions for medication omission 

When analyzing all interventions for medication omission 

(117 out of all 193 interventions), 73 (62.39%) recorded the 

lack of prescription of a medication due to errors in the 

medication reconciliation process, with a total of 98 

medications (1.34/intervention). The rest (44/117, 37.61%) 

were about suggestions of medication that was relevant to the 

current clinical context of the patient (e.g. potassium for 

hypokalemia). 

Discussion 

In this paper we describe the evaluation of a tool that allows 

pharmacists to register in the EHR and communicate to 

providers about potential errors in the medical prescriptions, 

either by omission of relevant medication, unjustified stop of 

medication or other reasons. 

This tool was created mainly to optimize the medication 

reconciliation at admission, given the extensive evidence 

about the importance of this process [22,23]. However, when 

analyzing the results we observed that 37.61% of the 

interventions for medication omission were performed to 

register the lack of a prescription of a medication that was 

relevant to the current clinical context of the patient. In our 
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institution, the PS has a leading role in the medication cycle, 

having achieved validation rates close to 100%, which is why 

we find it very important to involve pharmacists in the 

improvement of the patient safety related to the 

pharmacological treatment. 

On the other hand, the high use of the type of intervention 

Other of the tool provides evidence of the need of a formal 

communication channel between pharmacists and physicians. 

This type of intervention was mainly used to provide 

administrative information, to suggest improvements in the 

registry of the clinical information, to indicate the need of a 

clinical evaluation (e.g., corroborate known allergies) and, in 

some occasions, to indicate medication omission. 

Also, it is worth mentioning that in one case this tool was used 

to register a telephonic communication carried out between 

the pharmacist and a nurse to provide information about the 

rate of infusion of a chemotherapy drug. This led us to reflect 

on the lack of existence of a formal communication channel 

between the PS and the Nursing Service, and the possibility to 

explore the need of such channel through inquiries to the 

stakeholders. 

Another issue that is evident when evaluating the results is 

that the tool was not used properly (or at least not in the way it 

was expected according to how it was designed). Either by an 

error in the type of intervention selected by the pharmacists or 

by an incorrect selection of the action taken by the providers, 

the raw data shows a discrepancy between the action 

registered and the action taken. This could be improved by 

optimizing communication and training of the correct use of 

the tool. In any case, when we focus on the impact that the 

tool had on the actions taken by physicians, 112 interventions 

were accepted throughout the study period, representing 58% 

of all interventions. 

Conclusions 

Despite the discrepancy between the registry of acceptance of 

interventions through the tool and the amount of interventions 

eventually followed by providers (29.02% and 58.03%, 

respectively), it is clear that the functionalities of the tool are 

yet to be further exploited. The final number of interventions 

by the PS that were carried out by physicians during the study 

period is significant (193 in 85 days), and the rate of 

acceptance was high. It is worth mentioning that the existence 

of rejected interventions does not imply per se an error in the 

design and implementation of the tool or in the actions taken 

by pharmacists. They mainly represent a decision taken by 

providers based on their clinical judgement, which lead them 

to override the suggestions.  

Furthermore, it is clear to us that the correct training of the 

staff involved in the process (namely, physicians and 

pharmacists) is critical in achieving our goals for improving 

quality of care and patient safety through the use of this tool. 
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Abstract 

Telemedicine is an increasingly used strategy for providing 

care to patients. The prevention and treatment of Upper 

Respiratory Tract Infections (URTIs) during outbreaks still 

require new management approaches.  

We aimed to describe patients’ characteristics and the care 

process after the creation and implementation of a virtual 

care program for patients with URTI during the 

epidemiological outbreak.  

We studied all consultations that took place between May, 

21st, and September, 14th 2018 at Hospital Italiano de 

Buenos Aires (HIBA). After applying exclusion criteria 218 

consultations were left for the analysis. Most patients did not 

need a referral to a care center for a face-to-face assessment. 

The consultation rate to the Emergency Department (ED) 

within 7 days was 11.92% (26/218) with a 95% CI of 7.94-

16.99%.  

This new approach in patient care has a great potential for 

relieving the overcrowding in EDs, decreasing waiting times 

and preventing the infection spread in waiting rooms. 

 

Keywords:  

upper respiratory tract infections; telemedicine 

Introduction 

Technological advances have a direct influence on the 

provision of health services, replacing in many cases the 

traditional ways in which Medicine has been exercised by 

offering remote medical services. Many doctors and health 

institutions are increasingly adopting the use of technology to 

provide care for their patients, either through websites, e-

mails, chats, video calls, and/or mobile applications. The 

World Health Organization (WHO) defines Telemedicine as 

"the provision of health services by health professionals using 

information and communication technologies for the 

diagnosis, treatment, prevention of diseases, injuries, research, 

evaluation and continuing education, with the interest of 

taking care of the health of individuals and communities 

where distance is a critical factor". In many institutions in 

several countries, valuable experience in this field is 

progressively being acquired [1–5]. 

On the other hand, Upper Respiratory Tract Infections (URTI 

is defined as a term that includes several infectious diseases of 

the upper respiratory tract: rhinosinusitis, the common cold, 

pharyngitis/adenitis, laryngitis, and otitis media) are a reason 

for frequent consultation in hospitals throughout the world, 

both in adults and in the pediatric population [6], especially 

during the winter time. 

Non-urgent consultations to the ED during the 

epidemiological outbreak contribute to a phenomenon known 

as overcrowding [7], and they overload the health system, 

negatively affecting patient care. According to a study 

performed in our institution, the overall prevalence of 

consultations for URTI at HIBA during 2015-2016 in our 

walk-in area was 12.01% with 95%CI 11.86%-12.16% 

(21,581/179,597). Management strategies for the prevention 

and treatment of influenza during the seasonal 

epidemiological outbreak are necessary to redirect patients to 

the outpatient setting [8]. 

In addition, the healthcare sector faces two apparently 

contradictory demands: first, to ensure equitable access to 

quality healthcare services, and second, to reduce, or at least 

control, the rising costs of these services. 

Telemedicine could help meet these two demands by 

optimizing the use of existing resources (expertise and 

equipment) by means of telecommunications. Despite this, the 

use of Telemedicine for URTIs has not been thoroughly 

investigated. A tool that informs patients about the level of 

care required was reported to be widely accepted among 

users[9], but there is also evidence that the implementation of 

Telemedicine for the management of acute respiratory 

illnesses may increase health costs[10]. With this in mind, in 

this study, we describe the characteristics of the patients and 

the care process implemented for patients insured by HIBA’s 

own Health Maintenance Organization (HMO) that consulted 

through the virtual URTI care program implemented in 2018. 

Methods 

Setting 

Hospital Italiano de Buenos Aires (HIBA) is a non-profit 

organization with 165 years of history in Argentina. Its 

healthcare network includes a university hospital of high 

complexity that covers health care for outpatient, inpatients, 

emergencies, critical care, home care, chronic care, and 

medical and surgical specialties. It has its own medical 

insurance service (health maintenance organization), with 

more than 160,000 affiliates, and provides health services to 

1,500,000 people with other health insurances. Annually, 

more than 45,000 patients are admitted to their hospitals, and 

45,000 surgical procedures and 3,000,000 outpatient visits 

take place. 
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Since 1998, the HIBA has its own health information system 

(in-house) that includes the management of clinical and 

administrative information. It's Electronic Health Record 

(EHR) is an integrated, modular, problem-oriented and 

patient-centered system, used in the different clinical scenarios 

(ambulatory, hospitalization, emergency center, and home 

care) [11,12].  

As part of the information system, an integrated Personal 

Health Records (PHR) called POPES is available to all 

outpatients since 2007. PHR allows patients receiving medical 

care in the hospital network to access and verify clinical and 

administrative information, and to interact with the health 

system. Among its main functionalities, the PHR allows users 

to update their personal information, share information, 

manage scheduled appointments, view test results, check, 

order and buy prescribed medication, and the possibility to 

consult with the healthcare team through Telemedicine tools, 

and it has a messaging service for communication with the 

general practitioner" At present, POPES has approximately 

400,000 registered users [13].  

Study Design 

This study is an observational, descriptive, and analytical 

study of a retrospective cohort in the HIBA. 

All patients included in this study were adults (defined as >= 

18 years of age at the time of consultation) insured by HIBA’s 

HMO, who consulted via the URTI virtual attention program 

between May 21st, 2018 and September, 14th, 2018. 

Patients were followed-up for 7 days from the date of the 

virtual consultation for consultations to the ED and/or 

hospitalization. 

The URTI program was publicized from May, 2nd 2018 

through different institutional communication channels: HIBA 

TV (an internal television channel that displays short videos in 

waiting rooms), e-mails, Health Portal, HIBA’s Intranet, and 

brochures distributed in the hospital (Figure 1). 

It was initially designed to provide virtual attention to adults 

aged 18 to 65, insured by HIBA’s HMO (a restriction due to 

administrative issue), with a Patient’s Portal account, without 

risk factors (defined as: chronic pulmonary conditions -COPD, 

asthma , cystic fibrosis, bronchiectasis, tracheostomy-, chronic 

heart failure, chronic kidney disease in dialysis, chemotherapy 

treatment in the prior month, transplant, hospitalization in the 

prior month, pregnancy, and / or immunosuppression) that 

self-registered for attention for URTI symptoms. Providers 

could choose to refer patients older than 65 years old and/or 

with any of the stated risk factors to the ED, or decide to go 

through with the consultation if they judged the patient to be 

fit for it –e.g: mild asthma.  

The service was implemented on May, 21st 2018, and was 

made available on business days from Mondays to Fridays, 

between 9 A.M. and 9 P.M. The consultation was registered in 

the Electronic Health Record (EHR) using a predetermined 

structured form designed for this project. The variables 

included in this form are used as secondary datasets for the 

description of the care process implemented. 

The virtual attention system consisted of a video conference 

with video, audio and chats as functionalities to optimize 

effective communication (see Figure 2). The attending doctors 

could create and send to the patient’s health portal a PDF 

certificate of care, indicating the prescribed hours of rest. 

 
Figure 1– Advertising leaflet 

 

The teleconsultation service implemented was designed in-

house and embedded in the EHR and the PHR. Its 

development was based on the premise of not needing the 

installation of any software, besides Google Chrome. With 

that in mind, we used the Web-RTC (Real-Time-

Communication) framework for the transmission of high 

quality and performance audio and video, a signaling service 

built with WebSocket and HTML-5 for the front-end and 

access to peripherals. This project required a server, developed 

in NodeJS with socket.io for establishing connections, and a 

gateway TURN/STUN in order to offer this service without 

compromising the security of the hospital network. We carried 

out iterative cycles of development and testing until we 

obtained a satisfactory final version for both desktop and 

mobile devices. 

 

 

Figure 2 - Teleconsultation service embedded in the EHR and 

the PHR 

The research project was approved by the Institutional 

Research Protocols Ethics Committee. The anonymity and 

confidentiality of the information were guaranteed. There 

were no potential risks for the patients involved in this study. 
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The quantitative variables are presented according to the 

distribution as means and standard deviation (SD), median and 

interquartile range (RIC) or 25-75 percentiles. The categorical 

variables are presented as absolute frequency and relative 

frequency (percentage). The rate is presented as prevalence, 

with its respective 95% confidence interval. 

Results 

During the study period, 434 virtual consultations were 

performed. We excluded those that were not effective (due to 

interruptions or other technical issues that precluded effective 

connection), patients that did not meet inclusion criteria and 

those with incomplete records of the consultation in the EHR 

(due to missing data on the care process). After the exclusions 

there were a total of 218 consultations for the analysis (Figure 

3). 

 

 

Figure 3– Flow chart of included patients 

The most frequent causes of communication failures were: 

● Other reasons for consultation, not related to URTI 

symptoms: request for test results, electronic order 

request for laboratory testing and urine culture, 

request for proof of blood type, information about flu 

vaccination, information about preparation for fecal 

occult blood, peripheral facial paralysis (one patient, 

who was referred to the ED), skin rash, dermatitis, 

request for a medical certificate of good health for 

work. 

● Technical failures in communication: the patient 

initiated the communication but never answered the 

doctor’s video call, technical issues with audio and/or 

video, interruptions in communication, patients with 

hearing loss, logistical problems when doctors 

changed shifts. 

● Non-compliance of age: adult patients registered 

requesting attention to their children < 18 years old, 

patients under 18 (referred to a pediatrician), 

caregivers of patients > 65 years old registered to 

request attention to their patients. 

It should also be noted that, within the subgroup with effective 

communication, we accomplished to overcome distance 

barriers for 1 patient from Bariloche (1,000 miles away from 

Buenos Aires) and 1 patient abroad in Chile. 

The frequency of consultations had little variation during each 

month of the study (see Figure 4), and they were distributed as 

follows: 6 in May, 57 in June, 59 in July, 65 in August and 31 

in September. The service provided was limited to business 

days between 9 A.M. and 9 P.M., and the daily distribution of 

consultations was as follows: 23.4% (51) Tuesdays, 21.6% 

(47) Wednesdays, 20.2% (44) Thursdays, 18.8% (41) 

Mondays and 16.1% (35) Fridays.  

 

Figure 4– Distribution of frequency of patients attended to, 

according to date 

 

Figure 5– Distribution of frequency of patients attended to, 

according to time of day 

The busiest range of hours was from 9 A.M. to 12 P.M., with 

65 out of 218 consultations (global percentage 29.82%, see 

Figure 5), although the period of highest usage was between 6 

pm and 7 pm. 

The patients had a mean age of 46.6 years (SD 16.1), and 

72.0% (157) were female. Table 1 shows patients’ 

characteristics, including age, gender and other relevant 

clinical information recorded prospectively in the structured 

form. 206 patients carried out 218 consultations (10 patients 

consulted twice, 1 did so 3 times and 1 consulted 4 times).  

Table 1– Patients characteristics 

n=218 

Age, in years * 46.6 (16.1)

Female 72.0% (157)

Chronic diseases 

 Chronic pulmonary conditions 

 Congestive Heart Failure 

 Immunosuppression 

 Dialysis 

 Chemotherapy in the last month 

Transplant

 

4.6% (10) 

0.5% (1) 

1.4% (3) 

0% (0) 

0% (0) 

0% (0)

Pregnancy 0.9% (2)

Non-planned admissions in the prior month 0.9% (2)

* mean (standard deviation)  
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The data on the care process registered in the EHR are 

detailed in Table 2. The most frequent presumptive diagnoses 

were influenza and pharyngitis, with a combined 66.1%. Most 

patients (86.7%) were prescribed with symptomatic treatment. 

The vast majority of patients solved their consultation by this 

means, without the need for referral to a care center for a face-

to-face assessment. 

Table 2– Consultations and patient attention process 

 n: 218 

Dyspnea 

Fever 

Cough 

5.1% (11) 

39.0% (85) 

72.9% (159)

Presumptive diagnosis 

 Bronchitis 

 Pharyngitis 

 Influenza 

 Rhinitis 

 Sinusitis 

 Tracheitis 

 

12.4% (27) 

20.2% (44) 

45.8% (100) 

12.8% (28) 

2.8% (6) 

6.0% (13)

Symptomatic treatment 86.7% (189)

New virtual consultation suggested 8.7% (19)

Consultation in walk-in care center 

suggested 

10.6% (23) 

Referral to the walk-in care center 5.5% (12)

Referral to ED 6.4% (14)

Ambulance dispatch - 

Doctor home visit scheduled 0.5% (1)

The patients were followed up for 7 days from the time of the 

virtual consultation in order to estimate the consultation rate in 

the ED. Only 14 patients were referred by physicians to the 

ED, but a total of 26 patients consulted the ED, representing a 

rate of 11.9% (95% CI 7.9-17.0%). 23 of them did so for 

reasons related to the virtual consultation –e.g.: pharyngitis, 

laryngitis–, and 3 for unrelated reasons –diverticulitis, back 

pain. 

In the follow-up period, there were no hospitalizations for any 

of the participants.  

Discussion 

Based on our work, we deem this new care strategy to have 

great potential during the seasonal outbreak: it could help 

prevent hospital overcrowding, reduce long delays inattention 

(or at least offer the possibility of waiting at home), avoid 

unnecessary referrals, and limit infections in waiting rooms. In 

accordance with previous studies, we consider that 

Telemedicine and e-health systems will have a growing role in 

the care process, bringing information and services to patients 

wherever they are [14] and allowing professionals to have 

greater degrees of mobility. 

Users of this system were mostly young patients, which could 

be related to the fact that they are more frequently active and 

busy during work hours, or that they are more keen on 

choosing this specific channel for addressing low complexity 

health issues. This also explains why the levels of comorbidity 

burden were low. Older population may use this system with 

less frequency due to technological barriers (smartphone, 

computer or tablet required) and/or their preference for 

personal contact with caregivers.  

It is also interesting that 72% of patients were female. This is 

clearly in relation to the population targeted in this project: 

patients insured with HIBA’s HMO, which consists of an 

inverted population pyramid with over 70% of women.  

It should be noted that some of the users displayed a certain 

resistance, since there were very few registered patients in the 

first weeks (perhaps due to insufficient advertising), and so 

did some of the providers, who expressed doubts or fears on 

Telemedicine during training sessions. It is clear that 

technological advances are shaping new paradigms in the 

relationships between individuals. Some authors mention 

advantages over the usual practice of Medicine, such as 

avoiding the need for transportation to a health institution, cost 

savings for the health system and time-saving for doctors 

(since video consultations are much shorter than the 

conventional ones [10]). 

The elevated number of consultations during this first 

experience with a teleconsultation system for instant treatment 

suggests that healthcare users are willing to use new 

alternative strategies to conventional ones, even considering 

the selection bias inherent in the study design, since it was 

directed to adults over 18 years old, insured with HIBA’s 

HMO, with an active account in the patient’s health portal. It 

is also noteworthy that there were many consultations aborted 

due to technical inconvenience. Even though we were unable 

to account for all of these issues, many patients that were 

contacted by telephone afterward reported connectivity 

problems, which is very usual in-home connections in our 

country. 

We must highlight three findings derived from our study. In 

the first place, there is a need for Telemedicine for pediatric 

patients with this pathology, which could guide the population 

targeted for the use of this tool in the future. Furthermore, no 

patients with a history of transplant, chronic renal failure or 

chemotherapy in the last month have attempted to use the 

service, probably as a result of education as an important tool 

in the management of patients with these chronic diseases 

[15]. Third, there were many patients with no respiratory 

symptoms seeking medical attention through this channel, 

including reasons for consultation that could be solved or 

managed by a video call. On the one hand, this leads us to 

reflect on the effectiveness of existing communication 

channels that were designed to solve these issues [16]. On the 

other hand, it allowed us to consider that Telemedicine could 

play a bigger role in the health system, prompting us to begin 

a new project for implementing this tool as a medical triage, 

which will be published in due time. 

As for presumptive diagnoses, the most frequent were 

influenza and pharyngitis. Accordingly, 86.7% of patients 

were prescribed symptomatic treatment, and the vast majority 

of patients solved their consultation by the means of 

Telemedicine, without the need for a referral to a care center. 

This is probably related to the fact that the most frequently 

reported symptom was a cough, without the presence of fever. 

This shows that URTIs are low complexity pathologies, which 

contribute to the unnecessary overcrowding of EDs, requiring 

a strategy to decentralize medical attention and educate the 

population on the right channels for consultation. The shift of 

the healthcare model towards preventive services is essential 

to successfully accomplish a person-centered healthcare 

system, leading to patient satisfaction as an essential 

component and an important indicator of the quality of care 

[17]. 
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Although it would have been interesting to explore user 

satisfaction, adoption, and resistance, we lacked the time to 

analyze this aspect prior to implementation, which constitutes 

a clear limitation to our study. However, we plan on 

evaluating these aspects in future lines of work, along with 

many lessons learned from this experience regarding technical 

issues and usability. 

Conclusions 

We can conclude that the use of a Telemedicine tool with 

video conference for URTI symptoms was attractive and 

practical, both for patients and professionals. This new care 

strategy could help prevent overcrowding in high complexity 

health institutions, reduce delays in attention and avoid 

unnecessary referrals, all of which could have a significant 

impact on healthcare costs and patient and provider 

satisfaction. 
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Abstract 

Diagnostic informatics encompasses the role of information 
technology in key areas of the diagnostic testing (pathology and 
medical imaging) process, including the selection of 
appropriate tests and interpretation and follow-up of test 
results. We present three case studies employing diagnostic 
informatics methodologies to demonstrate their potential use 
and value in health services research: (1) Data analytics 
applied to diagnostic data linked with patient outcome data as 
a means of enhanancing the monitoring of the quality and 
appropriateness of diagnostic test choices; (2) Business 
process modelling which can help to highlight healthcare 
processes in the diagnostic pathway as a means of improving 
safety and performance, and (3) Consumer involvement in the 
diagnostic research process to assist in the establishment of 
person-centred test result management systems. The case 
studies provide evidence of the role that  diagnostic informatics 
can have in improving the quality and safety of patient care. 

Keywords:  

Diagnosis; Quality; Safety. 

Introduction 

Diagnostic testing, (laboratory medicine, anatomic pathology 
and medical imaging), is an essential part of healthcare systems. 
Diagnostic testing generates information that is crucial to the 
prevention, diagnosis, prognosis, stratification of risk, and 
treatment of disease [19]. Whilst diagnostic testing may 
account for a small (less than 5%) proportion of most hospital 
budgets, there is evidence to show that laboratory services 
influence 66% of clinical decision making [8]. Despite the 
importance of laboratory and medical imaging in clinical care, 
diagnostic testing and its impact on healthcare processes has 
been an overlooked area of health services research [2]. 

Diagnostic error involves the failure to either establish an 
accurate and timely explanation of a patient’s diagnosis, or  
communicate the explanation to the patient [15]. Diagnostic 
error poses a serious risk to patient safety, with major studies 
showing that it contributes to approximately 10% of patient 
deaths and 6-17% of hospital adverse events [15]. 

Factors which can contribute to diagnostic error include: 
problems with collaboration and communication among 
clinicians, patients and their families; lack of infrastructure to 
support the diagnostic process; and inadequate attention to 
understanding the problem and its causes. [15]. Failures can 
occur across a number of areas in the diagnostic process 
beginning with a failure to engage with a patient, to order the 

correct or appropriate test, follow up test results with the 
patient, or gather, integrate or interpret the necessary 
information, which can result in diagnostic errors [5]. Existing 
evidence has shown that over 40% of patients leave the hospital 
before all test results are finalised, 9.4% of which were deemed 
actionable by independent review [18]. The failure to follow-
up test results can lead to missed diagnoses, delayed treatments, 
unnecessary healthcare utilisation and preventable harm [4]. 
Effective solutions must engage all stakeholders to arrive at 
decisions about who needs to receive the test results, how and 
when the results are communicated, and how they are 
acknowledged and acted upon [10].   

We use the term diagnostic informatics to define the role that 
information technology plays in generating, gathering, 
integrating, interpreting, and communicating clinical test data 
and information. The diagnostic informatics landscape 
encompasses key areas of the diagnostic process, starting with 
the selection of the appropriate test/referral to address a clinical 
question, the quality and efficiency of the analytical process, 
and finally the interpretation, communication and follow-up of 
test results (including engagement with patients) and their 
impact on enhancing the value of care and patient outcomes 
(see Figure 1). 

 

Figure 1. Diagnostic informatics landscape 
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Major areas of diagnostic informatics research can thus include 
the study of the choice of the appropriate laboratory/medical 
imaging request, the quality and efficiency of the analytical 
process, and the interpretation and follow-up of test results and 
their impact on patient care outcomes. Information and 
communication are a key component of the whole diagnostic 
process.  The aim of this paper is to demonstrate how diagnostic 
informatics research can be used to inform decision-making and 
improve health outcomes. We outline three case studies to 
illustrate the application of diagnostic informatics research to 
the effectiveness of healthcare:  

1. Data analysis and linkage, the impact of electronic 
ordering on the rate of potentially unnecessary repeat 
tests for older hospital inpatients. 

2. Organisational workflows, the use of Business 
Process Model and Notation (BPMN) techniques to 
model and simulate crucial test result management and 
communication workflows in the diagnostic process. 

3. Patient/consumer involvement in the co-
development of research approaches, where 
consumers are partners in the development of the 
research process. 

Case studies 

Case study 1: Using data linkage to study repeat testing 
amongst older hospital patients  

Aim 

The aim of this study was to determine whether electronic 
provider ordering of laboratory could contribute to a reduction 
in potentially unnecessary repeat tests. 

Methods 

A retrospective study investigated 1,367,015 laboratory tests 
from 55,979 admissions of inpatients aged 80 years and over 
across three metropolitan hospitals from New South Wales, 
Australia, between 2014 and 2016. Data from the pathology 
service laboratory information system (Omnilab v9.4.2 SR10 
updated to v11.1.1 SR23 in 2016), containing laboratory test 
information, and the patient administration system (Cerner 
PowerChart v2010.02.16), containing admission information, 
were linked by matching de-identified patient medical record 
number, gender, date of birth, hospital, and date-times of 
laboratory tests and admissions-discharges. The linked dataset 
was used in the analyses. The five most frequently utilised 
laboratory tests were identified and used to investigate repeat 
testing. The proportion of repeats were reported for electronic 
and paper-based test orders.   

Results 

The most frequently utilised laboratory tests for older inpatients 
aged 80 years and over were Electrolytes-Urea-Creatinine 
(EUC), Full Bood Count (FBC), Calcium-Magnesium-
Phosphate (CaMgPhos), C-Reactive Protein (CRP), and Liver 
Function Test (LFT). The total number of tests by the ordering 
method (paper or electronic) are shown in Table 1. Among 
EUC, FBC, and LFT tests, there were more repeat tests among 
paper-based orders compared to electronic orders. The reverse 
was true for CaMgPhos and CRP tests. (Table 1). 

Table 1. Proportion of tests which are repeats of a previously 
conducted test during a patient’s admission, shown by paper-

based or electronic ordering of tests 

Test  Repeat 
Tests (%) 

Total (n) 

    
EUC Paper 82.1 7,474 
 Electronic 78.3 236,883 
FBC Paper 80.6 6,662 
 Electronic 77.6 231,170 
CaMgPhos Paper 68.5 5,070 
 Electronic 70.6 121,125 
CRP Paper 67.2 4,460 
 Electronic 72.0 85,915 
LFT Paper 63.5 4,085 

 

 

The repeat test interval (i.e., the time between successive repeat 
tests) was shorter for paper-based orders (examples of two of 
these tests, FBC and CRP, are shown in Figure 2). The 
difference in the cumulative proportions of repeat-tests between 
electronic and paper ordering became progressively smaller 
with increasing time between the repeat tests. Similar time-
trends were observed for all of the top five tests.  

 

 

Figure 2. Cumulative proportions of repeat testing (horizontal 
axis) as a proportion of all test orders, by time (vertical axis; 
hours) for two analytes. Time intervals up to 36 hours shown. 

(A) Full blood count (FBC) (B) C-reactive protein (CRP) 
(Solid line=paper, dashed line=electronic) 
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Discussion 

This study showed that paper-based orders were repeated with 
shorter time between tests when compared to electronic orders. 
This observation is similar to the study by Li et al. [14], which 
also found shorter time between repeat tests in paper-based test 
orders among paediatric intensive-care unit patients. Guidelines 
outline the minimum repeat testing intervals for a meaningful 
change to be observed as: 12 hours for EUC and FBC tests, 36 
hours for LFT and CaMgPhos tests, and 24 hours for CRP tests 
[13]. Although repeats before the suggested minimum retest 
interval were observed for all tests, paper-based orders had a 

higher proportion of repeats with shorter intervals between tests 
when compared to electronic orders. Potential reasons for this 
difference as proposed by Li et al included: (1) duplicate order 
alerts were provided in the electronic ordering system, 
notifying clinicians that an identical test had already been 
ordered within 24 hours for the same patient; and (2) clinicians 
could more easily see existing test orders and results in the 
electronic ordering system, thus leading to better self-
regulation of ordering decisions [14]. This study provides 
valuable information on the differences between electronic and 
paper-based laboratory test orders on repeat tests. The findings 
suggest that electronic ordering can potentially reduce 
potentially unnecessary short-interval repetitions of tests. 

Case study 2: Using Business Process Model and Notation 
(BPMN) techniques to model communication workflows in 
the diagnostic process  

Aim 

The aim of this study was to model communication workflows 
in the diagnostic process. 

Methods 

In order to form an in-depth understanding of the context in 
which a system (e.g. electronic test result management) 
operates, we created a generic high-level process model for test-
results management. The model was developed using the 
Business Process Model and Notation (BPMN) standard [16], a 
technique which uses structured analysis to diagrammatically 
represent business processes using standard symbols to provide 
insights into the complexity of healthcare processes. Models 
were created with the Bizagi Modeller freeware application.  

Results 

The BPMN 2.0 standard allows processes to be represented 
using ‘pools’ (which can be divided into multiple ‘lanes’) to 
clearly identify which participants perform each ‘activity’. This 
is demonstrated in Figure 3 as a high level process model. Three 
‘pools’ are represented, namely the laboratory, medical 
imaging and a clinical department (represented by a medical 
staff ‘lane’ and a nursing staff ‘lane’). Medical imaging is 
represented as a ‘black box’ i.e. only the message flows into 
and out of the pool are represented. In contrast, the laboratory 
and clinical department are modelled as ‘white boxes’ where all 
activities related to the process are visible. Following the 
arrows from the start (green circle event) of the process shows 
the sequence flow of activities (blue rectangles). The process 
pathway deviates based on the decision outcomes of questions 
posed at each gateway (yellow diamond). 

The model in Figure 3 depicts the interaction between the pool 
containing the process of test result management by medical 
and nursing staff in a hospital test setting, with the pools of 
laboratory and medical imaging processes. Diamond shaped 
‘gateways’ depict decisions in a process where one or more 

Figure 3. High-level process model for test results management developed using the Business Process Model and Notation (BPMN) 
standard 
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alternative paths may be taken (e.g. is a test required, or is a 
result critical). Circular shaped ‘events’ (e.g. receiving a 
specimen, waiting on results, or calling through a critical result) 
can be used to indicate pertinent events in the process including 
(but not limited to) the start or end of a process, time related 
events or instances where messages are sent/received.  

Discussion 

The BPMN model highlights the value of using structured 
analysis to visualise healthcare processes. The technique allows 
proposed changes to processes to be modelled to determine 
their impact on existing workflows. As more data are collected, 
it will be possible to use BPMN to run theoretical process 
simulations.  

BPMN enables business processes to be visually represented 
for ease of understanding and analysis. It can thus aid in 
enhancing the design and evaluation of evidence-based 
interventions, such as test result management 
tools/interventions (including electronic decision support aids) 
to consider how they impact on existing communication 
processes. This is particularly important for the laboratory 
notification of high-risk test results to the appropriate and 
responsible clinician, for immediate clinical action. Other 
clinical scenarios that have applied BPMN techniques include 
modelling clinical pathways [17; 20], for process improvement 
[1; 6; 20], for pre/post implementation workflows [9] and in 
genetic testing processes [6].  

Case study 3: Engaging consumers in the analysis of 
diagnostic studies 

Aim 

The aim of this study is to involve consumers in the diagnostic 
informatics research process to assist in the establishment of 
person-centred test result management systems. 

Methods 

Consumer-focused research is a critical element in the 
development of person-focused care and shared decision 
making, which can contribute to improvements in the safety and 
quality of care. Health consumers can be defined as previous, 
current, or potential patients and their carers accessing 
healthcare services [11].  

A core component of our research strategy was the 
establishment of a Consumer Reference Group which engaged 
consumers as partners in the research process. The value of 
research increases when consumer participants are familiar 
with how research is designed and undertaken [12]. Meaningful 
engagement of patients as partners in the research team requires 
the provision of adequate preparation and training for their 
research roles [3], which are achieved through capacity 
building activities and workshops. These hands-on learning 
activities ensure that the patient/consumer is involved in all 
phases of the research project.  

Consumer representative organisations provided input during 
the development of our research proposal. We held a 
stakeholder forum to launch the project, where key 
recommendations were identified to address threats to patient 
safety resulting from failure to follow up test-results.  

Informed by the stakeholder forum, we conducted semi-
structured interviews with a diverse purposive sample of 
clinicians, radiology and laboratory staff, and patients within 
three NSW Emergency Departments in Australia. Consumer 
(including through interviews with patients) and clinician 
perspectives positively shaped the direction of the research 
study [7]. Interview results were used to compare current work 

processes and gauge patients experience of the test-result 
management cycle. Re-iterative qualitative thematic analysis 
was conducted.  

Results  

Ten consumers formed a Consumer Reference Group (CRG) 
and ranked themes (previously identified in interview analysis) 
according to their chosen order of importance. The CRG then 
analysed (in an interactive qualitative data analysis workshop 
with members of our research team) the two topics with the 
highest ranking: 1) ‘Transitions of care’ (how and if results 
move from one healthcare setting to another including 
procedures related to patient discharge); and 2) ‘Access’ 
(whether and how a person can have access to their results).  

Discussion  

This innovative, consumer-driven approach engaged 
consumers/patients in inclusive research which provided rich 
insights into consumer experience and expectations in test-
result management. Moving forward, consumers will be invited 
to contribute to the preparation of research publications, 
including contributions of intellectual content and critical 
revisions of the manuscript. Dissemination of the study findings 
via academic and policy publications will inform future 
directions for research in this area.  

 

Figure 4. Consumer reference group and research team 

Enhancing consumer contribution through inclusive research 
has required, and continues to necessitate, a rigorous, open, 
negotiated, and interactive process. Ensuring consumer/patient 
involvement during all phases of the project, including the 
inclusion of consumers in data analysis, represents a step 
towards research that is co-produced with consumers. Our 
consumer engagement strategy helps build capacity by assisting 
consumers in developing relevant research skills which will 
enable them to effectively navigate and inform outcomes-based 
research. 

Conclusions 

Diagnostic informatics requires an innovative and inter-
disciplinary approach to enhancing clinical excellence and 
quality care through the incorporation of outcomes-based 
approaches to monitoring and measuring diagnostic quality. 
These approaches include the building of robust 
communication workflows and evidence-based electronic 
decision support systems, and the establishment of shared 
decision-making through consumer/patient involvment.  

The three case studies outlined above demonstrate how 
diagnostic informatics can be used to answer key research 
questions. In Case 1, linking diagnostic data with patient 
outcomes uncovered valuable information on differences 
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between electronic and paper-based laboratory test orders and 
the impact of electronic ordering on repeat tests. This evidence 
can contribute to the development of decision support tools to 
promote appropriate and safe test ordering. Case 2 
demonstrated how business process modelling can be used to 
visualise healthcare processes in the diagnostic pathway, 
helping to optimise design through the identification of 
potential problem areas and the modelling (and simulation) of 
interventions. The ability to identify and explicate health care 
processes provides a valuable means of enhancing the design 
and implementation of digital systems, thus providing a 
valuable connection for the development of research tools 
identified in Case 1. Finally, Case 3 showcased the importance 
of consumer-driven analysis and interpretation of study 
findings, which allowed us to identify consumer-perceived 
barriers, leading to the development of person-centred, safe and 
effective test result management systems. A better 
understanding of diagnostic informatics as an integral part of 
the diagnostic process is crucial to the future quality and safety 
of patient care.   
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Abstract 

Security, privacy, transparency, consent, and data sharing are 

major challenges that healthcare institutions must address 

today. The explosion of the Internet of Things (IoT), the 

enactment of the General Data Protection Regulation (GDPR), 

the growing trend of patients self-managing their diseases, and 

the eagerness of patients to share their self-collected health 

data with primary and secondary health organisations further 

increase the complexity of these challenges. Smart contracts, 

based on blockchain technology, can be a legitimate approach 

for addressing these challenges. Smart contracts define rules 

and penalties in an agreement, enforce those rules, and render 

them irrevocable. This paper presents a state-of-the-art review 

(as of May 2018) of the possible usages of smart contracts in 

healthcare and focuses on data sharing between patients, 

doctors, and institutions. 
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Introduction 

Since the enactment of the General Data Protection Regulation 

(GDPR) in May 2018, the security, privacy, transparency, and 

consent for patient-owned medical data  have been at the 

forefront of the concerns of healthcare institutions. The explicit 

consent of patients for processing health data and the 

transparency notice explaining what data will be collected, how 

it will be collected and  patients’ rights to full access to their 

health data [1] have greatly affected healthcare information 

systems. 

In addition to the data generated by healthcare institutions, 

patients are increasingly active in managing their diseases by 

collecting health data using mobile devices and sensors [2]. 

Sharing patients’ self-collected data with medical systems has 

a positive effect on disease management [3], and patients are 

eager to participate [4].  

Blockchain technology is receiving extensive publicity in 

healthcare and has promised great improvements, such as smart 

healthcare management and patient empowerment [5]. Smart 

contracts implemented using  blockchains, sometimes referred 

to as Blockchain 2.0, are protocols permitting the verification 

and enforcement of legal agreements between two or more 

parties and rendering them irrevocable. Interest in smart 

contracts has been growing ever since the creation of Ethereum, 

the first blockchain-based solution that integrated smart 

contracts, which was publicly released in 2015. Smart contracts 

can allow patients to manage access to their health records, 

secure data exchange, and ensure the privacy of those 

exchanges [6]. 

This paper presents a state-of-the-art review of the possible 

usage of smart contracts in healthcare, their objectives, and 

their limitations, with a focus on data sharing, and discusses 

why no one is using them in a real situation today. 

Methods 

Scientific and grey literature search 

The author followed the Preferred Reporting Items for 

Systematic Reviews and Meta-Analyses (PRISMA) 

methodology to perform a scientific and grey literature search. 

Figure 1 shows the keywords and the search query selected by 

the author. Three peer-reviewed online databases were 

searched: PubMed, IEEE Xplore and Web of Science, together 

with Google Scholar. The author tailored the search query for 

each online database according to its specific functionalities. 

The search query was limited to the metadata fields: title, 

abstract and keywords. 

--------------------------------------------------------------------------- 

smart contracts[Title/Abstract/Keywords] AND 

(clinical[Title/Abstract/Keywords] OR 

healthcare[Title/Abstract/Keywords]) 

--------------------------------------------------------------------------- 

Figure 1: Search query and keywords used for the scientific 

literature review. 

The author imported all the results from PubMed, IEEE Xplore 

and Web of Science, as well as the results displayed on the first 

page of Google Scholar, to Rayyan [7], an online tool that 

facilitates the review process. The author chose Rayyan based 

on its lack of cost and flexibility compared to other tools [8]. 

The author first excluded results based on their metadata fields 

(title, abstract and keywords) using criteria listed in the next 

section. The author then reviewed the remaining results for 

inclusion based on the full texts. 

Inclusion and exclusion criteria 

The papers needed to meet  several criteria  to be included in 

this review. The papers needed to  do one of the following: 

• Describe a model or an implementation using smart 

contracts in a healthcare-related situation; 

• Illustrate an idea for, or the potential effects of, smart 

contracts in healthcare systems or medical workflow. 

MEDINFO 2019: Health and Wellbeing e-Networks for All
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Systematic or literature reviews that provided sufficient 

information regarding smart contract usages in healthcare were 

also included. 

Papers focusing on the blockchain technology stack or smart 

contract algorithms, but without illustrating their uses in a 

clinical setting, were excluded. 

Studies reported in languages other than English were 

excluded. 

Data categorisation and data collection 

The content of the papers has been organised according to a 

taxonomy defined by the author for presenting an overview of 

the usage of smart contracts in healthcare. The categories com-

prise the following: 

1. State of the presented work: the part of the life cycle in 

which the described work is positioned (e.g. proof-of-

concept [POC], prototype, production); 

2. Objective: the situations in which the smart contracts 

can be used and what their goals are, or what challenges 

they are addressing; 

3. Content of the smart contracts: the data or information 

that the smart contracts contain;   

4. Technology stack: the frameworks, components, 

software, or standards on which the smart contracts rely 

on; 

5. Concerned Actors: the actors affected by the  

introduction of the presented work in healthcare (e.g. 

electronic health records vendors, clinicians, patients); 

The author used these categories to evaluate and analyse the 

included papers. Each included paper was expected to address 

at least one of these categories. 

Results 

Reviews on literature 

Figure 2 shows the selection of articles. In total, forty-three 

articles were identified from the literature search: thirty-three 

from peer-reviewed literature and ten from Google Scholar. 

Eight duplicates were identified and removed. The author 

reviewed titles, keywords and abstracts of thirty-five papers, 

and fifteen were excluded based on the criteria specified in the 

previous section, leaving twenty articles for full-text 

assessment. Ten further articles were identified for exclusion 

for the following reasons:  

• Out-of-scope papers (8): five papers cited healthcare 

settings as potential examples but did not include them 

at any stage of their studies, while two others limited 

their trials to blockchain technology that did not 

involve smart contracts. One paper focused on metrics 

for assessing blockchain-based healthcare apps instead 

of describing a model or an idea. 

• Inappropriate description (1): the description or testing 

of an idea included insufficient details that  would 

permit solid reproduction of the claims made. 

• Full article innaccessible for review (1).  

Ten papers were included in the final collection and analysis. 

  

Figure 2: PRISMA flow diagram 

Data extraction from included articles 

The evaluation and analysis of the included articles (Table 1) 

are based on the categorizations described previously in the 

methods section. 

State of the presented work 

It is important to note that none of the nine studies (omitting 

one literature review) presented have reached the production 

stage. Of the nine presented studies, one is a model (i.e. a 

solution that is not entirely functional), three are POCs (i.e. 

demonstrating the feasibility of a concept) and five are 

prototypes (i.e. providing almost all features of an end product). 

None have been tested in a real-life situation. 

Objectives of smart contracts, their contents and concerned 

actors 

Six studies used smart contracts for managing data sharing. 

These studies concerned patients, medical workers and 

healthcare institutions. 

• Dubovitskaya et al. [9] defined a prototype using smart 

contracts for exchanging data between patients and 

doctors and to manage access permissions. The smart 

contracts contain three types of blocks: 1) patient-

defined permissions for allowing doctors to access or 

share patient- or healthcare-generated health data. The 

permissions can specify a data category, particular 

rights (read, write, and share) and a timeframe. They 

can also force the anonymisation of data. 2) clinical 

metadata, which contains all required information for 

accessing the corresponding data files stored off-chain 

(i.e. in a classic cloud solution). The clinical metadata 

also contains a hash of the data files to ensure the 

unforgeability of the data stored in the cloud. 3) patient 

private data  directly attached to the chain by the 

patient, such as self-collected health data. This is the 

only prototype system that allows patients to exchange 

their data actively, without relying solely on data 

generated by healthcare institutions.  

• Dagher et al. [10] proposed using six smart contracts as 

access controls for sharing medical records between 

healthcare and insurance providers. The first contract 

records the users and the mining operations. The 

second classifies users as patients, providers or third-

parties. The third defines the relationships between 

users. The fourth defines the ownership of medical 

records, the fifth specifies the access permissions  for 

those records and the last shares symmetric encryption 
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keys (SEK). Patients interact with the blockchain by 

changing the access permissions, while the providers 

use the SEKs to encrypt or decrypt medical records 

before sending or after receiving them via an off-chain 

communication channel. 

• Azaria et al. [11] used several smart contracts in their 

data-sharing prototype for different purposes: 1) 

registrar contracts, which map participant (patient) 

identification strings (e.g. social security numbers) to 

their public signing keys to be used in a blockchain. 

These contracts also contain policies regarding the 

creation or updating of identities, and only certified 

institutions can generate them. 2) patient–provider 

relationship contracts, which allow patients to fine tune 

the access rights of their providers regarding any 

portion of their medical data. These contracts also 

contain data pointers and can be used between 

providers. 3) summary contracts, which contain the 

history of all contracts signed by all parties. For 

instance, they include  all the patient–provider 

relationship contracts of a patient, who can consult 

them. They also act as a backup. 

• Xia et al. [12] used smart contracts for sharing medical 

data between cloud providers and medical and research 

organisations. The smart contracts are used for three 

main purposes: 1) encrypting medical reports, 2) 

identifying actions performed on sent data, and 3) 

revoking access to violated data. The smart contracts 

contain a data sensitivity level, IDs of the owner and 

requestor (i.e. who is requesting the data), data IDs,  

permissions and the cryptographic keys.  

• The POC defined by Ahram et al. [13] used smart 

contracts but for limited purposes compared to the 

previous studies. First, a smart contract ensures that a 

patient and only a patient is creating the initial version 

of their medical records during the first visit to a clinic. 

A second type of smart contract then ensures the update 

or transfer of the medical record by or to a provider. 

• The POC by Saravanan et al. [14] used smart contracts 

for sharing health data with clinicians that has been 

self-collected using sensors. The contracts contain 

access logs and the shared health data. This solution 

requires patients to share their private keys with their 

clinicians off-chain before starting to use the solution. 

Two other studies rely on smart contracts for improving medi-

cal trials. These studies concern researchers, participants in 

medical trials and research institutions. 

• Benchoufi and Ravaud [15] proposed using two smart 

contracts to ensure the integrity and  transparency of 

medical trials. The first ensures the irrevocability of the 

trial protocol by containing the protocol of the study 

and the statistical analysis plan and by defining the data 

monitoring committee. The second smart contract 

contains patient enrolment data (consent and 

information forms), data collection, trial monitoring, 

data management and data analysis.  Using this 

approach, the authors claim that the reproduciability is 

improved and  study reports and dissemination of 

results are impartial. Any public institution can monitor 

the flow and progress of a study and verify its validity.  

• Nugent et al. [16] proposed similar usage of two smart 

contracts for improving the data transparency in 

clinical trials. The first is a regulator contract, 

containing clinical trial authorisation details, which is 

managed by public regulators (e.g. US Food and Drug 

Administration). The second is a trial contract, 

managed by the research organisations, which is used 

for storing trial protocols, consent forms and 

anonymised participant information. 

The final study, by McFarlane et al. [17], focused on the 

adjudication of medical billing and the provision of medical 

access in case of emergency. In the first situation, a smart 

contract containing patient identification, institution 

denomination, and the debt owed would be issued. The smart 

contract would be auto-updated once the patient has paid the 

debt. In the second situation, a smart contract containing a 

secondary private key (derived from the original private key) 

could be issued by the patient to allow emergency services to 

access medical records, should the patient be unresponsive, 

have their mobile phone present and have configured 

emergency access to that phone by bypassing the lock screen. 

The second situation is only an early model, and no more details 

are given. 

Technology 

While a comparison of the different blockchain technologies is 

outside the scope of this article, it is interesting to note that none 

of the studies are interoperable, even if they use the same 

blockchain “family”. This is due to the use of proprietary data 

types, with different types of rules and custom codes for 

managing the automatic execution of smart contracts. In 

addition, only one addresses interoperability issues by 

proposing the use of the Fast Healthcare Interoperability 

Resources (FHIR) specification to represent medical data.  

Five types of technologies are used in these studies. Ethereum, 

a permission-less blockchain (i.e. any user can create and run 

code, and its execution relies on miners), was the most used (6 

studies of 9), together with specialised libraries or languages 

that targetthis blockchain, such as Solidity (a contract-oriented 

high level language targetting the Ethereum Virtual Machine). 

One of the studies relies on Hyperledger, which is a 

permissioned blockchain. The authors of that study claimed that 

Hyperledger is more suited for sharing data than Ethereum [9]. 

It is permission-limited, and the impersonalisation and risk of 

data misuse due to the anonymisation of permission-less-typed 

blockchains both increase the likelihood of a Hyperledger 

system being used and remove the need to pay for transaction 

execution (mining). Another study relies on IBM blockchain, 

and one proposes the usage of ErisDB (renamed Monax in 2017 

- https://monax.io/2016/11/08/eris-0120-release/) as well as 

Ethereum. 

Conclusion and Discussion 

This paper shows that smart contracts could be used in 

healthcare in different situations, from data sharing to the 

improvement of clinical trials. Two studies presented allow 

patients to upload their self-collected data into a blockchain and 

share it with their clinicians. 

However, the small numbers of studies included (n=9, omitting 

a literature review) and the fact that none of them were at a 

commercialisation or production stage raise questions about the 

usability of this technology in real-life situations. A wider 

systematic review of blockchain technology, conducted in 

2016, showed the same limited results, with only three articles 

examining smart contracts and no production-ready services 

[18]. Several possibilities could explain this situation in 

healthcare: 

A. Giordanengo / Possible Usages of Smart Contracts (Blockchain) in Healthcare and Why No One Is Using Them598



1. Blockchain will not change how medical records are 

stored. Blockchain is usable as a registry only, because 

inserting vast amounts of medical data, such as 

computed tomography (CT) scans, would render the 

Blockchain bloated and difficult to manage. The 

challenges of medical data storageing are the same, 

whether blockchain is used or not. 

2. Blockchain technology is not necessary when trusted 

parties or regulators control the decision-making 

processes (e.g. creating smart contracts or mining), as in 

healthcare. Moreover, private blockchains are arguably 

only a shared database with at best a journaling of the 

data, which has existed since the seventies [19]. 

However, blockchain has proved its usefulness in 

decentralized situations in which parties cannot be 

trusted, even if some security issues remain unaddressed 

today [18]. 

3. Accessing encrypted patient data in the blockchain 

requires the healthcare institutions to use the patients’ 

private keys (the public keys being used for encrypting 

the data). The sharing of a private key renders it public, 

and therefore not secure. In addition, this raises the 

question of trusted parties, described in point 2.  

4. The GDPR states that patients have full access to their 

data [1], meaning that they have the opportunity to both 

manage the access rights and to move any portion or all 

of their data from one provider to another. Moving data 

between providers implies the deletion of data held by 

the old provider. However, it is not possible to delete 

anything from a blockchain without voiding its integrity 

and recalculating all the hashes. 

5. Some of the actors cited are vapourware. For instance, 

ErisDB (or Monax, as it is now branded) provides no 

documentation nor access to a single piece of code, but 

still advertises its products. These practices increase 

doubts about the usefulness of the technology. 

6. There are contradictions regarding the potential impacts 

of the costs of using a blockchain-based solution by 

healthcare institutions; some suggest that cost savings 

could be made [20] while others point out probable cost 

increases due to the nature of blockchain itself (e.g. 

computational power and storage increase due to data 

replication) [21]. 

Based on these considerations, the author believes blockchain-

based technologies are not adapted and not ready yet for usage 

in healthcare, at the time this study was conducted (May 2018). 

Moreover, another study has suggested that the usage of these 

technologies is extremely immature and lacks public or expert 

knowledge, making it hard to form a clear strategic vision of its 

true future potential [22]. 
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Table 1 – Papers included in the review  

Ref. State Objective of smart-contracts Content Technology Actors

[17] Model 

1. Adjudication of medical billing 

2. Emergency access of health records allow-

ance 

Patient (1) 

Institution (1) 

Debt (1) 

Secondary private key (2) 

Ethereum 

FHIR 

Amazon Web 

Services 

ErisDB 

Patients 

Institutions 

Debt collec-

tors 

Insurances 

Emergency 

Services

[23] 

Litera-

ture 

Review 

--- Reference Paper [11] --- --- 

[9] 

Proto-

type 

Data sharing between patients and doctors, with 

data generated from both sides 

Permissions (patients to doc-

tors) 

Clinical Metadata 

Patients’ private data 

Hyperledger 

Chaincode 

ARIA 

Varian Cloud 

Go 

Doctors 

Patients 

[15] POC 

Improving medical trials by managing consent 

and ensuring integrity and transparency of the 

trials 

Trial protocol and setup (1) 

Patients enrolment (2) 

Data Collection (2) 

Trial Monitoring (2) 

Data Management (2) 

Data Analysis (2)

Ethereum 

Solidity 

Chainscript 

Trial partici-

pants 

Researchers 

[13] POC 

Consent of the patients 

Record transfer between healthcare networks 

Any Protected Health Infor-

mation 

Involved health networks 

IBM Block-

chain 

Bluemix 

NodeJS 

Patients 

Doctors 

[16] 

Proto-

type 

1. Capturing clinical trial authorization 

2. Storing clinical trial protocols and collected 

data 

Clinical trial authorization 

Protocols 

Collected data 

 

Ethereum 

Javascript 

Solidity 

Regulators 

Research Or-

ganizations 

Researchers 

Doctors 

Patients

[11] 

Proto-

type 

1. Mapping patients ID to their public keys  

2. Logging patient-providers relationships, ac-

cess rights and data retrieval pointers 

3. Managing Medical Record history 

Patients ID 

Patients Ethereum address 

Provider ID 

Patients-Providers relation-

ships 

Access permissions 

Data pointers

Ethereum 

PyEthereum 

PyEthApp 

SQLite 

Flask 

 

Patients 

Providers 

[10] 

Proto-

type 

1. User registration and mining 

2. Classify users as patients/providers/third 

party 

3. Relationships of nodes 

4. Ownerships of medical records 

5. Permission access to medical records 

6. Proxy re-encryption 

Ethereum address 

Users ID 

Relationship status 

Access Conditions 

Hashes 

Symmetric Encryption Key 

Ethereum 

QuorumChain 

Ethereum-Go 

Patients 

Providers 

Healthcare 

Insurance 

[12] 

Proto-

type 

1. Encrypt reports 

2. Identify actions performed on sent data 

3. Revoke access to violated data 

Cryptographic keys 

Reports 

Permissions 

Data sensitivity level 

IDs 

Undisclosed 

Cloud pro-

viders 

Research or-

ganizations 

Medical or-

ganizations

[14] POC Share self-collected health data 

Medical data 

Access logs

Ethereum 

Patients  

Clinicians
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Abstract 

Medical calculators play an important role as a component of 

specific clinical decision support systems that synthesize 

measurable evidence and can introduce new medical guidelines 

and standards. Understanding the features of calculators is 

important for calculator adoption and clinical acceptance.  

This paper presents a novel classification system for medical 

calculators. Metadata on 766 medical calculators implemented 

online were collected, analyzed, and categorized by their input 

types, method of presenting results, and advisory nature of 

those results.  Reference rate, publication year, and availability 

of references were collected.  We found the majority of 

calculators are likely not automatable. 16% of medical 

calculators present advisory results to clinicians.  83% of 

medical calculators provide references. We show a 9-year lag 

from publication to implementation of calculators. New 

medical calculators should be developed with EHR integration 

and the advisory nature of results in mind so that calculators 

may become integral to clinical workflow. 

Keywords:  

Medical Calculator; Clinical Decision Support Systems.  

Introduction 

Electronic health records (EHR) are becoming highly prevalent 

in hospital systems [1].  Clinical decision support (CDS) within 

EHRs is also ubiquitous.  Technologies such as the SMART 

platform [2], the HL7 FHIR data interface [3], and CDS Hooks 

[4] are helping drive the development of CDS that can be used 

in any EHR system.  At the same time, studies have shown 

quality, workflow, and efficiency benefits for users of decision 

support systems [5,6]; however, these benefits are not universal 

for all CDS [7,8]. 

Some CDS systems have medical calculators as a major 

component; therefore, it is important to understand medical 

calculator attributes.  Medical calculators embody evidence-

based medicine and are typically based on scientific literature 

[9].  Some medical calculators are embedded into EHRs and 

can be considered ubiquitous such as the automatic BMI 

calculation. The proliferation of technologies, such as the 

internet and EHRs, have obvious implications on the 

accessibility of patient data and access to medical calculators. 

While the majority of medical calculators are simple and 

straightforward, there exist many online, web-based medical 

calculators that may be provisioned within an EHR.   

Workflow integration and dissemination techniques are 

common themes in literature examining CDS.  Previous broad 

studies on CDS have identified workflow, adoption, 

effectiveness, and dissemination of knowledge as top 

challenges [10,11].  Appropriate integration of CDS has been 

problematic, with alert fatigue being well studied [12,13].  

Recent studies have investigated the potential for automating 

calculation of medical calculators, highlighting the 

opportunities and challenges of doing so [14,15]. 

The appropriate provisioning of CDS was characterized by the 

“five rights”: making the right information available to the right 

person, in the right format, through the right channel, at the 

right time [16].  The automatic provisioning of CDS can have a 

positive impact on important healthcare issues, such as patient 

safety [17], racial and gender disparities [18], and process 

adherence [19].  In addition, prior studies show that factors such 

as automatic provisioning of CDS tools [6,20] can impact the 

adoption and success of CDS.  Moreover, the Kawamoto study 

[21] identified several important relevant factors driving CDS 

adoption that are applicable to medical calculators: a) automatic 

provision of decision support as part of clinician workflow, b) 

provision of recommendation rather than just an assessment, 

and c) computer-based generation of decision support. 

Classification of medical calculators is an important topic that 

impacts provisioning techniques.  There is no widely accepted 

standard classification of CDS, and no comprehensive 

taxonomy for medical calculators. Osheroff et al., proposed a 

generic CDS taxonomy based on user interface [16], while 

Berlin et al. developed a framework for the classification of 

CDS (the CDSS Taxonomy framework) [22].  Calculator inputs 

and outputs have not been well studied.  Dziadzko et al. [23] 

classified a subset of online calculators by their specialty, 

calculation methods, and goal, but did not further describe the 

output modes of a calculator.  Aakre et al. [15] studied the 

specific availability of the inputs of 168 clinical calculators 

within the EHR and classified them as easily extractable, 

extractable with advanced techniques, or not extractable, but 

did not provide a taxonomy to describe different input types and 

the impact those types have on automatic calculation.  Of the 

existing literature, the Berlin et al. framework provides the most 

broadly applicable framework for assessing a CDS like medical 

calculators.  Their Reasoning Method, Recommendation 

Explicitness, and Explanation Availability attributes are 

particularly pertinent to calculators due to their simple nature.   

The importance of workflow integration and automation on 

CDS adoption is clearly defined in literature; however, current 

research does not address the specific contributions that the 

structure of a medical calculator may have on the ability to 

automate and integrate these types of CDS into EHR workflow.  

These currently unknown attributes of calculators may have a 

direct impact on medical calculator adoption.  We expand the 

current state of CDS classification by identifying attributes that 

are unique to medical calculators.  Their potential for automatic 
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calculation and delivery of advisory information to clinicians 

and calculator input and output modalities are important factors 

for clinical acceptance and workflow integration.  We also 

examine literature references of calculators to determine 

availability and lag between publication and implementation of 

online calculators. 

Methods 

We performed an assessment of three currently available online 

services that provide access to medical calculators, consisting 

of two free services and one commercial service.  These 

services are anonymously referred to as Service 1, Service 2, 

and Service 3, respectively.  The two free services were the first 

two non-medical-specialty specific web-based services 

appearing in the top 10 “organic” search results using the term 

“medical calculator” through a Google search.  The commercial 

service was selected due to its availability in the University of 

Missouri Health System (UMHS).  In total, these three online 

medical calculator services contained 766 implemented 

medical calculator algorithms.   

Input types were determined by performing HTML data 

scraping of the HTML input tag from Service 3.  Each input 

was classified into a type by examining the HTML input type 

(radio, checkbox, number, or text), and whether the data was a 

discrete value, a logical computation of a discrete value, 

required interpretation or the opinion of a clinician, or were 

worded in such a way as to require data from a patient and be 

unlikely to be stored in the EHR.  The resulting types were 

checked for completeness during classification of the entire set 

of calculators. 

Calculator output types were determined by examining all 

calculators in the study.  Each calculator page was opened and 

classified into one or more of the output type categories.  

Categories were added as new output types were encountered.  

The calculators’ targeted user (physician or patient) was 

captured and their references were collected where available.  

The calculator type was also assessed by examining the input 

and output modalities and targeted user to arrive at a 

classification.  Calculators that did not fall into an already 

encountered type were assigned to a new type. 

Results 

Using the CDSS Taxonomy framework, we accounted for 

Reasoning Method, Recommendation Explicitness, and 

Explanation Availability during our data collection.  Data 

inputs, calculator outputs, and calculator references were 

documented for each calculator in the three services.  

Calculators were then categorized based on these factors. 

Calculator Inputs 

To provide a generalized guide for future calculator 

development, we examined the inputs necessary for medical 

calculators and generally classified them as follows: 

1. Discrete Data Elements – these are atomic pieces of 

data stored in an EHR.  For example, the rate of 

creatinine clearance.   

2. Non-discrete Data Elements – inputs of a non-discrete 

nature can ask for medical opinions of providers, for 

example, the likelihood of a diagnosis. 

3. Logical Computation on discrete data elements – a 

calculator that asks if a value is over or under a certain 

threshold, or within a specified range, requires logical 

computation to determine an input value.  For instance, 

in a point-based calculator, assigning points based on 

age ranges falls into this category.  

4. Obscure Data Elements – Data elements unlikely to be 

contained as structured data within an EHR.  For 

example, the NIH Stroke Score requires the patient to 

identify the current month and his or her own age. 

Calculator Output 

For demand-driven calculators, the way in which calculator 

results are delivered (Recommendation Explicitness [22]) were 

considered germane in our review as they are related to the 

advisory nature of the calculator output.  Advisory calculators 

suggest a diagnosis or recommendation, and non-advisory are 

assessment only, providing a probability, score, or discrete 

information result.  We identified five different types of results 

display, classified as either non-advisory (types 3, 4, and 5) or 

advisory (types 1 and 2), with Table I showing the distribution 

of these.   

1. Diagnosis - Calculator presents a potential diagnosis, 

for example the Duke Criteria for Infective 

Endocarditis [24] provides a definite, probable, or 

rejected diagnosis for infective endocarditis 

2. Advice/Recommendation - Calculator suggests or 

recommends a specific course of action, such as the 

HEMORR2HAGES Score for Major Bleeding Risk 

[25] which suggests initiating therapy based on 

calculator results. 

3. Probability - Calculator provides a probability of 

patient having or developing a condition.  The 

APACHE II Score [26] provides a probability of 

mortality 

4. Classification - Calculator classifies patient in one or 

more categories.  For example, the Apgar Score [27] 

classifies infants as normal or requiring intervention. 

5. Discrete Information - Calculator provides a discrete 

data value for provider to use.  The BMI calculator 

provides the well-known ratio of body weight to 

height. 

 Kawamoto [21] indicated that the success rate for decision 

support use is substantially higher for CDS that provision a 

recommendation versus an assessment.  We found that just 16%  

Table I - Percentage breakdown of output types of calculators.  Note that a calculator may present multiple output types. 

Service 1 (n=138) Service 2 (n=498) Service 3 (n=130) 

Output Types Count 

 

Percent  

of total 

Count 

 

Percent  

of total 

 

Count 

 

Percent  

of total 

diagnosis            2 1.45 27 5.42

 

6 4.62

advice/recommendation       42 30.43 37 7.43

 

7 5.38

probability          23 16.67 41 8.23

 

4 3.08

classification       75 54.35 195 39.16

 

69 53.08

discrete data        33 23.91 249 50.00

 

56 43.08
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 (121/766) of calculators fall in the advisory category.  With the 

majority of analyzed calculators not providing 

recommendations, there is a lower potential for significant 

adoption of medical calculators. 

Calculator Categorization 

Calculators in this study were analyzed and categorized into 

four major types: 

1. Clinical Criteria – These are clinician facing 

calculators typically implemented as a scoring system.  

Answers to specific questions accrue points, with the 

total then looked up in a table to define the calculator 

output.  These can require any combination of the four 

Input Types.  For example, Total Cholesterol required 

by the ACC/AHA 2013 Cardiovascular Risk 

Assessment [28] accepts discrete data input. The Wells 

Score System for Deep Vein Thrombosis  [29] asks for 

non-discrete data elements through questions such as 

“An alternative diagnosis is more likely than deep-vein 

thrombosis.”  The Multiple Myeloma Diagnostic 

Criteria [30] has input with logical computation on 

discrete data elements (M Protein: IgG > 3.5 g/L).  The 

Head CT Rule for Minor Head Injury [31] requests 

obscure data elements such as “Inability to bear weight 

right after the injury as well as in the emergency 

department”.  Combinations of any of the input types 

may also be requested, as in the Metabolic Syndrome 

Criteria [32]: “Blood pressure >=130/>=85 or on blood 

pressure prescription” 

2. Medical Equation – All inputs are Discrete Data 

Elements.  The result of the calculator is found by 

computing a formula with the appropriate values.  For 

example, the Cockcroft-Gault equation for estimating 

creatinine clearance is CreatClear = Sex * ((140 - Age) 

/ (SerumCreat)) * (Weight / 72), where the value for 

Sex is 1 for male and 0.85 for female [33]. 

3. Questionnaire – Inputs can be any of the four Input 

Types and are designed to be answered either by a 

patient or in collaboration with a patient.  A scoring 

system is usually employed, similar to Clinical 

Criteria.  An example is the CAGE Questionnaire [34], 

which contains input prompts such as “Have you ever 

felt you needed to cut down on your drinking?”  

4. Decision Tree – Inputs presented to users are 

dependent on answers to prior questions.  A scoring 

system is used similar to Clinical Criteria.  The 

PECARN Pediatric Head Injury/Trauma Algorithm 

[35] is an example of a decision tree. 

Figure 1(a) shows the distribution of calculators by type across 

the three analyzed calculator services.  Clinical Criteria 

calculators make up the majority of catalogued calculators.  

Because they can require Input Types other than Discrete Data 

Elements, additional steps may be required by the provider to 

search the EHR or other sources for relevant data and could 

reduce the likelihood of utilization.  Medical Equations make 

up the next largest category.  These are the only type that rely 

solely on Discrete Data Elements.  Given the availability of 

EHR data, they can be automatically computed without 

interaction from a clinician.  Questionnaires and Decision Trees 

make up a collective minority of the catalogued calculators.  

Both types are designed to be highly interactive and thus do not 

lend themselves well to automated computation. 

Calculator References 

The rate at which references were made available, for which 

types, and the accessibility of those references, were collected 

during calculator analysis.  The availability and access to 

references fulfills a portion of the CDSS Taxonomy 

framework’s “Explanation Availability of the Information 

Delivery axis” [22].  Clinicians can gain an understanding of 

the reasons behind a recommendation from the primary 

literature and is complimentary to the advisory content of 

medical calculators.  The distribution of references by 

calculator type is presented in Figure 1(b).  While the numbers 

of decision tree and questionnaire calculators were very small, 

we did note that Service 1 and Service 2 referenced 100 percent 

of these types.  Clinical criteria calculators were referenced 

more than 90% of the time, with two services approaching full 

coverage.  Medical equations were the least referenced type of 

calculator across the three services we analyzed.   

We found that each of the three services presented references 

in distinct ways.  One service listed references in citation style, 

while the other two attempted to provide URL links and 

categorization of the references.  A primary concern uncovered 

in our analysis was the accessibility of the references.  We 

conducted a detailed analysis of the largest calculator service 

that provided URL links (Table 2).  A deeper analysis of the 

NCBI links showed that they all led to PubMed, a site which 

makes freely available basic information on articles, such as 

a) b)  

Figure 1 – Calculator Types and References by source.  a) shows that Clinical Criteria and Medical Equations are the most 

popular types of medical calculators.  In b) we find that Medical Equations are far less referenced than the other types. 

Table 2 – Reference links provided by Service 2 

Domain Count 

Internal Site Reference 47

Other URL 55

No URL Provided 65

www.ncbi.nlm.nih.gov 589

� �� �� �� ��

Clinical Criteria

Decision Tree

Medical Equation

Questionnaire

Percent of Calculator Types by Source

Service 1 Service 2 Service 3

� �� �� �� �� 	� �� 
� �� �� ���

Clinical Criteria

Decision Tree

Medical Equation

Questionnaire

Percent of Referenced Calculators by 

Source

Source 1 Source 2 Source 3
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publication year and abstract, but not the full text.  Lack of 

access to full text references could be an important factor in the 

adoption of newly implemented medical calculators. 

An analysis of the publication year of the NCBI references 

supported a trend towards older publications (Figure 2), with 

the median publication year being 2002.  Growth of 

implemented calculators follows an exponential curve until 

2006.  In the same year, there is a change in the rate of medical 

calculator implementations.  Because this analysis represents a 

single point in time snapshot of medical calculator 

implementations as of March 2015, and implementation dates 

of online medical calculators are not available, we can only 

hypothesize that the reason for the change in calculator 

implementation rate is a lag from publication to implementation 

of approximately 9 years.  Studies of medical research 

publication to widespread practice implementation show a 

similar lag of 17 years [36] to 24 years [37]. 

 

Figure 2 – Number of referenced calculators by year. 

Discussion 

Our analysis shows that less than half of available medical 

calculators lend themselves to fully automatic calculation of 

results, with past research indicating that the adoption of CDS 

increases with automatic provisioning [21].  The ability of a 

calculator to have its results displayed automatically is rooted 

in the decisions made during the research that produced the 

calculator publication.  While any calculator may be included 

in provider workflow at the “right time”, only a minority of 

calculators could automatically provide the resulting answer 

without requiring a clinician to manually input data that may 

already be available in the EHR.  Medical equations are the 

single type of calculator capable of providing the result without 

the interaction of the user- this is due to the inputs requiring 

only discrete, structured data.  Clinical criteria may be 

automated but may be challenging to develop due to the varying 

types of inputs that could be required.  The other types of 

calculators (e.g. decision trees and questionnaires) are less 

suitable for automatic calculation due to their interactive nature.  

Thus, as new predictive models are developed, careful 

consideration should be given to the type of calculator that 

could be implemented.  Medical equations and clinical criteria 

could be the preferred implementation if adoption and 

dissemination are desired for the model.   

The advisory nature of current medical calculator outputs is 

also not consistent with prior studies that suggest 

recommendations lead to better adoption [21].  Only a small 

percentage of the calculators we studied (16%) provisioned 

results in an advisory fashion.  Two of the most active forms of 

delivering medical calculator results included suggesting a 

diagnosis, and dispensing advice or recommendations for 

treatment.  While we surmised that many factors play into the 

ability to provide advisory results, e.g. validation studies, 

liability, and confidence, it nevertheless is a factor related to 

adoption and should be considered in the development and 

publication of new predictive models. 

Finally, 83% of implemented medical calculators in this study 

provided reference materials.  The high rate of reference 

availability could prove a useful method of introducing new 

evidence-based medicine directly in the clinical workflow as 

embedded medical calculators; however, the inaccessibility of 

full text references may be problematic.   It requires further 

study to determine whether or not reference availability would 

have an impact on perceptions of calculator credibility.  The 

noted median year of publication of medical calculators was 

2002, which highlights a potentially missed opportunity to 

leverage EHR deployed CDS as a means to introduce new 

evidence based medical literature.  

Conclusion 

This paper presents a taxonomy of medical calculators that can 

be used to inform future research in medical calculators and 

predictive algorithms.  Researchers ultimately may be best 

positioned to impact the future of CDS adoption by becoming 

more cognizant of the types of data used to build these models, 

and the advisory nature of the results, and by being conversant 

in the fundamental structure of a medical calculator.  These 

decisions may influence the speed at which new predictive 

models are implemented and delivered as automatic decision 

support within EHRs.  EHR vendors and implementers should 

take note of the five rights of CDS, relevant usability and 

automation concerns, and disparities between different levels of 

clinical experience to design calculator workflows that are 

deployed automatically to end users.  As CDS becomes more 

accepted as part of the delivery of medicine, evidenced by 

recent opinion [38] and the creation of “npj Digital Medicine” 

[39], insights into the issues surrounding integration of CDS 

into clinical workflow will help drive adoption of new 

technologies. We believe that future medical calculators will go 

beyond regression analysis and include more complex data, 

longitudinal data, and data from outside the EHR.  Techniques 

such as deep learning, explainable AI, and big data technologies 

will make available more decision support that is based on 

discrete data in an EHR and can be automatically provisioned 

as medical calculators.  Such disruptive and cutting-edge 

research will radically change medical practice in the coming 

decades, and contributions in this area must continue to push 

the comfort zones of the medical community.  Building a solid 

understating in this area, as the collective research on medical 

calculators does, is necessary to prepare for such a future of 

digital medicine. 
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Abstract 

Lean management applied to healthcare aims at creating 

maximum value for patients by reducing waste and waits. It 

puts the patient’s needs center stage, emphasizes employee 

involvement and continuous improvement. To realize this, 

visual tools such as the huddle board or the patient board are 

implemented in hospital wards. The boards are currently 

realized by whiteboards or flipcharts, which leads to duplicated 

data entries and loss of information. The objective of this work 

is to introduce a concept for digitalizing the patient board and 

integrate with a hospital information system (HIS) for improved 

data availability. Data on appointments, personnel planning 

and master patient data can be directly accessed from the HIS 

database. A digital patient board has several benefits: data can 

be collected from information systems, making it obsolete to 

record information several times. Even more functionalities, in 

particular, those supporting the communication between a 

patient and a healthcare team can be included by means of a 

digital board which improves patient involvement.   

Keywords:  

Health Communication, Hospital Information Systems, Patient 

Care Management 

Introduction 

To reduce costs, healthcare providers try to improve their 

outcomes while simultaneously achieving greater efficiency. 

One prominent method is lean management; it promises 

improved quality, capacity, and safety while limiting costs [1; 

2]. Lean is a management philosophy that helps to create 

maximum value for patients by reducing waste and waits. It 

puts the patient’s needs center stage, focuses on employee 

involvement and continuous improvement [3]. Originally 

developed for Toyota Production Services, lean has been 

applied to various industries and is now conceptually described 

as “an integrated socio-technical system whose main objective 

is to eliminate waste by concurrently reducing or minimizing 

supplier, customer, and internal variability” [4]. 

Visual means such as the huddle board or the patient board are 

used as tools to implement lean principles into practice [5; 6].  

The patient is placed in the middle of all processes. By means 

of a patient board,  be it a flipchart, whiteboard or a customized 

markerboard, installed in a patient’s room, each patient is 

continuously informed about the course of the stay. On that 

particular board, a patient's needs and requests regarding the 

treatment process can be recorded manually during consultation 

with a doctor (for example, the date of discharge).  In addition, 

the patient can also see what time the nursing staff will check 

the next time, who is responsible for him or her on a particular 

day or which examinations will take place on the current day. 

This information board creates transparency for the patient. 

Daily objectives defined by physiotherapists, physicians or 

nurses motivate to do suggested exercises continuously.  

There are commercial tools available to support patient 

communication such as the communication boards from ID 

Signsystem [10] which are not digital solutions, but customized 

markerboards. MyCareBoard is a digital whiteboard distributed 

commercially by the company Lincor [11]. This board is 

developed for inpatients. It shows the latest laboratory data, 

provides access to social media tools and shows contact persons 

for the day. MyCareBoard provides many functionalities that 

go beyond the lean principle which renders the interaction 

much more complex. Since the inpatients in our collaborating 

hospital are often above 60 years, we believe that – in contrast 

to MyCareBoard - our digital patient board should focus on the 

provision of relevant information and on a well-defined set of 

functionalities.  

Sehgal et al. found out that whiteboards placed in patient rooms 

have the potential to improve teamwork, communication and 

patient care [12]. They can improve patient experience and 

coordination of care between patients, their family members 

and hospital staff. Dry-erase whiteboards were used at the 

bedside but led to frustration for nursing staff, nursing 

leadership, hospital administrators and patients. Studies 

showed that one major reason is that these whiteboards fail 

because pens are unavailable when needed [12].  

The use of a whiteboard version of a patient board was 

evaluated in a project at the Biel hospital center [4-7]. It was 

found that patients appreciate the visual representation of their 

daily routine and the planned appointments shown on the 

patient board. Some weak points were that data must be 

recorded several times on the different boards, in the HIS and 

on the patient board. Furthermore, data protection was not 

given since the current board is placed visibly to all visitors in 

the patient room.  

To overcome these limitations, we introduce a concept for 

digitalizing the patient board and integrating it into the hospital 

workflow. Furthermore, we introduce our prototype for a digital 

patient board. The objective of a digitalized patient board is to 

increase data availability for patients, improve patient 

involvement, patient experience and provide a means for 

asynchronous information exchange and communication with a 

patient.  
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Methods 

Development Process 

Requirements were assessed in discussions with the leading 

nurses, the head of the nursing department and an IT manager 

of a Swiss hospital. In an iterative process accompanied by 

stakeholder discussions, a concept was developed to replace the 

current patient board realized as a whiteboard by means of a 

digital solution meeting the above-mentioned requirements. 

The interfaces to existing information systems were analysed. 

Finally, a prototype of a digital patient board was implemented 

considering the requirements from the orthopedic ward. 

Feedback on the system was retrieved in discussion with nurses 

and patients (see the section on usability test results). 

Lean Management on the Partner Hospital 

The hospital Spitalzentrum Biel involved in this work adapted 

the Seattle model of a lean hospital. Among other methods, they 

apply lean in their orthopedic and gynecology ward. Each ward 

is split into four zones with a zone comprising 4 patient rooms. 

In the daily personnel planning, nursing staff is assigned to the 

single zones. Over the day, nurses only address tasks within the 

assigned zone. Every hour, they go through the bedrooms in 

their zone and address the patient issues.  

The lean principle is applied to support planning and 

communication among others by implementing three different 

boards (flowboard, huddle board, patient board). They are 

available as whiteboards on which hospital staff can write 

relevant information. The flowboard is located in each zone of 

a ward and is used by caregivers. They meet to plan their hourly 

rounds to the patients and allocate tasks. This information is 

written on the board. All professional groups of all zones meet 

twice a day at the huddle board to discuss the daily routine on 

the ward. The huddle board supports the communication and 

planning of the tasks in the ward. 

The patient board is placed in the patient rooms. By means of a 

flipchart/whiteboard, each patient is informed about the course 

of his or her stay. A mobile care trolley was made available to 

the nursing staff for the hourly rounds. This is a mobile 

workstation for care to avoid unnecessary interruptions in the 

working process with patients as well as long distances. It 

contains a laptop and the most important materials as well as 

medications [7]. 

Results 

In this section, we introduce the concept for digitalizing the 

patient board and integrating it with the system and process 

landscape of a hospital. Further, we describe the functionalities 

and components of our prototype of the digital patient board.  

Requirements 

A main requirement for digitalization of the patient board is to 

provide the same content as the one available on the existing 

whiteboard patient board, but in a digital format. Information 

should be accessible through a web application running on two 

devices: on a touch screen placed in the patient room and a 

tablet application accessible through a tablet. Nurses, 

physicians and patients interact with the touch screen. They 

should be able to enter and modify data. Wherever possible, 

relevant data items have to be retrieved from existing 

information systems and shown on the patient board. The 

information should be displayed in a suitable way for patients 

and health professionals. 

The tablet version is only designed for use by patients. It should 

enable the patient to enter notes on the daily physiotherapeutic 

goal and to ask questions. Furthermore, the patient should have 

access to responsible care providers, appointments, daily 

physiotherapeutic objectives and the specified requests and 

needs. Data security has to be ensured in both devices.  

Concept 

Our concept for digitalizing the patient board and integrating it 

with the information system environment consists of several 

devices (Fig. 1).  

 

Figure 1: System overview: The patient board is the central 

data access screen. It is connected to the database of the 

hospital information system. A subset of the data is available 

through the patient application using a patient tablet. 

The patient tablet with patient application is designed for use 

by patients during their stay at the hospital and allows, for 

example, accessing the individual daily, physiotherapeutic goal 

and a progress line. 

The patient board is a web application accessible through a 

touch screen located in the patient room. It provides data access 

for doctors, nurses and patients.  

The patient portal is an application for patients to be used 

inside or outside the hospital, mainly providing information on 

the stay.  

Table 1 summarizes the type of information that is available 

through the different devices. Figure 1 shows the interactions 

between the different devices (flowboard, patient board and 

patient tablet) with the HIS and connected information systems. 

In this work, we are focusing on the digital patient board. 

However, the flowboard is included in the concept since it is 

currently under development. 

All relevant data shown on the patient tablet or patient board is 

retrieved and stored in the HIS and is accessed by the different 

devices listed above. The information shown on the patient 

board is taken from the HIS database which in turn has 

interfaces to other databases. For example, from the personnel 

planning system PEP, the responsible physician and nurse and 

their period of service, are taken. This information can be 

shown on the digital patient board in order to select the 

responsible physician according to the shift planning. In future, 

additional boards that allow showing the result from shift 

planning directly on the patient board can be integrated. From 

M. Hamidi et al. / Towards a Digital Lean Hospital: Concept for a Digital Patient Board 607



the radiology information system (RIS), scheduled radiology 

examinations of a patient are collected. The patient master data 

and case data are taken from the patient administration system. 

In future work, we will also digitize the flowboard that will also 

be connected to the patient board and HIS. 

Table 1: Information available on different devices 

Device Information provided 

Flowboard Patient ID, surname, first name, patient 

room number, upcoming examination 

(where, when) shown in a flow chart 

Patient board Date, surname, first name, date of birth, 

language, responsible physician and 

nurses, upcoming examinations, goals, 

medication, admission date, discharge date 

Patient tablet Responsible physician and nurses, 

upcoming examinations, 

physiotherapeutic goals, request and needs 

from the patient 

Patient Board and Patient Application 

The electronic patient board was implemented as a web 

application, specifically implemented for the orthopedic ward 

of the collaborating hospital. We developed the patient board in 

two languages (French and German). Languages can be added 

easily in future, addressing the fact, that inpatients might 

neither speak German nor French.  

When the application is started, the functionalities differ 

slightly depending on the platform used and access rights. 

Accessed through the touch board (referred to as patient board 

in Figure 1) by health professionals, data can be manipulated. 

More specifically, patient master data can be accessed and 

individual data records such as the therapeutic goal of the 

patient board can be modified. Functionalities of the touch 

screen application for the nurses and physicians include:  

• Entering dietary restrictions, responsible care 

providers, patient needs, 

• Specifying physiotherapeutic goal, 

• Changing mobilisation schema (Figure 3), 

• Entering discharge date, 

• Retrieving examination and treatment appointments 

from relevant information systems. 

The system can only be accessed by authentication with a 

password or patient barcode. 

When data is accessed by a patient through a  patient tablet, the 

individual progress is shown on the patient board; questions and 

needs can be formulated and stored for indirect communication 

with the healthcare team. In this way, the patient is provided 

with a platform for recording requests that cannot be addressed 

immediately by the care team. Contact persons of the healthcare 

team are listed on the screen. Additionally, the patient 

application displays a progress curve based on the mobilization 

scheme and daily goals of the physiotherapy. The display can 

be personalized so that a patient only sees data that is of 

importance for him. This ensures that patients are not 

overloaded by information. In order to make entries in the 

patient tablet app, patients must authenticate themselves with 

an integrated barcode scanner. The scanned bar/QR code is 

compared to the tablet UUID stored in the database and 

assigned to the patient. Figure 2 shows a screen of the patient 

application.   

 

Figure 2. The digital patient board shows a progress line with 

respect to the mobilization progress, daily goal (Tagesziel), 

needs (Bedürfnisse), responsible nurses and clinicians, or 

appointments. Elisabeth Brönnimann is a fictitious character. 

 

Figure 3: Mobilisation schema 

Usability Test and Evaluation Results 

To assess the usability of our digital version of the patient board 

in its appearances and for the different user groups (tablet vs. 

touch screen and patient view vs. health professional view), we 

performed a usability test. Nurses and potential patients have 

been interviewed. With “potential patients” we refer to persons 

that were not inpatients at the time of evaluation but are likely 

to become one day. They were recruited from the authors’ 

social and work environment.  

At the beginning of the test, patients were introduced to the 

topic of lean management and the general idea of the patient 

board. Afterwards, they were confronted with the app running 

on a tablet and a set of six tasks which had to be solved. The 

task included: creating, sharing and deleting a note, scanning a 

barcode, asking a question, opening the daily goal view and the 

progress bar.  

Nurses assessed the patient board application that we opened in 

a tablet. Their tasks comprised: specifying the type of diet, 

adding and removing employees, specifying a mobilization 

goal and treatment phase, specifying a physiotherapeutic 

objective, adapting the date of discharge, and answering patient 

requests. 

All participants were asked to think aloud while performing the 

tasks. A questionnaire with 11 statements and a 5-item Likert 

scale had to be completed afterwards (see Figures 3 and 4). The 

statements addressed usability issues (ease of use, 

understandability etc. ) and layout.  

18 potential patients and six nurses were involved in the 

usability test and completed the questionnaire. All participants 

were able to solve the tasks. The age distribution of the patients 

is as follows: age group 18-24 (four users),  25-44 (three users), 

45-64 (seven users), 65-79 (four users).  

The layout and design were well received by the potential 

patients. They felt comfortable while using the app and 
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confirmed that they could deal with the app intuitively. 72% 

claimed that they would be willing to use the application.  The 

overall feedback was rather positive.  The complete results from 

the questionnaire answered by patients are shown in Figure 4.  

 

Figure 4: Evaluation results for patients (values in %)  

  

Figure 5: Evaluation results for nurses (values in %) 

Compared to the patient-user group, nurses were more critical 

and had problems with some tasks (see Figure 5). For example, 

50% of the nurses did neither agree nor disagree with the 

statement that the app can be used intuitively. One person had 

problems in dealing with the app, in particular with identifying 

things and reading text. However, most of the nurses confirmed 

they had not needed help to use the application. 

Discussion 

Benefits of the Digital Patient Board 

Improving patient experience and coordination of care between 

the patients, their family members and staff is important for 

good outcomes in clinical care. In this paper, we introduced a 

concept and first prototype for a digital patient board integrated 

into the information system environment of a hospital. The 

usability test showed that patients and nurses are aware of the 

potentials of a digital patient board. Studies showed that 

patients appreciate having key information organized and 

available to them at a glance, leading to an increase in patient 

satisfaction scores [9]. Our digital patient board can facilitate in 

the future, consistent, standardized, and transparent 

communication among patients, caregivers in hospitals, 

medical centers and long-term care facilities.  

Our implementation of a digital patient board provides features 

that are currently not provided by the whiteboard version, but 

that improve the communication between patient and 

healthcare team. In particular, the patient is better involved in 

the care process by having the opportunity to ask questions 

through the board. Based on the information shared by the 

patient, employees can respond directly to their respective 

needs. The patient always has an overview of his treatment and 

goals in mind.  

One open challenge is to decide for an appropriate degree of 

transparency: since the interest and intellectual capacity of 

patients differ, the amount and kind of data displayed for the 

patient has to be considered carefully so as to avoid 

misunderstandings. Initial interviews with hospital staff show 

that the need for information also depends on the hospital and 

wards.  

Another important issue is data integrity and data separation. 

Data integrity is ensured by the user logins and role 

management i.e. nurses will see more information and have 

more interaction possibilities when accessing the patient board 

with their credentials than patients.   

The data flow via the corresponding interfaces between 

information systems in hospitals and the patient board will in 

future allow employees to dedicate themselves directly to 

communicating with the patient without having to re-enter 

existing information such as responsibilities or appointments on 

the patient board. Waiting times for the patient are reduced, 

employees are relieved and data integrity can be guaranteed. 

The economic effect still has to be proven in corresponding 

evaluations.  

The functionalities of the patient board as tested in our 

prototype have been integrated into a mobile version of KISIM. 

KISIM is the HIS of the cooperating hospital developed and 

distributed by a Swiss software company CISTEC AG 

(http://www.cistec.ch/). KISIM mobile will provide access to 

the above-listed functionalities of the patient application. The 

data will be retrieved and stored in the KISIM database.  

Problems of the Usability Test 

There are some issues that influenced the usability test results. 

Nurses were not only focusing on their role as nurses but 

partially provided feedback from a patient perspective, i.e. they 

made comments on things that they assume to be not intuitive 

or understandable for patients instead of focusing on their role 

as nurses.  

Another issue is that the “potential users” were not hospitalized 

and were recruited from the authors’ environment. Regarding 

usability, we consider these persons as representative since we 

selected persons randomly not requesting specific technical 

skills. However, people might conceive things differently when 

they are really inpatients. We tried to balance the age groups of 

persons involved in our test and could not determine differences 

in the feedback depending on the age of the user. As mentioned 

earlier, the inpatients of the collaborating hospital are older than 

60 years. A field study has to be performed to ensure that 

inpatients can deal with the systems without problems.  

A comparison between the whiteboard version and the digital 

version was not performed. Since the digital version of the 

patient board contains the same information as the current 

markerboard version of the patient board, we believe that the 

information is at least understandable to a similar extent. 

However, we did not verify this within our usability test.  

Future Extensions and Integration with other Digital 

Boards 

As mentioned in the concept section, we envision to digitize 

additional lean boards. There is already one commercial 
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product available that digitizes the huddle board 

(http://www.cistec.ch/abteilungsboard/). It supports an 

interactive shift scheduling in a ward. Additional functionalities 

of that board are:  

• Providing an overview of the rooms and beds as well 

as the patients.  

• Information from the patient record can be displayed 

directly on the board (configurable). 

• Shift planning: By integrating the planning 

information from the PEP into the board, the 

employees of a shift are automatically displayed. 

These can then be assigned to the patients. 

• Planning entries/exits. 

The board has been implemented in one Swiss hospital [8] and 

has been in use since July 2018. We are currently digitalizing 

the flowboard. Once this is completed, all three boards can be 

integrated ensuring the best possible data integration and reuse. 

Questions concerning storage and remarks from patients in the 

HIS could help in understanding communication problems 

among patients and healthcare staff.  

Conclusions 

Lean management is going to be implemented in hospitals to 

better deal with available resources. In its current 

implementations, however, optimization potentials exist that 

could be addressed by means of digital solutions. We 

introduced our concept for a digital patient board as one crucial 

component of the lean hospital. The usability test confirmed 

good usability. Data can be automatically retrieved from 

information systems.  

In future, in particular, the patient tablet as one out of several 

devices of our concept can be equipped with additional features, 

such as menu selection, or features for patient education. 

However, it has to be ensured that patients only see content that 

is relevant for them and which they can handle. We believe that 

the standard version of the digital patient board should focus on 

the information provided by the current patient board. 

Advanced users should be enabled to use additional 

functionalities.    
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Abstract 

Neonatal screening and ongoing follow-up of children with sickle 

cell disease are essential to reduce the mortality caused by this 

disease. To ensure care continuity, it is essential to include in the 

patient's record the history and details of biological tests. Thus, 

it is necessary to provide a Laboratory Information System for 

electronic management of biological test prescription and 

results, and the laboratory system must integrate well with 

Health Information Systems. In this paper, we propose a 

Laboratory Information System for the management of biological 

tests for the neonatal screening and healthcare of sickle cell 

disease in Senegal.  

Keywords: 

Clinical Laboratory Information Systems; Anemia, Sickle 

Cell; Neonatal Screening  

Introduction 

Large amounts of data pass regularly through Senegal's health 

system between medical services and biological laboratories. 

This data includes on one hand the tests issued by the physicians 

and on the other hand, the test results produced by the 

laboratories. In addition, there is data specific to laboratory 

activities such as sampling data, the test results, and the test 

reports, etc. This data is usually recorded in paper documents and 

is accessed manually. This situation also leads to recurrent back 

and forth by patients or their carers between medical services and 

laboratories. Thus, the labs face enormous problems related to (i) 

collection, storage and processing of test prescriptions and 

results, (ii) data security, and (iii) possible impaired data integrity 

because of the frequent use of archives. It then becomes 

necessary to implement a Laboratory Information System (LIS) 

integrated into existing Health Information Systems (HIS) to 

overcome all these difficulties. 

The purpose of the LIS is to manage the laboratory's workflow, 

including processing, storing, and managing biological analysis 

data in order to provide accurate results for clinical decisions 

[1,2]. In Senegal, the integration of a LIS with an HIS represents 

a new scientific and organizational dimension in the local 

medical practice. Indeed, despite several initiatives including the 

National Medical Information System for Senegal (SIMENS) 

project [3], a modular HIS, initially designed for medical services 

in health facilities of level three in the sanitary pyramid of 

Senegal [4,5], a LIS has never been proposed. 

In this article, we propose a laboratory information system for the 

management of screening tests for sickle cell disease and all other 

tests (hematology, biochemistry, parasitology, and bacteriology) 

necessary for proper monitoring and good management of 

positively screened patients. The LIS is designed as a module of 

SIMENS and is called SIMENS-LIS4SC (SIMENS LIS for 

Sickle Cell) and is integrated with the HIS of the Center for 

Research and Ambulatory Care of Sickle Cell Disease 

(CERPAD) in the Saint-Louis region of Senegal. CERPAD aims 

at proposing a model for neonatal screening and early healthcare 

of sickle cell adapted to Senegal's public health system. Indeed, 

sickle cell disease is a major public health problem occurring in 

approximately 300,000 births annually worldwide [6]. 

According to a systematic review on sickle cell disease for 

children under five years od [7], both the highest prevalence and 

highest mortality of sickle cell is in Africa, and there is a need for 

national comprehensive newborn screening to identify patients, 

and to develop holistic care programs to provide therapeutics and 

education for families and children with the disease. In Senegal, 

there are no published studies on sickle cell prevalence. Few local 

and specific studies, such as one in Senegal, [8] reveal that sickle 

cell disease mainly concerns children and adolescents.  

In the results, we cover the first phase of the project, which began 

in April 2017. The health services involved were the maternity 

wards of the Saint-Louis’ Regional Hospital Center (CHRSL) 

and the reference health center of the city of Saint-Louis. We 

present the different interfaces designed for managing the 

biological test data of the CERPAD laboratory. We illustrate the 

system contribution in terms of quick and easy access to 

statistical data for decision-makers through a reporting and 

dashboard module. A preliminary evaluation was also conducted 

to show the LIS assessment by the different CERPAD actors 

involved in the laboratory tests processes. 

Methods 

The neonatal screening program included every newborn with 

the consent of their parents. Specially trained midwives and 

gynecologists informed parents about the process. Materials 

collected included for each newborn, a blood drop sample and an 

information sheet regarding the baby's medical data, the parents’ 

marital status, contacts, and socio-professional status. In 

addition, for newborns suspected of having sickle cell disease or 

homozygous C after the initial screening, a second venous blood 

sample was collected for detailed analysis. 

The initial blood sample was used to perform hemoglobin typing 

by the isoelectrofocusing method. The second sample was used 

for performing capillary electrophoresis of hemoglobin, to 

identify and confirm the sickle cell status. The center followed 

monthly newborns with a major sickle cell syndrome profile (SS, 

SC, SE, SDPunjab, SOArab, SLepore, Sβ°thalassemia, 

Sβ+thalassemia) or a CC status during systematic visits. They 

also received emergency care during acute attacks or other 

complications related to the disease. 
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Recommended during the follow-up for diseased patients, 

mandatory biological and radiological examinations evaluated 

systematically and periodically the patients’ health state. These 

examinations’ objective was to detect complications in early 

stages in order to propose preventive treatment before any organ 

deterioration or the appearance of functional repercussions. A 

doctor from the HIS could also prescribe these examinations 

during the patient consult and could send patients directly to the 

nurse for sampling. Samples were then passed to the lab 

technician to trigger the biological test process of sample sorting. 

The biological examinations were proteinuria (after 24h), blood 

count and reticulocyte level (every month from birth), serum 

iron, ferritin, lactate dehydrogenase, and irregular agglutinins 

(every year since birth), and micro-albuminuria and creatinine 

(every year from 5 years old). The radiological examinations 

were transcranial ultrasound (every year from 2 years old), 

abdominal ultrasound (every year from 5 years old), retinal 

angiography, and cardiac ultrasound (every year from 10 years 

old). Radiological examinations were performed in an external 

department to CERPAD and were not yet taken into account in 

the SIMENS-LIS4SC. 

An application dedicated for data management of laboratory tests 

for sickle cell disease screening and healthcare was implemented. 

It became a part of a module integrated in SIMENS, acting as a 

laboratory information system and connected to the HIS module 

of SIMENS dedicated to sickle cell neonatal screening and 

healthcare. The SIMENS-LIS4SC had two main inputs (neonatal 

screening test request from maternity wards and biological test 

request for the diseased patient follow-up and healthcare from the 

physician) and one output, which were the test results integrated 

in the patient record. The application was implemented using an 

Agile development process [9]. We used PHP and the ZEND 2 

framework to develop the LIS, as these technologies were 

already a part of SIMENS. For data management, we used the 

MySQL relational database management system. We worked 

with a medical and medico-technical team of doctors, nurses, 

laboratory technicians, biologists, and administrative secretaries 

who were very involved in the software design. Regular meetings 

made it possible to clearly identify needs, discuss the various user 

profile requirements, present intermediate results to gather 

opinions and suggestions, and define the following work, etc. To 

guide the design of new features and interfaces, workflow 

schemes and other essential information were regularly shared. 

As a preliminary evaluation, we gathered the opinion of 9 users 

using a qualitative form including 18 questions. These users 

included a secretary, nurse, technician, biologist, and physician 

using the LIS for almost 2 years. For each question, users had to 

answer using a 4-value scale (fully agree, partially agree, 

partially disagree, fully disagree) and were allowed to give no 

opinion. 

Results 

Workflow 

Figure 1 shows the proposed workflow for laboratory tests 

management of sickle cell neonatal screening, follow-up, and 

healthcare. The maternity wards intervened in the sampling 

phase for the newborn screening, the secretary while creating the 

patient's record, and the nurse for filling the sample data from the 

maternity wards. The nurse could have taken samples at the 

CERPAD center if necessary, for instance when the physician 

prescribed additional biological tests for the diseased patients 

follow-up and healthcare. When the samples were transmitted to 

the laboratory, the technician performed some checks before 

completing the tests and filling the results. Then, the biologist 

interpreted, validated and sent the results to the secretary for 

printing. 

 

Figure 1– Workflow of Laboratory Tests Realization 

The SIMENS-LIS4SC 

In this section, we focus on the LIS interfaces that highlight the 

management of the sickle cell biological test data within the 

CERPAD for the neonatal screening and healthcare. Any of the 

identity data in screenshots does not refer to any real patient. 

First, the screening process consisted for the secretary, to create 

a record in the Electronic Health Record (HER) for the patient 

based on his information sheet data from the maternity ward. The 

secretary was also responsible for recording biological test 

requests, such as hemoglobin screening as shown in Figure 2.  

 

Figure 2– Screening Test Request from the Secretary Interface 

Then, the nurse filled the data related to the samples (Figure 3) 

taken on the patient before sending them to the laboratory 

technician who performed the verification.  

 

Figure 3– Sample Data Entry by the Nurse 
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Verification step shown in Figure 4 consisted of checking the 

state of the samples, the conformity of the material used, etc. In 

the event of a problem, the technician could request through  

SIMENS the resumption of the samples concerned.  

 

 

Figure 4– Samples Checking by the Technician 

The technician was also responsible for recording the results of 

the biological tests as shown in Figure 5.  

 

Figure 5– Test results entry by the technician 

Finally, the biologist interpreted and validated the results for 

printing. The results were integrated into the patient's EHR. The 

secretary could access the results and print them as shown in 

Figure 6 for transmission to physician and newborn's parents. 

 

Figure 6– Example sickle cell screening result print 

In addition to accessing the laboratory test results directly in the 

patient record, the physician could prescribe complementary tests 

directly during the consultation. The Figure 7 shows how the SIH 

alerted the physician about the mandatory exams to prescribe for 

the follow-up of the diseased patient. 

 

Figure 7– Complementary Tests Prescribed by the Physician 

Example of Statistical Data on the Screening Tests 

The neonatal screening program started in April 2017 with a two-

month experimental phase. This phase also made it possible to 

test and maintain the SIMENS HIS and LIS modules for sickle 

cell disease screening.  

Table 1– Summary of the screening from 06-2017 to 08-2018 

 

Table 1 shows the evolution of the data over time and their 

distribution according to the various screened sickle cell profiles, 

covering a period of 15 months from June 2017 to August 2018. 

3496 newborns were screened during this period. 3180 (green 

columns) of them were healthy and non-carriers. 316 (orange and 

red columns) were carriers of the gene Hemoglobin S. Among 

carriers, we had healthy carriers (AS) and diseased patients (SS, 

SC, SE, SDPunjab, SOArabe, SLepore, Sβ°thalassemia, 

Sβ+thalassemia). In this first phase, we found 8 (red columns) 

diseased patients of SS profile. 

The figure 8 shows a dashboard of the distribution of (1) the 

overall screened newborns between internal and external status, 

(2) the diseased patients between gender and (3) the diseased 

patients according to SS, SC and CC profiles. 

 

Figure 8– Patients Distribution According Internal and 

External Status, Gender and Sickle Cell Diseased Profiles
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Table 2– Evaluation results and analysis 

The figure 9 shows a dashboard of the distribution of only 

validated results by the biologist of the overall screened 

newborns between (1) gender, (2) sickle cell all profiles and (3) 

ethnic groups. 

 

Figure 9– Patients’ Distribution of Validated Results, 

According to Gender, Sickle Cell All Profiles, and Ethnic 

Groups 

Evaluation of SIH SIMENS-LAB 

The qualitative evaluation yielded very good results (see table 2). 

All users found that the system was easy to use, reliable, secure, 

and that it facilitated their work. Moreover, most of them 

considered that it was able to improve the quality and the 

continuity of care, and, to a lesser extent, the decision-making 

process. Decision-making seemed to be the weakest point of the 

system, though, with two users finding that the system did not 

improve decision making, and 3 expressing no opinion. 

Discussion 

In this section, we discuss the related works on Laboratory 

Information Systems which have various features :  

• The automatic validation of analysis results, which 

consists in checking the plausibility of the results by 

confronting them all with a certain number of 

previously defined parameters in the system. In some 

laboratories in Europe, it is necessary to validate more 

than ten thousand results per day. The system ensures 

the same quality of validation throughout the day. For 

example, Valab software is a reference application in 

biological validation [10]. 

• The management of electronic medical records, 

sampling, data capture, validation, printing of results, 

and rapid communication of test results to connected 

health centers are executable tasks with e-Chasqui. This 

system is designed to support the national network of 

anti-tuberculosis laboratories in Peru. It improves the 

quality of care and ensures effective follow-up of TB 

patients [11,12]. 

• The management of HIV testing, treatment of HIV-

positive patients, and patient data security is achievable 

through the NETLAB system. It is a software 

developed to improve the treatment of HIV in Peru. It 

manages 100 different diseases for which the National 

Institute of Public Health and the network of health 

laboratories in Peru provide test prescriptions and 

results. It ensures, among other things, the 

communication of laboratory results, in complete 

confidentiality to laboratory staff, health providers, and 

patients living with HIV [13]. 

In addition, there are other large-scale solutions for performing 

more complex tasks than in the examples mentioned above. For 

example, Delphic is a SIL for end-to-end information 

management for hospital and community labs. It covers all 

phases of the laboratory work process. It is adaptable to various 

laboratory environments and fully customizable, making it ideal 

for multi-laboratory organizations [14]. The BK-LIS is a LIS for 

patient data management of laboratories in health facilities in 

Vietnam. It is designed for the management of Hematology, 

Biochemistry, Immunology, Microbiology, Urine, Endocrine, 

and Cell Analysis.[15]. 

As far as we are concerned, information systems are being 

implemented especially for sickle cell disease, the most common 

genetic disease in the world. It is generally found in all continents 

but, the highest prevalence rates are observed in Africa. Thus, the 

Laboratory LARTIC (Support Laboratory Research and ICT) of 

the Faculty of Medicine of Antsakaviro of Madagascar in 

collaboration with the NGO Fight against Sickle Cell Disease in 

Madagascar, France and the Faculty of Medicine of 

Antananarivo have set up the openMRS-Sickle-Cell, an 

application based on OpenMRS for the network fighting against 

sickle cell disease in Madagascar. In Madagascar, where the 

prevalence of hemoglobin S trait carriers is estimated at 
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approximately 2,000,000 distributed in highly endemic areas that 

are often remote and almost inaccessible, the system allows the 

centralization of clinical data of patients screened and followed 

up [16]. 

In the context of CERPAD where we developed our LIS, we 

could design a system from scratch for systematic neonatal 

screening and ongoing follow-up of patients. We integrated 

social specificities of the West African region, such as the genetic 

roles played by ethnic groups, in a long-term multidimensional 

database for research purposes. This research should allow a 

better characterization of the disease taking into account the 

socio-demographic and environmental parameters in Saint-Louis 

of Senegal. 

Conclusion 

SIMENS-LIS4SC fulfills several functions allowing the 

realization of the different laboratory tasks for biological tests 

related to the management of sickle cell disease. It allows the 

laboratory to take advantage of the automation of tasks. The 

SIMENS-LIS4SC also makes data entry, reporting and archiving 

much easier within the CERPAD. Physicians can quickly access 

results and analysis reports interpreted and validated by the 

biologists, which greatly speeds up diagnosis and improves 

treatment. This system also provides efficiencies and decreases 

patient expenses by reducing the number of redundant tests. 

Researchers can use the data collected to carry out clinical, 

epidemiological, and social studies. 

The SIMENS-LIS4SC is reusable in other sickle cell screening 

programs. It is also adaptable for any other disease screening and 

could extend to hospital level, by adding relevant tests. 
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Abstract 

The Portable Health Clinic (PHC) system endeavors to take 
healthcare facilities along with remote doctors’ consultancy to 
the doorsteps of the unreached people using an advanced 
telemedicine system. Thus, the necessity of having physical 
healthcare peripheries specially in the developing countries 
can be mitigated. The PHC system promotes preventive 
healthcare by encouraging regular health checkups so that 
diseases can be prevented as well as their severity can be 
mitigated, leading to a reduction on healthcare expenses. Thus, 
the number of patients along with excessive workload on 
existing healthcare human resources can be minimized. The 
current project in rural Bangladesh alone has served more than 
41,000 people so far by the PHC system and a simple analysis 
of this data shows some significant findings on regional health 
status. A simple expansion of this program, covering a wider 
service area, can produce a big data to reflect the whole 
country`s health profile. 
Keywords:  

Preventive Healthcare, Telemedicine, Triage  

Introduction 

Healthcare facility is a basic right for all human beings. 
Unfortunately, the shortage of qualified doctors and health 
workers, insufficient medical facilities and lack of healthcare 
awareness remain as some major obstacles for ensuring a 
standard level of healthcare service in the developing countries 
[1, 2]. Under this circumstance, telemedicine with preventive 
healthcare could be considered as a key to overcome this 
situation. Keeping this in mind, the Portable Health Clinic 
(PHC) system has been developed as an advanced telemedicine 
system for the rural communities in Bangladesh [3, 4]. This 
system, also called “Doctor in Box”, enables bringing 
healthcare services to the doorsteps of the rural communities at 
a affordable price (Figure 1). 
Nowadays, the prevalence of non-communicable diseases like 
Diabetes Mellitus and Hypertension has increased to a cautious 
extent. Being a developing country, Bangladesh is not an 
exception. From our studies, we have learned that not only the 
urban people, but the people in suburban and rural areas are 
equally affected by these diseases. These diseases and the 
consecutive complications can be effectively prevented by 
taking cautions beforehand. Prevention is more important in 
countries like Bangladesh because of the limited ability of 
people to spend on health bills and the absence of provision 
from government. Preventing such diseases to occur or 
diagnosing it at early stage can help people to save substantially 

on medical bills. For this, regular screening of health status is 
important which can be facilitated by the PHC. Thus, the PHC 
system has been developed in a preventive healthcare approach 
with a special focus on non-communicable diseases [5, 6]. One 
of the main obstacles for ensuring basic healthcare service in 
developing countries is the poor doctor-patient ratio. According 
to World Health Organization (WHO), where it requires at least 
12 doctors for standard healthcare service to every 10,000 
populations, Bangladesh have just 4 doctors. However, it is not 
that easy to increase the number of doctors in a short period of 
time. When it is not easy to improve this doctor-patient ratio by 
increasing the number of doctors alone, decreasing the number 
of patients is very important. The PHC system also aims to 
contribute in improving this doctor-patient ratio by introducing 
preventive healthcare to reduce patients by advance 
intervention to the problem. 

Figure 1. Portable Health Clinic (“Doctor in Box”) 

The PHC system made it possible to provide primary healthcare 
services to the doorstep of the rural communities through a 
telemedicine system. However, to ensure better consultancy by 
the remote doctor, accurate and a wide range of diagnosis 
reports of the patient are required to be available to the remote 
doctor. Unfortunately, most of the developing countries do not 
have enough quality diagnosis laboratories in the rural areas 
with qualified pathologists for producing reliable reports. 
Therefore, this work introduces a new module to the PHC 
system called the “Tele-Pathology” system that enables rural 
laboratory technologists to gain assistance from a remote 
professional pathologist using an online tele-healthcare system 
and receive the verified report from the pathologist [7]. This 
involves a very simple technology using available devices like 
a camera and microscope, and it can be easily replicated.  
While providing this primary healthcare service in rural 
Bangladesh, a huge need of eye care services was identified. 
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Considering this demand in rural Bangladesh, this work also 
added another new module with the PHC system called the 
“Tele-EyeCare” system for ensuring eye care services [7].  
The main objective of this work is to improve the PHC system 
and expand the service scope so that it can respond to the wide 
range of demands of rural patients with quality consultancy 
aided by accurate diagnosis. Addition of Tele-Pathology and 
Tele-EyeCare modules will contribute significantly in this 
direction.   

Methods 

PHC System Structure & Operations 

The PHC system consists of 4 components: 1) PHC box with 
various medical sensors, internet enabled tablet pc and printer, 
2) health worker 3) online dataserver for sharing and 
preservation of health data and 4) remote doctor call center 
(Figure 2). The health worker brings this PHC box to the patient 
to measure the vital information and upload this data, along  
with the medical history of the patient to the online server using 
the system application (app). The remote doctor gains access to 
this data and makes a video call to the patient for further 
verification. Finally, the doctor produces an online prescription 
and preserves it in the server under the patient`s personal file. 
Then, the health worker prints the prescription from the server 
and passes to the patient with detail explanation instantly 
(Figure 3). The whole process to serve one patient takes about 
15 minutes excluding doctor`s consultancy time. 
 

 

Figure 2. PHC System Structure 

The PHC system introduces a triage process based on the 
concept of “B Logic” for the people of Bangladesh. It classifies 
the subjects under investigation in four categories, namely, (i) 
green or healthy (ii) yellow or caution (iii) orange or affected 
and (iv) red or emergent, based on the gradual higher risk status 
of health [8-11]. The subjects under orange and red are 
primarily diagnosed as in the risky zone who need doctor`s 
consultancy. However, the major part of the subjects who are 
diagnosed in the alarming zone (yellow) can be served by the 
trained health workers without medication and they can be 
prevented from shifting to the risky zone (orange and red) being 
under the guided lifestyle. This reduces the pressure on the 
doctors, enabling them to focus on the risky patients who 
deserve better attention. 

Tele-Pathology System 

The Tele-Pathology module of the PHC system enables the 
rural diagnostic centers operated by laboratory technologists 
(diploma) for producing quality pathological report with the 
support of the qualified remote pathologist (Figure 3). At 
present, this system is capable of a blood hematological (CBC) 

test, routine examination of urine, routine examination of stool 
and a skin scarping test. In this system, the rural laboratory 
technologist (1) collects the sample, prepares the physical 
report, produces the test slide, (2) takes a number of 
microscopic images of the slide with varying positions and then 
(3) uploads the images along with the physical report to the 
online server. The remote pathologist then (4) diagnoses the 
sample based on the microscopic slide images with the 
reference of physical report, finalizes the pathology report and 
preserves to the online server.  
 

 
Figure 3. Tele-Pathology System 

In case a pathological report is required by the call center doctor 
(physician), the doctor can gain access to the report from the 
online server for preparing a prescription. If needed, the 
laboratory technologist can also download this report to deliver 
to the patient. 

Tele-EyeCare System 

The Tele-EyeCare module of the PHC system ensures primary 
eye care services for the rural communities. This module has 
added a Digital Fundus Camera to the PHC box for retinal 
imaging (both Mydriatic & Non-Mydriatic) of the patients. This 
enables the health workers to have a better view of the retina 
and the peripheral for identifying the problem with certainty.  
Thus, the trained local health workers check and classify the 
patients as per severity of the problem. Low risk patients with 
simple complications are served by the health workers. 
However, in case of doubtful cases, the patients` vital 
information, initial primary checkup reports and ophthalmic 
images are shared with a remote ophthalmologist using the 
online server (Figure 4).  

Figure 4. Tele-EyeCare Service System 

The ophthalmologist then checks the initial primary checkup 
reports produced and shared by the local health worker, 
investigates the ophthalmic images, directly talks to the patients 
over video conference system, reconfirms their status and 
finally, provide online prescriptions. If needed, the 
ophthalmologist can ask for further investigation of the patient 
by the health worker and can also provide glasses prescription 
with the support of the health workers. Thus, this system 
enables to provide basic eye care to the ordinary patients by the 
health workers and special care for the critical patients by 
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professional ophthalmologist who really deserve special 
attention.  

Village Service Delivery Model 

In village service delivery model, preferably one female health 
worker works in a village as she can gain better access to the 
female patients due to privacy reasons. Usually, she uses a local 
village medicine shop (pharmacy) as her service point for daily 
service and general village patients come there for PHC service 
(Figure 5). However, she also visits door to door in case of 
elderly or disabled patients, pregnant women, emergency 
patients or special on-call service. 

Figure . Village Service Delivery Model 

Urban Service Delivery Model 

Although, it was developed for the low income rural 
communities, it is found equality useful for the urban, rich, and 
aged community for home delivery service. The main clients 
are aged people who are suffering from non-communicable 
diseases like hypertension and diabetic that need regular 
checkups. Although, they are financially rich but as it is 
difficult for them to visit hospital regularly due to physical 
stress, trouble to arrive at doctor`s appointment at expected 
time, traffic congestion, etc. So the PHC home delivery service 
is offered to the pre-registered urban patients and the health 
workers visit the patients as per schedule.  

Personal Health Record 

The PHC system preserves all medical data of the patients in 
the online server so that the doctor can refer previous data in 
need. All checkup data, pathological reports, medical histories 
and prescriptions are preserved sequentially. Also, all the 
patients are provided with their respective user id and password 
for their access to their personal, health record which is 
maintained with high security and privacy (Figure 6). They can 
change their profile information but only monitor the health 
records with graphical representations. 
 

 
 Figure 6. Personal Health Record & PHC Prescription 

The prescriptions produced in the PHC system are unique in 
shape and format considering the targeted patients of the rural 
communities (Figure 7). It contains both the measured health 
data in the left side and doctor medication with advice on the 
right side. As most of the patients do not understand the 
significance of digits, it shows all health data with 
corresponding color sign. The same four colors of the triage 
system (green, yellow, orange and red) are used against each 
data point so that they can easily understand the severity of any 
particular item.   

Results 

The PHC healthcare services have been offered in 18 districts 
of Bangladesh at more than 70 service points all over the 
country (Figure 7). Until April 22, 2018, the number of patients 
served by the PHC system in Bangladesh alone was 41,949. 
Besides, the PHC activities are also continued in Cambodia, 
India, Thailand and Pakistan under the supervision and 
management of local partners. 

Figure 7. PHC Service Statistic in Bangladesh 

The diagnosed major diseases found in PHC healthcare services 
are hypertension (1,944), diabetes (1,365), anemia (647), and 
ophthalmic problem (138).  
The Tele-Pathology service started in 4 rural diagnostic centers 
under 4 districts (Barisal, Bogura, Manikganj and Thakurgaon) 
of Bangladesh. So far, this system has served patients with a 
total of 1,610 Hematological (CBC) reports and 918 Routine 
Examination of Urine using remote pathologists. 
The Tele-EyeCare mobile service has recently started in 1 rural 
center called “Vision Center” in the Nator district of 
Bangladesh on a test basis. So far, it has already served 2,410 
checkups for 2,046 patients using remote ophthalmologists. 
Soon this service will be extended to other parts of the country.   

Discussion 

Out of a total 41,949 PHC healthcare patients, 61% (24,786) 
was green and yellow patients who were served by the health 
workers alone. The rest of the patients 39% (16,198) were 
served by doctors who needed medication. So, the PHC system 
can reduce the work load of a professional doctor by 61% that 
can be managed by local health workers. Thus, the best use of 
the valued resource of a doctor can be ensured and only the 
people who really need expert`s consultancy can avail it. 
Due to its easy operation, a huge number of health data can be 
collected by the PHC system and this big data can be used for 
countrywide disease pattern analysis. For example, this 
research has found some significant differences of health 
parameters in different areas. In one area, we have found a 
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significantly small number of anemic cases among the adult 
women compared to the rest of the country. In another area, we 
have identified very high urine protein compared to the rest. 
Thus, the detail analysis of this data may show some significant 
findings including environmental issues.    
Similar to the shortage of physicians, there is a huge shortage 
of ophthalmologists and it is just 0.063 ophthalmologist for 
every 10,000 populations in Bangladesh. The Tele-EyeCare 
module of the PHC system can highly contribute to ensure the 
best use of this valued resources for dealing with complicated 
cases and manage ordinary cases by health workers. For the 
further advancement of the Tele-EyeCare system, a new 
development has been started using Artificial Intelligence (AI). 
It will use ophthalmic image recognition technology with the 
aid of neural network and deep learning for automatic diseases 
identification. This will facilitate both the village health 
workers and ophthalmologists for better and prompt services. 

Conclusions 

At present, the PHC tele-healthcare system offers a unique 
opportunity for ensuring better healthcare service covering 
primary healthcare, eye care and pathological services to the 
unreached rural communities. However, this modular system 
will gradually be expanded in other healthcare service areas to 
cover common healthcare issues based on the local demand. 
Now, we are working on an Obs & Gyne module and Dental 
Care module to be added soon to the PHC system. 
The concept of the PHC system came from the local demand of 
Bangladesh. However, since most of the developing countries 
are facing the same problem and having similar situations, an 
easily replicable PHC system can be in good use there. So far, 
this system has been replicated in India, Pakistan, Cambodia 
and Liberia with some localizations. However, there is still 
plenty of opportunities for further improvement of the system 
and expansion of the service to the other parts of the world. 
Since the aging communities are increasing in the developed 
countries, they are also facing a similar crisis of doctor shortage 
in their rural areas. Therefore, there will arise a huge demand 
of PHC services in the developed countries as well [12]. To 
address this demand, the PHC system can be further improved 
with the aid of technologies. One of these attempts is to include 
Bluetooth enabled medical sensors so that the measured vital 
data from the sensors will be automatically transferred to the 
online server to avoid typing error from manual data entry [13]. 
Also, there is a requirement to develop the PHC box as an 
integrated unit so that it will be low cost, handy and light weight 
for easy operation by a rural health worker. 
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Abstract 

With regard to the growing number of older adults, it needs 

smart solutions for fall prevention. Especially at geriatric insti-

tutions, the risk of falling is very high and frequently leads to 

injuries, resulting in serious consequences. We present the In-

expensive Node for Bed Exit Detection (INBED), a comprehen-

sive signaling system for fall prevention. The INBED system is 

based on a wireless sensor network infrastructure via 

IEEE802.15.4 and highly-specialized open hardware in-house 

developed wearable. The device, which will be attached to the 

patients, can detect several types of movement. Occurring 

events are forwarded to the nursing staff immediately by using 

the self-organizing and scalable network including wide area 

network integration. The system can help to relieve the staff 

while the personal freedom of movement and privacy of patients 

is increased. With this development, the energy-efficient, simple 

and intuitive mechanisms of proximity communication can be 

combined with broadband benefits. 

Keywords:  

Accidental falls, Accident prevention, Geriatrics. 

Introduction 

As a result of demographic change, the number of people to be 

cared for, and thus also the challenges and demands on health 

care, are increasing. Falls in older adults are frequent and fatal 

events with mostly serious consequences for the individual as 

well as considerable financial expenditures for the society. 

For geriatric wards the average fall ratio per 1000 bed days is 

more than twice as high as on other clinical wards, which has 

been validated by the German quality report benchmark in ger-

iatric health care from 2007 [1]. This can be significantly higher 

if you look on specialized clinical departments such as geronto-

psychology wards. A large part of the falls occurs as a result of 

getting up in the immediate vicinity of the bed [2]. Usually high 

fall risk patients are encouraged to call the nurses for help if 

they wish to get up, this directive is not always followed (e.g. 

due to cognitive impairments). The situation in outpatient areas 

are similar and again most of the falls occur during rising events 

for transitions. 

The increased falling risk of older adults is mainly caused by 

chronic diseases and predisposing factors like gait and balance 

disorders [3]. Furthermore, dementia and motor deficits pa-

tients fall twice as often as patients with normal cognitive abil-

ities [4]. One of the most common consequences for elderly 

fallers is the femoral neck fracture [5]. The incidence among 

the over-65s in Germany for such an injury is 600 to 900 frac-

tures per 100,000 people per year [6]. Beside the mental and 

physical strains, fall events are associated with immense conse-

quential costs. The estimated overall annual costs of treatment 

of fall-related hip fractures in German hospitals and rehabilita-

tion centers are up to 2.77 billion Euro [7; 8]. 

We designed in several iterations a highly specialized Wireless 

Sensor Network (WSN) system in different architectures to rec-

ognize an attempt to leave the bed for fall prevention. On the 

one hand, the system should not restrict the patient’s move-

ment. On the other hand, it has to recognize potential fall risks 

in a timely manner, so that an active intervention by nursing 

staff is possible to maintain the patient’s care and safety. Fur-

thermore, the diversity of clinical structures is quite challeng-

ing. Other more practical issues are the availability and amount 

of power sockets, the type of communication infrastructure 

(Wi-Fi, Ethernet, etc.) and individual restrictions of the specific 

country (e.g. hygiene requirements, care regulations or patient 

protection laws, limitations of the use of protocols e.g. Blue-

tooth or Zigbee). Hence, the following objectives for the devel-

opment of the INBED fall prevention systems are: 

• Development of a reliable and cost-effective solution 

for a sensor-based bed-exit/rising detection system 

(primary function) based on initial research results 

with different sensor prototypes. 

• Recognition of restlessness conditions of patients 

prior to a rising attempt (optional primary function), 

so that the nursing staff can intervene immediately. 

• Detection of falls (secondary function) and provision 

of virtual risk areas, such as stairs (secondary func-

tion). 

• State-of-the-art technological concept, focusing on a 

minimal price for the end customer without reducing 

the quality of the overall system or individual func-

tional areas. 

• Creating an adaptive, scalable and modular communi-

cation infrastructure to include the wearables at a 

ward. 

Related Work 

In the last years, several studies showed a positive impact of 

bed exit systems on the fall rate of older adults [4; 9]. Currently, 

there are two main types of systems available. Distinguished in 

body worn and ambient variants, they can occur in different 

forms, e.g. mattress pad systems, ground pressure mats, infra-

red systems or garment clipping sensor systems [10]. Those 

systems have advantages and disadvantages depending on the 

symptoms of the patient and the surrounding. Hygiene require-

ments that demand special cleaning can exclude the use of sys-

tem components if they cannot be cleaned to rule. The false 

positive alarm caused by objects like mobile dining tables, suit 

cases or by the patient’s restlessness leads to dissatisfaction of 

the nursing staff. Furthermore, one of the main reasons for an 
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increased risk of falling is dementia [4] which often involves 

underweight and restlessness [11] whereby the reliable func-

tionality of the system can be affected as well. 

For example if a patient weighs under 50 kg, proper function of 

pressure sensors is not guaranteed so that mattresses or ground 

pressure mats (cf. [12]) are useless. In addition, mobile dining 

tables or suitcases can lead to false positive alarms by standing 

on such floor sensors, which can affect a discontent of the nurs-

ing staff. Moreover, special cleaning procedures of nursing 

and/or clinical facilities can lead to the exclusion of such system 

components. Having this in mind, the implementation of a 

proper fall prevention system should be suitable to diagnoses 

and symptoms of the particular patient condition. This is also in 

line with the National Institute for Clinical Excellence findings; 

“To be effective, they [Bed-Exit Alarms] need to be imple-

mented with care and with a clear understanding of their limi-

tations” [10]. 

In general, video monitoring would be a proper solution but be-

sides legal restriction relating to the usage of camera recordings 

in public, the basic acceptance is an important field. The ac-

ceptance of cameras surveillance impartial is quite low in a ma-

jor group (in general under 50 percent) (see [13; 14]). 

In recent years the Peter L. Reichertz Institute for Medical In-

formatics have worked on the field of fall prevention by devel-

oping several prototype systems. This led to first clinical study 

with the aim of measurement of the reduction falls on a geriatric 

ward, by close monitoring with a portable proprietary sensor 

system (www.shimmersensing.com). For this purpose, a bed 

exit alarm with this wearable was developed as a core compo-

nent, which reliably detects rising attempts [9]. 

With the results and experience of this first clinical trial and 

close collaboration of various clinicians and nursing staff, we 

were able to further improve the system and adapt it to the con-

ditions of clinical use. Last but not least, this includes the de-

velopment of various hardware-software-components for the 

implementation of an adaptive, scalable and modular overall 

system for fall prevention, which will be presented in this paper. 

In addition, compared to existing solutions the INBED system 

is highly cost efficient and comprises the specific requirements 

of clinical use cases. 

INBED system 

The first version was tested within a larger 15-month study. For 

this iteration of the system, we designed the base station using 

an Arduino with an Atmel ATmega168 micro controller unit 

(MCU) and a Bluegiga WT11 Bluetooth module. If regular 

messages from the sensor are missing or the sensor detects a 

rising attempt, it triggers an alarm and the base station activates 

the nurse call. For each patient, one pair, that can easily be con-

nected to the nurse call system at bedside, is needed [9]. 

The wearable part on the fall prevention system was the Shim-

mer sensor system. Via Bluetooth connection, a variety of re-

ceivers can be used to integrate the new modality into the 

clinic’s system. Porting the algorithms to the hardware was 

straightforward. The Shimmer device provides enough re-

sources, making it possible to detect additional states of the pa-

tient [15]. 

With the gathered information and data from the 2012 study, 

we could determine new challenges of the clinical everyday life 

and master them through further development of the system. 

In order to cover all requirements, we decided to develop our 

own scalable system with a wearable core component, the 

INBED, in close cooperation with the clinical partners. The 

wearable itself is a small, affordable wireless sensor board 

based on an ATmega2564rfr2 System on Chip where the MCU 

as well as the transceiver unit are fully integrated on a single 

chip combined with a Bosch BMX055 Microelectromechanical 

systems. In Figure 1 the board can be seen, including an image 

of a coin scale and in comparison, with the relay node. 

 

Figure 1– Current INBED wearable board with relay 

The ATmega2564rfr2 includes both a low-power 8-bit MCU 

based on the AVR enhanced RISC architecture as well as a fully 

IEEE 802.15.4 compliant radio transceiver for the 2.4 GHz ISM 

band. To reduce the costs, a simple PCB dipole antenna is used. 

For the sensing part we used a small footprint Bosch BMX055 

9-axis sensor module (3-axis accelerometer, 3-axis gyroscope, 

3-axis magnetometer). The BMX055 is connected to the AT-

mega2564rfr2 via Inter-Integrated Circuit (I2C)-bus. By using 

the accelerometer, the BMX055 implements the option of a free 

fall detection which can trigger an interrupt. However, many 

other interrupts can be configured to trigger on several events, 

e.g. thresholds. Hence, by extensively using the pre-configura-

ble interrupts, the energy efficiency of the entire wearable can 

be increased as reactive programming models can be applied. 

The wearable is powered by a standard CR2032 battery. Thus, 

the cost overhead and efficiency limitations when using voltage 

regulators is excluded. To guarantee that the voltage level never 

undershoots the required level for reliable operation, the AT-

mega2564rfr2 integrates mechanisms like brown-out detection 

and a battery monitor. The voltage can be sensed continuously 

to allow an early notification when a battery runs out of energy. 

 

All components are mounted on a 2-layer PCB with the dimen-

sion of 20mm diameter plus two 1mm wings and 6mm in 

height. The wearable detects several patient related movement 

events, like rising attempts, and sends a signal to the nursing 

staff immediately, using a relay node based on IEEE802.15.4. 

Finally, a signal processing base station (Raspberry Pi 3) to cre-

ate a modular communication network. The base station pro-

vides an alarm which is displayed (optical, acoustical or haptic) 

on the user interfaces (hardware-enhanced mobile phone) and 

the staff terminals [15]. 

Overview and Scenario 

The main goal of the INBED system is to inform the nursing 

staff about pre-fall patient movement events in appropriate 

time, that they can help the patient to get up and assist the walk 

(e.g. for the toilet) and prevent falls. 

For the application of the system the INBED wearable will be 

attached to the patient’s upper leg on the upper half of the thigh. 

This position is optimal to detect rising event by angle changes 

of the legs without affecting patient’s comfort to much. Further-

more for a functional system, relay nodes have to be positioned 

N. Jähne-Raden et al. / Wireless Sensor Network for Fall Prevention on Geriatric Wards: A Report 621



on the ward at strategic points, like patient rooms, at a maxi-

mum distance of 20m from one another to form a suitable net-

work for data transmission and node locating. Finally, the base 

station has to be set up. It should be equipped with some patient 

information and at least with system information, which relay 

nodes is where at the ward and which wearable node is in cir-

culation. 

For a better description of the system and its functions, we will 

use a fictional but typical clinical scenario described in Figure 

2. 

 

Figure 2– Floor plan of an exemplary ward with installed 

INBED system 

The setting: The initial situation is to serve a regular geriatric 

ward. Here, the focus should be on patients with the following 

characteristics: high fall risk, motor functional deficits, sensory 

restricted, basically self-sufficient. In case of problems (pain, 

urgency) these patients are advised to contact the nursing staff 

to reduce the risk of falls. But in the majority of cases this in-

struction is ignored. Hence, in this scenario the patients are 

equipped with INBED wearables, which has been attached to 

the thigh by means of a regular band aid, at admission on the 

ward. A relay node has been installed in the rooms where the 

patients are located, as well as at certain distance on the ward 

floor, and at strategic points in the ward, like exits, elevators or 

public common area and the drug delivery. The base station is 

located in the nursing room and connected to the ward Wi-Fi. 

Ward internal mobile devices are available as an interface for 

the nursing staff. The model from Figure 2 can be assumed as a 

regular station. The overall system deploys an IEEE802.15.4 

communication network and is therefore not dependent on ex-

ternal infrastructure. The network is structured as a tree with the 

base station as root node, relay nodes as intermediate nodes and 

the INBED wearables as leaf nodes while the wearables for the 

nursing staff can join the tree at any point. In every patient’s 

room lays at least one patient, wearing an INBED device. The 

nurse’s room is equipped with alarm interface devices, like a 

ward computer and the internal ward patient alarm system. 

Moreover, the simplified communication paths of the system 

can be seen, including broadcast communication of the weara-

bles to fix patients room relay nodes as well as the unicast com-

munication between the relay nodes and the base station. As can 

be seen one nurse is close to a patient, equipped with a smart 

phone including a system interface, which is utilized as a mo-

bile relay node. 

The procedure: A typical scenario might be, that a patient will 

wake up in the night e.g. due to a strong urinary urge. The pa-

tient begins to move in bed, due to a certain degree of physical 

restlessness is associated with the urge to urinate. This unusual 

high variance of the movement of the patient triggers a restless-

ness event. The event message is sent via a broadcast and re-

ceived by the patient room relay node (nearest node). For each 

generated event alarm by the wearable will send various en-

crypted and pseudonymized information. These are information 

about the origin (ID of the sender), the nature of the incident 

(code of the event) and logistic data for the processing or func-

tion provision (battery voltage, etc.). While the INBED weara-

bles send their messages via omnidirectional broadcast, the re-

lay nodes forward their messages via directed unicast towards 

the base station. 

A message contains message prefix, which shows the state of 

the current message within the system structure (new or already 

known), event identifier, device ID (wearable device), battery 

voltage (wearable devices), first relay node that received the 

massage (ID) and received signal strength indicator (RSSI) of 

the first receive. If the message is received by the base station, 

the contained data will be stored in a database which provides 

the information on several nursing staff devices (e.g. smart 

phones). 

This alarm is displayed prioritized with the database’s join in-

formation, affected patient, room, event type. The event is dis-

played via the ward computer as well as on the mobile devices 

of the nursing staff. Moreover, both acoustic or haptic alarm 

were optionally used. While the nursing staff is often quite busy 

and ignore restlessness warning and decides to continue with 

the current work, the restlessness warning can be deactivated 

via all interfaces. Further restless warning will be triggered by 

the system and notified by the staff, if the urge to urinate per-

sists. In doing so, the nursing staff obtains knowledge about the 

urgency of an intervention on the patient. 

With increasing urgency, the patient decides to go to the toilet 

without contacting the nurses. This triggers a rising-up-event 

which is distributed according to the restlessness event. At the 

base station, the rising-up alarm will be triggered with a higher 

priority compared to the restlessness alarm. Due to multi-mor-

bid and motor-functionally restrictions of geriatric patients, the 

rising from reclined position will usually take some time (cf. 

[12; 14]). With the information about the patient’s attempt to 

get up, the nursing staff is called to go to the patient as soon as 

possible. The alarm cannot be cancelled via application buttons. 

When the nursing staff arrives at the patient, they can take care 

of his/her needs. By measuring the signal strength of the wear-

able’s signal, the proximity to the nursing staff, can be esti-

mated. Then an existing alarm will be switched off when staff 

is near an alarming device. Figure 3 shows the overall functions 

of the whole INBED system. 

 

Figure 3– INBED system functionality diagram 

Communication and Energy Efficiency: The past ten years 

research show a widespread of IEEE 802.15.4-based communi-

cation in small range Personal Area Network and for sensor 

communication [16; 17]. However, during the first bed-exit 
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study an intuitive shortrange one-on-one Bluetooth communi-

cation of the wearable part to the base station, that triggers an 

alarm via nurse call were used. The unidirectional communica-

tion via the already installed, analogue and functional nurse call 

system allows only alarm triggering and not the raw data trans-

mission. The follow-up system consists of commercial-of-the-

shelf components on an open hardware-design. This enables 

short-range communication via its own modular, intuitive and 

highly energy-efficient IEEE802.15.4-network and is therefore 

largely. Its own network provides additional side-effects, such 

as indoor tracking or risk area detection. Due to the bidirec-

tional connection, an adjustment of thresholds while operation 

is possible [15]. 

Testing: The functionality test of the entire system was per-

formed under real conditions, with all components. Three test 

subjects (m=1, w=2, age=28±3), for three trials per subject and 

event were equipped with an INBED wearable before different 

scenarios have been investigated. The test cases include both, 

intended triggering of events (e.g. by standing up, falling, rest-

lessness, error triggering) and testing of the normal case with-

out explicit supervision. For the tests the wearable was attached 

to the upper front of the thigh as described before. 

To underline the suitability for daily use the test series were 

performed in a clinical environment. For the validation of rising 

detection, the test subjects started from a lying position and 

slowly began to rise. Finally, they stood up and get out of the 

clinical bed, as can be seen in Figure 4. The first three phase 

images show the approach to the edge of the bed and the begin-

ning of the uplift of the upper body. The phase images four to 

six show the overcoming of the bed edge with the body and the 

final raising to the standing position (#7). 

 

Figure 4: Procedure of a general rising out of bed, repre-

sented by seven phases. 

We also validated the detection of fall events with six subjects 

(m=2, w=4, age=28±3), for five trials per subject, as well as 

restlessness events with two subjects (m=1, w=1, age=26±1), 

two nights with four wearables per subject, and the correspond-

ing alarms. It should be mentioned, that these sequences of falls 

were exemplary but representative fall event in clinical envi-

ronments like the rising before. Within the Figure 5 the raw ac-

celeration data of the three axes are shown, as well as the rest-

lessness counts at the bottom of the diagram and at the point 

when the interrupt occurred a dotted line can be seen. The 

counts of the diagram are weighted by the kind of the move-

ment related to the intensity of the motion itself (calm motion 

= 1, stronger/quicker motion = 2). 

The rise up is complete with the final standing of the subject. 

Thus, a measurement of a fixed period of time is not practical. 

In the shown case, the recording is about ten seconds long. The 

restlessness is transmitted after about one second and after 

about three seconds the rising was transmitted as an alarm. 

For the fall test it can be said that the procedure is more or less 

the same as can be seen at rising with the slight difference that 

the trial isn’t ending by standing but by a subject fall. While a 

fall the slight decreasing acceleration (near 0.4g) can be fol-

lowed by high g peak by subject impact. 

 

Figure 5– Diagram of the recorded INBED data during rising 

(raw triaxial acceleration data lines) – in lower area the rest-

lessness counter lines - dashed line show the triggering of the 

alarms (restlessness and uprising) - grey dotted lines repre-

sent standing 

For the test of restlessness events, the subjects went to a lying 

position and then turn from side to side. The recording of the 

uprising or falling test process differs from the restlessness in 

terms of duration, this is due to the functional determinism of 

rising. The recordings of the restlessness measurement are 

about 35 seconds long for the test trials. The triggering of the 

corresponding event is expected during the repeated rotation 

process. Within the tests the actual alarm triggered after about 

20s under described circumstances. But it has to be mentioned 

that the trials aren’t representative for every "real" geriatric pa-

tient hurry. 

Prior to the test runs, we performed a learning phase based on 

collected data of rising events from different subjects within a 

cross-validation. According to the person’s movement, inter-

rupts are trigger the wearable to wakes up. Subsequently it 

reads out information about the three axes and the type of inter-

rupts, e.g. if restlessness occurred. Due to the constant restless-

ness caused by the subject’s movements, the INBED node does 

not have the opportunity to let the restlessness count decay 

again, by fading. Thus, the count is reset only after reaching the 

restless threshold. Besides the more detailed described tests 

above, further trials have been performed.  

The testing of the main feature, the rise detection, was evaluated 

by a comprehensive assessment with 224 different subjects 

(mostly young students with knowledge of the functionality). 

The measurement was totally anonymous by means no subject 

meta data was stored. All subjects were placed in a laying posi-

tion on a regular hospital bed like height cot. 

Parallel to the described testing, several overall system inter-

views and demonstrations, for health care professionals and 

clinical IT experts, were done to improve the system and the 

system settings. 

To test the communication features, as well as the energy-effi-

ciency we investigated the communication range of the weara-

bles. Therefore, INBED wearables were equipped with batter-

ies and iteratively moved remoter away from a relay node. On 

average a communication range of 25m is reached for line of 

sight while about 15m-25m are usual in a common building 

structure. The different results are related to the specific struc-

ture of the sending path’s obstacles, like walls, water pipes or 

power lines. 
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Results 

For the main functionality the rising detection a sensitivity of 

100% in total only slight differences in detection speed were 

mentioned (few seconds) could be achieved. Within the learn-

ing process we identified an angle threshold of 63−117° in sag-

ittal axis.  

For the fall events, an optimum value for the free fall phase is 

≤ 0.4g and for the impact variance of ≥ 1.3g. However, prob-

lems were encountered, while heavy stomping gait pattern and 

individual steps can also be detected as a false-positive fall. 

Within the restlessness detection tests no false-positive events 

were recorded. Any larger movement (e.g., rotation) seen in the 

reference camera footage has also been recognized by the 

INBED system as restlessness event and any documented false-

positive rising was be detected by the system, as well. 

To evaluate the energy efficiency of the nodes, we assume a 

battery power of 230mAh, a clock frequency of 8MHz of the 

MCU and a standard room temperature of less than 20°C. In 

"worst-case", which means a continuous transmission of a fixed 

message every 0.9s, the INBED wearable lasts about 52 hours 

(approx. 200,000 transmissions). The "best-case", where only 

life-sign messages occur, results in more than 19 days lifetime 

for the wearable. 

Conclusion 

The main functionality, the rising detection showed a high sen-

sitivity (100%) for the tests. The specificity, under controlled 

circumstances, is also high (no false-positive while tests), but 

real clinical conditions will show reliable results. Former study 

results are promising (see [9]). 

For the restlessness test a high specificity could be measured as 

well, but the arranged tests are maybe not that expressive, cause 

no older adult subjects were included for now, which may lead 

to inaccurate movements. Within a future study we will assess 

the specificity under real conditions. 

The fall test results show quite good sensitivity in heavy falls, 

but the final sensor system setting can lead to false-positives 

while heavy gait or subject bumps. A strong bump of a patient, 

e.g. at a table, is interpreted with high probability also as a fall. 

However, this can be clarified by the staff by asking. In addi-

tion, such a strong impact can also lead to injury, hematomas, 

which may need treatment. The sensitivity is limited for short 

height falls, e.g. out of low-floor bed. 

By a hybrid approach, both the advantages of short-range, e.g. 

energy efficiency, as well as the benefits of larger bandwidth of 

Wi-Fi from the base station can be used [15]. 

The further integration of other sensors, e.g. gyroscope is 

planned. Another goal is to further optimize internal processes 

by adding the possibility to adapt individual configuration val-

ues remotely. As the INBED system is operational in our sec-

ond clinical long-term study, this time as a multi-centric and 

randomized study within two geriatric wards, starting soon. 
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Abstract 

Graduate nursing education is positioned to transform 

nursing documentation so that it more fully describes nursing 

assessments, diagnoses, interventions, and outcomes to 

measure improvements in care. Learning to document with 

structured nursing terminology is an integral part of 

“Information Technology for Evidence-Based Practice”, a 

required online course taken by all students in the Rutgers 

Doctor of Nursing Practice program.  Beginning with SOAP 

and terminology required for billing, students create a clinical 

note adding elements of the Nursing Minimum Data Set, using 

Clinical Care Classification terms.  Next, students are asked 

to select a nursing-related clinical practice guideline, 

electronic clinical quality improvement measure, and a 

screening tool that applies to their encounter note.  Then, they 

identify Patient Reported Outcome Measures as well as 

improvement activities in the CMS Quality Payment Program.  

The course is well-received; many graduate students now face 

changes in documentation and electronic tools and can 

predict future evolution. 

Keywords:  

Terminology, Reference Standards, Nursing Informatics, 

Graduate Nursing Education 

Introduction 

Clinical documentation by Advanced Practice Nurses is useful 

to measure and improve the quality of care.  Graduate nursing 

education is positioned to transform nursing documentation so 

that it more fully describes nursing assessments, diagnoses, 

interventions, and outcomes. As electronic health records 

evolve, optimizing clinical documentation will demand 

linking clinical notes to structured terminologies to power 

essential utilities such as clinical decision support, reports for 

value-based payment, and efficient information exchange with 

consumers and other providers.  This paper presents a method 

of teaching documentation using structured nursing 

terminology, blending it with medical documentation required 

for billing, and connecting it with clinical guidelines, quality 

measures, patient-reported outcomes, and population health.  

Examples of students’ exercises are included. 

Learning to document with structured nursing terminology is 

an integral part of “Information Technology (IT) for 

Evidence-Based Practice”, a required online course taken by 

all students in the Rutgers Doctor of Nursing Practice (DNP) 

program.  The course is designed to meet one of the American 

Association of Colleges of Nursing’s DNP Essentials: IT 

competencies for the improvement and transformation of 

health care [1] and the American Organization of Nurse 

Executives’ recommended information management and 

technology competencies for nurse leaders [2].  It illustrates 

the use of 3 of the 4 nursing care elements in the Nursing 

Minimum Data Set:  Nursing Diagnosis, Nursing Intervention, 

and Nursing Outcome [3]. 

 

Furthermore, it promotes the goals of the Nursing Informatics 

Working Group of the International Medical Informatics 

Association [4] to: 

• Educate/inform nurses regarding electronic health 

record standards  

• Promulgate standards that enable representation of 

nursing-related measurements 

• Educate/inform nurses regarding nursing-related 

measurement standards 

Many advanced practice nursing curricula continue to teach 

the Problem-Oriented Medical Record and Subjective, 

Objective, Assessment/Diagnosis, and Plan (SOAP) format 

developed by Weed [5,6].   However, in early publications, 

Weed wrote, “…all narrative data presently in the medical 

record can be structured, and in the future all narrative data 

may be entered through series of displays, guaranteeing a 

thoroughness, retrievability, efficiency, and economy 

important to the scientific analysis of a type of datum that has 

hitherto been handled in a very unrigorous manner” [5, p.599]. 

For many years, SOAP notes documenting history, 

examination, and medical decision making have provided the 

foundation for billing using Evaluation and Management (E & 

M) codes developed by the Center for Medicare and Medicaid 

Services (CMS), appropriate to the level of care provided in a 

patient encounter [7].   While CMS has recently proposed 

consolidating encounter payment levels, the SOAP format will 

very likely continue to be standard practice [8].  Most SOAP 

components can be captured with SNOMED-CT (Systemized 

Nomenclature of Medicine – Clinical Terms), a reference 

terminology recognized by the American Nurses Association 

[9]; many nursing terminologies are also mapped to 

SNOMED-CT [10].   

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190298

625



 

Structured Terminology: CCC 

Beginning with SOAP and terminology required for billing 

(history, examination, International Classification of Diseases, 

Tenth Revision (ICD-10) coded diagnoses [11], Current 

Procedural Terminology (CPT) coded medical interventions 

[12], and E & M codes [7]), DNP students in the Rutgers IT 

course are asked to create a clinical note that adds elements of 

the Nursing Minimum Data Set, as captured by Clinical Care 

Classification (CCC) terms [13].  CCC coded nursing 

terminology has a four-level framework that consists of 21 

care components within 4 healthcare patterns (Health 

Behavioral, Psychological, Functional, Physiological), 176 

nursing diagnoses, 804 nursing interventions with 4 action 

types, and 3 potential outcomes (Improved, Stabilized, 

Deteriorated) for each nursing diagnosis.   

Each student’s note should include expected outcomes as well 

as a plan with five categories of interventions, as indicated for 

each diagnosis: Medications, Procedure/Lab/Radiology orders, 

Care coordination/Referrals, Patient Education and Patient 

self-management assignment, and Follow up/next visit.  CCC 

nursing terminology is ideal for the documentation of 

expected outcomes and Care coordination/Referrals, Patient 

Education and Patient self-management assignment, and 

Follow up.  Within the electronic health record, CCC captures 

nursing’s contribution to care by mapping nursing 

interventions to patient outcomes. 

A brief example of a student’s note follows: 

S. “Though I have not fallen for years, I feel unsteady at 

times.”  Meds:  Carvedilol, 40 mg extended release PO qd.  

History of myocardial infarction 5 years ago.  No surgeries.  

Last eye exam 2 months ago. Lives alone in a small house 

with stairs. 

O.  Vital signs:  BP: 110/80, HR: 70, RR: 16, T: 98.6.  Thin 

white woman, age 81.  Alert and cooperative.  Wearing flat 

shoes with good tread.  Labwork WNL. Cardiac and Neuro 

exams WNL. Gait WNL.  Fall risk score = 14 

A. Hypertension  (ICD 10:  I11.0), Safety-Fall Risk (CCC: 

N33.6.1) 

Goal: Improve Fall Risk 

P.  Refill medication (RxNorm: 860524) [14], Teach 

Environmental Safety (CCC: N42.1), Monitor/Follow up 2 

weeks (CCC: N42.0) 

Outcome:  Fall Risk Improved 

Clinical Guidelines, Quality Measures, Screening Tools 

Next, students are asked to select a nursing-related clinical 

practice guideline that pertains to the documented 

scenario.  Students are instructed to find a relevant guideline 

from their own practice or from a search of the literature or 

from ECRI Guidelines Trust [15].  An appropriate guideline 

for this patient encounter is from the American Geriatrics 

Society [16, 17]. 

After this step, students are asked to identify nursing-related 

electronic Clinical Quality Improvement (eCQI) measures 

from CMS that are related to the encounter.   Advanced 

practice nurses are eligible clinicians for eCQI.  They should 

revise their encounter note if necessary to include key data 

elements for the measure chosen.  CMS Measure CMS139v7 

is appropriate for this encounter [18].  It is the “percentage of 

patients 65 years of age and older who were screened for 

future fall risk during the measurement period.”  It matches 

National Quality Forum (NQF) measure number 0101.   

Students are encouraged to search for a reliable screening tool 

related to the guideline, and appropriate for electronic 

documentation.  In this example, one appropriate Fall Risk 

Screening algorithm is STEADI, that combines subjective and 

objective information [19].  Other appropriate screening tools 

include the Morse Fall Risk Scale [20] and the Get Up and Go 

Test [21,22].  The students have the opportunity to revise their 

encounter note to include data elements required for 

screening. 

PROMIS/HCAHPS/ Health Status Indicators/MIPS 

Students are asked to describe two or three Patient Reported 

Outcome Measures (PROMIS) that relate to the encounter and 

to explain why they picked these PROMIS measures [23].  In 

this example related to falls, a possible PROMIS measure 

might be a Mobility or Physical Function measure from 

PROMIS Item Bank v2.0.  There are several brief checklists, 

available in both English and Spanish, that may be 

incorporated into electronic documentation.  Students are 

asked to describe implications and opportunities that use of 

PROMIS brings to their practice.  Ideally, the tool would be 

used during the patient assessment, with a follow up test to 

assess outcome after nursing intervention. 

PROMIS individual patient measures are then compared with 

the institution-level Medicare Hospital Consumer Assessment 

of Healthcare Providers and Systems (HCAHPS) measures 

with which students working as RNs may be more familiar 

[24].     

To address population health, and demonstrate the type of data 

freely available online, Students are asked to go to the County 

Health Rankings and Roadmaps website [25], select a state 

and a county, then compare two or three of its health status 

indicators with CDC-defined peer counties.   Then each 

student describes the most likely improvement activity that 

nurses may perform to address the chosen indicators.   

Students are taught to explore the improvement activities in 

the CMS Quality Payment Program to find a related activity, 

if possible [26].  If not, students describe an alternative and 

feasible nursing intervention on the Merit-based Incentive 

Payment System (MIPS) list. 

Conclusion 

Overall, the student response to these assignments has been 

very positive, and many of their comments highlight the 

learning that has taken place.  Some examples follow: 

• The material is very different than the research & 

clinical courses we usually take, so it’s refreshing. 

• I did not care for health information technology prior 

to taking this course, and after taking it, I have 

discovered there are infinite resources and systems 

aimed to improve quality of healthcare; it was quite 

fascinating actually. 
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• This course has made me want to branch out and 

incorporate informatics into my career.  

• I am so interested in IT changes happening in my 

workplace now, and while reading the textbook would 

jot down notes to discuss with my committee and 

hopefully we can do a hospital wide study about 

something related to nurse/provider perception of the 

new EMR, and patient engagement in the e-portal. 

• Taking a course that gave insight as to how health 

data is entered, processed, managed, and accessed is 

essential to professional practice. It has helped me 

rethink EHRs and how something as simple as 

entering vital signs can later be accessed to analyze 

treatment protocols.  

Evidence is emerging that standardized structured nursing 

documentation supports accurate and complete information in 

practice, data reuse and sharing, and improved efficiency, 

business analytics, and care quality [27].  It is imperative to 

provide a strong background in clinical informatics to 

graduate nursing students who will become leaders as expert 

clinicians and administrators.  This course shows clearly how 

standardized nursing terminology is applied to determine the 

contribution of nurses in important measures related to patient 

outcomes.   

Future plans for the course are to continually update it with 

clinically-relevant readings and assignments, and to 

incorporate evolving standards, such as the National Library 

of Medicine Value Set Authority [28] and assessment tools 

linked to Logical Observation Identifiers Names and Codes 

(LOINC) coding [29].  The goal is to transform documentation 

of nurses’ work so that it will be recognized in measures 

related to quality of care and payment. 
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Abstract 

It is now recognised that Health IT systems can bring benefits 

to healthcare, but they can also introduce new causes of risks 

that contribute to patient harm. This paper focuses on 

approaches to modelling and analysing potential causes of 

medication errors, particularly those arising from the use of 

Electronic Prescribing. It sets out a systematic way of analysing 

hazards, their causes and consequences, drawing on the 

expertise of a multidisciplinary team. The analysis results are 

used to support the development of a safety case for a large-

scale Health IT system in use in three teaching hospitals. The 

paper shows how elements of the safety case can be updated 

dynamically. We show that it is valuable to use the dynamically 

updated elements to inform clinicians about changes in risk, 

and thus prompt changes in practice to mitigate the risks.   

Keywords:  

Electronic Prescribing, Medication Errors, Patient Safety 

Introduction 

Many countries have promoted Health Information Technology 

(HIT) as a primary means to improve the safety and efficiency 

of healthcare delivery. For example, the US government and 

European Commission have initiated policies to promote the 

adoption and use of HIT [1]. In the UK, several funding 

programmes have been launched to drive technology use within 

the National Health Service (NHS) [2]. One of the main types 

of HIT being targeted is Electronic Prescribing Systems (EPS) 

that involve “the use of computing devices to enter, modify, 

review, and output or communicate, drug prescriptions” [3].  

There are many potential benefits associated with EPS, e.g. 

reduction in prescription errors as a result of fewer illegible 

orders, easier repeat prescriptions and better ability to track 

prescriptions [4]. However, the introduction of EPS also 

introduces new causes of risks, for example alert fatigue [5]. In 

order to realise the benefits of EPS, thorough risk assessment 

must be conducted. This should enable hospitals to evaluate 

whether the EPS will achieve safer care by reducing current 

clinical risk and also controlling the new risks associated with 

the introduction of the new technology.  

In many engineering domains the use of a Safety Case (SC) is 

an established practice [6]. A SC is a structured argument, 

supported by evidence, that a system is acceptably safe in its 

context of use [7]. The SC is a risk management tool, providing 

rationale for accepting a system into service and enabling the 

relevant stakeholders to make informed decisions. The SC is 

particularly useful when it is produced at the same time as the 

system is designed and deployed, as it can help to inform design 

decisions and potential changes to the clinical workflows [8].  

Previously, we reviewed the notion of hazard for HIT [9] and 

implemented a tool-supported methdology called the Safety 

Modelling, Assurance and Reporting Toolset (SMART) [10]. 

In this context, hazards are conditions or behaviour that can be 

observed at the level of the clinical system, and which have a 

clear link to patient harm, e.g. wrong medication. In this paper, 

we use SMART to support hazard analysis and develop a SC 

for an EPS deployed in three teaching hospitals. This paper 

focuses on three areas: 

• Safety analysis: modelling causes and consequences of 

hazards, and hazard controls; 

• Safety case: the use of the Goal Structuring Notation 

(GSN) [11] to present a safety argument, reflecting the 

hazard controls and risk acceptance; 

• Through-life safety: an initial analysis of those aspects 

of the SC that are static, and those which can benefit 

from being updated dynamically. 

Our approach involves proactive safety analysis, prior to 

deployment of EPS. In addition, we present a rationale for 

dynamically updating the SC, to support through-life safety. 

We refer to this as a Dynamic Safety Case (DSC) [12].  

Methods 

Setting: The study was undertaken in three teaching hospitals 

based on a large-scale HIT system, with a focus on the 

prescribing process as part of medication management. Figure 

1 is an abstract model of the medication management process, 

of which prescribing is the first step, and the scope of our study.  

 

Figure 1 – Abstract Model of Medication Management 

Data collection: a qualititve reseach method is used in this 

study. Data was collected from multi-disciplinary workshops 

(eight in total), which were organised to perform the hazard 

identification and risk analysis for the EPS. There were 3 

clinical consultants, 2 nurses, 2 pharmacists, 2 safety engineers, 

2 researchers and 2 systems engineers (representing the EPS 

supplier) involved in the workshops. 
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Data analysis: A combination of Software Hazard Analysis 

and Resolution in Design (SHARD) [13] and Systems 

Engineering Initiative for Patient Safety (SEIPS) [14] were 

used to stimulate the indentification of hazards, their causes and 

consequences, and the controls associated with the hazards. 

SHARD is suitable for identifying hazards and casuses of 

hazards from a software perspective, e.g. missing data, but it 

does not address complex interactions between software 

systems and humans. SEIPS provides a framework for a 

comprehensive consideration of work system design, which 

includes five elements: person, tasks, technology and tools, 

environment and organisation, and its impact on care processes 

and outcomes. This helps to address the interactions of software 

system and humans in a complex socio-technical context. Thus 

the two methods are complementary. The results of using 

SHARD and SEIPS are recorded using bow-tie diagrams. 

Finally, GSN was used to represent the safety arguments for 

EPS based on the results and findings from the workshops. 

Results 

Six main findings were identified, which are reported in this 

section. 

The importance of a clear process model 

To ensure the safe implementation of HIT systems, it is 

important to understand how HIT systems are used to support 

the clinical activities. As such, the first step was to define a clear 

process model to reflect the relationships between EPS, as a 

HIT system, and prescribing, as a clinical activity. During this 

task, one challenge arose, which is to what level of granularity 

the prescribing process should be modelled, e.g. a more detailed 

IT centered view, including “right click for more medication 

options”, or a more abstract clinical activity level, such as 

“choose right medication”. As a result of considering both the 

validitiy of the processes and the emphasis on clinical context 

for hazard identification, the multidisciplinary team constructed 

the clinical process model to describe the flow of clinical 

activities and decisions, linked to the specific functions in the 

EPS, as shown in Figure 2. This also reflects well established 

health informatics approaches to evaluating HIT systems, that 

HIT interventions should be clinically- and problem-driven 

rather than technology-driven [15]. As is shown in Figure 2, the 

“sign” clinical activity in this model is associated with the “sign 

medication” function in the EPS. This model provides an 

understanding of the interaction between a HIT system and its 

clinical activities which is necessary before being able to 

identify hazards. 

Identifying hazards in complex clincal settings 

The most critical step in achieving and demonstrating the safety 

of HIT systems is to conduct a systematic process to identify 

potential hazards during the product development and then 

engineer them out or reduce their likelihood [16]. In order to 

carry out a thorough and proactive hazard identification, we 

first agreed on an overall hazard categorization based on the 

five rights in medication safety [17], producing five general 

categories: 

1. Wrong patient selected in prescribing phase 

2. Wrong medication dose prescribed  

3. Wrong medication route prescribed  

4. Wrong medication time prescribed 

5. Wrong medication choice 

Each hazard category can be refined further. We do this using 

the failure classes defined in SHARD, which provides a 

structured approach to the identification of potentially 

hazardous behaviour in software systems. By applying these 

failure classes (omission, commission, early, late and incorrect) 

to the hazard category 5 - wrong medication choice, defined 

above, we identified seven specific hazard cases, loss of 

prescription, unintended medication, wrong medication, late 

medication, early medication, duplicate medication and 

adverse interaction.  

For brevity, the rest of the paper focuses on the wrong 

medication choice category, but the method described above 

would apply equally well to the other hazard categories. 

 

 

Fgure 2- Prescribing Process in SMART
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Modelling the causal chains (technical and non technical) 

 

Figure 3 – Bow-Tie for Wrong Medication 

In order to mitigate the hazards, it is important to identify their 

causes so we can identify effective controls. In a socio-technical 

system, it is important to recognise both technical and non -

technical factors. Therefore, we used the SEIPS model to guide 

us to think systematically. The use of the SEIPS model both 

helps to identify causes of the specific hazard, and the controls. 

For each hazard, there are a range of controls that can 

counteract causes of the hazards, and others that can influence 

the consequence of the hazards. Figure 3 illustrates the causes 

and consequences and the controls related to the Wrong 

Medication hazard, arising out of the analysis workshops. 

In Figure 3, we can see that there are 8 identified causes that 

contribute to Wrong Medication during prescribing (the left-

hand side of the bow-tie). Among them, three causes belong to 

the technology factor (technology and tools in SEIPS), which 

is related to the EPS deployed in the hospital. A well designed 

EPS should have the ability to mitigate the causal factors, for 

example by integrating Tall Man Letter to make it noticeable or 

striking out inapplicable options when the prescribers are 

selecting medications. Another three causes are categorised as 

human factors (person in SEIPS). These causes can be 

controlled by providing education and training to clinical 

practitioners. The last two causes are work environment factors 

(environment in SEIPS). They are related to the local 

organisation and policy. These factors should be controlled by 

providing guidance or procedures by the local organisation, e.g. 

to close the ward at key times.  

The classification of causal factors is useful, as recognising that 

different causal factors belong to particular categories helps to 

find the right control. It also helps to make the causes of hazards 

explicit and reveal the weak points of the system. For example, 

considering Wrong Medication, it seems that the organisation 

should also seek to reduce the pressure on clinical practitioners, 

e.g. by reducing the un-necessary and non-clinical related 

workload (environmental factor). 

Difficulty of determining severity 

Turning to the right-hand side of the bow-tie, we consider the 

consequences of the hazards. In the workshops, we found it 

very challenging to assess the potential harm concerning a par-

ticular hazard. For example, consider the Wrong Medication 

hazard; the medication type, the profile of the patients, the com-

plexity of the clinical conditions and the state of the clinical 

setting would lead to different consequences. 

In addition, we found it difficult to map the consequence of 

medication errors to severity of harm. From our literature re-

view, we discovered that it is very hard to find information to 

make such connections. Studies such as [18] and [19] either just 

give a severity classification without a detailed description of 

how they mapped their patient results to the severity, or they 

focus on error types and their causes, but do not identify the 

severity of the patient outcome. Further work is needed on how 

to categorise the severity of harm and give concrete examples 

how to map the consequences (patient outcomes) to different 

severities.  In order to illustrate this, we present examples of 

patient harm in Table 1 using the World Health Organization 

(WHO) severity classification [20]. This table is intended to be 

illustrative but refining and expanding it, e.g. by considering 

different aspects of human function such as vision and respira-

tion, might aid in future hazard and risk assessment.  

Clear arguments, the essense of reasoning 

Based on insights gained in the workshops, we employed GSN 

to represent the  safety argument for the EPS in three teaching 

hospitals. Figure 4 shows the top level of the safety argument 

and reflects the use of a Hazard Log to record information about 

all the hazards. A Hazard Log is a standard safety management 

tool for recording and tracking information about risks, used in 

other sectors, e.g. aerospace, but also applicable in healthcare 

and required by the NHS HIT standards [7; 21].  

Table 1– Examples of Severity Classes 

Severity None Mild Moderate Severe Fatal 

Summary No symptoms 

(detected) 

Symptoms short-term, 

requiring minimal in-

tervention 

Harm or loss of 

function may be 

long-term, requiring 

intervention 

Life-saving inter-

vention needed; 

long-term harm or 

permanent loss of 

function

Death caused or 

brought forward by 

the incident 

Examples Paracetamol given 

instead of priadel 

(loss of therapeu-

tic effect)  

 

Use of antibiotics 

to treat viral in-

fections (NB re-

duces utility of 

antibiotics) 

 

Nausea, vomiting or 

diarrhoea from over-

dose of epirubicin 

 

Forgetting to specify 

maximum daily dos-

age for an “as re-

quired” drug 

 

Accidental sedation 

due to prescribing di-

azepam not diltiazem 

Digestive problems 

including ulcers and 

internal bleeding 

 

Hypotension due to 

overdose of lis-

inopril  

 

Dyspepsia and ul-

cers from overuse of 

non-steroidal anti-

inflammatory drugs 

for arthritis

Blindness due to 

prescribing a diu-

retic to patients with 

low blood pressure 

 

Lung damage and 

possible sepsis giv-

ing oral treatment to 

patient with dyspha-

gia 

Weekly dose of 

methotrexate given 

daily 

 

Ten times overdose 

of insulin 

 

Haemorrhage from 

incorrect use of 

warfarin 
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Figure 4 – Top level of the GSN for the EPS for the three Teaching Hospitals

It is often infeasible to eliminate risks, so the claim Residual 

Risks shows that the risks left after implementing the controls 

are acceptable and/or managed in the context of the Risk Matrix 

used at the hospitals; this breaks down into two sub-cases: 

• Residual risks meet the acceptability criteria 

• Residual risks do not meet the criteria, but can be 

accepted due to the clinical benefit 

Evidence to support these claims can come directly from the 

Hazard Log. 

For example, the risk of the “Wrong Medication” hazard has 

been reduced to an acceptable level, given the seven controls 

identified in Figure 3. The controls and risks are set out in the 

Hazard Log. Alternatively, we could have expanded the GSN 

argument further, replacing solution HL1 with more detailed 

sub-arguments for each hazard. For the “Wrong Medication” 

hazard, the solutions at the bottom of the argument would be 

evidence about the effectiveness of each of the controls.  

The evidence about the controls on the left of the bow-tie is 

generated from analysis of the error records, which are derived 

from chart review, automated review of electronic records, 

review of incident reports, review of self-reporting, patient and 

staff interviews, and from direct observation [22]. For example, 

in order to assess whether the controls – Tall Man letters and 

Formulary filters – are effective, we should interrogate the error 

rates related to mis-selection of medication and free text. 

Dynamic Safety Cases 

It is well established that the safety of critical services is a 

dynamic property [23]. In healthcare, this dynamism is often 

attributed to variation in the health and care services, and their 

underlying systems, as well as in the environments within 

which they are deployed. Although variation can be seen as a 

negative attribute, e.g. a sign of noncompliance, increasingly 

more emphasis is placed on the necessity of variation to enable, 

and sometimes empower, people and technologies to adjust and 

adapt to ensure continuous safe care. The ability to adapt and 

adjust is a key enabler for resilience in healthcare [24]. Unlike 

traditional SC, which often remain static and are only updated 

in a reactive manner, both the justification and evidence base of 

the SC for a complex process such as prescribing should evolve 

based on real-time data that is collected, proactively, from 

diverse sources, particularly covering and combining clinical, 

organisational and technological factors.  

The SC described in this paper will be extended and integrated 

with a new dynamic risk model and uncertainty assessment 

algorithms, based on Bayesian Networks, for proactively 

computing the confidence in, and updating the reasoning about, 

the safety of the medication services based on real-time data. 

This will be combined with a set of update rules triggering the 

provision of actionable suggestions to clinicians in response to 

changes in the services, clinical settings, the safety argument or 

the confidence in that argument. Thus clinicians will be able to 

take risk reduction action, i.e. adding new controls, based on 

leading indicators/precursors of problems before they develop 

into potential errors and patient harm.  

Discussion 

The paper summarises our work to date on developing a full SC 

for the entire HIT system in the three hospitals. Our results so 

far show that having a clear model of the medication process 

aids analysis, both in identifying hazards and their controls. In 

particular the clincal process models enable the workflows to 

be analysed at a level which is understandable by the users of 

the EPS, and which is also clinically meaningful.  
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The use of the bow-tie to model the causes and consequences 

of a hazard in the precribing process gives a direct visuliation 

of how a hazard is controlled, what can be the potential causes 

of this particular hazard, what consequences there can be for the 

patient through this hazard and what kind of controls we have 

to mitigate the hazard. This is a very useful basis for hazard and 

risk assessment. We see an opportunity to use this approach to 

improve analysis of medication safety, particularly assessment 

of risk, beyond just EPS, and this is an area for future research.  

Further, we have shown how to use GSN to construct an explicit 

argument to justify the safety of EPS use in the context of the 

wider medication management system. The SC rests on 

evidence, some of which relates to the controls identified in the 

bow-tie diagram. SC are predictive, and the evidence is usually 

based on analysis prior to operation. A first step in making the 

SC representative of actual use of EPS would be to update the 

evidence to reflect the effectiveness of the controls, as they 

change over time. Ideally we would use this to show that the 

EPS plus controls is better (in terms of patient safety) than the 

previous manual system. However it is hard to obtain data that 

shows what happened before introduction of EPS, and hence to 

make such comparisons. In contrast, in future, it will be 

possible to  see whether or not the controls are effective and the 

extent to which the risk is reducing over time, e.g. the frequency 

of over-riding alerts and error rates relating to mis-selection and 

free text are going down. Thus the SC can support management 

of risk through life, rather than just being a tool for deciding 

whether or not a system can be deployed. This is a key area of 

our future work, and should lead to development of DSC. 

Conclusions 

Management of risk associated with HIT systems is challenging 

as the technology is used in a complex socio-technical setting, 

and the staff using the systems are often under significant 

pressure, due to the volume of work, or the need to respond to 

patients’ symptoms very quickly. We have presented our 

approach to assessing the safety of HIT systems, based on work 

on EPS in three UK hospitals, which draws on accepted 

practices in other domains, which we believe helps address the 

problems of managing safety in a healthcare setting. 

The work enables causes and consequences of hazards to be 

analysed more directly than is possible with a purely statistical 

approach. Further, it enables the role and effectiveness of risk 

controls to be assessed. The work reported here is part of an 

ongoing research programme that will enable dynamic control 

over safety risk, by updating the evidence in the SC from 

analysis of operational data.  

Acknowledgements 

This work is partly funded by Bradford Royal Infirmary. 

References 

[1] European Commission, eHealth Action Plan 2012–2020. 

Innovative healthcare for the 21st century, in, 2012. 

[2] Department of Heath, The NHS plan: a plan for 

investment, a plan for reform, in, 2000. 

[3] J. Teich and J.J.W. Marchibroda, DC, Electronic 

prescribing: toward maximum value and rapid adoption. 

eHealth Initiative,  (2004). 

[4] E.L. Abramson, Causes and consequences of e-prescribing 

errors in community pharmacies, Integrated pharmacy 

research & practice 5 (2015), 31. 

[5] T.H. Payne, EHR-related alert fatigue: minimal progress to 

date, but much more can be done, BMJ Quality & Safety 

(2018), bmjqs-2017-007737. 

[6] M.A. Sujan, I. Habli, T.P. Kelly, S. Pozzi, and C.W. 

Johnson, Should healthcare providers do safety cases? 

Lessons from a cross-industry review of safety case 

practices, Safety Science 84 (2016), 181-189. 

[7] NHS Digital, DCB0160: Clinical risk management: its 

Application in the Deployment and Use of health IT 

Systems, in, 2018. 

[8] R. Bloomfield, N. Chozos, D. Embrey, J. Henderson,  

T. Kelly, and F. Koornneef, Using safety cases in industry 

and healthcare, Health Foundation, London (2012). 

[9] I. Habli, S. White, M. Sujan, S. Harrison, and M. Ugarte, 

What is the safety case for health IT? A study of assurance 

practices in England, Safety Science 110 (2018), 324-335. 

[10] I. Habli, Safety modelling, assurance and reporting 

toolset (SMART) for digital health, Informatics for Health, 

Manchester, UK (2017). 

[11] The GSN Working Group Online, GSN Standard, in, 

2018. 

[12] E. Denney, G. Pai, and I. Habli, Dynamic safety cases for 

through-life safety assurance, in: Proceedings of the 37th 

International Conference on Software Engineering-

Volume 2, IEEE Press, 2015, pp. 587-590. 

[13] D.J. Pumfrey, The principled design of computer system 

safety analyses, University of York, 1999. 

[14] P. Carayon, A.S. Hundt, B. Karsh, A.P. Gurses, C. 

Alvarado, M. Smith, and P.F. Brennan, Work system 

design for patient safety: the SEIPS model, BMJ Quality & 

Safety 15 (2006), i50-i58. 

[15] H. Fraser, E. Coiera, and D. Wong, Safety of patient-

facing digital symptom checkers, The Lancet (2018). 

[16] E.H. Shortliffe and M.J. Sepúlveda, Clinical Decision 

Support in the Era of Artificial Intelligence, JAMA (2018). 

[17] M. Grissinger, The five rights: a destination without a 

map, Pharmacy Therapeutics 35 (2010), 542. 

[18] J. Kelly and D. Wright, Medicine administration errors 

and their severity in secondary care older persons� ward: 

a multi�centre observational study, Journal of clinical 

nursing 21 (2012), 1806-1815. 

[19] K.L. James, D. Barlow, R. McArtney, S. Hiom, D. 

Roberts, and C. Whittlesea, Incidence, type and causes of 

dispensing errors: a review of the literature, International 

journal of pharmacy practice 17 (2009), 9-30. 

[20] W.H. Organization, International Classification for 

Patient Safety Key Concepts and Preferred Terms, in, 

WHO Geneva, 2009. 

[21] NHS Digital, DCB0129: Clinical Risk Management: its 

Application in the Manufacture of Health IT Systems, in, 

2018. 

[22] M.P. Tully and B.D. Franklin, Safety in medication use, 

CRC Press, 2015. 

[23] C. Vincent and R. Amalberti, Safety in healthcare is a 

moving target, in, BMJ Publishing Group Ltd, 2015. 

[24] R.L. Wears, E. Hollnagel, and J. Braithwaite, Resilient 

health care, volume 2: the resilience of everyday clinical 

work, Ashgate Publishing, Ltd., 2015. 

 

Address for correspondence 

 

Yan Jia, Department of Computer Science, University of 

York, York UK. email: yj914@york.ac.uk; tel. 01904325492 

Y. Jia et al. / Developing a Safety Case for Electronic Prescribing 633



Towards an Open-Source Oncology Electronic Medical Records System for Low-

Resource Settings: Development of Chemotherapy Management in OpenMRS 

Johnblack K. Kabukye
a,b

, Alexis M. Casaceli
c

, Ellen Ball
d

, Mario De Armas
c

, Ronald Cornet
b

  

a 

Uganda Cancer Institute, P.O. Box 3935 Kampala, Uganda  

 b 

Department of Medical Informatics, Amsterdam UMC - Location AMC, Amsterdam, Netherlands 

c
 IBM, Armonk, NY, United States 

d
 Partners In Health, Boston, MA, United States 

 

 

Abstract 

Cancer is a major public health challenge in low and middle 

income countries (LMICs). In this paper, we describe work 

in progress to develop functionality within an open-source 

electronic medical records system to support safe and 

standardized cancer care in low-resource settings. We 

engaged cancer care providers from LMICs to elicit and 

prioritize requirement, and following a rapid application 

development approach we developed chemotherapy 

prescription and documentation functionality within 

OpenMRS. 

Keywords:  

Developing Country; Electronic Health Records;  

Neoplasms 

Introduction 

Cancer is a major cause of mortality and morbidity 

worldwide. As of 2018, there are an estimated 14 million 

cancer cases and 9.6 million cancer deaths worldwide, 

according to the WHO [1]. Cancer causes more deaths than 

HIV/AIDS, Malaria, and Tuberculosis combined. 

The cancer burden is heaviest in low and middle income 

countries (LMICs) where it is fast replacing infectious 

diseases as a leading public health challenge. Sixty percent 

of cancer cases and over 70% of cancer deaths are occurring 

in LMICs. Yet cancer has not been receiving the needed 

attention and priority, e.g., in  the form of funding. Cancer 

receives only 2% of the funding that is put towards other 

diseases in LMICs [2]. 

Leveraging health information technologies such as 

electronic medical record (EMR) systems in oncology in 

LMICs can contribute to the improvement of cancer care 

outcomes through improved care coordination, 

standardization of treatment, facilitation of guideline 

adherence and computerized clinical decision support (CDS) 

[3]. Cancer is a complex family of diseases and cancer care 

is also complex. There are hundreds of cancer types, each 

with different risk factors, prevention strategies, 

presentation, staging, investigations and treatment 

approaches, including chemotherapy, radiotherapy, and 

surgery [4]. In addition, health care systems in LMICs are 

varied, often with limited availability of cancer care 

specialists and services such as radiotherapy and pathology   

[2; 5]. Medical errors, e.g., in chemotherapy administration, 

are common in such complex care environments [6] and the 

lack of standardization of care affects outcomes. Lack of 

good quality data for research and planning is also a major 

challenge for cancer care in LMICs [3; 7] that EMRs could 

help address. 

Unfortunately, adoption of EMRs in oncology in LMICs 

remains low. For example, the majority of EMRs in Africa 

are implemented within HIV/AIDS care programs, and only 

27% in non-HIV related programs [8]. There have been few 

reports on EMR implementations in cancer, e.g., in Rwanda 

[7], but these implementation projects are still in their 

infancy. 

The complexity of oncology is a factor in this low EMR 

adoption because oncology is thought to require complex 

and expensive software systems [9] which are not affordable 

in LMICs, especially considering the lack of prioritization 

and funding in LMICs. 

Open source software systems offer a potential solution to 

the prohibitive cost, in addition to fostering collaboration 

and enhancing the use of interoperability standards [10; 11]. 

Open source systems are arguably more secure since the 

source code is reviewed by many independent members of 

the open source community. OpenMRS 

(https://openmrs.org/) is one such open source EMR 

platform that is widely used in LMICs particularly in the  

management of HIV/AIDS, tuberculosis, malaria, and 

maternal and child health [12]. It is a robust, modular and 

scalable web-based platform built in Java. It uses MySQL 

databases and has an extensive data dictionary called CIEL 

(Columbia International eHealth Laboratory) which maps to 

ontologies such as ICD-10, SNOMED CT, RxNORM, and 

LOINC. OpenMRS also uses interoperability standards such 

as HL7 and FHIR. It is freely available for download and 

has a large community of active developers and 

implementers in over 40 countries. 

In this paper, we describe work in progress to leverage the 

OpenMRS platform to develop a fully functional oncology 

EMR that meets the needs and requirements of cancer care 

in LMICs [13]. The initial work focused on developing a 

chemotherapy management module to facilitating efficient, 

standardized, and safe chemotherapy ordering, 

documentation, and tracking by doctors and nurses. 
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Methods 

Stakeholder Engagement and Requirements Elicitation 

Stakeholders were purposively identified to include general 

doctors, oncologists, nurses, and others working in cancer 

care, especially those in LMICs or those familiar with this 

context. Organizations represented included Partners in 

Health (PIH), Uganda Cancer Institute, Dana-Farber Cancer 

Center and UNC Project Malawi. We also involved software 

engineers from the OpenMRS community (mostly from 

PIH), the OpenMRS leadership team, and IBM Health 

Corps. These regularly engaged in a variety of meetings and 

communication interactions: via email, video conferences, 

OpenMRS Talk (http://talk.openmrs.org), OpenMRS design 

forums, and face-to-face meetings in Boston, MA, to elicit 

and prioritize requirements, discuss design considerations 

and review sketches and prototypes. The technical members 

of the team also visited and engaged with those on the 

ground at the PIH’s cancer treatment facility in Mirebalais, 

Haiti to review the current workflows, paper forms, and 

treatment protocols, and to interact with target end-users. 

Development Process 

We followed the rapid application development approach. 

The software engineers and OpenMRS implementers were 

co-located in Boston, MA over approximately one month. 

We reviewed the existing code (freely available in GitHub), 

the OpenMRS data model and concept dictionary to 

determine what needed to be modified and what could be 

reused. Then we developed mock-ups and prototypes for the 

user interfaces implementing the chemotherapy protocols. 

These were iteratively reviewed by target end users and 

changes made immediately. Several modules that are 

already available in the OpenMRS platform were used e.g., 

the metadata module for adding new concepts, and the 

OpenMRS API, a REST web service used to implement the 

technical workflows. 

Results 

Requirements  

Several requirements for comprehensive oncology support 

were elicited, including oncology-specific documentation 

(e.g., tumor description), exporting data to cancer registries, 

computerized clinical decision support in terms of diagnosis, 

reminders, etc. 

Chemotherapy management was prioritized of all the 

requirements because it is a high-risk part of the oncology 

workflow – complex drug combinations, tightly controlled 

doses, severe toxicity and need for several safety checks 

[14]. Currently, chemotherapy ordering at the represented 

cancer centers is paper-based and relies on verbal 

instructions between care team members. 

For the chemotherapy management module, requirements, 

include the following: (i) provide an oncology-specific 

patient overview with patient identification, cancer 

diagnosis, cancer journey summary (e.g., On CHOP cycle 3 

of 6); (ii) show list of appropriate chemotherapy regimens 

and pre and post medication for the cancer diagnosis, (iii) 

automatically calculate body surface area (BSA) from height 

and weight, and (iv) calculate doses and generate a 

prescription when the doctor chooses a regimen (v) allow 

the prescriber to modify the dose by a given percentage but 

provide a reason for the modification  (vi) track cumulative 

doses of certain drugs (e.g., Anthracyclines) and notify the 

prescriber when ceiling doses are reached. 

Figure 1 – Data model with chemotherapy related concepts added (in green). 
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Changes in OpenMRS 

The oncology module required introduction of new concepts 

that are currently not available in the OpenMRS data model 

and concept dictionary. Figure 1 shows the data model with 

chemotherapy-related concepts that were added during this 

project colored in green. These concepts are related to drug 

combinations and the cyclic nature of chemotherapy, as well 

as the requirement to track  number of cycles in regimens, 

cycle numbers (e.g., 3 of 6), length of cycles, administration 

group (e.g., chemotherapy, pre medication, post 

medication), and maximum lifetime dose. 

The OrderGroup (attribute of Order) and Drug objects that 

already exist in OpenMRS were modified to enable capture 

of information about chemotherapy regimen, such as 

cycleNumber, cycleLength, cycleLengthUnits, and 

DoseLimitUnits. ChemoAdminDosingInstructions was also 

added to The DrugOrder object (extension of Order object) 

to capture special instructions that are not captured by 

SimpleDosingInstructions. Classification into pre-

medication, chemotherapy, and post-medication leverages 

the OrderType concept field in Order. 

We also used the CIEL dictionary currently in PIH’s version 

of OpenMRS, which contains oncology concepts, con-

strained to the workflow and context, e.g., mappings to ICD-

O, the oncology subset of ICD. While each facility can add 

concepts to CIEL, a team of terminology experts at Open 

Concept Lab (https://openconceptlab.org/) coordinates and 

distributes CIEL, and encourages all local additions to be 

added centrally to ensure consistence. 

 

After addition of the concepts, we hardcoded templates for 

twelve chemotherapy protocols currently used at Mirebalais 

for management of lymphomas, breast cancer and other 

solid tumors. The templates were made as metadata files in 

the YAML syntax, describing each chemotherapy regimen’s 

medications and cycle details. YAML is data serialization 

language similar to XML but with a minimal syntax that 

focuses on data interchange rather than document mark-up. 

We chose to make the regimen templates in this format to 

facilitate ease of future addition of new chemotherapy 

treatments to the initial set, and to ease update of the 

delivered chemotherapy regimens by trained doctors, 

clinicians, and non-software programmers. 

To allow changes to the chemotherapy regimen templates, 

or add new ones easily by different cancer centers, we 

developed the Yet Another Automated Regimen (YAAR) 

management tool, which can process the YAML files and 

manage the OpenMRS REST API back-end messaging. The 

tool was implemented in Python and is meant to be extended 

as requirements evolve. As a future goal, the tool should be 

extended to support additional treatment types (new 

schemas) beyond the chemotherapy regimens targeted in 

this project. 

User Interface Design 

We used the React UI framework (Material UI) to develop 

the front end. This first displays the oncology-specific 

patient summary as per the requirements above, with an 

option select “Prescribe chemotherapy”. The prescriber is 

then taken to a screen that shows chemotherapy regimens 

and pre and post medication, their schedule, doses and 

information such as dose modifications or cumulative dose. 

With a few clicks the prescriber selects the appropriate 

regimen, schedule and doses, adds notes if necessary and 

submits the order. 

Figure 2 shows a sample OpenMRS API invocation to 

create a new OrderGroup and Orders during chemotherapy 

ordering, and Figure 3 shows some of the screens for the 

chemotherapy prescription interface. We also made a 

nurses’ interface that allows the nurse to document the 

treatment after it has been administered as well as details 

such as patient reaction to medication or toxicity, track cycle 

numbers, etc. 

All the code, documentation, workflow analysis and mock-

ups, as well as links to other project resources are available 

in GitHub (https://github.com/openmrs/openmrs-module-

oncology). 

Figure 2 – OpenMRS API Invocation to create a chemotherapy order 
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Discussion 

In this paper, we describe collaborative efforts towards 

developing a fully functional oncology EMR for low 

resource settings based on the open source EMR OpenMRS. 

We began by focusing on chemotherapy management, and 

currently we have a functional prototype based on the 

workflow and clinical services at the PIH Mirebalais cancer 

center. We implemented twelve chemotherapy regimens and 

documentation requirements, but the product is scalable 

using the chemotherapy template authoring (YAAR) tool 

which allows new regimens to be added so that the system 

can be used in different contexts or at other cancer care 

centers. The prototype has been evaluated as part of the 

development process by oncologists and other cancer care 

providers from Uganda, Rwanda, Malawi, Haiti, and the US 

but the module is yet to be implemented at point of care. 

The twelve chemotherapy protocol templates that were 

configured were based on the care process at Mirebalais 

cancer center and that is where initial implementation is 

planned, but with minimal changes the module can be used 

elsewhere. Evaluations and further development for 

implementation in Uganda, Rwanda and Malawi are 

ongoing, and feedback from these clinical applications will 

inform future iterations of development. 

This project also provides a basis for development of 

clinical decision support such as automatic body surface 

area calculation, automatic dose calculation, safety checks 

and alerts for dose (including lifetime cumulative doses) and 

schedules basing on protocols integrated in the system, as 

well as better clinical data capture and (re)use for 

forecasting and planning. 

Future features will include the addition of pharmacist 

workflows to complete the chemotherapy administration 

workflow, as well as other forms for complete oncology 

documentation e.g., diagnosis, staging and treatment, follow 

up and interfacing with cancer registries. 

Some challenges faced during the project included difficulty 

in gaining consensus on data model changes to support 

cancer specific concepts, and a complex code base that was 

hard for new developers to learn. Current challenges include 

dedicated software development teams and project 

management to advance the work quickly.  

Figure 3 – Examples of user interface screens for chemotherapy prescription workflow 
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Conclusions 

This project demonstrates the potential for collaborative 

development of affordable open source systems for 

addressing the cancer epidemic in LMICs. The system will 

facilitate a safe and standardized prescription of 

chemotherapy as well as proper documentation and 

monitoring. This is important because chemotherapy is very 

toxic, and cancer care is complex and prone to medical 

errors, which can be detrimental for the patient. 

In this project, we also developed tools which can be used 

by other cancer care providers to implement their own 

protocols. Using the rapid application development 

approach allowed us to accomplish this project in a 

relatively short time. Constant interaction with the end users 

at all stages of the project was crucial for a proper 

understanding of the requirements and the oncology domain 

in general. Co-location of the technical team was 

advantageous since some members of the team were new to 

OpenMRS.  
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Abstract 

Patient falls, a subcategory of patient safety events, cause 
further harm and anxiety to patients in healthcare systems. 
Patient fall reports are a valuable resource to identify safety 
issues that demand further attention. Still, the main challenge 
for patient fall reports is the lack of quality and detail in 
writing. A method of evaluating patient fall reports would help 
us better understand the root causes of falls and prevent their 
recurrence to improve patient safety. Employing the Agency for 
Healthcare and Quality rubric for assessing the quality of fall 
reports, we compared three different machine-learning models 
and identified the most effective method for scoring fall reports 
using AHRQ’s rubric. The results of this study are intended to 
be applicable in healthcare facilities to score reports during 
reporting for reporters to improve report quality. The ultimate 
goal is to increase learning from fall reports for better 
prevention of patient falls. 

Keywords:  

Patient Safety; Falls; Machine Learning 

Introduction 

Measuring and analyzing incidents that could result in 

unintended harm towards patients, or patient safety events 

(PSE), are essential in forming strategies to improve patient 

safety. A PSE is gathered through a process called event 

reporting, which happens on a voluntary and limited basis [1]. 

However, the reports often vary in level of detail, bias, and 

ambiguity. Event reporting has proven to be successful in 

increasing safety in other hazard-prone industries, such as 

aviation [2]. Even with a plethora of technology and data, 

healthcare lags behind in collecting and applying PSE reports. 

In the 1999 report, To Err Is Human, the Institute of Medicine 

places incident reporting as one of the most urgent areas of 

healthcare to improve [3]. Clearly, managing an efficient PSE 

reporting system is crucial for clinicians and hospitals to learn 

from past events and form solutions to improve patient safety. 

Patient falls, the most common type of PSE, are defined by the 

Agency for Healthcare Research and Quality (AHRQ) as “an 

unplanned descent to the floor with or without injury to the 

patient.” There are between 700,000 and 1,000,000 patient falls 

each year in the United States [4]. A patient fall can have 

various consequences such as additional pain or injury. It may 

also lead to additional hospital stay, on average about 6.3 more 

days, costing the patient about $14,000 [5]. Even if there is no 

injury, the fall can cause anxiety or embarrassment to the 

patient. Insofar, the healthcare community has heavily 

emphasized report collection, but poor processing of safety 

reports remains a key challenge in PSE reporting [6]. Current 

reporting systems are suffering from low-quality reports, which 

has greatly damaged the learning value of previous events. Poor 

quality reports are not only unhelpful but also potentially 

dangerous, as missing information could cause hospitals to 

make incorrect decisions about the patient. High quality reports, 

on the other hand, provide hospitals with accurate and complete 

data to prevent future patient falls and increase safety. Quality 

improvement remains a problem because reporters have no way 

of receiving immediate feedback on their reports. Therefore, a 

tool of rapidly assessing reporting quality is necessary. If we 

could alert reporters of their report quality during the writing 

process, they could improve their description of the event and 

submit higher quality reports.  

Although AHRQ has developed a rubric to identify if patient 

fall reports contain enough information for effective analysis 

[7], no real-time scoring system currently exists. In our 

previous study, we proposed a PSE similarity searching model 

that provides the reporter with suggestions on solutions and 

prevention, increasing the motivation of the reporter to include 

as many details as possible [8]. We also designed a user-

centered, self-learning reporting system that assembles a large 

PSE knowledge database [9]. Therefore, a tool that scores 

reports would further upgrade our system by providing numeric 

scores to reporters and further increasing their motivation to 

improve the quality of their report. Scoring would also build a 

higher-quality database with more effective self-learning. 

Instead of traditional human review, machine learning is a 

plausible alternative to score patient fall reports in terms of 

efficiency. Natural language processing (NLP) allows 

computers to understand human language and has been used to 

extract medication information from electronic health records 

(EHR), a similar data type to PSE [10]. Two classic machine 

learning methods, support vector machine (SVM) and random 

forest, have been successful in classifying hospital stay records 

for disease prediction [11]. Recurrent neural networks (RNN), 

a type of deep learning model, have recently been a popular 

approach for more complex text classification tasks [12]. In the 

healthcare field, RNN have displayed higher accuracy than 

other machine learning methods when learning diagnoses from 

EHR [13]. We hypothesize that machine learning, especially 

deep learning, will be highly effective in scoring patient fall 

reports. Different machine learning algorithms can have 

varying levels of success depending on the initial dataset and 

the classifier’s ability to gain an effective generalization 

without overfitting [14]. Comparison of multiple algorithms is 

therefore necessary for finding the most accurate scoring 

method specific to the fall reports dataset. 

This study compared the performance of three different 

machine learning models and identified the most promising for 

the classification and scoring of patient fall reports. We first 

processed the fall reports from a Patient Safety Organization 

(PSO) institute using NLP techniques and labeled them using 
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the AHRQ rubric. Then classifiers based on SVM, random 

forest, and RNN models were evaluated by measuring the 

model performance on AHRQ rubric labeling. We finally 

proposed a report quality scoring system and presented both 

high- and low-quality report examples. The results of this study 

could be used to give reporters immediate feedback and 

encourage improvement of reports before submission. 

Ultimately, better quality patient fall reports would help 

healthcare providers identify what causes falls and how to 

prevent them.  

Methods 

Construct a Database of Labeled Patient Fall Reports 

Patient fall reports are commonly written as first-person 

narratives describing the event and any details that the reporter 

deems pertinent to the fall.  The reporter is usually a nurse 

but can be a staff, volunteer, or any type of person witnessing 

the event. Therefore, fall reports can vary between reporters of 

different professions or backgrounds. The AHRQ toolkit for 

preventing falls in hospitals [7] includes a specialized rubric for 

assessing patient fall report quality, which has the potential to 

measure the fall reports from 13 perspectives (Table 1).  

Table 1 – 13 Perspectives Measuring Patient Fall Reports 

Labels 

1. Witnessed/Not witnessed 

2. Outcome of investigations recorded 

3. Type of injury 

4. Buzzer/bell available within reach before fall 

5. Fall from Bed 

6. Whether bedrails were in use 

7. Floor wet/dry/talcum powder 

8. Footwear 

9. Walking aid in use/in reach 

10. Mental state 

11. First fall this admission or repeat fall 

12. Days since admission 

13. Medication affecting risk of falls

 

We used 2,046 de-identified fall reports from a PSO institute to 

extract and classify the unstructured portions of the reports 

using the categories shown in Table 1. We scored each report 

based on if each category was included (“1”) or not included 

(“0”) in the report. Two reviewers labeled the reports. First, the 

reviewers labeled the same 100 reports and resolved any 

disagreements in scoring through group discussion. Since the 

divergence rate was minimal at 0.15%, the reviewers then 

labeled the remaining reports separately. 

Construct Machine Learning Models 

The three models were constructed to perform multi-label, 

multi-class classification, where multiple labels could be 

assigned to one report. The labels were then used to calculate a 

final score reflecting the report quality. SVM and random forest 

classifiers are both suited for multi-label, multi-class 

classification and were constructed using the labeled patient fall 

reports. Each report was transformed into vectors and weighted 

using term frequency-inverse document frequency (TF-IDF). 

The SVM utilized the one-versus-rest strategy to achieve multi-

class capabilities. 

The tokenization of RNN model was conducted by using the 

Keras preprocessing module to transform report into a sequence 

of numbers corresponding to the frequency of each word. To 

simplify the input for the model, the sequences were padded to 

the length of the longest report (N=436). The model contained 

an embedding layer, hidden layers, an attention layer, and an 

output layer. Figure 1 shows the structure of the RNN.  

Figure 1– Flowchart Representation of RNN 

The first layer of the model was the word embedding layer, 

where each tokenized word was expanded into a 100-

dimensional vector from the GloVe pre-trained library [15]. 

The GloVe library is trained on six billion tokens from public 

domains, helping the model become more generalized even if 

training data is limited. The word embeddings were set as 

trainable to fit the patient safety scenarios. After the embedding 

layer, the model contained a bi-directional long short-term 

memory (Bi-LSTM) layer with a hidden size of 128. An 

attention layer was placed on the top of Bi-LSTM layer to 

assign and merge weights of word. To prevent overfitting, we 

applied dropout with a dropout rate of 0.5 within the Bi-LSTM 

layer. The output layer used the sigmoid activation function and 

produced a list of 13 labels. The RNN was compiled on the 

Keras API with TensorFlow backend. Hyperparameters were 

tuned on the patient fall data to optimize performance. 

Train and Test the Model 

Due to the limited size and imbalance of our dataset, the 

structures of the models were first tested on single-label Yelp 

reviews from the Yelp Dataset Challenge in 2018 [16]. The 

Yelp Dataset Challenge is a public dataset of business reviews 

released by Yelp for academic and educational purposes and is 

especially useful to test RNN models [17]. A subset of 3,500 

positive and 3,500 negative labeled reviews was chosen to be 

larger and more balanced than the patient fall dataset. After 

testing on the Yelp dataset, the models were optimized on the 

patient fall dataset. Both datasets were shuffled and split into 

training (70%), validation (10%) and testing (20%) sets. All 

three models were evaluated using the performance metrics 

accuracy and F1 score.     

Scoring the Reports 

For each report, the probability estimates for the 13 categories 

were taken from the highest performing model among the three 

and summed. The quality score of report i was calculated using 

the scaling function: 
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where Ei was the sum of probability estimates of report i, and 

Emin and Emax were the minimum and maximum sums among all 

the reports.  

M. Klock et al. / Scoring Patient Fall Reports Using Quality Rubric and Machine Learning640



Results 

Distribution of Labels 

We labeled 2,046 reports based on the 13 categories from the 

AHRQ rubric on patient fall reports. There was high variation 

between frequencies of positive labels in the reports. The most 

frequent label was “Type of injury,” seen in 1,290 reports. The 

least frequent label was “Days since admission,” seen in only 

five reports. The average number of positive labels each report 

contained was 2.189 labels out of 13, with a standard deviation 

of 1.386.  

Model Performance 

The three models were first tested on the Yelp dataset, then the 

patient fall dataset. Table 2 shows the average accuracy and F1 

score for each model on the two datasets. The RNN model 

showed the highest performance on the patient fall dataset, but 

the SVM showed the highest performance on the Yelp dataset. 

Table 2 – Yelp Performance 

Method Yelp Dataset Patient Fall Dataset 

Accuracy F
1
  Accuracy F

1
 

SVM 

Random forest 

RNN 

87.1% 

73.4% 

90.0% 

0.870 

0.714 

0.889 

89.9% 

87.6% 

86.3% 

0.648 

0.279 

0.397 

 

 

Figure 2 – Accuracy for Patient Fall Reports 

Figure 2 shows the accuracy scores for each rubric category. 

For all rubric categories, SVM showed equal or better accuracy 

scores compared to random forest or RNN. Figure 3 shows the 

F1 scores for each rubric category. For Figure 3, some rubric 

categories have no F1 score if the model never assigned positive 

labels for that category. The SVM model showed much larger 

F1 scores for all rubric categories for the patient fall dataset. 

In contrast to the Yelp dataset, the SVM model was the highest 

performer in both accuracy and F1 score for the patient fall 

dataset. SVM was also most successful in giving positive labels 

for minority classes during testing. The random forest and RNN 

models gave no positive labels for multiple rubric categories 

(i.e., Admission, Footwear, Bedrails, Medication, Floor, Repeat 

Fall). The SVM model gave no positive labels for only one 

rubric category (Admission). 

 

Figure 3 – F
1
 Score for Patient Fall Reports 

High and Low Quality Report Examples  

To display the effectiveness of the SVM model, a high quality 

and low quality report from the database are presented in Table 

3. The SVM model’s scoring reflects the difference in the level 

of detail between the two reports.  

Table 3 – High- and Low-Quality Report Examples 

Report 1 Label: 1, 2, 3, 10, 13 Score: 0.843 

“Patient received meds at 2100, including Ambien 5 mg 

for rest/sleep. Patient found on floor at 2120, confused 

with slurred speech. Staff assisted patient to stand, was 

able to bear full weight without difficulty or pain.  No 

contusions or lacerations seen upon visual exam.  Able 

to walk without pain or difficulty.  Vs 99.8 100 22 B/P 

was 130/50. No change in LOC. Asleep in bed at 2200.” 

Report 2 Label: 4 Score: 0.100

“Patient was up in chair; upon entering room found 

patient sitting upright on floor directly in front of chair 

with legs extended reading the TV guide. When patient 

questioned if she fell states no I slid out of chair. When 

questioned patient why she was trying to get up states I 

was going to throw some trash away. Call light was 

beside patient at time of incident.” 

 

Figure 4 – Distribution of Scaled Scores 

Scoring Distribution 

Figure 4 shows the distribution of scaled scores made by the 

SVM model. 
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Discussion 

Implement a Scoring System for Fall Reports 

Patient fall reports are an important resource to understand the 

causes and prevention of patient fall events. Unfortunately, 

event reporting systems suffer from a lack of high-quality 

reports. Without high-quality reports, learning from past fall 

events becomes speculative and inefficient. This study 

identifies the most promising machine learning method to score 

patient fall reports. Providing immediate scores to reporters 

would increase the quality of patient fall reports and ultimately 

advance the learning and prevention of patient fall events.  

Importance of Scoring Patient Fall Reports 

Regardless of specific model, this study shows that machine 

learning is effective towards scoring patient fall reports. This 

discovery has implications for the healthcare environment 

because it addresses the need for higher-quality patient fall 

reports and provides a first step towards improvement. The 

majority of reports scored between 0.3 and 0.4, implicating that 

most patient fall reports are lacking in detail and quality. 

However, it is crucial that reports contain such information that 

could aid in post-fall patient care or discussions on prevention 

strategies. The two reports shown in the results section (Table 

3) display how level of detail affects how patient falls can be 

studied. The high score report gives information on medication, 

where certain medications can lessen the patient’s spatial 

awareness, induce dizziness, and therefore cause fall events. 

Healthcare providers could learn from this report and assess if 

that medication is dangerous for patients. The lower score 

report contains some details, like the patient’s motivation for 

getting up, but not the specific ones included in the rubric that 

would be helpful for analyzing the cause of the fall.  The two 

reports were of the same approximate length but of very 

different quality, signifying that a high-quality report does not 

have to take longer than a low-quality report to write. In the 

case of the low-quality report, real-time scoring would have 

helped the reporter become aware of missing information and 

improve the report quality before submission. Any future 

analysis of the report would become more meaningful and 

actually aid in patient fall prevention, whereas the original low-

quality report would have been less usable. 

Challenges of Scoring Patient Fall Reports 

While machine learning has been utilized for similar data types 

like EHR, its application for patient fall reports presents several 

challenges. The effectiveness of machine learning depends 

heavily on the quality of the training dataset. If the training 

dataset lacks key data, the model’s performance will be 

severely limited. For patient fall reports, both the size and 

quality of the current dataset need improvement for machine 

learning to reach its full capabilities. Specifically, deep learning 

requires a larger dataset of information to learn, since its neural 

structure is more complex than classic machine learning 

models. The current patient fall dataset has an imbalanced 

representation of the 13 rubric categories, with minority classes 

marked positive in under 100 reports. Machine learning models 

have difficulty classifying minority classes because the model 

rarely sees positive labels during training. The model will be 

applied to classify reports negatively for minority classes not 

based on learning, but on probability.  

As a result, we used both accuracy and F1 scores as performance 

metrics. Since the dataset contained more negative labels than 

positive labels, a model could increase its accuracy by selecting 

the negative label without learning anything. Therefore, 

accuracy cannot be the defining metric, but rather, the F1 score 

better represents performance based on false positives and 

negatives. We also applied scaling to the model’s scoring 

function to account for minority classes. With the average 

report having only two positive labels out of 13, many scores 

would be around or under 0.2 without scaling. Scaling allows 

reporters to understand the relative differences between high 

and low quality reports, whereas unscaled scores would have 

been too small to differentiate. The scaled scores will change 

dynamically as the database size increases, especially when 

higher quality reports are added. This makes the scoring system 

not just a tool for measuring report quality, but also for helping 

reporters improve quality relative to other reports.  

Evaluate Models 

We tested all three models on Yelp reviews before patient fall 

reports, since the Yelp dataset was larger and balanced. The 

Yelp dataset represents an expected improvement of the patient 

fall dataset in size and quality, which is especially needed for 

deep learning models. By using both datasets, we were able to 

see which model performs best currently and which model has 

the greatest potential for the future of patient fall reporting. The 

SVM model was identified as the best method for the current 

patient fall database. The SVM model was also more successful 

in learning positive labels for minority classes. Due to a lack of 

positive labels, Random forest and RNN labeled the entire 

testing dataset negative for multiple categories. Those 

categories correlated with a lower frequency of positive labels. 

SVM had this problem with only one category, “Days since 

admission”, which had only five positive labels out of 2,046 

reports. 

However, for the Yelp dataset, the RNN model displayed the 

highest performance among the three models. This suggests 

that if the collection and quality of patient fall reports increases 

in the future, the RNN could become a better method than the 

SVM. Two specific features of the RNN support this statement. 

Firstly, the RNN might be better equipped for multi-label, 

multi-class classification. Deep learning has been shown to be 

better at capturing label dependencies for multi-label, multi-

class classification on large-scale data [18]. Secondly, the RNN 

model used pre-trained word embeddings, while the SVM used 

TF-IDF vectors. TF-IDF weights use only the words in the 

training data, while pre-trained word embeddings represents all 

words from a larger vocabulary. If new words appear in the 

testing data, pre-trained word embeddings would be better at 

handling those words than TF-IDF vectors.   

Limitations 

The voluntary reports are usually submitted by frontline staff 

rather than patient safety experts. Therefore, it is inevitable that 

reports contain incomplete or biased information about patient 

fall events due to differences in background and training of 

reporters. Another limitation is the quantity and balance of the 

dataset used to train the models. All three models will improve 

with a larger and more balanced training dataset, especially the 

RNN. An improvement in the balance of the dataset starts with 

circulating knowledge on the AHRQ rubric and confirming that 

reporters understand the rubric when writing. It is important to 

focus on this aspect of event reporting in addition to the 

collection of reports. Our scoring system could aid in this 

process, since reporters would need to understand the AHRQ 

rubric so they could include the details necessary to improve 

their score.   
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Future Work 

Any of the three models will be embedded to our reporting 

systems [9] and could be consolidated into existing 

computerized reporting systems in hospitals and other 

healthcare facilities. This would allow staff in hospitals to fill 

out reports per regular protocol and receive a score based on the 

quality of their reports before submission. Because of the 

model’s scoring function, healthcare providers would see an 

increase in report detail and could better address what causes 

falls in their facility. In the future, an interface could be added 

to inform the reporter why the report received a certain score 

and specific areas of the rubric to improve upon. This would 

also teach the reporter the standards for patient fall reports and 

cause reporters to submit better reports in the future. More 

generally, while we focused on patient fall events in this study, 

there is still the challenge of improving the quality of other PSE 

reports. The models proposed in this study could act as a 

starting point for applying machine learning to other PSEs and 

improving the PSE reporting system in general.    

Conclusions 

We proposed a machine learning approach for classifying and 

scoring patient fall reports based on the AHRQ rubric. We 

identified the most promising machine learning method for both 

the current dataset and for the future of patient fall reporting. 

This study addresses the need for better-quality patient fall 

reports by creating a way that reporters can get immediate 

feedback on the quality of their reports. The improvement of 

patient fall reports would help us better understand causes the 

falls and develop strategies of fall prevention.  
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Abstract 

This paper describes work to assess the feasibility of using a 

decision support tool to help patients with chronic conditions, 

specifically stroke, manage their condition in collaboration 

with their carers and the health care professionals who are 

looking after them. The system contains several novel 

elements: the integration of data from commercial wellness 

sensors, electronic health records and clinical guidelines; the 

use of computational argumentation to track the source of 

data and to resolve conflicts and make recommendations; and 

argumentation-based dialogue to support interaction with 

patients. The proposed approach is implemented as an 

application that can run on smart devices (e.g. tablets). The 

users have personalised dashboards where they can visualise 

their health data and interact with a conversational chatbot 

that provides further explanations about their overall well-

being. 

Keywords:  

Decision Support Systems, Clinical; Artificial Intelligence; 

User-Computer Interface 

Introduction 

The aim of the CONSULT (Collaborative mObile decisioN 

Support for managing mULtiple morbidiTies) project is to 

explore the feasibility of employing a collaborative decision-

support tool to help patients suffering from chronic diseases to 

self-manage their treatment plans. By ‘collaborative,’ we 

mean that the patient, carers, and medical professionals work 

as a team to decide on the best treatment plan for the patient. 

To establish feasibility, we are developing a system, called 

CONSULT, which connects a patient to wireless sensors that 

are gathering data about them, provides real-time updates of 

data from their electronic health record (EHR), and provides 

recommendations and explanations based on clinical 

guidelines. Separately, CONSULT provides a connection for a 

patient's general practitioner (GP) to have access to 

information being gathered about the patient. Feasibility is 

being assessed both at a technical level, in terms of whether it 

is possible to construct a working system that connects these 

disparate elements together, and at a usability level, in terms 

of whether all the parties find the system to be helpful. We are 

not, at this stage, assessing clinical benefit. 

The CONSULT system exhibits the following novel features: 

(1) integration of data from commercial wellness sensors, 

patient's EHR, inputs from health care professionals (HCPs), 

and treatment guidelines to produce an adaptive care plan 

customised to the patient's current circumstances; (2) 

application of computational argumentation to structure and 

track the data from these disparate sources and identify 

reinforcing and conflicting information; and (3) interaction 

with patients via argumentation-based dialogue to ensure 

understanding of the information gathered in (1) and to 

address, and potentially resolve any conflicts found in (2). The 

users have personalised dashboards where they can visualise 

their health data and interact with the system.  

Methods 

Motivation 

The CONSULT project was motivated by evidence that 

engaging patients in the self-management of chronic 

conditions can be beneficial to their well-being [1-3]. Clinical 

colleagues suggested that a suitable target population for a 

study in self-management would be stroke survivors, with the 

aim of the study being secondary stroke prevention. This 

suggestion was supported by an initial focus group with 

patients/carers and HCPs. In this focus group, stroke survivors 

reported a desire to receive additional support, beyond what 

can be provided by HCPs. In addition, HCPs at the focus 

group were keen to leverage new technology to help monitor 

patients. 

The CONSULT System Overview 

An overview of the CONSULT system architecture is shown 

in Figure 1. There are seven primary building blocks that 

make up the system: (a) patient input sources, including 

biometric data gathered by commercial wellness sensors and a 

patient's EHR; (b) user interfaces, including an interface for 

patients, as well as an interface for HCPs and a third interface 

for system administrators (orange blocks); (c) web-facing 

servers for gathering input data and supporting user interfaces 

(red blocks); (d) internal databases for storing raw data (blue 

blocks); (e) data mining processes, aggregating raw data and 

extracting natural language from arguments (yellow blocks); 

(f) aggregated data, including the output of the data mining 

and argumentation processes (pink blocks), and (g) a 

computational argumentation engine and associated sub-

components, including inputs of computational guidelines, and 

drug interactions (green blocks). In the following sections, we 

describe the multiple information sources shown in Figure 1 in 

more detail, before detailing how these information sources 

are combined for the purpose of decision support. We then 

describe how a user can engage with the system. 
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Information Sources 

Clinical Guidelines 

Clinical guidelines are documents that help HCPs and patients 

to decide on appropriate treatments. However, guidelines are 

mostly expressed in natural language. Clinical guidelines 

should be represented in a structured way in order to automate 

the reasoning process in decision support systems. We 

represent domain-specific knowledge (e.g. the hypertension 

domain) using a logical language. We also use existing 

semantic representations of guideline information (e.g. drug 

interactions [4]) in the reasoning process. 

 

Figure 1 - Abstract CONSULT System Architecture 

Domain-Specific Representation: In order for CONSULT to 

reason about treatment plans, we represent knowledge in the 

hypertension domain using first order logic [5]. For example, 

in Figure 2, we represent part of the hypertension treatment 

guideline CG127 published by NICE [6]. The information 

provided for this particular step is represented in terms of 

logical rules. Patient characteristics, such as ethnicity or 

experienced side effects, could change the treatment plan. 

Hence, we take a similar approach to represent the relations 

between possible treatment plans and side-effects formally. 

Use of External Ontologies: Patients typically deal with 

multiple comorbidities, which makes the reasoning process 

difficult, as conflicts among recommendations may arise. This 

requires the representation of: (1) recommendations that can 

be made for each condition (as described previously) and (2) 

potential interactions among such recommendations. 

Zamborlini et al [4] introduce a semantic approach to detect 

interactions among recommendations by combining multiple 

guidelines. For CONSULT, we packaged Zamborlini's work 

as a web service, allowing us to create additional 

computational forms of guidelines in the semantic format 

required for the identification of interactions. This information 

is then used as an additional data source—Drug Interaction 

Finder in Figure 1—for the argumentation engine. 

Specifically, new guidelines are authored as quad triples, 

added to a triplestore, and then processed by a logic-based 

reasoner in order to identify interactions of interest to the 

argumentation engine. The web service allows the 

argumentation engine to interrogate various stages of the 

interaction identification reasoning process, such as which 

recommended drugs have been identified as being in conflict. 

Electronic Health Records 

CONSULT's next information source is a patient's EHR 

specifically their demographic information, blood pressure 

history, medication history and details of long term conditions. 

To integrate with a given patient's EHR, we rely on an 

endpoint provided by the vendor responsible for storing that 

patient's record. Typically, this endpoint is a local application 

programming interface (API) provided by each individual 

installation of the vendor's EHR software within a GP clinic. 

Therefore, CONSULT leverages the data node connector 

approach proposed in the TRANSFoRm project [7], by 

installing software within each GP practice that is designed to 

access this local API and transmit extracted EHR data to the 

rest of the CONSULT system for reasoning. Other models of 

EHR data access leveraged include direct collection of data on 

multiple patients from an external server provided by the 

vendor and simulated local API access using the N3/HSCN 

network. In any route to access the data, issues of governance 

are handled directly with the GP practice and the patient. 

As each EHR vendor uses different formats to structure and 

code their data, once EHR data has been collected for a given 

patient, it needs to be standardized in order to enable the rest 

of the CONSULT system to be agnostic to the vendors from 

which the EHR data is derived. We choose Fast Healthcare 

Interoperability Resources (FHIR) standard as this format [8], 

and structurally transform each EHR to FHIR using a semi-

automated matching and mapping process, while relying on 

services such as METMAPS [9] for code transformations, 

specifically to SNOMED which is used as part of the FHIR 

standard. Once transformed, data is inserted into a FHIR 

server, enabling the CONSULT system to operate as an 

application under the SMART-ON-FHIR paradigm [10]. 

Wireless Sensors 

Our final data source is a patient's biometric health measures, 

extracted from a range of wearable devices. We primarily aim 

to acquire data on a patient's current blood pressure, pulse 

rate, activity and heart rate, since these are the most important 

measures for stroke patients. However, we do not ignore 

additional data that is also sent by the devices alongside this 

primary data (e.g. sleep quality). We employ a range of 

devices for this purpose, ranging from devices that are readily 

accessible to consumers (e.g. wrist worn devices) to more 

specialist medical devices (e.g. dedicated heart rate 

Figure 2 - Example Representation of Step 1 of NICE Guideline CG127 
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monitoring devices), where the former is advantageous as it 

increases the accessibility of the system, and the latter 

potentially offers greater accuracy and frequency of readings. 

A separate study involving some of the authors evaluates the 

quality of sensor data produced by consumer medical devices. 

In general, we aim to make the remainder of the CONSULT 

system as agnostic as possible to the hardware from which the 

readings originate. To do this, we build integration 

components for each wearable vendor's API—typically a 

remote REST endpoint, or a simpler data store—and then, 

upon the receipt of new sensor readings, convert this data 

from its vendor specific format to FHIR, which is also 

designed to represent and store patient health measures. This 

information can then be accessed by the rest of the system in 

the same manner as the EHR data via our FHIR server. 

Integrating Data for Decision Support 

The different patient data sources available to CONSULT 

(Figure 1) are exploited and combined to present an up-to-date 

view of the patient's situation and to support any reasoning in 

support of recommendations made. The data is merged and 

transformed to monitor how the patient's latest readings 

compare to the patient’s baseline. In cases where there is 

deviation, relevant alerts notify GP and patient accordingly.  

The argumentation engine in CONSULT is the component 

where recommendations are made. This engine generates 

possible arguments and conflicts between them (e.g. conflicts 

in treatment guidelines that arise in the management of 

multiple morbidities). It also computes treatment options to 

follow by providing further explanations for each option. We 

use argument schemes [11] and critical questions to 

automatically construct arguments and identify conflicts 

between them. Argument schemes are semi-formal 

representations of the structures of common types of 

arguments. They explain the construction a particular 

argument. The argumentation reasoning engine, based on 

ASPIC+ [12], uses the received data to instantiate argument 

schemes and attack schemes in a metalevel argumentation 

framework [13; 14], and it constructs arguments and attacks to 

support any self management or treatment query related to the 

patient [5]. Such queries are submitted through the 

personalised dashboards of CONSULT, where argumentation 

results are shared in a human-understandable way, and 

stakeholders can interact with CONSULT to understand the 

decisions made by the argumentation engine. 

User Interface and Interaction Scenarios 

The interface for the CONSULT system has two main 

components: (1) a dashboard component that visualises 

longitudinal personal health data, presents tailored health 

recommendations to patients for disease self-management, and 

communicates the effect of different treatment and preventive 

interventions on their health risk (e.g. the risk of experiencing 

another stroke); (2) a conversational agent (chatbot) 

component the role of which is to provide patients with alerts 

and explanations about their health state (e.g. an increase in 

systolic blood pressure beyond the ideal reference range), to 

present treatment recommendations for self-managing their 

condition (e.g. which over-the-counter painkiller is the most 

indicated for reducing their backache given their current blood 

pressure levels, treatment plan and clinical guidelines), or to 

allow users to perform, in an interactive environment, simple 

health information-seeking tasks (e.g. in the form of acquiring 

links to authoritative health literature and websites about a 

specific medication, measurement, or condition).  

In the remainder of the paper, we refer to the following 

example of Martin, a 60-year-old male who has suffered a 

stroke, and who is using the CONSULT system and a variety 

of wellness sensors to monitor his own health. Martin and his 

GP interact through the CONSULT system. 

 

Figure 3 - The Dashboard (Overview) for an Android Tablet 

Data Summary 

The dashboard component of CONSULT contains an 

overview and a preview interface personalised for 

patients/carers and HCPs [15]. The overview interface, 

depicted in Figure 3, displays a summary of the most recent 

measurements for all types of personal health data collected 

from the patient (e.g. blood pressure, heart rate, sleep activity, 

pain, stress, mood). For the representation of this information 

in the dashboard, we use a tile-based design where each tile 

provides information about each health data type. Moreover, 

we use colour-coding to make clear immediately to the user 

when a specific measurement is outside the normal range [16]. 

For example, for blood pressure, the colour green was used to 

indicate that the latest measurement was within the specified 

normal range, the colour orange indicated pre-hypertension 

levels —as depicted in Figure 3— while red required 

attention. By selecting a tile from the overview interface, the 

user can access longitudinal health data about the specific 

measurement in the preview interface. A typical preview 

interface provides users the opportunity to view their data at 

specific time intervals (e.g. hourly, daily, weekly, monthly or 

yearly), as averages or all raw measurements (using line 

graphs for averages, and scatter plots for raw measurements). 

Also, for each time interval, the user is provided with 

additional descriptive information, such as the average, 

minimum and maximum value. In addition to personal health 

data, the dashboard provides users with the opportunity to use 

a risk calculator and to visualise (using cates plots) the effect 

of specific treatment and life-style interventions on their 

current risk of experiencing another stroke [17].  

To improve the legibility and readability of content, these 

features were used: clean typeface (Arial), large default font 

size (12<), high contrast between characters and background 

(plain background and use of balanced colour saturation and 

luminance for text and graphs), writing that corresponds to a 

US
 
sixth-grade reading level (equal to year 7 for England). In 

terms of accessibility, to improve access for colourblind users, 

both colour and symbols/labels were used to show that a value 

is within or outside normal range, or the selection of few well-

contrasting colours instead of multiple colours. 

Treatment Recommender 

If Martin's blood pressure is not under control, then as part of 

the consultation with his GP, there needs to be a decision as to 

how to modify his treatment. The CONSULT system can 

support this by presenting the GP with relevant, summarised 

and up-to-date patient data, along with recommendations for 

possible treatments that consider these data, the patient's EHR, 

their preferences, and clinical guidelines. The treatment 

recommendations are generated through the argumentation 

N. Kökciyan et al. / A Collaborative Decision Support Tool for Managing Chronic Conditions646



reasoning engine. A more in-depth description of the approach 

CONSULT takes when reasoning with the different possible 

and at time conflicting treatment options is described in [5]. 

Interacting with the CONSULT ChatBot 

The conversational component of the CONSULT system 

serves two main purposes. The first purpose is to provide a 

patient the opportunity to seek evidence-based advice about a 

health problem. For example, Martin may be suffering from 

back pain and CONSULT, using a chatbot, can advise him on 

what he can do, as depicted in Figure 4. The chatbot is aware 

of the patient's latest wellness sensor readings, the data in their 

her – so will not recommend a treatment that caused side 

effects, for example – and clinical recommendations. These 

interactions are supported by argumentation-based dialogue 

[18; 19]. Additionally, the patient may have questions 

regarding their current treatment plan (e.g. why a particular 

medication has been prescribed). All the explanations are 

generated by the argumentation engine and displayed on the 

personalised dashboard. The second purpose of the 

conversational component is to alert the patient to an 

irregularity in one or more of their recent measurements and 

initiate a conversation, the purpose of which is to find a 

possible solution—suggesting the patient to review her blood 

pressure readings—or to advise the patient to contact a HCP. 

 

Figure 4 - The interaction between Martin and the Chatbot 

Results 

We are currently in the process of evaluating the CONSULT 

system. Our intention was to design an application broad 

enough to accommodate the needs of people suffering from 

different chronic conditions, we have been focused on the 

context of stroke patients [1]. Based on our previous 

experience with this group of patients and the strong links to 

the South London Stroke Register (SLSR), we identified 

patients with different characteristics in terms of risk factors, 

comorbidity or demographic groups. The focus groups also 

involved co-design activities, following a design thinking 

approach [20], that resulted in user-generated versions of how 

information should be displayed. We will conduct additional 

user studies to evaluate the usability of the proposed system to 

answer the following questions: (1) do the stakeholders of the 

CONSULT system (patients and HCPs) use the system? (2) do 

they think that it is useful to assist them in making decisions? 

and (3) do they like interacting with the system through the 

chatbot? Our initial focus groups have already allowed us to 

explore the answers to some of these questions [1].  

Additionally, in [5], we have shown that argumentation is 

promising in explaining decisions to help HCPs and patients 

choose a treatment plan together. The use of argument and 

attack schemes specialised for the medical domain will be a 

next step to consider to generate better explanations [14]. The 

CONSULT system collects data from multiple information 

sources; as such, it is important to represent the interactions 

between these sources. One way of doing this is the use of 

commitments, which help the system to automatically decide 

what information source to trust and reason accordingly [21]. 

Discussion 

Several works combine patient and clinical data collected 

from a variety of sources for the purposes of decision support, 

however many do not consider the number and variety of 

sources that are integrated by the CONSULT system. Systems 

that use a subset of the sources found in CONSULT include 

those that rely predominantly on sensor data, such as the 

system proposed by Groat et al. [22], which integrates data 

collected from glucose and exercise monitors to determine if 

patients are adhering to self-reported self-management 

behaviours. Others rely predominantly on a patient's medical 

history, such as the system proposed by Evans et al. [23], 

which aims to identify COPD in patients through a range of 

offline sources, including EHR data and echocardiograms, and 

the system proposed by Mosa et al. [24], which aims to 

identify patients at risk of CINV by mining EHR data.  

With respect to reasoning with data sources, various works 

focus on developing argumentation-based systems for clinical 

decision support. Atkinson et al propose the DRAMA agent to 

reason about patient treatment [25]. This is similar to our 

setting as it deals with treatment recommendations and makes 

use of argument schemes to construct arguments; however, 

each argument is associated with a value and the 

argumentation results change according to the prioritisation of 

such values. In arguEIRA [26], the authors make use of 

argumentation to detect and label anomalies in patient's 

reactions to treatments in the intensive care unit. In Carrel+ 

[27], the goal is to develop an argumentation based tool where 

agents conduct a deliberation dialogue to decide on the organ 

transplant viability. In contrast to these works, we consider 

data coming from multiple information sources rather than a 

centralised database. CONSULT also goes further than 

previous work in the degree to which it allows stakeholders to 

interact with the system to understand the argumentation 

reasoning better. CONSULT also provides dashboards to help 

patients self-manage their conditions and so provides a health 

monitoring facility that goes beyond the previous work cited. 

Conclusions 

CONSULT is one of the few systems to take a collaborative 

approach to the management of chronic disease. It is also the 

first decision support system to make recommendations by 

combining multiple information sources, data science 

techniques, agreement technologies and an interactive chatbot. 

We implement our proposed approach as a mobile application 

for Android tablets to help stroke patients and HCPs make 

decisions during the treatment process.  

Future work focuses on the full evaluation of the system as a 

feasibility study for the deployment of this kind of technology. 

The main questions that need to be resolved are the technical 

feasibility of successfully operating a system that connects 

patient, sensors, EHR and GP together in real-time, and the 
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feasibility of having patients, carers and medical professionals 

use the system without finding it burdensome. We believe that 

the principles behind CONSULT can be adapted to help with a 

number of chronic diseases, and we hope to explore this 

hypothesis in future work. 
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Abstract 

Usability of health information technology (HIT) remains a 

predominant concern — one often exacerbated by clinicians’ 

need to access information created by many different 

professionals in different settings, often using very dissimilar 

EHRs or even different configurations of the same EHR. 

Because of these variations, we argue that we must no longer 

think of usability as anchored in one setting, one EHR, one 

data standard, or one type of clinician. Rather, usability must 

be understood as a collective and constantly evolving process. 

This paper seeks to address that reality by 1) substantially 

expanding our previously-developed conceptual matrix of the 

wide range of settings and interfaces comprising modern HIT 

and 2) presenting actual examples of EHR usability issues 

with similar data but very different displays or processes.  

Keywords: 

Ergonomics, patient safety, evaluation studies 

Introduction 

Healthcare information technology (HIT) usability issues 

remain a predominant source of medical errors and other 

undesirable outcomes [1; 2]. While research has identified 

usability issues in a single system or setting, the challenge of 

usability across a range of systems remains problematic and 

far less rigorously examined. Patient care increasingly occurs 

across multiple providers, settings, and HIT systems. Thus, 

usability must be considered not just for one system, but 

across several systems and users. Functions or features in HIT 

(e.g. data retrieval or display) are seldom consistent across 

systems, which often leads to errors [3]. Clinicians may have 

to use several different systems, meaning they will encounter 

variability in how one logs in and out or enters and searches 

for data. They will also have to reconcile a wide assortment of 

fonts and displays. Ash, Berg and Coiera describe how 

unintended consequences from HIT usage – especially 

entering and retrieving information – can lead to ‘silent errors’ 

that remain prominent today [4; 5].  

We cannot uncouple HIT usability considerations in one 

system from the broader context of how healthcare delivery 

occurs. The reality of modern healthcare delivery is that 

providers may have to use multiple systems and will 

encounter numerous ways of displaying data and of searching 

for and retreving information [6; 7]. While it may be 

infeasible to implement a standardized HIT across the many 

different settings where healthcare delivery occurs, there is a 

need to understand usability variations to proactively manage 

unintended consequences.  While there is a wide body of 

research that has looked at ways to improve the usability of 

individual HIT systems (e.g. [8]), there is a paucity of studies 

that have looked at cross-system usability to better understand 

the issues clinicians encounter when they have to use multiple 

systems.    

In previous work, we developed a matrix of eleven usability 

dimensions and contextual differences to stimulate discussion 

about usability issues across providers and settings [9]. This 

paper extends that work by expanding the usability 

dimensions to fifteen and also by identifying specific usability 

issues for each dimension.  We assembled these examples 

from our decades of observations, from the human-computer 

interaction literature, and from lists of problems reported to 

the IT departments at several hospital systems (e.g. [3; 10-

12]). We then provide a set of case examples to illustrate how 

our matrix helps to better contextualize multi-system usability 

issues. 

Results 

Expanded Matrix of Usability Dimensions and Contextual 

Differences  

Table 1 shows our expanded matrix of usability dimensions 

and contextual differences. The matrix identifies three 

usability categories or dimensions: 1) Displays, Navigation, 

and Screen Rules; 2) Implementation, Staffing, and Cost; and 

3) Authentication, Staff Access Rules, and Logins/Logouts. 

We believe these three overarching groups to be significant 

for cross-system usage. Each group encompasses a set of 

usability challenges within the dimension and specific factors 

that account for these challenges. For example, for the first 

usability dimension (Displays, Navigation, Screen Rules), the 

first usability issue is differences across electronic health 

record (EHR) systems and versions. Usability testing needs to 

account for contextual differences that will exist due to 

different EHR vendors and versions.  

Following the expanded matrix we provide a set of case 

examples that help to visualize and understand how the 

specific usability issues described in the matrix vary across 

different clinical systems.  We then illustrate our expanded 

matrix’s utility with examples of multi-system usability issues. 

Each example refers to specific usability dimensions and 

issues from Table 1. 
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Table 1 – Expanded Matrix of Usability Dimensions and Contextual Differences  

Usability  

Category 

Usability Challenge Specific Usability Factors 

 

Displays,  

Navigation, 

Screen Rules 

1. Different EHR systems & versions present data in very different ways. 

(Often, it is the cost or fear of chaos that inhibits shifting and upgrading.)

EHR vendor & version 

2. Inconsistent and confusing data displays. Fonts, colors, metrics, interfaces 

and more vary dramatically across systems. Providers become comfortable 

viewing data in a specific context and may be confused when the display 

changes. (Figure 1) 

Usability displays (font, size, 

metrics, color schemes, color 

intensity) 

3. Finding patients and data – there is a high degree of inconsistency in 

navigation and search functions for patient location data and clinical data (e.g. 

lab or medication data). Problems locating patients or medical data cause 

inefficiency and, at worst, can be lethal. 

 a. Patient-finding method: by last name, first name, MRN, MDs, unit, 

room #, team name, etc. 

 b. Finding labs, meds, problem lists, etc. (Many different lab and test 

names for same item; listings can be sorted chronologically, in reverse 

chronological order, by requester name, by lab facility or lab tech name, 

alphabetically, by organ system, etc. [Figure 2])

 

4. Rules on the number of screens and patient charts that can be open at one 

time vary. Each new chart or screen increases the probability of entering an 

order into the wrong patient chart or reading data from the wrong patient chart. 

(Figure 3) 

 a. ID safety, patient name and photo on each screen: name on every 

screen, photo on page, photo size, display clarity, position on screen 

 b. Number of screens and patient charts open at one time

 

 

Implementation, 

Staffing, Cost 

5. The literature reflects myriad conflicts between medical staff and corporate 

leadership or consultants selected by management.   

 a. EHR implementation authority: in-house, system-wide (enterprise) 

 b. Role of implementation consultant(s): consultants largely determine 

configuration, consultants mostly advisory, consultants absent or not in 

authority 

 

6. There may be a false belief that implementation of new EHRs will reduce the 

need for, size of, and proximity of IT teams.  

IT team location (on site, not 

on site) & size (expanded, 

stay same size)

7. Practice size, type and combinations thereof are major factors determining 

EHR cost, design and configuration. 

Clinician type (e.g. MD, RN, 

NP), practice size (if 

outpatient), practice type 

(inpatient vs. outpatient)

 

Authentication, 

Staff Access 

Rules, 

Logins/Logouts 

8. Need for repeated logins and complex authentication requirements cause 

frustration and errors via workarounds and interruptions. Circumvention of 

access rules creates opportunities for wrong patient errors and unauthorized 

access. 

 a. Authentication (login rules): username, password, card, biometric, 

two-factor authentication, combination of multiple methods 

 b. Number of logins: by type (e.g. for each patient, to give drugs, to 

order tests), total number per day or hour

 

9. Automatic logout times cause interruptions and prompt workarounds, such as 

the use of Styrofoam cups to defeat proximity sensors 

Automatic logout times (too 

quick leads to thought & work 

interruptions, too long leads 

to security risks)

10. Access rules that are inconsistent with clinical need and workflow are a 

major frustration and lead clinicians to share passwords and ID cards. More 

directly, they may create wrong patient errors by causing confusion about 

patients and associated data. 

Access rules (by role [e.g.  

MD, RN], status [e.g. admin, 

clinical], patient, unit) 

11. Often governments or agencies (the FDA, for example) set rules for data 

formats and drug use. There are also often data formatting requirements from 

participating labs, drug naming or drug categorizing companies, and other 

linked facilities. (Figure 4) 

Data interoperability 

requirements (formats can be 

set by health information 

exchange policies,  

cooperating labs or suppliers, 

governments or other 

agencies) 
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Displays, Navigation and Screen Rules 

Example of Issue 2 – Inconsistent Displays and Confusing 

Screens 

Figure 1 shows an EHR screen for ordering vitamin K to 

counteract excess anticoagulation medications causing 

unwanted bleeding in a patient. The interface presents several 

problems that make the simple task of selecting a delivery 

method for vitamin K difficult. The clinician is presented with 

a screen that offers little guidance or organization, yet offers 

many choices and options for this critical substance. An 

alternative presentation of the options, perhaps with decision 

trees and visually comprehensible categories of conditions, 

would make the process safer and more efficient.     

 

   Figure 1 – This EHR screen is for selecting vitamin K to 

stop bleeding. Chaotic and confusing, it hinders a critical 

decision.     

Example of Issue 3b – Finding Medication Data 

Medication ordering errors are the most common form of 

medical error. There are roughly 4,500 medications in the 

average hospital formulary, with many more available through 

pharmacies. Variations in presentation of brand name vs. 

generic name, doses, routes, schedules, and the like add 

complexity and danger. Figure 2 provides examples of two 

different systems. The system in Figure 2A lists the drug 

name, dose and route in a single field, while the system in 

Figure 2B shows the generic name, drug name, route and dose 

in four separate fields. The different displays also have 

different methods by which drugs can be searched. In the 

system in Figure 2A, drugs can only be searched and selected 

alphabetically because there is only one field with all the 

details. The system in Figure 2B allows drugs to be searched 

or ordered by any of the fields (e.g. by drug or generic name). 

  Figure 2 – Medication listings from two different systems  

Other EHR systems have yet different configurations of the 

fields, and some have additional fields such as manufacturer 

or Anatomical Therapeutic Chemical (ATC) codes [13]. The 

different order, number of fields, and ordering and display 

capabilities puts the burden on individual providers to develop 

heuristics or other strategies to retrieve and interpret necessary 

information. This can present usability challenges that lead to 

medical errors and other unintended consequences.  

Example of Issue 4b – Number of Screens Open at One 

Time 

Figure 3 highlights the difference between viewing data on a 

single screen or via multiple screens. By separating the 

combined chart (Figure 3A) into two screens (Figures 3B and 

3C) on the EHR, the pediatrician may be prevented from 

observing the relationship between the two variables. In this 

case, the dip (“dent”) in weight that is not present in height 

may indicate gastrointestinal problems, abuse, malnutrition, or 

other maladies that would be missed due to the isolated charts.  

(The “dent” in the weight graph is exaggerated to illustrate the 

data in the small-format illustration; in actual practice, the 

chart takes up the full screen or page.) 

 

 

Figure 3 – Standard weight/height chart used by pediatricians 

for over 100 years (A); display of separate weight chart (B) 

and height chart (C) in some EHRs 

Implementation, Staffing, Cost 

Example of Issue 7 – Practice Size, Type and Combinations 

Practice configurations can vary significantly depending on 

context. Usability challenges may be less pronounced in an 

independent primary care clinic where providers use a single 

system. Hospitals, however, can present specific usability 

challenges, as providers often have to access different systems 

depending on the context of care delivery. Specialty areas 

such as the operating room often have their own HIT systems.  

A recent study of an implementation of a perioperative system 

provides an example of this issue [14]. Because the system in 

the study was a real-time system for perioperative data only, 

other data, such as lab or historical patient data, were not part 

of the perioperative system; therefore, clinicians needed to 

access this data in other systems. For example, a patient’s pre-

op data (e.g. diagnosis, surgical and anesthesia history) and 

their lab and radiology data were only viewable in the hospital 

EHR system. This led to two issues. First of all, the EHR 

system was not routinely used by surgical staff prior to 

implementing the perioperative system, meaning users had to 

learn how to use a whole new system. Secondly, and more 

significantly, the dual systems created a chasm between data 

from the EHR and data from the perioperative system. Users 

often needed information from both systems simultaneously. 

For example, on the day of surgery, a patient’s historical data 

is in the EHR, while the active charting on the patient’s case is 

occuring in the perioperative system. As a result, clinicians 
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have to look at records in two different systems, which creates 

visualization problems as they need to toggle between two 

different interfaces. Clinicians commented that they preferred 

to view the data side by side; thus, they were required to 

devise innovative ways to acess data across the two systems, 

such as using an iPad to access the perioperative system and 

the hospital terminal to access the EHR system.  

Authentication, Staff Access Rules, Logins/Logouts 

Issue 8a – Authentication and Login Rules 

A common challenge to providers moving across settings is 

the need to log in and out of multiple HIT systems. This issue 

highights common authentication problems; namely, that 

many types can be used, including passwords, fingerprints, ID 

cards, or retinal scans. If providers must use multiple systems 

with different login systems, usability issues emerge.  

Fingerpint readers, for instance, may become bacterial 

reservoirs, and they cannot be used by clinicians wearing 

gloves. Many clinicians are reluctant to place their eyes on iris 

readers, or their eyes may appear to change in response to 

diabetic retinopathy or cataracts. Clinicians who forget ID 

cards can be prohibited from accessing their EHR for an entire 

day.  

Issue 9 – Automatic Logout Times Cause Interruptions  

Automatic logout is designed as a security feature, but it can 

also lead to usability problems. In the aforementioned 

perioperative case study, the system had an automatic logout 

as a security feature. However, the usability impact of the 

logout feature was dependant on which perioperative area the 

clinician worked in. In high-traffic areas, such as surgical day 

care centers, nurses quickly moved from patient to patient, 

with only a few fields of data entry for each patient. In this 

case, the automatic logout was not a problem. However, in the 

operating room, the anesthesiologist would have the 

perioperative system open for the duration of the patient’s 

surgery. Some anesthesiologists commented that there would 

be blocks of time during the surgery when they would not be 

entering data for a long enough period that the system would 

log them out. They would then have to log back in and find 

the patient record yet again. Worse, sometimes an 

anesthesiologist would pre-configure some of the upcoming 

data entry and would then lose that configuration when the 

automatic logout occurred.  

Issue 10 – Access Rules 

Patients with contagious infections are placed in isolation 

rooms. To enter those rooms, clinicians wear special gowns 

and gloves. Those clinicians also cannot roll the mobile 

computer workstations into those rooms with them. Therefore, 

they often rely on a colleague in another room or the hallway 

to access that patient’s chart for them. However, the only way 

they can enter orders and data is by giving their password to 

the non-isolated clinician colleague or by leaving their 

computer ID card with the cooperating colleague before 

entering the room. This violates computer access rules and 

makes tracking the authors of orders impossible.  

Example of Issue 11 – Governments or Other Agencies 

Often Set Rules for Data Formats and Drug Use  

Figure 4 describes an issue at a major hospital with a home-

built EHR system. There was insufficient funding to update 

the vaccine list for pediatricians, so vaccines that were no 

longer approved and no longer available remained on the EHR 

menus. If a pediatrician were aware of the change, they could 

simply prescribe a different vaccine. If the pediatrician were 

not aware of the change, however, they would prescribe it but 

the pharmacy would be unable to administer it. Worse, the 

pediatrician would assume the child was protected when they 

were not.  

   

Vaccine Vaccine Schedule and Status 

ABCD Found ineffective. Use XYZ drug instead

EFGH Administer at 6 mos. and at 18 mos.

IJKL Don’t administer. Replaced by UVWX. 

MNOP Administer at 3 mos.  

QRST Prohibited. Do not use  

Figure 4 – Discontinued vaccines remain on drug menus 

Discussion 

It has been said that consistency is one of the most important 

design principles for achieving usability [15]. However, the 

range of existing settings, care delivery models and HIT 

systems renders it improbable that we will have consistent 

HIT design guidelines any time soon. Rather, we must 

develop approaches to best manage the diversity of HIT 

systems that exist. This paper expands our previous multi-

setting, multi-system, and multi-user matrix of usability 

dimensions [9]. In our ongoing work, we seek to encourage a 

more panoptic design of HIT software by incorporating the 

need to focus on usability across several facilities and many 

software vendors’ products, addressing many clinicians’ 

multifaceted needs when they confront substantial interface 

and functional differences. Frameworks for multi-dimensional 

usability are needed in settings where there are multiple 

systems for the same task, such as e-prescribing [16].  An 

expansion of usability considerations is also needed as we 

move toward greater collaborative care delivery and must train 

users in the use of HIT features across multiple settings and 

systems.  

In this paper, we used examples to illuminate how this new 

and expanded matrix may be operationalized, illustrating how 

information retrieval methods for clinical data in one system 

may be inefficient or even impossible in another, and different 

usability issues users will encounter across different systems. 

We also highlight usability differences that can occur in the 

same settings because of different system uses and users 

across units or departments. Our work seeks to demonstrate 

how information retrieval differences can lead to serious 

usability and medical errors. It also emphasizes the need for 

ongoing user training and education in HIT, as expertise on 

one HIT system does not assure competence on other systems. 

Further, the factors differentiating how HIT systems are 

actually used will encompass not only the vendor’s designs, 

but also the work of local IT teams, local implementation 

teams, implementation consultants, local regulations, 

corporate rules, and more. In addition, more modifications 

will be required due to changing patient and clinician 

populations, new medications, new mobile applications, 

patient-provided data, and new procedures. 

The usability dimensions and issues we identified focus on our 

prior studies, which is a limitation of this paper. Other 

usability dimensions and issues will no doubt exist in other 

contexts and settings. Our next steps will be to conduct field 

studies to test our usability matrix across different providers, 

settings, HIT systems, and care delivery models.  
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Conclusions 

The distributed nature of HIT systems and functions ensure 

they will always be emergent, interactive and multifaceted. 

Our approaches to studying usability and HIT must be equally 

emergent and multifaceted. The old model of a clinician 

learning and using one system is already superannuated by 

modern medical practice. As systems struggle to achieve 

interoperability and effective sharing of data, the need for 

cross-system commonalities across HIT systems will only 

increase. When one gets into a car, one assumes the gas pedal 

is on the right and the brake is on the left; such basic 

assumptions do not apply to EHRs. In some EHR systems, 

information access may require a patient’s hospital room 

number; in another system the clinician may need to know the 

patient’s medical record number. In some EHR systems, lab 

reports are found via the name of the test; in others, via the 

name of the laboratory or the requesting physician.  

Given these variations, we assert that usability must 

encompass analyses and evaluations of many EHR interfaces 

as used by many different clincians in a range of settings with 

diverse implementations. Usability must be conceputalized on 

both an individual system level and as a collective reality.     
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Abstract 

The development of electronic services for healthcare presents 
challenges related to the effective cooperation of systems and 
stakeholders in a highly regulated environment. Assessing the 
interoperability maturity of the provided services helps to 
identify interoperability issues in public administration. This 
paper presents a typical healthcare digital service: the 
inpatient admission in a public hospital in Greece. The 
Interoperability Maturity Model (IMM) is applied to assess its 
maturity, identify improvement priorities, and compare it with 
digital services of the healthcare sector. An analysis is also 
performed to compare a group of fourteen healthcare digital 
public services with sixty-seven public services of other sectors 
in the country. The IMM is a useful tool to facilitate awareness 
raising and priority setting concerning interoperability in 
public administration. What is discovered, through this 
preliminary assessment, is that healthcare digital services seem 
to have higher overall interoperability maturity than those of 
other sectors in Greece. 

Keywords:  

Health Information Interoperability, Health Information 
Systems, Public Health Administration 

Introduction 

Electronic Health or eHealth is a term incorporating different 
concepts, including health, technology, and business. Several 
definitions published include these concepts with varying 
degrees of emphasis. Health, as used in these definitions, 
usually refers explicitly to healthcare as a process, rather than 
to health as an outcome [1]. In eHealth, technology is portrayed 
as a means to expand, to assist, or to enhance human activities, 
rather than as a substitute for them. As such, eHealth can not 
only benefit citizens, patients and healthcare professionals, but 
also health organizations, businesses and public authorities [2]. 
Despite the opportunities and benefits, major barriers hamper 
the wider uptake of eHealth. One of the major ones is the lack 
of interoperability between eHealth solutions, which is far more 
than just data exchange. Interoperability in eHealth is about the 
delivery of contextually relevant understandings efficiently and 
securely to facilitate care coordination, irrespective of 
application, vendor or device [3,4]. It is about improving 
healthcare. 

The healthcare sector has many digital services and tools that 
are interrelated with the Electronic Health Record (EHR) of the 
citizen, and several public services such as ones related to 
identification and authentication, health insurance validation, 
coordinated care and others. Interoperability in eHealth is 

challenging for various reasons, including the fact that different 
products and solutions in the market do not follow well-known 
standards and interoperability guidelines [4-6]. It is important 
to create the necessary conditions and frameworks to guide the 
market towards interoperability solutions that follow 
specifications that facilitate interaction with existing healthcare 
services and necessary public services, integrated care 
pathways and shared workflows [7]. Healthcare digital services 
must interact not only with many other digital services offered 
by administrative bodies within the sector, but also across 
different sectors. In addition, the need arises for cross-border 
sharing and utilization of services, data, and business processes 
[8]. 

Although shared and reusable data are gradually being 
introduced to the healthcare domain through increasingly 
interoperable systems, measurement of the interoperability 
maturity of those services has not been common. 
Interoperability assessment methods involve the use of maturity 
models as a framework to describe the way a service is carried 
out within the same or across domains [9]. 

The Interoperability Solutions for Public Administrations, 
Businesses and Citizens programme (ISA²) 
(https://ec.europa.eu/isa2/isa2_en) in the European Union (EU) 
supports the development of digital solutions that enable public 
administrations, businesses and citizens to benefit from 
interoperable cross-border and cross-sector public services. In 
recognition of the importance of creating and promoting 
interoperable public digital services, ΙΜΜ [10] was developed, 
as part of the ISA² programme in order to assess the 
interoperability readiness of the digital public services and raise 
awareness of the need for interoperable solutions. The IMM 
helps public service owners to evaluate, improve and consider 
all key interoperability aspects of the public service. As an 
evaluation tool, the IMM can be useful for national and cross-
border services. The interoperability maturity of public services 
has been assessed for 17 Trans European systems and the 
Swedish and Cyprus public administrations to evaluate a 
number of public services provided at national and local levels 
[11]. Interoperability assessment models have been used also in 
the United States and Australia [12,13]. 

This paper introduces the IMM and applies it to a specific, 
typical healthcare scenario found in a Greek hospital, to assess 
its interoperability readiness as a digital service for shared 
activities. This scenario is subsequently compared to 
interoperability readiness of other digital healthcare services. In 
addition, further analysis identifies the maturity levels of 
healthcare digital services compared to other digital public 
services in Greece. Healthcare in Greece is provided by the 
National Health System (NHS). As a public service, it does not 
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exist in isolation but as part of the wider national public 
administration. The paper concludes with discussion of the key 
findings and ideas for future research. 

Methods 

Methods used for this work were based on the IMM. The IMM 
was used to evaluate the inpatient admission service delivered 
through applications developed by the Foundation of Research 
and Technology – Hellas (FORTH) at the NHS of Greece. In 
addition, an analysis was performed to aggregate the 
interoperability maturity of 14 healthcare services in total. The 
inpatient admission service results were compared to the results 
of the other (13) healthcare services. Finally, all healthcare 
services results were compared to the maturity evaluation of 67 
digital public services of other sectors in Greece. The 
methodology is described in detail in the next paragraphs.  

Interoperability Maturity Model 

IMM has been designed to help public service owners at 
different government levels (i.e. local, regional, national, and 
cross-border) to evaluate the current interoperability maturity 
level of a public service and gain insight into the improvement 
priorities that are needed to reach the next level of 
interoperability maturity. A public service is a service that 
addresses the public interest and is delivered by a public 
administration to citizens (A2C), to business organizations 
(A2B) and/or to other public administrations (A2A). A process 
trigger initiates the public service that consists of several 
process steps. IMM measures the level of interaction of a public 
service with services of other organizations towards the 
realization of mutually beneficial and agreed common goals 
through the exchange of information and reuse of services [10]. 
Interoperability is distinguished in three domains: service 
delivery which refers to the way the public service delivers its 
outcome to the end-user, service consumption which looks at 
the services or data that are being reused from other public 
administrations and businesses where the assessed public 
service has the role of the consumer, and service management 
which refers to the coordination of all interactions with the 
internal and external environment. Each domain can receive a 
score from 1 to 5. Explanations of the scores are provided in 
table 1.  

Table 1– Domain Scores for Interoperability Maturity 

Score Interoperability Maturity 
1 ad hoc: poor interoperability - referred to a service 

that cannot be considered interoperable 
2 opportunistic: fair interoperability - the digital 

public service implements some elements of 
interoperability best practices 

3 essential: essential interoperability - the digital 
public service implements the essential best 
practices for interoperability 

4 sustainable: good interoperability - all relevant 
interoperability best practices are implemented by 
the digital public service 

5 seamless: seamless interoperability - the digital 
public service is a leading interoperability practice 
example for others 

 

The healthcare digital service that is analyzed and presented in 
this paper refers to the admission of a patient in the clinic of a 
public hospital in Greece. The scenario is presented and its 
maturity model is assessed. The IMM questionnaire was filled 

out to assess the interoperability readiness of the service for the 
three domains of interoperability: service delivery, service 
consumption and service management. The IMM was used vs 
the more lite version called Interoperability Maturity 
Assessment of a Public Service (IMAPS) which is a compact 
self-assessment online survey [11]. IMM was selected because 
it provides a comprehensive toolset for a detailed and in-depth 
analysis of the service landscaping. Based on the assessment a 
tailor-made set of recommendations is provided to the service 
owner. IMAPS has been introduced by ISA2 at a later stage to 
support a faster self-assessment with easy to understand 
recommendations.  

Assessment and Analysis 

The IMM assessment took place as part of the work performed 
for the course interoperability evaluation of digital public 
services that was delivered by the National Centre for Public 
Administration and Local Government in Greece. The course 
introduced the IMM to public employees who were asked to 
apply it to a digital service and assess its maturity. The course 
was delivered 15 times through the years 2016-2018 and had 
overall 425 participants working in small teams. As part of the 
coursework, 81 different digital public services have been 
assessed. The quantitative analysis was performed on 81 public 
services, which were separated into two groups. One group had 
the digital services that were related to healthcare (14), and the 
other group had the rest of the public services (67). For the 
healthcare services, a comparison was made between the 
inpatient admission services and the rest (13). A descriptive 
analysis compared the services for the three domains of 
interoperability: service delivery, service consumption and 
service management. 

Limitations of the Study 

The study is considered as a preliminary assessment of 
healthcare services as the sample size is quite small. The 
interpretations of the analysis cannot be widely generalized but 
provide an indication of the interoperability maturity of the 
digital services of the public sector in the country. In addition, 
the IMM has an inherent limitation in that the assessment that 
occurs relies widely on self-reporting and interpretation of the 
questions. It is important to take into account that the results are 
based on qualitative critical evaluation. This limitation has been 
partly minimized with the intervention of experienced trainers 
during the assessment exercise of small groups of experts. 

Results 

Digital Healthcare Service in a Greek Public Hospital 

The Patient Administration family of applications (ICS–A), is 
part of the FORTH Integrated Care Solutions (ICS) suite 
(https://www.ics.forth.gr/ceha/index_main.php?l=e&c=664). 
The ICS family of applications supports, among others, all 
patient management processes for both inpatients and 
outpatients in a healthcare unit, including all medical, nursing 
and administrative processes in the hospital. ICS applications 
support patient admission, transfer and discharge, 
hospitalization data logging, scheduling of appointments and 
surgeries, waiting lists, ordering and recording of medical acts, 
billing, payment collection, and electronic reimbursement [14]. 
ICS applications interact with digital services within and across 
the healthcare enterprise using interoperability services. They 
contribute to the improvement of organizational performance 
and cost savings by applying the data entered-once and used-
anywhere key concepts. 
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The Inpatient Admission Service 

The inpatient admission office application supports all the 
business processes related to inpatient admissions. It follows 
the movement of the patient during hospitalization, from 
admission to discharge. The service process trigger occurs 
when a patient or caregiver arrives at the patient admissions 
office for admission. The administrative staff searches for a 
patient record in the local hospital database and then in the 
regional central patient registry. Ιf the patient record is not 
found, the administrative staff registers a new patient record. 
The patient demographic data, the patient insurance data and 
the insurance coverage validity are acquired online from the 
National Electronic Confirmation Service (ATLAS) [15], using 
the National Social Security Number (AMKA) as an identifier. 
The administrative staff fills out additional patient information 
and creates the patient record. If the patient record already 
exists in the Hospital Information System (HIS), the 
administrative staff checks for the validity of patient insurance 
coverage by retrieving data from ATLAS. Then the patient 
admission to the hospital is registered and the HIS sends a 
notification to the service of the National Organization for 
Health Care Services (EOPYY) [16]. Then, the ward 
management system at the clinic where the patient is admitted 
receives the corresponding patient admission notification and 
relevant data. The inpatient admissions office application also 
communicates directly or indirectly with third party systems 
including laboratory and radiology, pharmacy, enterprise 
resource planning, and business intelligence systems. 

The family of applications described are based upon an open, 
scalable and evolvable architecture that integrates distributed 
information and knowledge in a flexible manner, focusing on 
the timely and effective delivery of the appropriate information 
to all authorized users. Being the outcome of applied research, 
it encompasses both state of the art trends and real‐world 
requirements for effective use [14,17]. 

Interoperability Maturity Assessment 

The assessment of the inpatient admission service scored 2.80 
for the dimension service delivery, 4.30 for service 
consumption, and 4.45 for service management. The overall 
interoperability maturity score was 3.98. The results are 
presented in table 2. 

Table 2– IMM Assessment of Inpatient Admission Service 

Maturity Dimension Score Interoperability 
Service Delivery 2.80 essential 
Service Consumption 4.30 sustainable 
Service Management 4.45 sustainable  
Overall Maturity 3.98 sustainable 

 

The inpatient admission service consumes the digital electronic 
confirmation services of ATLAS for demographics and 
insurance coverage, and the inpatient admission announcement 
service provided by EOPYY. The ATLAS service has been 
implemented as a base registry for AMKA and insurance 
coverage. The inpatient admission announcement has been 
implemented as a service for cost control within the NHS. Both 
services are consumed, when needed, by digital services of the 
public sector. The inpatient admission service maturity level for 
service consumption is considered sustainable as it consumes 
all available digital services that exist. 

Interoperability Maturity of Healthcare Public Services  

The evaluated services in the healthcare sector are provided by 
various health administration authorities and other 
organizations such as hospitals and pharmacies. The list in table 
3 contains services that are related to the healthcare and social 
welfare of citizens as evaluated during the course work.  

Table 3– List of Assessed Healthcare Services 

# Service Description 
1 Hematological examinations 
2 Hospital patient admission ticket issue for outpatients 
3 Hospital admission ticket submission to the Business 

Intelligence System of the Ministry of Health 
4 Health insurance record 
5 Registration of dependent family members for 

insurance eligibility assignment 
6 Electronic submission of hospitalizations to EOPYY 
7 Inpatient admission service 
8 Issue of a European Health Insurance Card (EHIC) 
9 Disability Certification 
10 Registration of new members for the acquisition of 

AMKA 
11 Electronic decision to grant Medicare benefit 
12 Digital signatures for citizens 
13 Updating of contact information for an insured citizen 
14 Registration and information retrieval on insurance 

eligibility 
 

Focusing on the assessment of evaluated healthcare services, 
the value of the overall interoperability maturity of healthcare 
services is 3.32 as shown in table 4, and is characterized in 
terms of IMM as interoperability level 3: essential.  

Table 4– IMM Assessment of Healthcare Services 

Maturity Dimension Score Interoperability 
Service Delivery 2.69 essential 
Service Consumption 3.55 sustainable 
Service Management 3.49 sustainable  
Overall Maturity 3.32 essential 

 

The interoperability maturity level for the service delivery 
dimension was 2.69, for service consumption dimension was 
3.55, and service management dimension was 3.49. Looking 
more closely at the internal dimensions of health services 
maturity level, it is noted that in healthcare, the highest level 
(3.55) is in service consumption versus the lowest in service 
delivery (2.69). The low score for service delivery can be 
attributed to the fact that healthcare digital public services are 
mostly delivered from administrative personnel on behalf of 
citizens. These services are usually applications within 
healthcare organizations. There are no multichannel options for 
the delivery of the services. In addition, the services are not part 
of a service catalogue. As a result, the score for service delivery 
in healthcare remains low. On the other hand, service 
consumption is high as there are specific digital services such 
as base registries and services for financial management that 
have to be consumed by the majority of healthcare services.  

Interoperability Maturity of the Inpatient Admission 
Service vs Other Healthcare Services 

The overall maturity level of the inpatient admission service is 
3.98, which is sustainable. Analysis of the rest of the 13 
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healthcare services showed an overall interoperability maturity 
of 3.27 which is characterized as essential (figure 1). 

It is seen from the interoperability assessment that the described 
scenario scores higher than other healthcare services examined. 

Figure 1 – Interoperability Maturity of Inpatient Admission vs 
Other Healthcare Services 

Interoperability in Healthcare Services vs Public Services 
of Other Sectors 

The average value of the interoperability maturity level of 
healthcare services is 3.32, which is not significantly higher 
than the interoperability maturity score of all other public 
services whose maturity is 3.29, as shown in Figure 2.  

Figure 2 – Interoperability Maturity of Healthcare vs Public 
Services of Other Sectors 

The healthcare services and public services of other sectors 
have, in terms of IMM, the same interoperability maturity at 
essential level. Looking more closely at the internal dimensions 
of healthcare services maturity versus those of all other 
services, as shown in Figure 3, it is noted that the service 
delivery dimension scores slight lower in healthcare than in 
other public services. This could be attributed to the fact that 
public services of other sectors could be used directly by 
citizens and are part of service catalogues.  

Figure 3 – Interoperability Maturity Dimensions of 
Healthcare Services vs Public Services of Other Sectors 

Discussion 

Based on the analysis of the real data generated during the 
conducted coursework, it has been shown that healthcare 
services score slightly higher in overall interoperability 
maturity to that of public services of other sectors. In the 
healthcare sector, several digital services have been 
implemented in the past years for the entire public sector. These 
implementations were reinforced through the economic crisis 

and the need for better control of costs within the NHS. Base 
registries for the healthcare sector, such as the electronic 
confirmation service ATLAS, are supporting instruments for 
public administrations.  

The EU, through the ISA2 programme, encourages cross-border 
public administrations to develop integrated digital services for 
national administrations in support of the vision for the 
European single digital market. To work towards this direction 
a number of instruments need to be in place to support this 
work. Development, implementation and use of these 
instruments in the European public sectors can help 
administrations reach the next level of maturity in the digital 
services they provide. Some of these instruments are presented 
in the following paragraphs. 

Health Interoperability Framework: The framework gives 
specific guidance on how to set up interoperable digital public 
services. A framework can integrate the fundamentals and set 
the standards of healthcare services. The new European 
Interoperability Framework (new EIF) in combination with the 
healthcare specific interoperability framework provide an 
appropriate guide for establishing a national interoperability 
framework for healthcare [7].  

European eHealth Governance: The eHealth Network is the 
main decision body on eHealth at a European level. It gathers 
representatives of the Member States at a high level, on a 
voluntary basis, to define a common vision and strategy for 
eHealth across Europe [18]. The eHealth network was 
established by article 14 of Directive 2011/24/EU on patients’ 
rights in cross-border healthcare. The eHealth Network 
identifies areas for cooperation and meets two times a year to 
agree on common priorities. 

Health Quality Assessment: Certification of healthcare 
processes will allow continuous monitoring in healthcare 
organizations. As far as interoperability and conformance 
testing are concerned, it is very important that a compliance 
strategy is in place as well as a roadmap for the development 
and maintenance of national specifications and interoperability 
principles, standards-related rather than self-defined. The 
creation of a mechanism for compliance control and 
certification of relevant software is considered critical. 

Service Catalogues: The general service catalogue for public 
administration services can also help the healthcare sector by 
considering all possible extensions.  

Healthcare Process Modeling: It is important to incorporate 
process modeling in healthcare service delivery using 
international standards, such as the graphical representation for 
business process model and notation (BPMN), and templates of 
descriptions of high level use cases and realization scenarios 
[7]. Standardized process modeling will facilitate the unified 
description of digital services for easier consumption and 
sharing. 

Healthcare Service Vocabulary: The process of providing 
cross-border healthcare services across EU Member States is 
complex, due to the heterogeneity of the actors, information and 
services of the different Member States. The complexity of 
exchanging data may lead to semantic interoperability conflicts. 
The core public service vocabularies can be extended and used, 
in healthcare as in all other areas, to reduce these semantic 
conflicts (https://joinup.ec.europa.eu/solution/core-public-
service-vocabulary).  

Healthcare Learning Programs: Education and training 
about interoperability, interoperability assessment, and sector 
specialized interoperability challenges for end users, policy 
makers and public employees, are essential. These learning 
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courses providing the basic and advance understanding of 
interoperability challenges, needs and issues in the public 
sector.  

Conclusions 

Assessment of interoperability maturity and specific measures 
for interoperability enhancement can contribute to cost 
reduction and greater integration through reuse of available 
services. Orchestration of services is an effective manner to 
maximize service outcomes and benefits for citizens and public 
administrations. IMM is a way to investigate deeply how a 
service performs and relates to other digital public services. It 
helps service owners to gain a better understanding of the 
interoperability maturity of a digital public service. An 
evaluation strategy needs to be closely linked with specific 
policies to support the continuation of the assessment, 
governance and implementation of digital public services 
nationally.  

The maturity of healthcare digital public services show a higher 
maturity in service consumption and service management, as 
well as to the overall interoperability maturity, compared to 
other public services. This indicates that the healthcare sector 
has made improvements towards harmonizing with relevant EU 
directives for integrated public services. Future work will 
involve the application of IMM in a wider range of public 
services as well as the tracking of interoperability maturity of 
public services across time.  

There is significant space for improvements towards the 
development and implementation of seamless interoperable 
services for citizens, administrations and businesses in the 
public sector across Europe. Further work is necessary to 
validate the results amongst a larger number of services. In 
addition, further research can be conducted to evaluate similar 
public services across countries in Europe.  
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Abstract 

Enterprise Architecture allows addressing technologies and 

processes in a holistic way and mirrors choices related to 

process standardization and data integration. It has the 

potential to address long-standing problems in health 

information systems related to fragmented IT portfolios, 

immature IT infrastructures, and silo-structured organizing. 

Nevertheless, uptake of Enterprise Architecture in hospitals has 

been slow. To understand the issues related to this slow uptake 

we have undertaken an interview study with architects and 

managers. The issues identified reveal a level of incongruence 

between healthcare as a domain and the practice of EA. 

Specifically, by analyzing the experiences of architects and 

managers we identified four different areas of such 

incongruence that create the need to reconcile a) Bottom-up vs. 

Top-down Planning b) Clinical vs. Systems´ Knowledge, c) 

Local vs. Global Arrangements and d) Patient Safety vs. Patient 

Privacy. Building on prior related research we propose ways 

for resolving the incongruence issues identified.  

Keywords:  

Architecture; Health Information Systems; Qualitative 

Research  

Introduction 

An organization’s Enterprise Architecture (EA) describes in a 

hierarchical way its processes, the data and applications that 

support these processes, and all related information and 

communication technology (ICT) arrangements [3]. 

Practitioners and researchers have advocated EA as a 

systematic approach for designing, planning, and implementing 

process and technology changes [5; 21]. The EA approach 

addresses technologies and processes in a holistic way and 

mirrors choices related to standardization and integration [17]. 

During the last two decades, hospitals started EA initiatives 

aiming to address long-standing problems in health information 

systems related to fragmented IT portfolios, immature IT 

infrastructures, and silo-structured organizing. 

Norway has formally adopted EA as a strategic tool for hospital 

information systems and processes [14]. Nearly all hospitals in 

the country are public and organized as health trusts that can 

include several local hospitals. The trusts are allocated to four 

independent regional health authorities under the jurisdiction of 

the Ministry of Health and Care Services. The strategic 

coordination, prioritization, and consolidation of key ICT 

issues across the regions are performed by a separate 

organizational entity dedicated to healthcare ICT called the 

National ICT (NICT).  Four regional health authorities is jointly 

owned by NICT. The Norwegian government has issued 

several white papers that describe how ICT shall be used to 

achieve health policy objectives and deliver more effective and 

efficient services, with emphasis on quality and patient security 

[9]. Two of the most important white papers that guide the 

development of eHealth services are “The Healthcare 

Coordination Reform” (2009) and “One Citizen – One Record” 

(2012). The first one addresses issues related to collaboration, 

while the second one, sets the targets for the evolution of 

healthcare services [2; 8]. 

Norwegian hospitals are supported by complex information 

infrastructures that evolved over many years. The earliest use 

of electronic documentation of patient information in health 

services dates back to the 1970s while the first implementations 

of applications for entire hospital coverage started in the 1980s 

[7; 16]. With the adoption of EA, structured, comprehensive 

and aligned blueprints for current and future states of hospital 

systems and processes can be developed. Furthermore, EA can 

provide guidance for implementing processes and technology 

changes to operationalize strategies. Nevertheless, despite the 

potential benefits and the state mandate for introducing EA, 

there have been significant delays and challenges. 

To gain insights about EA introduction in Norwegian hospitals, 

we performed interviews with key actors at the local, regional 

and national level across the hospital sector. Prior research has 

shown that the introduction of EA is far from straightforward 

and pointed to the importance of a favourable organizational 

culture [1; 15; 23]. Intrigued by this previous research finding, 

we specifically investigated the following research question: 

are there inherent issues related to incongruence between 

healthcare as a domain and the practice of EA?  

The rest of the paper is structured as follows. First, we describe 

the empirical setting and explain our research method. Second, 

we provide the results. Third, we discuss the results and 

drawing from prior related research we propose ways for 

resolving the incongruence issues identified. We conclude the 

paper by pointing to the contributions and limitations of our 

research. 

Methods 

Data collection  

Semi-structured interviews were conducted with Enterprise 

Architects and Managers involved in the introduction of EA in 

Norwegian hospitals at the local, regional, and national level. 

In total 17 interviews were performed between November 2016 
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and August 2017 (Table 1). All the informants interviewed had 

at least two years of experience in their current position. At the 

national level, most of the interviewees had been working since 

NICT started (2.5 years ago) while all were experienced before 

joining NICT. At the regional level, the enterprise architects 

had been employed for an average of about 5 years, and the 

managers for about 7 years. At the local level, the enterprise 

architects had been employed for an average of 10 years and the 

managers for 8 years on average. Interview questions explored 

the experiences of participants. The interviews included topics 

on how EA was used, the role of enterprise architects, and 

issues about national coordination and collaboration in eHealth. 

All interviews were audio recorded and transcribed. 

Table 1– Interviews Performed 

Level Informants # interviews 

National 5 Enterprise Architects 5 

Regional 4 Enterprise Architects and 

2 Managers 

7 

Local 2 Enterprise Architects and 

3 Managers 

5 

 

In Figure 1 we present the overall structure of the hospital 

sector in Norway (as described in the introduction) marking the 

specific units where interviews have been performed. 

 

 

Figure 1–Overview of the Norwegian Hospital Sector  

(units covered by interviews are marked in bold) 

Analysis 

An iterative approach was followed for the data analysis. The 

coding followed the principles of first- and second-cycle coding 

[13]. The first cycle was done in NVivo where all anonymized 

transcripts were entered. The transcripts were further analysed 

and grouped into Excel forms. In the second cycle, the data 

were discussed, organized, and compared in an iterative process 

to identify emerging patterns. This initial analysis yielded a 

wide range of challenges, some related to the technological 

landscape, the financing mechanisms in place, the different 

logics of actors involved and the governance arrangements. 

Furthermore, we also encountered issues related to inherent 

healthcare characteristics that complexify the introduction of 

EA. Drawing from these initial findings, and building on 

previous research that points to the significance of idiosyncratic 

characteristics (such as culture) for the introduction of EA, we 

focused our analysis on issues related to incongruence between 

healthcare as a domain and the EA practice. 

Results 

We identified four key themes related to healthcare 

characteristics that create friction in the introduction of EA. In 

the paragraphs that follow we present the findings from the 

interviews organized according to these key themes.  

Clinical vs Systems Knowledge 

Several informants expressed concerns related to the instances 

where core hospital processes need to be redefined. In such 

instances, systems´ knowledge encounters medical knowledge. 

One of the architects wondered about the role of systems 

experts since they “do not treat patients”. Another architect 

said, “administrative tasks can be standardized, but for clinical 

ones we cannot suggest the best way”. One of the managers 

pointed to the singularity of healthcare domain related to the 

key role of the medical staff for setting the norms for patient 

care irrespectively of hierarchical positioning: “the tax director 

does not understand that the health director cannot decide”. 

Another architect pointed to issues of distributed control in the 

domain “you have so many strong doctors … you have strong 

departmental directors…there are many little kings”. Overall, 

hospitals unlike other large-scale organizations such as banks 

or public administrative services where EA has been 

successfully introduced, are characterized by strong 

professional practices that have a decisive role in process and 

systems optimization. 

Local vs Global Arrangements 

One of the architects lucidly expressed a key challenge with EA 

work: “they want their local systems, not regional ICT 

services”. The health trusts want autonomy to meet local needs 

and there is a power struggle with the regional authorities. The 

regional authorities do own the health trusts, but they do not 

treat patients directly, so they do not experience day-to-day 

operational challenges. A manager explained that health trusts 

are similar to individual companies; they do not really have a 

“mother-daughter” relationship within the overall healthcare 

structure. One of the enterprise architects said, “a model that 

ensures both standardization and taking care of local wishes 

may be beneficial”. Another architect pointed to concrete 

differences between two major hospitals: “hospital A is much 

more IT mature than B, doctors and many nurses are involved 

in the IT department, they are much closer to the users”. A 

manager explained that although the needs may be similar in 

different regions there are different cultures across hospitals 

and these cultural differences matter. 

Bottom-up vs Top-down Planning 

EA is a plan-driven approach, however, holistic planning of 

ICT within healthcare can be especially challenging as 

explained by one of the architects interviewed “the biggest 

challenge is to maintain local understanding…it should be 

taken from patients to clinicians and upwards not top-down”. 

Another architect explained that it is important to follow a 

bottom-up approach because clinicians often have good 

solutions to their own problems. Nevertheless, one of the 

managers pointed to the importance of top-down approaches 

that allow better coordination, the manager pointed to the need 

for a stronger central role “everybody wants new systems, 
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nobody wants to change”. Balancing bottom-up with top-down 

planning has proven to be challenging for the EA initiatives. 

Patient Safety vs Patient Privacy 

An architect pointed to the need to consider data flows not only 

in terms of security and privacy but also in terms of patient 

safety. The standard regulations and procedures for systems 

analysis and risk containment are addressing issues related to 

data security and patient privacy but not issues of patient safety. 

Architects are not experts in issues related to patient safety. 

Another architect explained how important it is to make 

available patient data when patients move from region to 

region, but this is not straightforward to implement. A manager 

pointed also to the need for data exchanges between primary 

care and hospitals. Overall, the visions for data integration are 

bringing up unresolved issues related to balancing patient safety 

and privacy.  

Table 2 provides an overview of the results, mapping the four 

key themes identified to key EA features that are challenged by 

the singularities of the healthcare domain. Specifically, the 

practice of EA is plan-driven and oriented towards process 

standardisation, and data integration and these characteristics 

relate to friction experienced when introducing EA in 

healthcare. 

Table 2– Incongruence Themes Identified 

EA 

characteristics 

Healthcare 

characteristics 

Incongruence themes 

identified

Plan-driven National strategies but 

also pivotal bottom-up 

initiatives 

Bottom-up vs Top-

down Planning 

Process 

standardisation 

Processes inscribe clinical 

knowledge 

Local variation 

Clinical vs Systems´ 

Knowledge 

Local vs Global 

Arrangements 

Data 

integration 

Sensitive but also 

mission-critical data

Patient Safety vs 

Patient Privacy

Discussion 

The issues identified reveal a level of incongruence between 

healthcare as a domain and the practice of EA. The friction 

themes identified, can be related to prior research findings in 

Health Informatics. Healthcare is “work regarded as unusually 

complex, uncertain, and of great social importance.” To ensure 

the best possible outcomes under these difficult circumstances, 

“the strategy pursued is to couple capability with discretion in 

one responsible actor and place him or her as close as possible 

to the problem situation … legitimate control over the nature 

and quality of professional practice is vested in the professional 

staff, not in the administration” [18]. Prior research [20] has 

identified that in healthcare universality is always “local 

universality” in the sense that it “always rests on real-time work 

and emerges from localized processes of negotiations and pre-

existing institutional, infrastructural, and material relations”. 

Furthermore, along the same line of thought, researchers [4] 

have conceptualized the distinction between conjoint and 

context-dependent design negotiations showing how in 

successful standardization processes stakeholders define and 

agree on boundary factors (elements that are meaningful across 

borders) while creating possibilities for local reconfigurations. 

Prior research has also pointed to the fact that frequently, 

advancements in healthcare come out of practice-driven 

initiatives without a predetermined strategy and without the 

initial support of management; a novelty in healthcare usually 

entails extensive work over lengthy periods of time by different 

participants [10; 11; 19]. An approach that balances between 

bottom-up and top-down approaches for the evolution of Health 

IT Systems has been proposed in the literature [6]. The 

approach is labelled “middle-out” and is described as a situation 

where governments provide incentives and support that 

encourage clinical providers to acquire systems that are 

technically or functionally compliant, and to pursue 

innovations that keep their systems compliant over time. Such 

an approach entails specifying commonly agreed compliance 

requirements. 

Ensuring data security and privacy while catering for patient 

safety is one of the big challenges when it comes to 

streamlining data flow and pursuing data integration in 

healthcare. A possible way to address this challenge is by 

enabling a more active role for the patients. A patient-centric 

logic not only spans the whole spectrum of patients’ needs from 

preventive healthcare, to treatments and long-term care but also 

presumes a more active role for the patients themselves. 

Patients can contribute through information sharing, self-

service, and assisting healthcare staff acting as resource 

integrators [12]. To do this, they need to be able to access, 

manipulate and contribute data. Moreover, they need to stay 

informed about who is accessing their data and be able to 

manage access. Enabling patients to control data flows entails 

ensuring the clarity, user-friendliness, and transparency of 

patient-oriented data handling solutions.  

Overall, healthcare is a safety-critical domain that requires 

everyday coping with uncertainty. Patients can have unique 

combinations of conditions and this explains the acknowledged 

need for medical discretion. Reliability in healthcare is not only 

the outcome of protocols and formal procedures but also, of an 

acquired capacity to perform even though working conditions 

fluctuate and are not always known in advance. This capacity 

frequently found in high-reliability settings is a mix of risk 

anticipation and containment encapsulated in the term 

“mindfulness” [22]. Mindfulness is analysed to: a) 

preoccupation with failure; healthcare practitioners are 

concerned with success as much as with failure – Hippocrates’ 

Oath “do no harm”, b) reluctance to simplify; simplifications 

are avoided, c) sensitivity to operations; attention is given to 

process dependability under diverse circumstances, d) 

commitment to resilience; healthcare professionals need to be 

able to recover from mishaps and cope with surprises pursuing 

alternative means to goals, and paying attention both to error 

prevention and containment, and e) deference to expertise; the 

need for a wide array of specialisms is acknowledged and 

respected. EA initiatives need to retain and possibly further 

enhance mindfulness in the domain. 

Implications for Practice 

The findings suggest that in order to advance with EA in 

hospitals, it is important to resolve key issues related to the 

characteristics of EA and the singularities of the domain. There 

is limited prior research on the domain-specific characteristics 
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that hinder the introduction of EA in healthcare. This is work 

that we have begun to undertake. The table that follows (Table 

3) is building upon prior related research to propose a set of 

resolutions for the incongruence themes identified. These 

proposed resolutions can guide practitioners involved in the 

introduction of EA in hospital settings. 

Table 3– Resolutions for Incongruence Themes Identified  

Directions for Mindful EA Initiatives 

Incongruence 

Themes 

Proposed 

Resolutions Brief Description  

Bottom-up vs 

Top-down 

Planning 

Middle-out Incentivize clinicians to 

acquire compliant 

systems (based on 

common requirements). 

Clinical vs 

Systems´ 

Knowledge 

Local vs Global 

Arrangements 

Configurable 

solutions catering 

for both 

standardisation 

and local needs 

Technology 

accommodating clinical 

discretion and local 

variation. 

Patient Safety 

vs Patient 

Privacy 

Stronger patient 

role – patient data 

access 

management 

Patients can contribute 

acting as resource 

integrators. 

 

Limitations and Strengths 

The study has been conducted within Scandinavian healthcare 

so we cannot judge to what extent the findings reflect friction 

and tension with the introduction of EA in hospitals in different 

countries that have different institutional characteristics. 

However, the issues identified relate to the characteristics of 

healthcare as a practice in general and are also found in prior 

research conducted in different countries. A strength of our 

study is that it links to prior related research to propose concrete 

resolutions. Furthermore, it provides detailed qualitative data 

on the experiences of architects and managers involved in the 

implementation of EA at different levels (local, regional, 

national) and can provide insights for those that seek to 

contribute to such initiatives.  

Conclusions 

This study suggests that there are inherent issues in the 

introduction of EA in hospitals that relate to some level of 

incongruence between EA and the key characteristics of the 

healthcare domain. Specifically, by analyzing the experiences 

of architects and managers we identified four different areas of 

such incongruence that create the need to reconcile a) Bottom-

up vs. Top-down Planning b) Clinical vs. Systems´ Knowledge, 

c) Local vs. Global Arrangements and d) Patient Safety vs. 

Patient Privacy. Our study can be used as a basis for further 

research towards the development of a measurement instrument 

to assess trade-offs in the four incongruence areas identified. 

As these areas relate to the nature of healthcare delivery, prior 

research has brought insights related to potential resolutions. 

Although the introduction of EA in hospitals is far from 

straightforward, working towards resolutions for the specific 

incongruence themes identified can be a basis for mindful EA 

initiatives. Mindful EA can be a healthcare-specific EA 

approach for systematically designing, planning, and 

implementing process and technology changes. 
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Abstract 

This article describes development of the multi-professional 

discharge checklist and its implementation into the nursing 

documentation system (NDS) as part of the patient’s overall 

care plan. The aim was to harmonize patient’s admission and 

care period documentation and to improve the quality of 

electronic nursing discharge summaries. The ultimate goal was 

to ensure continuity of care. The multidisciplinary discharge 

checklist was developed in two phases to support the discharge 

of elderly patients (over 65 years). First, the information 

content of the checklist was defined, and second, it was 

integrated into the NDS. Focus groups of social and healthcare 

professionals (n = 82) in specialist health care, primary health 

care and social services defined the information content and 

participated in the feedback and checking rounds. The 

development work should continue. Particular attention should 

be given to the technical performance of discharge checklists in 

the NDS. 

Keywords: 

Continuity of Patient Care, Checklist, Patient Discharge 

Introduction 

Continuity of patient care is not always realized when the 

patient moves from hospital to home or primary health care; as 

a result, up-to-date information is not available to the 

professionals [1]. Poor communication and lack of documented 

guidelines or checklists have increased the incidence of handoff 

errors [2] and adverse events, with adverse events associated 

with information and medication being the most common [3]. 

The lack of standardization of information availability forces 
professionals to search for information in multiple places and 
pages of documents, which is not an efficient use of 
professionals’ time and adds to their cognitive load [4]. 
Standardization of these procedures is thus a Joint Commission 

requirement for accredited hospitals [5].  

In Finland, nursing documents are produced, stored and 

presented using the Nursing Documentation System (NDS) 

which is part of the Electronic Health Record (EHR). The 

Finnish nursing model applied is based on the nursing process, 

a nationally defined nursing core data set and the Finnish Care 

Classification (FinCC). The FinCC consists of the Finnish 
classification of nursing diagnoses (FiCND), the Finnish 
classification of nursing interventions (FiCNI) and the Finnish 
classification of nursing outcomes (FiCNO) [6,7]. An important 

objective of the implementation of the nursing model has been 

to enable multi-professional collaboration and exchange of 

information between health professionals [8].  

An electronic nursing discharge summary (ENDS), which is 

part of the Finnish nursing model, is recorded at the end of the 

care period or as a mid-term review in long-term care [6,7]. It 
is stored in the Patient Data Repository and available for 

professionals and patients [9]. The aim of the ENDS is to ensure 

the continuity of patient care when the care responsibility 

passes from one organization to another, and to gather the key 

information of the service event into a readable and 

comprehensible form [6]. According to a recent study, nurses 

working in primary health care valued the ENDS’s efforts to 

improve information flow and cooperation, but the data content 

was estimated to be poor [1]. 

Safe discharge from the hospital is an important way of 

supporting home living and safe rehabilitation after 

hospitalization. A recently published systematic review stated 

that inadequate or delayed information transfer between 

hospital and primary health care professionals was common 

[10]. To facilitate the interface between specialized health care 

and primary health care, so-called discharge checklists are 

recommended [11-16]. The checklist is a tool for systematic 

work. It seeks to prevent memory lapses and to avoid human 

error [17,18]. They include important issues related to the 

patient’s discharge [17,19], such as things that describe the 

patient’s functional performance ability [20,21].  

Discharge checklists have made it possible to ensure that all 

relevant issues related to the discharge have been taken into 

account [12]. Acute medicine discharge checklist has helped to 

add structure to the complex interprofessional communication 

which is essential to safe discharge transitions [22]. In a 

systematic review, they have been found to improve the quality 

of medical case summaries [16]. Patient’s own checklist that 

engages the patient can make discharge safer by targeting gaps 

in patient education and correcting potential adverse events 

[23].  

Checklists remain paper-based [23] and their functionality is 

limited [15,17]. Recently, the integration of the electronic 

discharge checking lists, especially in medical processes, has 

been shown to be beneficial [15,18]. Technologies must be 

highly usable to ensure high-quality and safe delivery of care 

without unnecessary increases in workload [24]. Nurses have 

had to integrate data and information for summaries from EHRs 

and devices by hand, typically by remembering data [25]. 

Technical implementation of checklists in the EHR system has 
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proved to be challenging. Extra difficulties have been caused 

by the fact that they have had to be added separately “by hand” 

to each patient’s patient record [15]. Besides causing extra 

work, transferring and duplicating patient data in the patient 

information system manually is prone to changes in information 

[26] and thus a threat to patient safety [3]. Structured 

documentation has improved the quality of documentation, i.e., 

recording of nursing activities and results, supported the 

exchange of information, and contributed to the continuity and 

coordination of care and the reuse of information [27]. 

According to a systematic review, mere transfer of the 

discharge checklist into electronic format may not ensure its 

successful implementation. In order for it to be  successful, it is 

essential to integrate it into existing work processes [18]. 

Hospitals should develop documented guidelines, promote 

cooperation and clarify work processes [2] so that the 

information content of the discharge checklists can be 

immediately updated and shared among the various 

occupational groups involved in the care of the patient [15]. 

According to our knowledge, a multidisciplinary discharge 

checklist has not previously been implemented in the day-to-

day Nursing Documentation System. The purpose of this article 

is to describe the development of the information content of the 

multiprofessional discharge checklist into a NDS to harmonize 

patient’s admission and care period documenting and to 

improve the quality of electronic nursing discharge summaries. 

The ultimate goal is to ensure continuity of care. 

Material and Methods 

Setting 

In Finland, municipalities are responsible for organizing social 

welfare and primary health care. Hospital districts (n = 21) 

organize specialized health care [28]. This development project 

was carried out in the Satakunta Hospital District (SHD) in 

2014–2016 as part of a project funded by the Ministry of Social 

Affairs and Health for the discharge and rehabilitation 

processes of older people. In 2018, SHD provides specialized 

health care services to approximately 223,000 residents in co-

operation with primary health care and social services [29]. The 

NDS has been in use in SHD since 2015.  

The multidisciplinary discharge checklist was developed within 

the project in two phases to support safe discharge of elderly 

patients (over 65 years). In the first phase, the information 

content of the discharge checklist was defined, and in the 

second, it was integrated into the NDS. 

Phase I. Definition of the Data Content of the Multi-

Professional Discharge Checklist 

The development of the information content of the discharge 

checklist was preceded by a comprehensive literature review on 

the continuity of care [1]. In addition, we acquired some 

examples of paper checklists used elsewhere in Finland. The 

data content of the discharge checklist was developed using 

focus group interviews in workshops related to a development 

project in elderly care. This method can be used at the 

beginning of development projects, whereby focus groups can 

highlight, for example, the wishes or needs concerning the 

information content of the system or the user interface 

solution[30].  

Focus groups of social and healthcare professionals (n = 82) in 

specialist health care, primary health care and social services 

defined the information content of the discharge checklist and 

participated in the feedback and checking rounds. Participants 

in the working groups were found and selected on the basis of 

volunteering and interest expressed. The sizes and 

configurations of the focus groups at the meetings varied (Table 

1). 

Table 1 − Composition of the Multidisciplinary Team (n = 82) 

by Profession* 

Professional title n 

Nurse 35

Doctor 11

Physiotherapist 6

Rehabilitation counselor 6

Social worker 6

Practical nurse 5

Home care supervisor 2

Senior manager of the elderly 2

Project worker 2

In addition, one representative of each: 

occupational therapist, fitness instructor, 

senior care supervisor, service counselor, 

psychologist, nurse and elderly care 

professional

7 

* The number of professional groups is indicative 

The aim of the workshops was to find out key information for 

the patient’s discharge to ensure continuity of care from the 

perspective of different professionals and organizations. The 

workshops were designed in a multi-professional team. There 

were always two team leaders, one asking questions and the 

other taking notes. In the workshops, small group work based 

on patient cases and free-form ideas was used. 

The material consisted of examples of paper checklists used 

elsewhere, written output from workgroups, and notes from 

team leaders. The material was analyzed and categorized 

thematically. The results made up the thematic areas of the 

discharge checklist. 

The paper discharge checklist was piloted between July 1, 2015 

and May 16, 2016 in several units in specialist health care and 

primary health care at SHD. The checklist was updated three 

times. The functionality of the paper checklist was evaluated 

using the so-called principles of continuous evaluation (oral, 

written, Webropol
®
). 

Phase II. Integrating the Multidisciplinary Discharge 

Checklist into Nursing Documentation System (NDS) 

The fourth version of the checklist was implemented into 

special health care NDS as a template for the electronic form. 

The use of a template is recommended to improve the usability 

of NDSs, multi-professional co-operation and the utilization of 

information [8,31,32]. The template content was constructed 

from the FinCC classification [6,7]. The template contains the 

default parts. It can also be edited for individual patients [33].  

An electronic discharge checklist was tested between May 16, 

2016 and September 30, 2016 in specialist health care in elderly 

psychiatry, rehabilitation, pulmonary diseases, neurology and 

internal disease ward patients over 65 years of age because it 

was a project of older people. The use of the checklist was 

evaluated face-to-face in discussions and feedback sessions (n 

= 4). Additionally, five random samples were taken from each 

of the units participating in the pilot (n = 5) to assess whether 

the checklist was filled or used and whether the information was 

transferred to the electronic nursing discharge summary.  
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Results 

Information Content of the Multi-Professional Discharge 

Checklist 

After continuous dialogue with feedback and three check 

rounds, the content of the paper-based multi-professional 

discharge checklist consisted of the following content areas: (1) 

housing, home care and follow-up care, (2) functional ability at 

discharge, (3) medication, (4) social benefits and (5) patient 

involvement.  

Multi-Professional Discharge Checklist as Part of NDS 

The contents of the paper-based discharge checklist were 

transferred in structured form, as a so-called template, into the 

NDS (Figure 1). The categories corresponding as closely as 

possible to the data content were selected from the FinCC 

classification. The template serves as a plan for co-ordination 

of care and follow-up care as well as a daily documenting base. 

At the beginning of the discharge checklist, a space is reserved 

for the planned discharge date. It is recommended that the 

discharge date is recorded immediately at the beginning of the 

care period to ensure a safe and systematic discharge. 

The planned care activities in the structured discharge checklist 

are shown in bold in Figure 1. They are in accordance with the 

Finnish classification of nursing interventions (FiCNI version 
3.0): (1) involvement in planning and implementation of care, 

(2) supporting patient coping, (3) supporting patient self-help, 

(4) providing aids for day-to-day activities, (5) orientation 

tracking, (6) mental state monitoring, (7) pharmacotherapy and 

(8) planning for continuity of care. After the end of the project, 

nutrition-related guidance was added to the discharge checklist.  

The planned care activities, such as orientation tracking, are 

specified by keywords (oriented/forgetful). The contents of the 

discharge checklist can be modified in accordance with each 

patient’s personal care needs and a particular care activity can 

be included in the NDS as an exclamation mark (for example: 

blood glucose drops easily <3.0 mmol/L). (Figure 1.)

 

Figure 1 − The Information Content of the Electronic Multi-Professional Discharge Checklist (FiCNI, version 3.0)

Discussion 

In this paper, we described how the information content of a 

multi-professional discharge checklist was developed into NDS 

to harmonize documenting patient’s admission status and 

hospital period and to improve the quality of electronic nursing 

summaries. The ultimate goal was to ensure continuity of care. 

The starting point for this development project was that 

“cannot cope at home” is not a sufficient description of 

admission to hospital. Instead, the preparation of the patient’s 

discharge should be started as early as possible so that the 

patient and his/her family or friend can stay at home as well as 

possible after acute care. For example, the patient’s ability to 

function or any need for aids or care accessories should be 

clarified as early as possible. 

Improving effectiveness of communication among caregivers 

and the safety of medication use have been included as items 

for hospital accreditation [5]. The use of structured 

documentation has improved the quality of the documentation 

[27], and the use of discharge checklists can reduce the 

potential for preventable adverse events associated with 

transfer of data  [2]. Standardized checklists have previously 

shown benefits in patient care, especially in medicine. They 

have helped to standardize and harmonize good practices in the 

organization of continuity of care [13,16,23].  

Previously, professionals had to search numerous pages of 

documentation for information that might not be there [4]. 

Matters that are relevant for the discharge are often only in the 

hands of professionals. This introduces patient safety concerns 

of increased risk for errors [3]. According to our knowledge, an 

electronic multi-professional discharge checklist is not 

available elsewhere in NDS. In this project, it was desired that 

the content of the discharge checklist in NDS was constructed 

from the patient’s point of view and that it would be generic to 

the social and healthcare professionals involved in the patient 

care regardless of profession. The aim was to avoid situations 

where no single document contains all the information needed 

for the patient’s discharge.  

The discharge checklist was implemented as a template on the 

NDS, based on the recommendation of an IT vendor. The 

categories describing the data content of professionals were 

found quite well from the FinCC classification [6,7]. On the 

other hand, there were problems with the compilation of the 

data content into electronic format. We knew that lack of 

written guidelines has led to errors in patient transfer situations 

[2]. That is why we provided end users with technical and 

substantive written guidelines in support of the discharge 

checklist. The guidelines for using and filling in the discharge 
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list were not detailed because different units care for patients 

with various disorders and the patients have different personal 

care needs. 

In our project, the  technical implementation of the discharge 

checklist into the NDS was challenging. Past experience has 

shown that usability problems with these records can have 

unintended consequences that harm patients and cause 

additional workload for nurses and other clinicians [24]. In our 

project, professionals made many suggestions for improvement 

which were passed on to the IT system supplier. Based on initial 

user experience, they suggested, for example, that the discharge 

checklist should open automatically for all patients over the age 

of 65. Furthermore, it was recommended that the position of the 

discharge checklist that has been added to the NDS should be 

interchangeable. The information contained in the checklist 

should be automatically transferred to the electronic nursing 

discharge summary. End users also hoped that the content of 

the discharge checklist could be “hidden” and opened as a drop-

down menu as display space is limited [compare 15].  

A systematic review by Kattel et al. [10] has suggested dynamic 

documentation development and implementation of electronic 

discharge software that can automatically populate sections of 

discharge summariers. These recommendations are 

noteworthy. Patient data transfer within the information system 

is a risk for patient safety [26]. Unless technology supports the 

work processes [18], commitment to the discharge checklist can 

be challenging and the desired benefits will be missed. 

Strengths and Limitations 

The representativeness of the material was good. The 

workshops had a wide representation of different professional 

groups in specialist health care, primary health care and social 

work. It is noteworthy that in this project, customers and 

patients (families) did not participate in defining the data 

content of the discharge checklist although the original aim was 

to build a content-enhancing patient perspective.  

Recommendations for Future Work 

Patient discharge cannot be designed solely for professionals. 

In the future, patients and families should be engaged and 

included in the development work. It would also be desirable to 

link patients’ self-generated entries to the discharge checklist. 

The contents of the checklist and its introduction should also be 

looked at in relation to other retrieval situations than discharge 

from the special health care ward (e.g. from nursing institution 

to hospital).  

Conclusions 

In this article, we described how the key issues from the 

hospital were standardized through an electronic 

multidisciplinary discharge checklist in NDS to ensure 

continuity of care. We found that based on preliminary user 

experience, the electronic multidisciplinary discharge checklist 

was perceived as a useful tool. More research is needed, 

however. We suggest that development work should continue. 

Technological developers should be aware of the different 

functional needs that must be taken into account when data 

contents are configured in the EHR system. In the future, 

particular attention should be focused on the technical 

performance of discharge checklists in the NDS.  
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Abstract 

Continuity of patient care (COC) is considered an essential 
feature of good quality care, but the ambiguity of the concept 
has given rise to methodological challenges in scientific 
studies. This study has a strong link to the functional definitions 
of electronic health records (EHR). In order to evaluate how 
COC is achieved, through a discharge summary, for example, 
the contents of COC should be defined. Conceptual consensus 
on COC as a multidimensional concept has increased. This 
study was conducted to provide an overview of the dimensions 
and descriptions of informational and management continuity 
of care. A scoping review was conducted. We found that 
informational continuity of care refers to data tool, data 
content, data structures or information quality related 
processes. Management continuity of care refers to information 
flow, co-operation, co-ordination, multiprofessionality or 
management processes. We identified the need to define next 
the contents of relational and cross-border continuities. 

Keywords:  

Continuity of Patient Care, Electronic Health Records, Patient 
Discharge Summaries (MeSH) 

Introduction 

Continuity of patient care (COC) is considered an essential 
feature of good quality care, but the ambiguity of the concept 
has given rise to methodological challenges in scientific 
studies. COC is more often default than defined. [1] This study 
has a strong link to the functional definitions of electronic 
health records (EHR). Unless COC is clearly defined, it can not 
be measured [1; 2], achieved [3], or continuity-promoting 
methods [4] such as shared and synchronized EHRs can not be 
developed [5]. 

Continuity of care is a global priority for reorienting health 
services to the needs of people [5]. Through COC, the reduction 
in the risk of re-hospitalization is significant both for individual 
patients and in terms of the effectiveness of the service system 
[6; 7]. COC is associated with information flow, collaboration 
[2], patient safety issues [8], improved care results [9] and 
reduced costs [10].  

Surprisingly, COC is a broad concept that has been loosely 
defined and used without a stable or clear aim [2]. This, in turn, 
leads to challenges when it comes to identification of effective 
methods for improving COC [4]. Originally identified in 
Canada [1], the classification into relational (also called inter-
personal), informational and management continuity of care has 
been quoted a great deal [e.g. 2; 5; 11; 12; 13; 14; 15].  
Conceptual consensus on COC as a multidimensional concept 

has increased, but only single standardized measures exist [13]. 
Different measures are needed to measure different dimensions 
of COC [2]. The vagueness of the methods of measuring COC 
makes it difficult to compare studies [9]. 

Electronic nursing discharge summary (ENDS) is a data tool 
that is supposed to comprise shared use of information to help 
maintain patient continuity and safety, collaboration between 
professionals, and thus provide good care results [15]. In order 
to evaluate how COC is achieved when using ENDS, the 
concept of COC needs to be defined. It is obvious that there is 
a need to determine explicitly what informational and 
management continuity of care mean. The purpose of this paper 
is to provide an overview of the dimensions and descriptions of 
informational and management continuity of care based on 
previous studies. The research questions are: (1) What are the 
dimensions and the descriptions of informational continuity and 
(2) What are the dimensions and descriptions of management 
continuity. The aim is to present the contents of informational 
and management continuity of care. 

Methods 

A scoping review, which is a systematic approach for 
synthesizing research evidence, was conducted in 2016 (Figure 
1). Searches were updated in 2017–2018. The scoping review 
was used to investigate the scope, nature and gaps in the COC 
research and literature and to identify and present relationships 
between concepts [16].  

 
Figure 1. Search Areas and Search Terms for Databases and 

Search Services 
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Table 1. The Dimensions and Descriptions of Informational Continuity of Care  

Data tool Data content Data structures Information quality 
Paper18, 19  
Telephone18 

Mail and e-mail6, 20 

Fax6, 20 

Dictation20 

Video21 

Electronic summary20, 22 

Automatic summary23, 24 

The patient carries a 
summary20 

Telecommunications25 

E-message system26 

Regional eHealth network27, 28 

Regional information 
system20, 29 

National patient records 
archive30, 31 

Administrative data32 
Demographic data32 
Clinical data32 
Medication data13, 20, 24, 26  
Basic patient knowledge19, 20 

Identification of provider19, 20 

Incomplete recording of 
investigation results6, 20 

Need for care33 

Goals for care33 

Nursing interventions33 

Care outcomes33 

Multiprofessional information 
content15 

Patient summary34, 35 

 

Standards-compliant 
interoperability30, 31, 32 
Structural change of 
information15, 30, 31, 34, 36, 37 

Need for structuring20, 36 

The benefits of structuring20, 37 

Challenging structuring15 

Lack of structuring36 

Spelling and grammar18 

Sufficiency of information18 

Correctness of information30 

Patient-oriented approach18, 33 

  
  
  
  
  
  
  

   
   

Systematic searches were made in relevant databases (PubMed, 
Cochrane, Science Direct and CINAHL Complete) and search 
services (Google and Google Scholar) without search 
restrictions and with 2018 as start time limit. The data search 
was supplemented by a manual search to ensure comprehensive 
retrieval of information. The search terms were used alone and 
in combination (Figure 1). The abstracts of retrieved references 
were studied. The scoping review was not limited to particular 
countries, but only included literature published in Finnish or 
English.  

When it was found that conceptual clarity of COC had been 
sought in multidimensional models, in particular the continuity 
of care trilogy [1; 5; 11; 13], searches were targeted at literature 
on the informational and management dimensions of COC. The 
aim was to refine the contents of COC and continue with the 
definition of the concepts. The literature was tabulated by 
author, publication year, country, purpose, material acquisition 
method, target group, time and key results. Detailed tables are 
available online at 
http://epublications.uef.fi/pub/urn_isbn_978-952-61-2707-1/ 
[15]. 

Inclusion criteria were articles about dimensions and 
descriptions of informational and management continuity of 
care during the patient transfer process. Peer-reviewed studies 
as well as expert articles and reports were included to ensure a 
meaningful and comprehensive review of the literature. The 
exclusion criteria were unpublished manuscripts (abstracts) and 
articles on the relational continuity of care, because this study 
focuses on the professional perspective.  

The material was analyzed thematically [17]. After compilation 
and encoding, the material was compared and the dimensions 
of informational and management COC (e.g. data tool) and 
their descriptions (e.g., paper or emails) were searched and 
synthesized. 

Results 

What are dimensions and descriptions of informational 
continuity of care? 

Table 1 shows the dimensions and descriptions of 
informational continuity of care based on the choices made by 

the researcher in the literature. The dimensions are data tool, 
data content, data structures and data quality.  

There are many types of data tools. Information is forwarded 
on paper [e.g. 18; 19], by phone [e.g. 18], mail, e-mail or fax 
[6; 20]. Information is generated by dictation [20] and using 
video [21]. Electronic summaries are used for information 
sharing between organizations [20; 22] and the automatic 
composition of the data stored in EHR is sought [23; 24]. 
Summaries can be conveyed by the patient [20] or e.g. by 
means of telecommunication [25]. The common infrastructure 
between hospital and primary health care is sought from the e-
message system [26], regional eHealth network [27; 28], 
regional information system [20; 29] and national patient 
records archive [30; 31].  

Data content of the discharge summaries consisted of 
administrative, demographic and clinical data [32] and was 
found to be inadequate in medication [13; 20; 24; 26], basic 
patient knowledge, identification of the provider [19; 20] and 
investigation results [6; 20]. Information was insufficient 
regarding care needs, goals, nursing interventions and 
outcomes [33]. The discharge summaries written by doctors 
and nurses were professional-specific and partly overlapping 
[15]. One solution could be a patient summary [34; 35] 

Structuring of information requires standards-compliant 
interoperability [32] and was studied from the perspective of its 
need [20; 36], benefits [20; 37], challenges [15] and 
deficiencies [33].  

Description of the quality of the information refers to spelling 
and grammar, sufficiency [16], correctness of information [28] 
and patient-oriented approach [16; 30].  

What are the dimensions and descriptions of management 
continuity of care? 

Table 2 presents the dimensions and descriptions of 
management continuity of care based on the choices made by 
the researcher in literature. The dimensions are information 
flow, co-operation, co-ordination, multiprofessionality and 
management.  
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Table 2. The Dimensions and Descriptions of Management Continuity of Care  

Information flow Co-operation  Co-ordination Multiprofessionality Management 
Health IT14 
Timeliness8, 20, 22 
Information gap13 
Reliability 10, 28, 30, 38 

 

Partnership13 
Networks14 
Inadequate 
cooperation30 

Work practices27 

Confidence39 

Communication12 

Understanding other’s 
work38, 39  

Coordinator role13, 14 
Care plan11, 13, 38 

Follow-up care plan6, 20, 

33 

Care, service and 
patient management 
plan11 

Advance care plan40 

Discharge summary14, 38 

Nursing discharge 
summary14, 15, 29 

Multiprofessional 
summary24, 36 

Multiprofessional 
documenting38 

Multiprofessional 
discharge planning41 

Multiprofessional 
cooperation42 

Multiprofessional 
information exchange42 

Role clarity13 

Confidence in team13 

Resourcing and 
organization39 

Encouragement and 
support37 

Politics and decision-
making43 

Knowledge 
management44 

Financial aspects14 

 
 

 
 

 

    

 

The information flow was studied in terms of health IT [14] 
timeliness [8; 20; 22], information gap [13] and reliability. 
Reliability was analyzed with regard to access to patient 
information [38], the confidentiality and security of electronic 
data [10], sensitive data [28] and privacy risks [30]. 

Co-operation was looked at in terms of partnership [13], 
networks [14], inadequate cooperation [30], work practices 
[27], confidence [13; 39], communication [12] and 
understanding other’s work [38; 39].  

Co-ordination descriptions are coordinator role [13; 14] and 
different care plans, such as care plan [11; 13; 38], follow-up 
care plan [6; 20; 33], care, service and patient management plan 
[11] and advance care plan [40]. Different summaries include 
discharge summary [14; 38], nursing discharge summary [14; 
15; 29] and multiprofessional summary [24; 36]. 

Multiprofessionality was described in the field of documenting 
[38], but also in terms of multiprofessional discharge planning 
[41], cooperation, information exchange [42], role clarity and 
confidence in team [13].  

Management in relation to continuity of care was studied 
resourcing and organizing [39], encouragement and support 
[37], policy and decision-making [43], knowledge management 
[44] and financial aspects [14]. 

Discussion 

The purpose of this study was to provide an overview of the 
dimensions and descriptions of informational and management 
continuity of care. This study was carried out because we think 
that the previously published and much cited continuity 
typology, i.e. information, management and relational 
continuity [1; 11; 13; 14], do not give a sufficient picture of the 
dimensions and descriptions of informational and management 
continuity. The pressure on data interoperability [30; 31; 32] 
and care integration has increased [3] since the publication of 
the continuity typology. This study thus supplements the 
continuity trilogy [1; 11; 13; 14] in terms of the contents of 
informational and management continuity of care. 

Informational continuity (Table 1) has previously been defined 
as follows: “The use of information on past events and personal 
circumstances to make current care appropriate for each 
individual” [11]. In nursing literature, information transfer has 
been the most prominent of the content areas of COC [1]. 
Technology and different data tools play an important role in 
enabling informational continuity, and data tools provide 
access to information. Electronic information exchange 

between organizations is hampered by lack of interoperability 
and the fact that patient information systems do not “talk to 
each other” [42]. Traditional data tools are still in use. 
Exchange of information from hospital to home care takes place 
using paper [18] or fax [6; 20; 26], which are not secure data 
tools. In addition, many referrals from primary health care to 
specialized healthcare are still paper-based [19].  

Informational continuity has been considered to comprise how 
well patients’ health information follows them over time 
between different places of care and service providers [5; 11]. 
For years, a common infrastructure for facilitating information 
exchange between the hospital and the community has been 
sought from the regional information system [20; 29], eHealth 
network [27; 28], electronic message system [26], and the 
national patient records archive [30; 31]. If professionals have 
to use a number of separate data tools that are not part of the 
professional workflow they may not be used [27]. 

The data content of medical case summaries has seen a lot of 
development. Still, their contents are inadequate [6; 20]. 
However, there exist standards as to which data should be 
included in discharge summaries [32]. For the time being, 
discharge summaries are professional group-based and partly 
overlapping [35]. The solution could be a patient summary [31; 
32] generated automatically from EHR [23; 24]. Getting an 
automatic summary of the data recorded in the IT system 
requires standards-compliant interoperability [30; 31; 32]. 

Descriptions of data structures are seen especially in articles 
from the 2010s. They have been studied e.g. in patient transfer 
and discharge situations [37] and nurses’ handoffs [35]. 

Informational continuity is largely a combination of shared, 
synchronized care records and their accuracy [11]. From the 
point of view of the quality of the information, especially 
important are language, sufficiency [18] and correctness [30] of 
information, as well as the patient-oriented approach [18, 33]. 

Management continuity (Table 2) has previously been defined 
as follows: “A consistent and coherent approach to the 
management of a health condition that is responsive to a 
patient’s changing needs” [11]. We found that management 
continuity of care is related to organization structures and care 
planning. It is emphasized when the patient moves across 
organizational boundaries and focuses, for example, on patient 
management plans [38; 40] and summaries [15; 29]. In 
Scandinavia and the USA, researchers studied information flow 
from hospital to home care and found that accurate and in-time 
information was difficult to achieve [8].  

Partnership [13] and networks [14] are an important part of co-
operation. From the technology point of view, work practices 
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involve the need to learn how to work with new data tools [27]. 
Unless technology supports work processes, commitment to the 
new data tools (e.g. discharge checklists) can be challenging 
and the desired benefits will be missed. 

Co-ordination requires a coordinator [13; 14] and includes 
different care plans [6; 11; 13; 20; 33; 38; 40], summaries [14; 
15; 24; 29; 36; 38] and workflows. For example, ENDS has 
promoted information flow, cooperation and getting a complete 
picture of the client [15]. In Finland, the Patient Data 
Repository is in use [31]. Today, many patients in need of social 
and health services can have a number of services, care, 
rehabilitation or other plans (Table 2).  

Multiprofessionality in documenting has long been discussed 
[36]. Despite this, it still does not work very well [15; 33]. One 
solution could be role clarity and confidence in team [13]. 

We found a few references on management support [34] from 
the point of COC [14; 37; 39; 43; 44]. 

Strengths and limitations 

Scoping review is best suited for examining complex and 
heterogeneous topics like continuity of care [16]. The reliability 
of this review was increased by the use of pre-defined inclusion 
and exclusion criteria and the utilization of methodical 
literature [16; 17]. 

An information technician checked the searches made [17]. 
Data retrieval was continued until references repeatedly 
recalled the same articles. The analysis proved to be the greatest 
challenge [see 17] and the reliability of the review may be 
slightly weakened by the fact that one researcher (AK) made 
the selection of articles. 

Recommendations for the future work 

Our findings are a starting point to expand on and provide 
further insight into the construct. We identified the need to 
define the contents of relational continuity, i.e., the relationship 
between the professional and patient and cross-border 
continuity, i.e., situations where the patient’s care 
responsibilities change.  

Conclusions 

We found that informational continuity of care refers to data 
tool, data content, data structures or information quality related 
processes. Management continuity of care refers to information 
flow, co-operation, co-ordination, multiprofessionality or 
management processes. Continuity of care is a concept that 
underlies many applications in eHealth and is thus one of the 
core constructs of biomedical and health informatics. Further 
work is still needed but the foundations are laid with this study. 
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Abstract 

Electronic Health Records (EHRs) can be used for research but 

this raises the problem of data quality. 

Objective: To evaluate the quality of the information recorded 

in an EHR by a general practitioner (GP) during a regular 

office consultation. 

Method: 191 dialogs between the GP and patient were 

recorded and translated into the International Classification of 

Primary Care Second edition (ICPC-2) codes. Written 

information of the corresponding EHR was extracted and coded 

for comparison. 

Results: The primary reason for the consultation was recorded 

in the EHR in 41.2% of the cases and the diagnosis in 44.1% of 

the cases. Diagnoses noted in the EHR were less often 

communicated to the patients than the primary reasons 

(p<0.0001). 

Conclusion: There is a loss of information between the dialog 

during a consultation and what is reported in the EHR. 

Consequences in terms of continuity and safety of care can be 

expected. 

Keywords:  

Electronic Health Records; Information Management; Self 

Report. 

Introduction 

Although the first traces of the medical record appeared in the 

9th century with the creation of interesting case registers, the 

medical records attached to each patient did not appear until the 

end of the 18th century [1]. However, their contents were 

significantly limited and the medical record, as we understand 

it today, dates from the 19th century with the creation of the 

modern hospital. 

In France, the medical record has assumed an important place 

since the 1970s, but was declared mandatory only in 1995 

(deontology code and Public Health Code). Their 

computerization began in the 1980s and, according to a survey 

conducted in 2017, 96% of the general practitioners (GPs) 

reported having software for the management of their patients 

[2].  

This computerization of data provides a rich source of data that 

can be leveraged to support research and public health [3-5], 

and large databases in primary care, such as Clinical Practice 

Research Datalink (CPRD) [6], were created in Europe. This 

model of data collection is being developed in France with the 

project PRIMEGE PACA (health data warehouse prepared 

from the EHRs of GPs in southeastern France using 

International Classification of Primary Care Second edition  

coding).  However, secondary use of EHR raises the problem 

of data quality and especially in terms of missing data [7, 8]. 

While, in French hospitals, quality and safety of care indicators 

are clearly defined by the High Authority of Health [9] and 

ensure a certain quality level of the patient record, this is not 

the case in ambulatory care. Indeed, if the deontology code 

makes the possession of a patient record mandatory, it specifies 

that it not be subject to any formalization. In addition, neither 

the Remuneration about Objectives of Public Health (ROSP) 

nor the “forfait structure” (funding to facilitate the organization 

and computerization of the medical office) for GPs mention any 

element concerning the quality of the EHRs [10]. 

The objective of this study was to evaluate the quality, mainly 

in terms of completeness, of the information recorded in an 

EHR by a general practitioner (GP) during a regular office 

consultation. 

Methods 

Protocol of the Study 

Nine GPs from the south east of France using the same software 

were recruited on a voluntary basis. For each doctor, 

consultations were recorded with a Dictaphone. A total of 191 

consultations (one per patient) were recorded between June 

2016 and June 2017. EHRs corresponding to these 

consultations were retrieved for data comparison. Once all the 

data were collected, they were anonymized. 

On the day of the data collection, an information notice was 

displayed in the waiting room and the patients who agreed to 

participate had to sign a consent form at the beginning of the 

consultation. 

Data Processing 

Firstly, the recordings were analyzed to identify the reasons for 

the consultation and the diagnosis. These elements were noted 

in an information grid and were compared with the content of 

the corresponding EHRs to check whether all data had been 

recorded. Reasons for consultation and diagnoses present in the 

EHRs without having been located in the recordings were also 

noted. The reasons and the diagnoses were classified into three 

categories: “oral only”, “oral and written”, “written only” and 

all the data was recorded in an Excel® file.  
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To be properly exploited, the collected data had to be 

standardized. To this end, the International Classification of 

Primary Care 2nd version (ICPC-2), recognized as the 

reference classification in primary care by the World 

Organization of Family Doctors (Wonca) and the World Health 

Organization (WHO) was used. It has a biaxial structure and 

consists of 17 chapters [11], each divided into 7 components 

(comp.) that address symptoms and complaints (comp. 1), 

process codes (comp. 2), infections (comp. 3), neoplams (comp. 

4), injuries (comp. 5), congenital anomalies (comp. 6) and other 

diagnoses (comp. 7). All the reasons and the diagnoses where 

coded in ICPC-2 using Prometheus, an encoding help engine 

[12]. All these stages were performed by a resident in general 

medicine. 

Statistical analysis 

Statistical analysis was performed using R version 3.4.3 

software (the R Foundation for Statistical Computing). Chi² and 

Fisher tests were used, and multivariate analysis was conducted 

using logistic regression. The Alpha risk value was set to 0.05. 

Results 

Description of GPs and Patients 

Nine general practitioners, including five men and four women, 

were recruited. Their average age was 53.56 years and five were 

trainer GPs. One GP declared that all consultation elements are 

noted in his EHR. For the others, the reasons for consultation 

were primarily noted (75% of GPs), followed by diagnoses 

(62%) and biometrics (37%). 

Of the 191 patients involved in the consultations, 58% were 

women and 41% were men, and for 1% of patients’ gender was 

not specified in the EHR. They were, on average 51.70 years 

old, with extreme values of 2 and 90 years old. 

Reasons for Consultation  

A total of 683 reasons for consultation were identified, which 

is an average of 3.6 reasons per consultation. Most of them 

corresponded to ICPC-2 chapter A (general / unspecified: 

41.43%), chapter L (musculoskeletal: 11.57%) and chapter R 

(respiratory: 9.81%) (Fig 1). In more than half the cases, 

reasons for consultation expressed during the consultation were 

not recorded in the EHR (375 reasons compared to 638 oral 

reasons, 58.78%). Those recorded in the EHR had been orally 

expressed in the majority of the cases (263 of 308 written 

reasons, 85.39 %). 

 

Figure 1: Reasons for Consultation by ICPC-2 Chapters 

Diagnoses 

A total of 159 diagnoses were identified, which is an average of 

0.8 diagnoses per consultation. Most of them corresponded to 

ICPC-2 chapter A (general / unspecified: 22.01%), followed by 

chapter L (musculoskeletal: 18.24%) and chapter R 

(respiratory: 15.09%) (Fig 2). Most of the diagnoses noted in 

the EHR had not been orally expressed during the consultation 

(66 of 107 written diagnoses, 61.68%). Those specified during 

the consultation were recorded in the EHR in less than half of 

the cases (41 diagnoses compared to 93 oral diagnoses, 

44.09%). 

 

Figure 2: Diagnoses by ICPC-2 Chapters 

Analysis 

There was no significant difference between the transcription 

of the reasons for consultation and diagnoses ( p = 0.6527 ), but 

diagnoses were present more often only in the EHR than the 

reasons ( p < 0.0001 ). 

Trainer GPs and older physicians had recorded the reasons in 

the EHR more often (OR = 1.864 [1.302 – 2.680] and OR = 

1.052 [1.026 – 1.080]). The psychosocial reasons (chapters P 

and Z) were less often transcribed than the others (OR = 0.473 

[0.217 - 0.965]). Regarding the ICPC-2 components, the 

reasons corresponding to symptoms and complaints (SPL) or 

process codes were transcribed more often than the others (OR 

= 1.834 [1.199 – 2.844]) (Table 1). 

It was among new patients that we found the most reasons for 

consultation present only in the EHR (OR = 4.172 [1.567 – 

10.614]). The ophthalmological (F), cardiovascular (K), 

metabolic / nutritional or endocrine (T), urological (U) or social 

(Z) reasons were found more often in the EHR without being 

addressed during the consultation than in other chapters of 

ICPC-2 (OR = 3.204 [1.387 - 7.122]). Concerning the ICPC-2 

components, the reasons corresponding to the categories 

infections and other diagnoses were most often found only in 

the EHR (OR = 2.217 [0.981 – 4.781]) (Table 2). 

With regard to diagnoses, those in the general / unspecified (A) 

category were less often recorded in the EHR than the others 

(OR = 0.263 [0.072-0.823]) (Table 3). We also observed that 

trainer GPs were less likely to note the diagnoses in the EHR 

without telling the patient during the consultation (OR = 0.379 

[0.160-0.871]) (Table 4). 
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Table I. Transcription of the Reasons for Consultation 

Oral reasons 

(n = 638) 

Not 

transcribed 

Transcribed 

 

p 

Patients     

Mean age 54.28 57.41 0.4853

 [51.69-56.86] [54.62-60.19] 

GPs     

Gender     

- Female 157 54.70% 130 45.30% 0.4802

- Male 218 62.11% 133 37.89%

Trainer GP     

- No 203 68.12% 95 31.88% 0.0007

- Yes 172 50.59% 168 49.41%

Mean age 51.79 56.28 

 [50.68-52.90] [55.37-57.19] 0.0001

Reasons for consultation 
*

   

Psycho-social     

- Yes 31 73.81% 11 26.19% 0.0470

- No 338 57.39% 251 42.61%

ICPC-2 component    

- SPL and proc.
±

 280 55.78% 222 44.22% 0.0058

- Others 89 68.99% 40 31.01%

*

7 not coded reasons (n = 631) 

±

 Symptoms/complaints and process codes 

 

Table 2. Verbalization of Written Reasons for Consultation 

Written reasons  

(n = 308) 

Oral and 

written 

Only written p 

Patients
*

     

Seniority     

- Old 247 87.28% 36 12.72% 0.0031

- New 15 62.50% 9 37.50%

 

Reasons for consultation 
±

 

   

Chap F.K.T.U or Z    

- Yes 27 69.23% 12 30.77% 0.0049

- No 235 87.69% 33 12.31%

ICPC-2 component    

- Infections / other 

diagnose 

33 71.74% 13 28.26% 0.0474 

- Others 229 87.74% 32 12.26%

*

1 reason is excluded because the data set was not available (n 

= 307) 

±

1 not coded reason (n = 307) 

 

Table 3. Transcription of the Diagnoses 

Oral diagnoses 

(n = 93) 

Only oral 

 

Oral and 

written 

p 

 

GPs     

Paper files
*

    

- No 34 64.15% 19 35.85% 0.0808

- Yes 11 40.74% 16 59.26% 

Software considered adapted   

- No 4 100.00% 0 0.00% 0.9891

- Yes 48 53.93% 41 46.07% 

 

Diagnoses
±

 

    

 

Chapt. A    

- No 28 45.90% 33 54.10% 0.0287

- Yes 21 75.00% 7 25.00% 

*

13 unspecified elements (n=80) 

±

 4 diagnoses not coded (n = 89) 

Table 4. Verbalization of Written Diagnoses 

Written 

diagnoses 

(n = 107) 

Oral and 

Written 

Written only 

 

p 

 

Patients   

Mean age 47.76 57.17 0.1440

[40.11-55.40) [51.72-62.62]

GPs   

MSU   

- No 15 27.78% 39 72.22% 0.0241

- Yes 26 49.06% 27 50.94%

 

Diagnoses
*

    

ICPC-2 component   

-Infections/ 

neoplasms

16 55.17% 13 44.83% 0.3660 

- Others 24 31.58% 52 68.42%

*

 2 diagnoses not coded (n=105) 

Discussion 

Main findings 

Reasons and diagnoses were recorded in the EHR in less than 

half the cases (41 % for reasons and 44% for diagnoses).  

Incomplete medical records is a well-known problem.  Long 

[13] compared the medical records of 17 patients with the care 

received when consulting for a sore throat, and he noticed that 

the items of the interview and the clinical examination were 

completed more often than they were noted in the medical 

record. While prescriptions are generally well recorded, that is 

not the case for lifestyle data [14,15], and several studies have 

also demonstrated that doctors have carried out more preventive 

action than was noted in the medical records [8,16].  

Diagnoses were found more often in the EHR without being 

expressed to the patient than the reasons for consultation. This 

could be explained by still-hypothetical diagnoses for which the 

GP wishes to wait for confirmation before informing the 

patient, in order to not worry the patient unnecessarily. 

The teaching activity of trainer GPs could explain their resolve 

to leave more information in their file and thus to transcribe 

more reasons for consultation. They also more often 

communicated their diagnosis to the patient. We can assume 

that they are more receptive of their obligation to inform the 

patient of the diagnosis and to the legal obligation to record it 

in their EHR. 

Older physicians may be less concerned about profit and have 

longer consultations, which allows a more faithful transcription 

of the oral data. In addition, some may intend to prepare EHRs 

as complete as possible to facilitate the transition with their 

successor. 

Differences between ICPC-2 chapters were found.  

Psychosocial reasons for consultation were less often noted in 

the EHR than in those related to other categories. This could be 

explained by the GPs favoring discussion and eye contact in 

this type of situation or by a desire not to record elements that 

may be stigmatizing for the patient. On the other hand, certain 

reasons may have been detected during the analysis of the 

recordings without having been perceived by the GP. Indeed, 

the difficulty to detect social problems has been described by 

Bentsen [17]. Conversely, reasons corresponding to the SPL or 

process codes components were more often transcribed, 

probably in a process of transparency and clarity for the record 
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to facilitate subsequent patient care. For diagnoses, those 

corresponding to ICPC-2 chapter A (general / unspecified) were 

less often transcribed. This could be related to the lack of 

specificity of this chapter, which may also correspond to a 

health concern, a request for information, a request for renewal, 

etc., that GPs do not consider noteworthy in their EHR.  

The first consultation with a new patient is a moment of 

discovery during which many things are expressed. During this 

consultation, the GP probably employs a great deal of 

interpretation in his EHR to draw a clear patient profile, which 

could explain the presence of a greater number of reasons for 

consultation that have not been verbalized. 

Limits 

To prevent the patient from feeling intimidated and to keep the 

consultation as natural as possible, a Dictaphone was used 

instead of the researcher attending the consultation and 

transcribing it directly. However, we cannot rule out an 

observation effect (effect Hawthorne [18]). Indeed, if the 

physician is aware of being observed, it may influence the 

filling habits and behaviors during the consultation. 

The recruitment of GPs and patients were made on a voluntary 

basis and we do not have information concerning the patients 

who refused registration. This is a measurement bias and we 

can presume that patients with “sensitive” reasons for 

consultation, such as risky behavior or psychological problem, 

for example, refused registration more often. 

For the purpose of reproducibility and to limit the biases related 

to the use of multiple software, we selected GPs with the same 

software. However, the effect of the software’s ergonomics in 

the filling of the EHR could not be studied. 

This study compared only oral/written reasons for consultation 

and oral/written diagnoses, but we cannot assert that missing 

data was not recorded in an inappropriate field. For instance, a 

reason for consultation could have been recorded in the EHR as 

a diagnosis or a symptom. 

Implications 

A French Public Health Authority (ANAES) analyzed several 

studies and concluded that data contained in medical records 

are for internal use [19]. Doctors use them as a reminder and 

record only the information they consider necessary, without 

worrying about accurately recording their actions. However, in 

1972, Weed said, “most doctors can remember three problems 

of a patient; the very good doctors retain five; but the average 

patient has eleven” [20]. This lack of completeness leads to 

several problems. Carsley et al. found that drug allergies are not 

recorded for a large proportion of patients [15]. If there is no 

information in the EHR, it is difficult to know if the patient does 

not have allergies, if the practitioner did not look for them or if 

forgot to record them. This situation raises safety issues. 

Continuity of care can also be affected. Indeed, Haggerty et al. 

argue that informational continuity of care represents one of 

three dimensions of care continuity and is defined as the use of 

information on past events and personal circumstances to make 

current care appropriate for each individual [21]. Furthermore, 

continuity of care has a positive impact on the care of 

chronically ill patients [22]. 

The prevalence of chronic diseases continues to grow, and GPs 

have to face a real “epidemiological transition” [23]. This 

increase of chronic diseases is associated with an increase in 

polypathology. A health survey conducted in France between 

2002 and 2003 found that the number of reported diseases 

increased with age: four for 40-64 years old, five for 65-79 

years old and six for those 80 years and older [24]. As a result 

of population ageing, GPs consultations become more intense 

and more complex. Given the consultation complexity, it seems 

unrealistic to expect GPs to record all the elements of the 

consultation. It will be challenging to find the right balance 

between a certain level of quality and EHR completeness to 

ensure safety and continuity of care without prolonged 

consultations. 

However, the use of EHRs for evaluation and research will 

require a higher level of quality. According to Goldberg [25], 

limiting the risk of error and bias would be possible only under 

several conditions: 

• Systematically record a minimum of information for each 

patient; 

• Define a core of data to record; 

• Record information using a recognized classification; 

• Control real-time input and verify data (missing data, 

outliers); 

• Check intra-observer and inter-observer variability. 

Perspectives 

Improving data quality in EHRs could serve two purposes: 

• Obtain a minimum data quality to ensure safety and 

continuity of care; 

• Collect data from general practitioners wishing to support 

research in primary care, and agree to follow a quality chart 

when recording data in their medical records. 

To improve data quality, several options can be considered: 

• Train GPs on ICPC-2 to encourage them to code their data 

and on the proper use of medical software; 

• Involve patients so that they can complete their data [26]; 

• Develop algorithms to assign ICPC-2 codes to free text; 

• Develop algorithms to restore some missing data (e.g., a 

diabetes diagnosis for patients receiving oral antidiabetic 

drugs). 

Qualitative studies could be conducted to identify barriers and 

facilitators for recording consultation elements in the EHR. 

Individual feedback has already been identified as a low-cost 

tool to improve data quality [27,28]. Qualitative studies could 

also be used to define a quality chart in collaboration with GPs 

and to validate acceptable and achievable criteria. 

Conclusions 

There is a loss of information between the dialog during a 

consultation and what is reported in the EHR. Reasons and 

diagnoses were recorded in the EHR in less than half of the 

cases. This lack of completeness can be expected to affect 

safety and continuity of care. 

Reachable and acceptable quality criteria must be defined with 

French GPs to improve the quality of their EHRs. 
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Abstract  

Sepsis remains a significant global health problem. It is a life-

threatening, but poorly defined and recognized condition. Early 

recognition and intervention are essential to optimize patient 

outcomes. Automated clinical decision support systems (CDS) 

may be particularly beneficial for early detection of sepsis. The 

aim of this study was to use retrospective data to develop and 

evaluate seven revised versions of an electronic sepsis alert 

rule to assess their performance in detecting sepsis cases and 

patient deterioration (in-hospital mortality or ICU admission). 

Four revised options had higher sensitivity but lower specificity 

than the original rule. After discussion with clinical experts, 

two revised options with the highest sensitivity were selected. 

Further analysis on the number of alerts and time intervals 

between alerts and patient outcomes was conducted to decide 

the option to be implemented. This study has provided a data-

driven approach to improve the CDS on early detection of 

sepsis.  

Keywords:  

Sepsis, Clinical Decision Support Systems, Early Diagnosis 

Introduction 

Sepsis is a life-threatening condition that arises when the 

body’s response to an infection injures its own tissues and 

organs [1; 2]. Despite advances in care, existing 

epidemiological studies suggest that sepsis remains a huge 

burden. A recent systematic review extrapolated data from 

high-income countries to suggest global estimates of 31.5 

million sepsis and 19.4 million severe sepsis cases, with 

potentially 5.3 million deaths annually [3].  

Sepsis is one of the most pervasive, but poorly defined and 

recognized conditions. It has been called “one of the oldest and 

most elusive syndromes in medicine” [4]. Early recognition and 

intervention are essential to optimize patient outcomes. To 

improve early sepsis detection, several automated sepsis alert 

systems using electronic medical record (eMR) data have been 

developed for use in hospital intensive care units (ICU) and in 

non-critical care settings [5]. The St. John Sepsis Surveillance 

Agent is one such system. It was developed by Cerner 

Corporation, an American supplier of health information 

technology solutions, services, devices and hardware. The St. 

John Sepsis Surveillance Agent has been implemented in more 

than 550 hospitals in the United States [6; 7].  

An updated version, the Modified St. John Rule, was developed 

by the Clinical Excellence Commission (CEC) in New South 

Wales (NSW), Australia. It includes additional clinical criteria 

for activating sepsis alerts in addition to SIRS (systemic 

inflammatory response syndrome) alerts. There are three panels 

in the Modified St. John Rule as shown in Figure 1: i) CEC – a 

sepsis alert if any of two clinical criteria are satisfied; ii) SIRS 

– a SIRS alert if three or more modified SIRS criteria are met; 

iii) Organ dysfunction – a sepsis alert if two or more SIRS 

criteria and at least one organ dysfunction criteria are satisfied. 

An alert would be triggered if any clinical criterion is satisfied 

when all relevant measurement(s) within the specified lookback 

time period (Figure 1) is(are) available. 

 

Figure 1 – Simplified �low Diagram for the Modified St. John 

Rule. Note: ESRD=End-stage Renal Disease and 

Dx=Diagnoses. 

The modified SIRS criteria used in the Modified St. John Rule 

were adapted from the original SIRS definition, which was 

introduced in the first two consensus sepsis definitions [8; 9]. 

The original SIRS criteria have been criticized for their poor 

specificity, with 90% of ICU patients and 50% of general ward 

patients meeting the criteria at some point during their 

hospitalization [2; 10]. These criticisms are consistent with our 

findings based on the evaluation of the Modified St John Rule 

[11], where more than half of the alerts were SIRS alerts. Of 

patients who experienced a SIRS alert, nearly half of them had 

two or more SIRS alerts during their hospital stay. The most 

recent sepsis definition (Sepsis-3) was developed in 2016 and has 

abandoned SIRS entirely. Sepsis-3 defines organ dysfunction as 
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an increase in total quick Sequential Organ Function Assessment 

(qSOFA) score of ≥ 2 [12; 13]. 

The Adult Sepsis Pathway is a paper-based tool developed for 

early detection of sepsis in adult patients and currently in 

practice in hospitals throughout NSW, the most populous state 

in Australia. The Adult Sepsis Pathway is part of the SEPSIS 

KILLS program [14; 15], aiming to reduce preventable harm to 

patients through improved recognition and management of 

severe infection and sepsis in NSW hospitals. This program has 

been associated with improved patient outcomes [16]. In this 

study, we proposed seven revised options of the Modified St 

John Rule by: i) removing the SIRS alerts and ii) incorporating 

clinical criteria and threshold values from the qSOFA criteria 

and the Adult Sepsis Pathway (details in the Methods section). 

For example, the clinical threshold for heart rate was “≥95 

beats/minute” as per the Modified St. John Rule. In the revised 

options, we included the heart rate clinical thresholds as “≥ 95 

beats/minute or ≤50 beats/minute”, which was used in the Adult 

Sepsis Pathway. The aim of this study was to develop and 

evaluate a set of revised versions of the Modified St. John Rule 

in order to improve the early identification of patients with 

sepsis. 

Methods 

Study Design, Setting and Population 

This retrospective observational cohort study included all adult 

patients (aged 18 years and over) admitted to an acute care 

teaching hospital in Sydney between December 2014 and June 

2016. The hospital is a 570-bed tertiary urban hospital with 

24,500 inpatient admissions annually. Sepsis cases were 

identified based on sepsis-related diagnosis codes based on the 

International Statistical Classification of Diseases and Related 

Health Problems, Tenth Revision, Australian Modification 

(ICD-10-AM) and assigned after discharge. The Classification 

of Hospital Acquired Diagnoses (CHADx) [17] was applied to 

patients’ diagnoses to identify sepsis cases. Ethics approval was 

obtained from the Macquarie University Human Research 

Ethics Committee. 

Revised Modified St. John Rules 

Seven revised options were proposed to improve the 

performance of the Modified St. John Rule (Figure 2). The 

changes in these options were: 

• Removing the SIRS alert (all seven options) 

• Including at least one of five modified SIRS criteria 

satisfied plus at least one organ dysfunction as a 

trigger for a sepsis alert (options 2, 4, 5, and 7) 

• Including base excess <-5.0 mEq/L as an immediate 

trigger for a sepsis alert (options 3, 4, 6 and 7) 

• Including lactate  ≥2 mmol/L as an immediate trigger 

for a sepsis alert (options 1, 5, 6 and 7) 

• Adopting different clinical threshold values: 

− systolic blood pressure  ≤100 mmHg (options 1, 

5, 6, and 7) 

− heart rate≥ 95 beats/minute or ≤50 beats/minute 

(options 1, 5, 6 and 7) 

 

Figure 2 – Simplified Flow Diagrams of Seven Revised Versions of the Modified St. John Rule. Yellow and Green Highlights Indicate 

the Changes in Each Option. Note:#=Number, ESRD=End-stage Renal Disease and Dx=Diagnoses. See Figure 1 for the Lookback 

Periods.
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− respiratory rate ≥ 22 breaths/minute or ≤10 

breaths /minute (options 1, 5, 6 and 7) 

Data Sources, Linkage and Management 

Patient demographic data and admission related data, including 

vital signs, laboratory results and ICU admissions were 

extracted from different clinical information systems. Vital 

signs and laboratory tests were time-stamped.  Data sets from 

different sources were linked using de-identified medical 

record numbers and related time stamps. ICD-10-AM diagnosis 

codes were used to identify patients with diabetes (E10 to E14) 

and end-stage renal disease (ESRD; N18.5).  

Data Analysis  

Two patient outcomes were used for assessing the performance 

of each revised option: i) ICD-10-AM coded sepsis and ii) In-

hospital mortality or ICU admission. Performance metrics of 

seven options and the original Modified St John Rule were 

calculated, including sensitivity, specificity, positive predictive 

value (PPV), negative predictive value (NPV) and the area 

under the receiver-operating characteristic curve (AUROC). 

After discussion with clinical experts, two options with the 

highest sensitivity were chosen as best options for screening. 

Further analysis was conducted based on these two options to 

compare three different time intervals: i) time from admission 

to the first sepsis alert, ii) time from the first sepsis alert to the 

ICU admission, and iii) time from the first sepsis alert to death 

in hospital. Analyses were performed using R (version 3.5.0) 

and SAS (version 9.4). 

Results 

A total of 36,065 patient admissions for 28,957 unique patients 

were included in the study. Patients’ median age was 55 years 

(inter-quartile range [IQR]: 38-71) and 41.3% (N=11,946) of 

these patients were male. Among these patient admissions, 

3.9% (n=1,402) involved admissions to ICUs during their 

hospital stays and a total of 483 patients died in hospital during 

the study period. The median length of stay (LOS) was 1.9 days 

(IQR: 0.3-4.9). A total of 3.5% of admissions (N=1,279) 

involved an ICD-10-AM coded case of sepsis during their 

hospital stay.  

Detection of ICD-10-AM Coded Sepsis Cases 

ICD-10-AM coded sepsis cases were used to assess the 

performance of these revised options for detecting sepsis (Table 

1). Options 2, 3 and 4 had an increased specificity and PPV 

compared to the original Modified St John Rule. Option 2 had 

the highest specificity (96.26%) among all options. Option 3 

flagged 30 false positives (FP) for every ten true positives (TP, 

i.e., FP/TP=1,529/502), compared to 40 for the original rule 

(i.e., FP/TP=2,492/611).  

Options 1, 5, 6 and 7 identified more sepsis cases, i.e., true 

positives than the original Modified St. John Rule. Option 7 had 

the highest sensitivity (64.97%) among all options, closely 

followed by Option 6 (64.43%). Options 6 and 7 would 

correctly identify at least six sepsis cases for every ten 

admissions with a sepsis alert, compared to less than five out of 

ten for the original rule (sensitivity 47.77%).  Both options 6 

and 7 had the highest NPVs (98.39% and 98.40%).  

Although these options generated more false positives resulting 

in lower specificity (Option 6: 79.76% and Option 7: 79.31%) 

than the original rule (92.84%), fewer false negatives (FN) 

meant fewer sepsis cases would have been missed than the other 

options and the original rule. For every ten correctly identified 

sepsis cases, five cases might be missed (i.e., FN/TP=448/831) 

for Option 7. In contrast, Option 2 would miss 20 false 

negatives, i.e., sepsis cases, for every ten correctly identified 

sepsis case (i.e., FN/TP=865/414); the original rule would miss 

10 sepsis cases (i.e., FN/TP=668/611).  

Detection of Deteriorating Patients 

Death in hospital or ICU admission was used to assess the 

performance of these seven revised options for detecting 

patients’ deterioration (Table 1). Similar to results for detecting 

sepsis cases, Option 2 had the highest specificity (97.01%) and 

Option 3 had the highest PPV (43.57%). Options 1, 5, 6 and 7 

had higher sensitivity and AUROC than the original Modified 

St. John Rule. Options 6 and 7 had much higher sensitivity 

(71.74% and 72.56%) than the original Modified St John Rule 

(50.99%). For patients who experienced a sepsis alert based on 

options 6 or 7 during their hospital stays, at least seven out of 

ten patients would have died or been admitted to an ICU 

compared to five out of ten patients if based on the original rule. 

Table 1–Revised Modified St. John Rule Options for Detecting i) ICD-10-AM Coded Sepsis and ii) In-hospital Mortality or ICU 

Admission (N=36,065). Note: PPV=Positive Predictive Value; NPV=Negative Predictive Value; AUROC= Area Under the Receiver-

Operating Characteristic Curve; CI=Confidence Interval; Original: the Assessment Based on the Modified St. John Rule (Figure 1)

Options 

Sensitivity  

(%, 95% CI) 

Specificity  

(%, 95% CI) 

PPV  

(%, 95% CI) 

NPV  

(%, 95% CI) 

AUROC 

(%, 95% CI) 

 i) ICD-10-AM coded sepsis 

Option 1 62.16 (59.44-64.82) 80.07 (79.65-80.49) 10.29 (9.86-10.74) 98.29 (98.17-98.41) 71.12 (70.74-71.49)

Option 2 32.37 (29.81-35.01) 96.26 (96.05-96.45) 24.13 (22.42-25.92) 97.48 (97.39-97.57) 64.32 (63.92-64.71)

Option 3 39.25 (36.56-41.99) 95.60 (95.38-95.82) 24.72 (23.19-26.31) 97.72 (97.62-97.81) 67.43 (67.04-67.81)

Option 4 42.92 (40.19-45.69) 94.18 (93.92-94.42) 21.32 (20.07-22.62) 97.82 (97.72-97.92) 68.55 (68.16-68.94)

Option 5 62.86 (60.15-65.52) 79.59 (79.16-80.01) 10.17 (9.75-10.61) 98.31 (98.19-98.43) 71.23 (70.85-71.60)

Option 6 64.43 (61.73-67.05) 79.76 (79.34-80.19) 10.48 (10.06-10.92) 98.39 (98.26-98.50) 72.10 (71.73-72.46)

Option 7 64.97 (62.29-67.59) 79.31 (78.88-79.73) 10.35 (9.94-10.78) 98.40 (98.28-98.52) 72.14 (71.77-72.51)

Original 47.77 (45.00-50.55) 92.84 (92.56-93.11) 19.69 (18.63-20.80) 97.97 (97.87-98.08) 70.31 (69.93-70.68)

 ii)In-hospital mortality or ICU admission 

Option 1 67.38 (65.11-69.60) 80.87 (80.45-81.29) 15.00 (14.50-15.51) 98.02 (97.88-98.15) 74.13 (73.77-74.48)

Option 2 40.06 (37.73-42.42) 97.01 (96.82-97.19) 40.15 (38.16-42.17) 97.00 (96.88-97.11) 68.54 (68.15-68.92)

Option 3 51.45 (49.06-53.84) 96.66 (96.47-96.85) 43.57 (41.79-45.38) 97.55 (97.43-97.66) 74.06 (73.70-74.41)

Option 4 59.30 (56.94-61.64) 95.47 (95.25-95.69) 39.61 (38.13-41.11) 97.91 (97.79-98.02) 77.39 (77.04-77.73)

Option 5 68.60 (66.35-70.79) 80.42 (80.00-80.84) 14.93 (14.45-15.42) 98.08 (97.95-98.21) 74.51 (74.15-74.87)

Option 6 71.74 (69.55-73.86) 80.70 (80.28-81.12) 15.69 (15.21-16.19) 98.28 (98.14-98.40) 76.22 (75.87-76.57)

Option 7 72.56 (70.38-74.66) 80.26 (79.83-80.68) 15.54 (15.08-16.02) 98.32 (98.18-98.44) 76.41 (76.06-76.76)

Original 50.99 (48.60-53.38) 93.52 (93.25-93.78) 28.26 (27.04-29.52) 97.44 (97.32-97.56) 72.26 (71.89-72.62)
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Table 2–Comparison between Options 6 and 7 on the Number of Sepsis Alerts and the Timing of the First Sepsis Alert during the 

Admission. Note: IQR=Inter-quartile Range and CI= Confidence Interval 

Characteristics Option 6 Option 7 

Total number of alerts 37,170 43,616

Total number of admissions with at least one alert 7,863 8,029

Number of alerts per 100 admissions, mean (95% CI) 103 (98-108) 121 (115-127)

Admission to the first alert (hours), Median (IQR) 23.9 (10.1-60.3) 24.1(10.2-60.3)

Time from the first alert to death (hours), Median (IQR) 149.4 (41.4-315.3) 149.2 (46.5-314.3)

Time from the first alert to the first ICU admission (hours), Median (IQR) 233.3 (111.0-428.6) 235.7 (113.6-425.8)

Time from the first alert to death or ICU admission (hours), Median (IQR) 221.8 (98.1-391.1) 223.0 (101.8-390.5)

Further Comparison of Two Options with the Highest 

Sensitivity 

Across the two study outcomes, options 6 and 7 had the highest 

sensitivity and AUROC. The only difference between two 

options was the number of SIRS criteria required to trigger a 

sepsis alert: at least two for Options 6 and at least one for Option 

7 (Figure 2). As a result, more alerts would be triggered for 

more patients using Option 7 than that for Option 6 (Table 2). 

Option 7 had 121 sepsis alerts per 100 admissions (95% CI: 

115-127) compared to many fewer alerts from Option 6 (103 

alerts/100 admission, 95% CI: 98-108). In addition, 8,029 

admissions would have experienced a sepsis alert if Option 7 

was implemented compared to 7,863 admissions if Option 6 

was in place. 

Both options had very similar alert timing patterns. The median 

hours from admission to the first alert was around 24 hours and 

the median hours from the first alert to death in hospital or an 

ICU admission was around 220 hours (~9.2 days). 

Discussion 

Automatic clinical decision support systems (CDS) have the 

potential to provide notifications to clinicians to facilitate real-

time early detection of sepsis cases. Following our previous 

evaluation of one such system [11], i.e. the Modified St John 

Rule, we proposed seven revised options to improve early 

identification of patients with sepsis. Using retrospective data, 

two of the revised options were found to have much higher 

sensitivities and AUROC in identifying both sepsis cases and 

deteriorating patients than the original Modified St John Rule. 

These two options would correctly identify at least six sepsis 

cases for every ten admissions with a sepsis alert compared to 

less than five out of ten for the original rule. Similarly, for every 

ten admissions with a sepsis alert, at least seven patients would 

be correctly identified as either dying or having an ICU 

admission compared to five out of ten for the original rule.  

The study results were presented to a panel of clinical experts 

to decide which options should be selected for further 

implementation in the clinical information system.  Given there 

is a tradeoff between sensitivity and specificity, the high 

sensitivity options had relatively low specificity. However, a 

highly sensitive test also means that there are few false negative 

results, and thus fewer sepsis cases would be missed. Sepsis is 

a life-threatening complication and any delay in treatment with 

effective antibiotics increases the risk of organ failure and 

death. Choosing the options with high sensitivity would save 

lives. The recommended option, i.e. Option 6, has been adopted 

by the Clinical Excellence Commission in New South Wales 

for further implementation and evaluation. 

One strength of this study is that we used the composite 

outcome of in-hospital mortality or ICU admission in addition 

to ICD coded sepsis cases given the known limitation of ICD 

coding [18]. A major United States study recently published in 

the Journal of the American Medical Association found that 

estimates of the sepsis incidence based on ICD coding ranged 

between half and twice the actual clinical rate [18]. 

In medical informatics, large data have been collected for 

different purposes, including clinical care, administration, and 

research. We developed algorithms to retrospectively evaluate 

the performance of seven revised options using data collected 

routinely from different clinical information systems. This data 

driven approach allowed us to test different scenarios without 

utilizing resources and time to develop and implement the CDS.  

Previous studies have demonstrated that Big Data techniques, 

such as machine learning, can be incorporated into electronic 

health records to predict clinically relevant outcomes in patients 

with sepsis [19]. Although early identification of sepsis is still 

challenging, Big Data techniques make it possible to utilize 

these large volumes of heterogeneous data to provide deeper 

insights and better understanding of poorly defined and 

recognized conditions, such as sepsis. 

Conclusions 

Sepsis remains a significant global health problem. This study 

has provided a data-driven approach to improve the CDS for 

early detection of sepsis patients. CDS for early detection of 

sepsis can be improved and assessed using routinely collected 

data from different clinical information systems. This data-

driven approach would save valuable resources in the health 

care system and potentially save lives.   

It is essential to combine early recognition of sepsis patients 

with early intervention in order to optimize patient outcomes. 

The CDS may integrate the early warning systems with the 

availability of rapid response teams designed to achieve earlier 

intervention [20]. However, it is important to note that rigorous 

studies are lacking to evaluate the benefits of these CDS 

systems [21].  
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Abstract 

Falls are the leading cause of injuries among older adults, 
particularly in the more vulnerable home health care (HHC) 
population. Existing standardized fall risk assessments often 
require supplemental data collection and tend to have low 
specificity. We applied a random forest algorithm on readily 
available HHC data from the mandated Outcomes and 
Assessment Information Set (OASIS) with over 100 items from 
59,006 HHC patients to identify factors that predict and 
quantify fall risks. Our ultimate goal is to build clinical decision 
support for fall prevention. Our model achieves higher 
precision and balanced accuracy than the commonly used 
multifactorial Missouri Alliance for Home Care fall risk 
assessment. This is the first known attempt to determine fall risk 
factors from the extensive OASIS data from a large sample. Our 
quantitative prediction of fall risks can aid clinical discussions 
of risk factors and prevention strategies for lowering fall 
incidence. 
Keywords:  

Falls, Health Risk Assessment, Machine Learning 

Introduction 

Falls are the leading cause of death due to injury in the home, 
especially for the elderly [1–3]. Falls are typically recurrent; 
those who fall once are two to three times more likely to fall 
again [4,5]. In 2015, direct costs related to fatal and non-fatal 
falls were $637.5 million and $31.3 billion respectively, 
making it one of the most costly patient safety problems among 
people aged 65 and older [6,7]. Identifying risk factors for falls 
is critical to the design of prevention protocols. Many research 
studies analyzed falls among hospitalized, long-term care, and 
community-dwelling older adults, yet few studies focus 
specifically on the frail, homebound population of older adults 
receiving home health care (HHC) services [8–10].  
Medicare and agency policies direct clinicians to screen every 
HHC patient for fall risk, but only one HHC validated tool 
exists. The Missouri Alliance for Home Care assessment 
(MAHC-10) is a 10-item fall risk screening tool [11] with 
excellent sensitivity (97%), but with poor specificity (13%). In 
our study cohort, MAHC-10 identified over 93% of the cohort 
as having high fall risk, but only 5.14% actually had a fall 
(Figure 1). Therefore, using MAHC-10 as the default fall risk 
screening tool may increase the cost and burden of healthcare 
providers by triggering unnecessary provision of fall prevention 
strategies to almost every HHC patient. Moreover, MAHC-10 
provides the clinician a score out of 10 instead of an actionable 
profile or fall risk as a probability per individual patient, 

making the design and implementation of personalized fall 
prevention difficult.  
In this study, we devised a machine learning pipeline to explore 
the utility of existing HHC data containing rich patient 
information to predict fall risk. This is the first study to analyze 
large and comprehensive HHC datasets representing the 
characteristics of vulnerable older adults and the care they 
received in their homes to create models of effective fall risk 
prediction. With this larger dataset and additional input features 
from the electronic health record (EHR), we evaluated whether 
our models could achieve higher precision and accuracy than 
the existing risk scoring system. 

Methods 

Data Description 

We leveraged patient information from the Centers for 
Medicare and Medicaid (CMS)-mandated Outcome and 
Assessment Information Set (OASIS) [12] data on an ethnically 
diverse population of nearly 60,000 patients from one large 
HHC agency in New York City.  The OASIS is a mandatory 
detailed assessment with over 100 items evaluating a patient’s 
clinical, behavioral, cognitive, and environmental conditions. 
The newer version (OASIS-C) was utilized for the patient 
population included in this study.   
The HHC cohort was also assessed for fall risk using the 10-
point Missouri Alliance for Home Care fall risk assessment 
(MAHC-10) [11]. A score greater than or equal to 4 is clinically 
regarded as at risk for falls. We took the intersection of patients 
who had both OASIS-C and MAHC-10 data and were over 65 
years old, resulting in a final cohort of 59,028 unique patients. 
We supplemented the feature set with additional demographic 
information from the EHR, including language group and 
borough of residence (New York City).  

Data Cleaning 

We defined the binary outcome of fall incidence per patient 
from three sources: two OASIS-C items indicating whether the 
patient received emergent care or hospitalization due to falling 
(items M2310 and M2410), and whether a date of last fall was 
recorded in the EHR. Therefore, the outcome is True (presence 
of a fall) for a patient if the date of last fall is between the start 
and end of the HHC episode, or the answer is Yes for either 
M2310 or M2410. Using this definition, the fall incidence rate 
in our cohort is 5.14%. An episode of home care can be up to 
60 days.  
The OASIS-C start of care assessment contains 114 items, the 
majority being multiple-choice questions. Upon review from 
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clinical experts, we considered 46 items that are relevant to fall 
risk prediction. For the multiple-choice OASIS-C items, we 
categorized the items based on the type of answer choices and 
applied the data cleaning strategy per category as follows. 

For OASIS-C items with ordinal answer choices (for example, 
a 0-5 scale where 0 denotes never and 5 denotes all the time), 
we represented these items as continuous features. For OASIS-
C items and EHR items with nominal answer choices (for 
example, gender, language group, type of assistance), we used 
one-hot encoding to create a binary feature per answer choice. 
The same encoding scheme applied for OASIS-C items that 
allowed multiple answers (“select all that applies”). We 
discarded patients under 65 years old to focus on the older adult 
population receiving HHC and used age as a continuous feature. 
Since OASIS-C is a mandatory assessment at the start of HHC, 
missing data is minimal (< 0.005%). We considered the rare 
missing entries as a separate answer choice for the 
corresponding questions.  

Two OASIS-C items require listing diagnosis codes and 
severity of each diagnosis on a 4-point scale. These items were 
combined to reflect the overall physical well-being of a patient. 
To incorporate these items meaningfully into our feature set, we 
constructed summary features of diagnoses including: total 
number, total severity, and average severity. After data cleaning 
and feature engineering, our feature space contained 169 
features from the OASIS-C and EHR that described the 
demographics, clinical, behavioral, and environmental 
characteristics of each HHC patient. 

Machine Learning Pipeline 

We devised a two-step machine learning pipeline with a feature 
selection step followed by a falls classification step. We 
randomly split the data into training (50%) and testing (50%) 
sets. Given the high-dimensionality and potential multi-
collinearity of our feature set, we employed the ReliefF feature 
selection algorithm [13,14] to rank the features by the ReliefF 
score, computed based on the discriminative ability of each on 
the outcome, conditional on its neighboring features in the 
feature space.  
We trained and compared random forest classifiers using three 
feature sets. First, we considered the OASIS-C features with 
positive ReliefF scores. We trained a random forest model with 
5-fold cross-validation, using 300 estimators and default 
parameters as specified in the python scikit-learn [15] module 
(OASIS model). Second, we took the ten items from MAHC-10 
scoring as binary features and trained a random forest model 
using the same parameters as the OASIS model (MAHC model). 
Finally, we explored if the features from OASIS-C and MAHC-
10 together would augment the prediction accuracy of the 
random forest model. We combined the OASIS-C feature set 
with the 10 features from MAHC-10 to train a random forest 
classifier with the same parameter settings and 5-fold cross-
validation (Combined model).  

Model Assessment 

We evaluated the accuracy and precision of predictions from 
the OASIS model, the MAHC model, and the Combined model 
against the baseline MAHC-10 total score (hereafter called 
baseline), where a score greater than or equal to 4 is clinically 
considered at risk of falls. Since our outcomes are heavily 
skewed with only about 5% experiencing a fall, we used 
balanced accuracy as the metric to assess model accuracy. 
Balanced accuracy is defined as the average accuracy 
calculated from the two outcome classes. To highlight the 
performance of each model in correctly predicting the positive 
outcome, we contrasted the precision-recall curves of our 
models to that of the baseline. To summarize the precision-

recall curves, we computed the average precision (AP), defined 
as the arithmetic mean of precisions at different recall 
thresholds. 
Furthermore, we computed the area under ROC curves (AUC) 
for the test data corresponding to each feature set and contrasted 
them to the AUC of the baseline. To assess for significant 
differences between ROC curves across models, we performed 
bootstrapping on the test data to generate a confidence interval 
for each ROC curve. For each test set, we resampled with 
replacement for 1,000 times the outcome states and predicted 
probabilities, then calculated the AUC for each bootstrapped 
ROC curve. The 95% confidence interval of a ROC curve is 
given by all curves with AUC between the 2.5 and 97.5 
percentile of all bootstrapped AUC values.  

To evaluate the clinical significance of the OASIS model, we 
ranked the input features by their importance scores generated 
from the random forest classifier. To quantify the contribution 
of each feature to the accuracy of the model, we computed the 
gain in balance accuracy per added feature by refitting a random 
forest classifier iteratively, adding one feature at a time from 
the ranked feature list. Finally, by performing a hierarchical 
clustering of pairwise correlations between top-ranked OASIS-
C features and the MAHC-10 items, we revealed fall risk 
factors identified by the OASIS model that were not captured 
in the baseline MAHC-10 assessment.  

Results 

We compared the random forest classifiers for three feature 
sets: 137 out of 169 OASIS- and EHR-derived features with 
positive ReliefF scores (OASIS model), MAHC-10 items 
(MAHC model), and OASIS-C plus MAHC-10 items 
(Combined model), in contrast to the MAHC-10 scoring 
(baseline). Overall, the MAHC model had comparable 
performance as the baseline, while the OASIS model and the 
Combined model had almost identical metrics that outperform 
the MAHC model and the baseline.  
Although the baseline and the MAHC model both had an AUC 
of 0.6, the balanced accuracy of the MAHC model at 0.58 was 
slightly higher than that of baseline scoring measured at only 
0.51. The OASIS model and Combined model both attained a 
balanced accuracy of 0.62 and an AUC of 0.67. The 95% 
bootstrap confidence interval of the OASIS model ROC was 
(0.66, 0.68), which was completely above the MAHC model 
ROC 95% confidence interval at (0.59, 0.62). 
The precision of all models and the baseline was low, due to the 
low proportion of cases in our dataset. The average precision 
(AP) of the baseline was 0.07, and the AP of the MAHC model 
was 0.08. The OASIS and Combined models had an improved 
precision at AP=0.10. Consistent with the AP trend, the 
precision-recall curve of the OASIS model (and that of the 
Combined model) was above the curve of the MAHC model at 
all sensible recall thresholds (Figure 2). 
Given the above metrics and the rule of parsimony, the OASIS 
model was the best out of the three models and the baseline. To 
investigate clinical relevance of the OASIS model, we ranked 
the input of 137 OASIS-C features by feature importance scores 
estimated by the classifier. The most important feature was age, 
with an importance score of 0.05, followed by the average and 
total severity of home care diagnoses. Frequencies of therapy 
visit and pain also had high feature importance scores. Balanced 
accuracy of the random forest classifier increased as features 
were added to the model in the order of importance; the 
balanced accuracy converged at around 0.62 after the top 45 
features were added. The remaining 92 features had small 
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contributions to the balanced accuracy of the random forest 
classifier.  
To further evaluate the potential gain of using OASIS-C over 
MAHC-10 for fall risk prediction, we computed the pairwise 
correlation between each top-ranked OASIS-C feature among 
the MAHC-10 items, and performed a hierarchical clustering 
on the correlations. Four OASIS-C features had an analogous 
MAHC-10 item, including history of falls, visual impairment, 
cognitive impairment, and pain (Figure 3), as reflected by the 
strong positive correlations that were statistically significant (p-
value < 10-5). However, each of the four MAHC-10 items was 
also significantly correlated with a broad range of other OASIS-
C items, indicating the heterogeneity among patients who 
scored the same on the MAHC-10 scale. In addition, some 
OASIS-C items were correlated in opposite directions to 
different MAHC-10 items, meaning that the effect of these 
features might be masked in the total MAHC-10 score. In 
particular, four top-ranked OASIS-C features were weakly 
correlated in opposite directions to MAHC-10 items but were 
not correlated to the total MAHC-10 score: frequency of 
ADL/IADL (activities of daily living/ instrumental activities of 
daily living) assistance, number of inpatient diagnoses, patient 
living alone, and patient living with others. These features 
provide new information on the patient’s fall risk that was not 
available from the baseline scoring system.  

Discussion 

In patients receiving HHC services, falls rank as the top 
avoidable event that leads to disability, hospital admission and 
emergency department care [16,17]. Motivated by the low 
specificity of the existing fall risk assessment for HHC patients, 
we investigated the benefit of predicting fall risk using the 
Centers for Medicare and Medicaid Services (CMS) mandatory 
OASIS assessment for HHC coupled with supplemental EHR 
data. OASIS evaluates in detail the clinical, behavioral, 
cognitive, and environmental properties of a patient upon the 
start of a HHC episode. To analyze a large sample size of almost 
60,000 and a high-dimensional input set comprising over 130 
features with positive ReliefF score, we trained a random forest 
classifier on 50% of the sample and tested the accuracy and 
precision of the classifier on the remaining 50% of the data. 
Predictions leveraging this big data show improved accuracy 
and precision over a simplistic 10-point scoring system. We 
investigated if the ten items in the MAHC-10 would be more 
informative when used as features in a random forest model. 
We found a negligible change in precision and a slight 
improvement in balance accuracy in the MAHC model.  
Furthermore, since all MAHC items are correlated to one or 
more OASIS items, complementing the OASIS features with 
the ten MAHC items did not result in detectable improvement 
over the OASIS-only model. This signals a potential to 
implement the OASIS model for clinical use, such that 
clinicians can obtain the per-patient fall risk from the model, 
once the mandatory OASIS assessment is completed. 
Clinicians burdened by required assessments and 
documentation may appreciate the efficiency gained.  
Using our random forest classifiers, each patient in the test set 
gets an estimate of fall risk as a probability. This probability 
and the ranked list of important features are clinically relevant 
and potentially of great value when health care providers 
discuss fall risk with patients, allowing providers to customize 
and prioritize prevention strategies corresponding to actionable 
risk factors for each patient. Clinical decision support provided 
at the point of care may help clinicians target the most effective 
interventions and help patients recognize their risk and the 
impact of embracing preventive strategies to decrease their risk.  

Limitations 

This study used data from one large home care agency in New 
York City. The precision of the OASIS model is still lower than 
ideal for clinical use because the two outcome classes in our 
dataset are heavily imbalanced. Almost 95% of the patients in 
our cohort were not reported to have a fall. The low fall 
incidence from our structured data is consistent with the 
presumption that falls are often underreported. Recent reports 
in a national sample of older adults revealed 72% failed to 
report a fall when asked [18]. We hypothesize that a significant 
proportion of fall cases are recorded in the EHR narrative data 
instead of the structured data. Therefore, an immediate 
extension of our work is to use natural language processing 
techniques to identify additional fall instances from EHR 
narratives [19]. We also hope to extend the measurement period 
of falls beyond the home care episode. By having a more 
accurate estimate of fall incidence, we can fine-tune our 
classifiers and achieve higher precision.  

Conclusions 

This is the first known large-scale study to predict fall risk and 
characterize risk factors in the HHC community using the 
readily available OASIS assessment. By using machine 
learning models to analyze the rich feature set in a large cohort, 
we see promising improvement in the precision and accuracy 
of fall risk prediction over the MAHC-10 scoring system. Our 
results suggest that fall risk is a complex trait affected by a large 
number of risk factors of small effects. The machine learning 
approach also allows us to predict fall risk as a probability for 
each patient, and rank the importance of each risk factor. Our 
model confirms that a broad range of factors including age, 
clinical diagnoses, daily habits, living environment and 
hygiene, all contribute to a patient’s fall risk. Further study 
incorporating an expanded feature set from the EHR will 
improve the estimate of fall incidence and fall risk prediction. 
 
Figures and Graphs 

Figure 1. Number of patients per MAHC-10 score. Each bar 
shows the observed fall cases in blue and the non-cases in 

yellow. The black line shows the percentage of fall case per 
score. The clinical threshold of high fall risk is MAHC >=4 

(Dashed vertical line).
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Figure 2. Precision-recall curves of the baseline scoring, MAHC model, OASIS model, and Combined model. For clarity, the panel 

only shows recall > 0.1 and precision < 0.2. 

Figure 3. Hierarchical clustering of pairwise correlation ( ) between top OASIS features (rows) and MAHC-10 items (columns). Blue 
represents negative correlation (-1 <  < 0) and red represents positive correlation (0 <  < 1). The asterisk (*) in a cell represents 

significant correlation after Bonferroni correction for multiple testing (p < 10-5).
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Abstract 

Due to various etiologies and pathogenesis of kidney diseases, 
an invasive procedure called renal biopsy may be needed to 
determine the specific type of kidney disease, its severity, and 
the best treatment for it. This study aims to detmine if a text 
understanding technology based on admission records can 
recommend such an invasive procedure objectively. To 
understand clinical documents from nephrology, a semi-
automatic learning-based lexicon construction method based 
on CRF and Word2vec was used. We constructed a dictionary 
of symptom terms for the nephrology department from clinical 
document, and then extracted patients’ symptoms and detected 
their negation from admission notes. Combined with the 
preliminary diagnosis given by the doctor, an eigenvector was 
produced and fed to a machine learning classifier. When 
compared to the gold standard marked by physicians, the final 
recommendation achieved 83.5% accuracy, 80.6% precision, 
76.6% recall, and 78.6% f1-measure respectively. 

Keywords:  

Natural Language Processing; Kidney Diseases; Decision 
Support Systems, Clinical 

Introduction 

Renal biopsy, also known as kidney biopsy, is a clinical 
procedure to diagnose multiple suspected renal diseases, 
especially those unable to be identified alternatively. It is the 
only definitive route to diagnosis and identify interstitial 
inflammation including lymphocytes, monocytes, and 
eosinophils [1]. 

As an invasive procedure, not all the patients with hematuria 
and albuminuria need to have a kidney biopsy. This requires 
comprehensive consideration of patients’ conditions. Also, 
renal biopsy puts patients at risk for bleeding, pain, 
arteriovenous fistula, and other complications such as 
hematoma, infection, and hypertension [2]. Physicians should 
pay special attention to contraindications beforehand. 

Artificial intelligence (AI) technologies, such as natural 
language processing (NLP) and machine learning algorithms, 
have significantly affected clinical practice and research. AI 
algorithms usually deal with (transformed) structured data [3]. 
However, for clinical applications, a large amount of 
information is concealed in unstructured documents, which is a 
traditional way for clinicians to record and communicate 
information.  

This study used a corpus of hospital admission notes by the 
nephrology department. These notes include natural language 
decscriptions of basic patient information, including history, 

physical examination findings, reasons why the patient is being 
admitted for inpatient care, plan of care, etc. This information 
serves as the basis for further clinical treatments. Even so, 
different physicians will make different quality choices. The 
hypothesis of this study is text understanding technologies can 
evaluate the situation described in free-text documents and 
provide objective, homogenous decision support. 

Methods 

In order to solve the above problems, methods were developed 
acording to the following flow diagram (Figure  1). Traditional 
knowledge engineering tasks, such as ontology and semantic 
network for text understanding, are labor-intensive an do not 
have broad applicability. So, a semi-automatic construction of 
domain-specific semantic lexicon was designed. Then an NLP 
pipeline was constructed to extract comprehensive clinical 
information to feed different clinical decision support models.  

CRF-based Semi-automatic Construction of Domain 
Lexicon 

The lack of Chinese medical terminology resources and the 
complexity of expression in Chinese natural language have led 
to many difficulties in the automatic acquisition and utilization 
of information in China. 

A previously reported method [4], which iteratively discovers 
new symptom terms from the clinical corpus using the 
conditional random field (CRF) algorithm, was used in this 
study. A general homegrown medical dictionary served as the 
seed dictionary. The training domain corpus was segmented 
using the Pangu segmentation tool [5] and reverse maximum 
matching (RMM) to label based on the seed dictionary. For 
each iteration, the CRF model output newly identified terms. 
These new terms update to the seed dictionary and work for the 
following iterations. After post-processing eliminated false 
positive terms, an XML file was generated for each test 
document. The similarity calculation was performed based on 
the XML file, and the result determined the number of iterations 
when no more new terms were identified. 

The default feature template of the CRF toolkit was used. In the 
process of calling the CRFSharp API, files named 
CRFSharp.dll and CRFSharpWrapper.dll were added as 
references, which provided the core algorithm and low-level 
and high-level interfaces [6]. They were employed when 
training the CRF model from training corpus in the program, 
i.e., model encoding. In order to achieve better results, we 
modified some of the default parameters to ensure that the 
extracted symptom terms were more common (occurred at a 
higher frequency) and that the iterations were more thorough.
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Figure 1–The Flow Diagram of Renal Biopsy Recommendation Based on Text Understanding 

After manual review, the accurate new words were integrated 
with the initial seed dictionary, and we obtained a list of 
accurate symptom terms. Due to the vague definition of 
symptom terms, the results might include other signs and 
diagnoses according to the needs of doctors. 

Symptom Synonyms Identification 

Due to the different habits of recorders, the same symptoms 
might have different expressions. Thus, we needed to sort out 
synonyms to construct the eigenvector, since the integration of 
the seed dictionary and newoly identified terms might regard 
different expressions of the same symptom as different 
symptoms. In order to identify these cases as completely as 
possible, symptom synonyms detection was required. 

Tokenization 

Unlike English, Chinese does not separate words by a space or 
other punctuation [7]. In order to deal with Chinese corpora, we 
used the "Jieba" Chinese text segmentation, a python-based 
Chinese word segmentation module. In addition to its built-in 
dictionary, customized dictionaries were also introduced to 
improve the accuracy of tokenization, especially for texts in 
professional fields. After loading the domain specific 
dictionaries, the Jiaba segmentation generated a Trie tree, 
divided the text content into phrases, used DAG and dynamic 
programming to obtain the maximum probability path, and used 
HMM model and the Viterbi algorithm [8] for phrases not 
included in the dictionary (i.e., identification of new words). 
Finally, it built a word generator using Python's yield syntax, 
returning words one by one. 

Word Embedding 

Word embedding is actually a manner of word representation, 
to a form which is suitable for computer processing such as a 
vector or matrix. In NLP, the representation of words can be 
divided into two categories: one-hot representation and 
distributed representation. Since the use of one-hot 
representation often causes data sparsity [9], people prefer the 
latter. Word embedding is closely related to the neural language 
model (NLM) [10]. This process, based on distributed 
hypothesis, involves of mapping words into real vector spaces 
[11] and evaluating the similarity between the meaning of two 
words by their contexts.  

Through the Word2vec algorithm, we could represent a word 
in a lower dimensional space and map the related concepts to 
similar feature vectors [12]. 

Synonym Identification 

Word2vec comes with a data set called text8, which can train 
the tokenized texts to obtain a model. We used the generated 
model to find synonyms for symptom terms based on the 
similarity of word vectors. By calling the function provided in 
Word2vec, we were able to calculate the distances between 
word vectors of other words and the input word. Results were 
sorted according to their cosine similarity order. The closer the 
value was to 1, the more similar the position of the words were 
in the context, and we regarded them as synonyms or words that 
described different performances of the same symptom. 
Conversely, the closer the value was to 0, the lower the 
similarity was between words [13-15]. 

By manually screening the results, we obtained an accurate list 
of words covering the symptom terms that had appeared in the 
nephrology medical records and their synonyms (if any). 

Eigenvector Construction 

With the list of symptom terms obtained, we matched the text 
content to terms and then performed negation detection to 
determine if the patient had the mentioned symptoms or not. 
After further processing, an eigenvector could be generated for 
each patient. In the n-dimensional vector, the first column is the 
patient id, and the last column is reserved for the label, with the 
remaining columns having a value of 1 or 0, indicating that 
symptoms and diseases appear or do not occur, respectively. 
The disease here is the result of a preliminary diagnosis. 
Therefore, the number of columns of the feature vector is n +2, 
where n represents the sum of the numbers of the symptoms and 
diseases (synonyms are considered one symptom). 

Reverse Maximum Matching 

In the field of Chinese word segmentation, commonly used 
methods are segmentation algorithms based on a dictionary, 
understanding, and statistics, among which dictionary-based is 
the simplest and most practical method [16]. Due to the features 
of Chinese word formation, dictionary-based string matching 
often uses reverse maximum matching, which generally 
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possesses higher segmentation accuracy and encounters fewer 
ambiguities [17]. 

 
Table 1– State-transition Table for FSA of NegDetector 

 R Reset NegAff to positive 
M Modify NegAff to negative 

†Words in light grey cells are NANegation and corresponding verbs. 

The specific steps of the RMM algorithm are as follows: the 
large segment of text is divided into a plurality of sentences 
according to the punctuation marks. Each sentence is cyclically 
read, and the length is n Chinese characters (1 Chinese 
character is equivalent to 2 characters). Set a maximum length 
k, and take the last k words as the matching field each time. If 
the matching fails, remove the first word (k becomes k-1) and 
continue looping until the matching is successful and gets a 
word. Repeat the above steps until the remaining length n=0. 

Negation Detection 

The negation detection method here, an FSA-based algorithm 
called NegDetector, was derived from an article by Zheng Jia 
et al. [18]. A concept named NegAff was proposed, whose 
value was used to describe the affirmation or negation of terms 
in the electronic medical record (EMR). According to the 
appearance of sentence structure and negative signals, a state 
conversion table of FSA was established as Table 1.In the initial 
state, NegAff defaulted to affirmative, with its value modified 
according to the FSA state. If we were in state 2 and we saw a 
term or noun, then the NegAff of the word was modified to 
negative. If we were going to 0 (R), it meant we need to return 
to the start state and reset NegAff.  

Through the above algorithm, the value of NegAff was defined 
to determine the contextual polarity of the symptom terms. 

Dimension Reduction of Preliminary Diagnoses 

The processing object in this section was the disease derived 
from the preliminary diagnosis of EMR, part of the columns of 
the eigenvector. The International Statistical Classification of 
Diseases and Related Health Problems 10th Revision (ICD-10) 
[19] converts words representing diseases and diagnoses into 
alphanumeric codes, greatly facilitating the storage and 
retrieval of data. CCD is the Chinese version of Classification 
and Codes of Diseases (GB / T 14396-2001), expanded and 
refined on the basis of ICD-10, with the encoding changed from 
4-char to 6-char [20].  

When dealing with the initial diagnosis of EMR, the use of a 
detailed classification hierarchy would result in a large number 
of entries. To this end, in the multilevel disease categories, we 
had 805 distinct ICD six-char encoding diseases (single-level 
disease [21; 22], such as I45.102, “ ”, 

complete right bundle branch block) classified into 
subcategories, in which the first four characters were the same 
(e.g. I45.1, “ ”, other and 
unspecified right bundle branch block). It was found that the 
number of entries could be reduced to 675. That is to say, by 
reducing the number of coded bits from 6 to 4, the number of 
distinct diseases could be reduced by 16.1%. Changes in 
categorization could effectively decrease the number of 
diseases and control them in a manageable number.  

Machine Learning Classifier 

The eigenvectors of the cohort were used to train logistic 
regression models. We randomly selected 70% of the total data 
as the training set and used the remaining 30% as a test set. 
Five-fold cross-validation was used on the training set. 

Results 

Data Description 

A total of 3,149 admission notes from the nephrology 
department were used in this study. We used the 
recommendations given by physicians in first-day progress note 
as the gold standard for renal biopsy recommendation. We 
selected all statements in the document that represent "the 
patient needs a renal biopsy", such as "Renal puncture 
examination if necessary, to determine the pathological type" 
and "Renal puncture examination if necessary.” These were 
used as the gold standard for providing accurate judgments for 
subsequent training and test results. 

The eigenvector was composed in order of patient ID, 675 4-
char encoding diseases, 385 symptoms, and a label representing 
whether the patient was recommended for renal biopsy. The 
value 1 stood for “appeared” or “recommended”, and 0 
represented the opposite. 

Results of Renal Biopsy Recommendation 

Results of New Terms Identification 

Even if the parameters had been adjusted, there were still low-
frequency terms that appeared after multiple iterations. Here we 

Input (Trigger)

State symptoms 

†  
be not 

 
be without 

 
have 

 
find 

 
hear 

(conj.) 
and 

 
or 

Other POS 
type 

 
deny 
 

 
see 
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did not use all newly identified symptoms, and we eliminated 
symptoms of extremely low frequency. We selected 800 new 
terms and conducted manual screenings to get 561 new accurate 
terms. The precision was 70.1%. 

In addition, the terminologies identified using machine learning 
contained combined symptoms, such as "tenderness and 
rebound tenderness." Among them, "tenderness” and "rebound 
tenderness" were different symptoms, but might be recognized 
as a symptom because they were used adjacently in the medical 
record. In practical application, we regarded the words of the 
combined symptoms as multiple symptoms, and the degree of 
refinement of the data became higher so that the granularity 
became smaller. 

Results of Symptom Synonyms Identification 

By inputting a word and taking the top ten from the lists that 
Word2vec retrieved, we could obtain 10 words which appeared 
in the document that had the closest meaning to the certain 
word. We chose the symptom terms that had a synonym in the 
corpus and randomly extracted 10 symptoms and 15 symptoms. 
After manual proofreading, the calculated precisions were 
57.0% and 54.0%, respectively. 

Results of Renal Biopsy Recommendation 

We performed word segmentation, reverse maximum matching 
and negation detection on all documents, labeled doctors' 
recommendations for renal biopsy according to the gold 
standard, and used scikit-learn to train logistic regression 
models for binary classification. We used the default 
parameters of the sklearn toolkit. We used five-fold cross-
validation for the training set and calculate the average. The 
results are shown in Table 2. The ROC curve of the test set 
obtained by the method of this paper is shown in Figure 2. 

Discussion 

In this work, we used the accuracy, precision, recall, and F1-
measure to evaluate the proposed method. It can be seen that 
this method works in the recommendation renal biopsy. In 
addition, a combination of the recommendation system and 
visualization techniques should be a promising research 
direction, since it can be used as a support tool. In practical 
applications, doctors can be assisted while drawing conclusions 
with a more intuitive view. 

Although this method has achieved good results, there are still 
some inadequacies with it. First, the precision of the word 
segmentation results has room for improvement. Some terms 
that were not related to the seed dictionary were not recognized 
or excluded from screening. Secondly, Word2vec is based on 
the contextual environment to generate word vectors to judge 
the similarity of words, which has little to do with the meaning 
of the words themselves; and some words have few synonyms 
in the medical records, which lead to high coverage of some 
synonyms, but low precision. Medical staff input errors (typo 

and grammatical errors, etc.) can also result in reduced 
accuracy of term extraction. The above reasons may also lead 
to prediction failures.  

Furthermore, feature selection is performed using the 
SelectFromModel feature selection method from the scikit-
learn library. The features of higher significance and stronger 
correlation include recurrent and persistent haematuria, 
nephrotic syndrome, acute tubule-interstitial nephritis, isolated 
proteinuria, hypersensitivity angiitis, membranous 
nephropathy, obstructive and reflux uropathy, hyperplastic IgA 
nephropathy, nephrostomy, hyperplasia of prostate. Further 
analysis of these clinical meaning of clinical indicators with 
renal biopsy will help to concrete the expertise to a more 
explicit form. 

We believe that the proposed approach represents an interesting 
strategy to deal with clinical text data and knowledge fusion for 
therapy recommendation besides renal biopsy, which may 
provide advantages in clinical decision supporting applications.  

Conclusions 

The present paper introduced a renal biopsy recommendation 
system based on text understanding. We utilized a semi-
automatic domain lexicon constructed using CRF and 
Word2vec for preliminary text analysis, then extracted 
symptoms and diagnoses to construct an eigenvector with 
negation detection. Finally, with the help of the machine 
learning classifier, the system was able to draw a conclusion on 
whether the patient should perform a renal biopsy based on the 
given gold standard. To some extent, it provides credible 
clinical decision support for doctors. Future work could be built 
relating to method improving and practical application such as 
visualization. Although clinically it is still necessary to rely on 
the experience of doctors for kidney biopsy recommendations, 
this method can provide some help. It is believed that with the 
accumulation of data and the improvement of the database, the 
indicators of this method will gradually get better, and expand 
the application scenarios to assist doctors in various 
departments to make clinical decisions.  

 

Figure 2-ROC Curve of the Test Set 

Table 2– Results of the Test set and Five-fold Cross-validation for the Train set

Index Test set Train set Average 
Accuracy 83.5% 83.0% 84.0% 85.2% 85.2% 85.1% 84.5% 
Precision 80.6% 81.7% 79.7% 84.6% 80.6% 82.2% 81.8% 
Recall 76.6% 73.0% 79.2% 76.1% 81.6% 79.1% 77.8% 
F1-measure 78.6% 77.1% 79.5% 80.1% 81.4% 80.6% 79.7% 
AUC 0.893 0.894 0.893 0.906 0.911 0.911 0.903 
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Abstract 

Digital solutions transform the way clinical services can be 

provided and make it possible for patients to participate in 

decisions concerning their own treatment. With the aim to 

support a better and more efficient healthcare system in 

Denmark, it has been agreed among authorities and care 

providers to establish a national infrastructure for sharing 

data between hospitals, municipalities, general practitioners 

and patients and concurrently develop standardized national 

digital cross-sector questionnaires for the purpose. Sharing 

data via the national infrastructure enables proactive 

involvement through patient reported outcomes (PRO). The 

national infrastructure forms a paradigm shift 1) for 

collaboration by moving from a baton-passing workflow to 

sharing-based workflow and 2) for the development of digital 

cross-sector questionnaires. Cross-sector questionnaire 

definitions are stored in a national questionnaire repository, 

and are used in local PRO applications to capture the 

patients’ responses. 

Keywords:  

Patient Reported Outcomes, Information Dissemination, 

Questionnaire Design, Questionnaires 

Introduction 

It is well known that history taking is the most important 

source of information in healthcare and patients are the best 

providers of information regarding their own health [1].  

Usually a health professional interviewing the patient collects 

the information from the patient. However, health 

professionals do not always collect all the relevant information 

from   the patient, besides the task of documenting the patient 

history is time consuming and patients may even do a better 

job by filling out a standardized and validated questionnaire 

[2].  

Ask the patient – Patient Reported Outcomes 

Across health systems, a wide range of activities have been 

launched for using Patient Reported Outcomes (PROs). PROs 

are a general designation for patients’ responses to questions 

about their own state of health. According to the Food and 

Drug Administration (FDA), PRO is defined as: “any report 

of the status of a patient’s health condition that comes directly 

from the patient without interpretation of the patient’s 

response by a clinician or anyone else” [3]. PROs take the 

form of carefully designed and validated questionnaires that 

can be used to capture and quantify the patients’ experience, 

health, and treatment impact. The patients’ responses to a 

questionnaire are denominated as PRO-data. By 

systematically and actively using PRO-data in the dialogue 

with the patient, the planning and treatment of the care 

provided to the patient can be personalized to meet individual 

needs and concurrently fulfill clinical guidelines. Further 

PRO-data may also support value-based health management 

and can be used to perform screening for side effects and 

reduce the number of unnecessary consultations. At the same 

time, PRO-data create sound new data for research and quality 

development. Used correctly, PRO-data are just as essential to 

the quality of care as clinical data from other more 

accustomed sources. PRO-data should therefore be an integral 

part of data useful to clinical practice in the future. 

The Danish Health Data Authority has established a 

permanent PRO secretariat [4] that is responsible for 

development of standardized cross-sector questionnaires to be 

used in the healthcare sector nationwide. Standardized 

questionnaires, for cross sector use, are to be stored and 

accessed in a national questionnaire repository. 

Focus is on using PRO-tools to support active patient 

participation and involvement. PRO-data are to be used in 

clinical encounters or as a substitution for outpatient contacts. 

The aim is to support and strengthen communication between 

patient and healthcare professional and concurrently ensure 

efficient processes. PRO-data reported by the patient can be 

used for clinical assessment before the clinical encounter, or 

as a dialogue support tool during the encounter; furthermore, 

PRO-data can be applied to support planning of treatment and 

as a tool for continuous health monitoring. PRO-data can be 

shared cross sectors, to all relevant healthcare providers 

including the patient, via the national infrastructure.  

Development of cross-sector questionnaire specifications 

require involvement of all affected stakeholders including 

patient representation. It is also crucial that the questionnaires 

are tested and validated in pilot projects before they are used 

in daily operations at a national level.   

Sharing data via a national infrastructure 

To support new flexible ways of cross sector cooperation that 

include patient involvement, requires concurrent development 

of IT-technologies as well as well-validated standardized and 

structured questionnaires. A prerequisite is a generic and 

standardized IT infrastructure that can support easy 

interconnection to the many different IT-systems that are used 

by the various care providers in healthcare. 

Messaging has been the main technology applied in Denmark 

for exchanging information among various healthcare 

organizations for more than 20 years  [5]. Messaging is easy to 

implement as the focus for the individual message (discharge 

letter, referral, lab result, etc.) is well-defined. The weakness 
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in messaging is that information is only shared between the 

sender and the receiver. 

Today, there is a high demand among care providers and 

patients to request access to relevant clinical data at the point 

of care independent of location. A common national 

infrastructure for the healthcare sector has therefore been 

established in Denmark to make it possible to share relevant 

eHealth data across all healthcare organizations as well as 

patients at home.  Furthermore, an agreement will be made in 

the 2020 finance act, which will oblige the parties to start 

connecting the local IT systems to the national infrastructure 

with the aim of exchanging PRO-data. 

Use of PRO-data will be implemented across regions, 

municipalities and GPs to ensure sufficiently broad use in and 

across the healthcare sector based on the common 

infrastructure and the standardized questionnaires. 

Methods 

Development of standardized national questionnaires  

A standardized method for development of national 

questionnaires has been developed and evaluated [6]. An 

overview of the development methodology is illustrated in 

Figure 1. 

 

 

Figure 1 – The Development Methodology for Concerted 

National Questionnaire Definitions 

 

The design method builds on participatory design principles 

[7]. A number of meetings and workshops with patient 

organizations are held to support patient involvement and  

complement the questionnaire development meetings and 

workshops with the various stakeholders. The starting point in 

the development process is always a review of existing PRO 

material within the area – it is presented to the stakeholders 

and concurrently a discussion of the aim and practical 

application is carried out. 

By March 2019, six national standardized questionnaires, as 

shown in Table 1, have been developed. 

 

 

Table 1 – Fully Developed Areas for PRO in the Program 

Area Status 

Apoplexy          Pilot testing

Arthrosis (knee and hip) Pilot testing

Screening for depression in somatic patients Pilot testing

Pregnancy and childbirth Workshops completed

Heart rehabilitation Workshops completed

Diabetes             Workshops completed 

 

Figure 2 – A PRO-package Contains Content and Metadata 

National questionnaire repository 

A new national questionnaire repository contains PRO-

packages that encompass questionnaires, clinical algorithms, 

and recommendations for use of PRO questionnaires and 

PRO-data. A PRO-package contains material as illustrated in 

Figure 2.  

A PRO-package includes a description of the questionnaire 

and the intended use in several documents that support the 

technical implementation in the local IT-systems.  Metadata 

are primarily data to be used to search for a specific PRO-

package. 

The PRO-packages are published via the national 

questionnaire repository and can be downloaded by healthcare 

organizations and software providers. However, if a user 

wants to download a PRO-package, the user must register in 

the questionnaire repository. As part of the registration, the 

user provide an e-mail address, that is used to notify the user 

when the PRO-package is updated. 

Development of a national IT infrastructure 

The national IT infrastructure builds on the Danish “Reference 

architecture for collecting health data from citizens” [8]. The 

reference architecture acts as the common reference for all 

business areas and IT solutions regarding collection of health 

data from citizens. The focus in the reference architecture is 

on data flow from individual citizens to healthcare systems. 

The data is collected from or provided by the citizen and is 

communicated to Cross-Enterprise Document Sharing (XDS) 

repositories in the national infrastructure. Healthcare 

professionals, that have a “care-relation” with a patient is 

cleared to look-up relevant data. The use of international 

standards for communication and content are considered 

important to ensure semantic interoperability. Furthermore, it 
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improves quality, as it is the same standardized data set that is 

applied by all involved care providers. 

Further, an important aim of applying an infrastructure based 

on a standardized reference architecture is to accelerate 

dissemination and thus implementation in practice.  

Sharing PRO-data via the national IT infrastructure focuses on 

both mono-sectorial and cross-sectorial use of data, thus 

supporting a smooth cooperation among the various care 

providers. The national infrastructure is built around a national 

service platform as shown in Figure 3. The platform among 

other things holds information on whether there is a ‘care-

relation’ between any given care-provider and the patient.  

 

Figure 3 – National Service Platform and Services 

Document Sharing Service 

The Document Sharing Service (DSS) is a national service for 

sharing documents among healthcare organizations. 

Documents can hold any kind of data, but they have to be 

expressed in an agreed upon standardized format. The DSS is 

based on the international standard for maintaining and 

sharing documents among healthcare organizations – Cross-

Enterprise Document Sharing (XDS). This is managed 

through federated document repositories and a document 

registry to create a longitudinal record of information about a 

patient within a given clinical affinity domain. 

Consent service 

According to the Danish healthcare laws, health professionals 

have by default the right  to access the citizens’ healthcare 

data, if it is relevant in relation to actual care situation and the 

patient has provided oral consent. 

In order to restrict access to data a citizen can block: 

• Access to all data for a specific period 

• Acess to data from a specific healthcare organization 

• Access to data for a specific person 

The consulting service is linked to the DSS and will 

automatically filter out documents, if the citizen has blocked 

access to data.  

Standards for questionnaires 

Two HL7 CDA v2 standards are used for questionnaires. The 

Questionnaire Form Definition Document (QFDD) describes 

how the questionnaire is constructed and organized. The 

QFDD includes information about author, version, tittle, 

heading, text for sections and for each question; it is specified 

how the answer to any question can be given e.g. as free text, 

numeric values or multiple choice. It is also possible to add 

conditions where a specific response will open-up a new 

section with further questions. The QFDD is important to use, 

when receiving a populated questionnaire in order to 

understand and interpret the answer. 

The Questionnaire Response Document (QRD) is the 

questionnaire filled by the patient (the PRO-data). The QRD 

has a link to the QFDD.  

The QFDD and the QRD standards ensure that data can be 

integrated and reused (semantic interoperability) in the 

numerous existing IT systems, that are used every day in the 

hospitals, municipalities, and by the general practitioners. 

Before the healthcare organizations can begin to share data via 

the national IT infrastructure, the correct implementation of 

the QFDD and QRD standards are tested and certified. The 

tests and certification are mandatory to all users of the IT 

infrastructure. 

Testing and evaluation of the national standardized 

questionnaires  

When a national questionnaire has been developed, a 

validation is carried out with approximately 20–30 patients, 

representing a broad diversity of potential responders, e.g. 

differing in age, sex as well as social and educational 

backgrounds. Questionnaire algorithms and usability are also 

tested in small-scale implementation and at several pilot sites. 

The pilot sites are cross-sectorial according to the relevant 

cross-sectorial workflows. 

A research program has been set up to identify categories of 

eligible patients, benefits and disadvantages of using PRO-

data and the effect application of a system for Patient 

Reported Information may have on clinical work.  From 

previous experience, we know that the use of PRO-data will 

empower patients and improve efficiency and effectiveness of 

care processes in some patient groups [9, 10] and it may even 

improve outcomes [11]. 

Results 

Dissemination 

A new national IT infrastructure based on IHE XDS [14] and 

HL7 CDA standards has been established and tested. The use 

of international standards ensures that relevant data can be 

shared across hospitals, municipalities, and general 

practitioners independent of which IT-providers and systems 

are employed. The patients further have access to their own 

PRO-data as well as other health data via the Danish Public 

Healthcare Portal [12]. 

The IT infrastructure is in daily operation and is until now also 

used for sharing of patient appointments, patient master data, 

care plans and home monitoring as well as PRO-data. 

Maturity the infrastructure 

On the Technical Readiness Levels (TRL) scale developed by 

National Aeronautics and Space Administration (NASA) [13] 

as a methodology to access the maturity of critical technology 

solutions, the infrastructure is assessed to be on TRL 8 (in 

daily operation with real users) by March 2019. 

As shown in 4, TRL is based on a scale from one to nine, 

where nine is the highest maturity level of the technology 

solution. The use of TRL also provides the basis of  
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Figure 4 – TRL Scale to Access the Maturity 

a consistent description of the maturity level of the national 

infrastructure. 

Questionnaire development 

The most important findings during the first rounds of 

development and evaluation of questionnaire are listed in 

Table 2. 

Table 2 – The Most Important Findings During the 

Questionnaire Development Process 

Area  

1. Many issues need to be clarified by the patients 

before and between stakeholder workshops 

2. Most patient pathways are cross sectorial, but 

cross sectorial workflows are complex and not 

well described 

3. Most previous knowledge on patient reported 

information is derived from mono-sectorial use 

in hospitals, as digitalized Patient Reported 

Information has been only scarcely used in 

primary care 

4. Use of Patient Reported information is a 

fundamental cultural transformation to health 

professionals 

5. Legal clarification of who may have access to 

what kind of Patient Reported Information is 

important 

6. Electronic questionnaire systems including 

algorithms are medical devices and thus must be 

CE marked in the EU 

 

Discussion 

Currently there is a lot of ongoing work in Denmark to 

develop new IT-solutions that can involve and empower the 

patient and make the care provision more personalized and 

efficient. There are several strategies to address this challenge, 

one is to ensure efficient access to relevant patient data for all 

care providers in all the various health organizations involved 

in the care process of a single individual.  

Messaging 

For many years, messaging has been the preferred approach 

for communication of health data. Messaging is based on the 

premise that the sender and the receiver have knowledge of 

each other; for example, a hospital is sending a discharge 

letter to the patient’s general practitioner. This is a baton 

workflow, where the diagnosis and treatment are done 

stepwise by handing over the patient and what is judged as 

relevant information from one care provider to another care 

provider. In the baton workflow process, there is a risk of not 

sending the relevant information or for loss of information, as 

the patient’s data are only communicated as singular messages 

between the sender and the receiver. 

Collaboration via a national infrastructure 

Today’s tecnology allows the establishment of a national 

infrastructure where data are shared among many actors. 

Relevant data can be collected, shared, and applied where and 

when it is relevant (the services in the National Service 

Platform ensure that there is legitimate right to access the 

data).  

 

Figure 5 – From Baton to Collaboration 

Going from Baton to Collaboration provides a profound shift 

in the information exchange paradigm as well as in the 

possible ways to cooperate. Further introducing questionnaires 

filled by the patients and accessible whenever relevant provide 

a completely new set of possible ways to cooperate in the 

healthcare sector. 

The national infrastructure is designed as a common generic 

infrastructure, which can be applied by all care providers, 

though we have found that it is a challenge that many small 

healthcare organizations do not have internal IT knowledge 

and capabilities to establish a smooth integration to the 

national IT infrastructure. Further legal issues have to be 

addressed and handled in the way questionnaires are designed 

and distributed as well as in the design of the infrastructure. It 

is, however, a benefit that the security issues are taken care of 

in the design of the IT infrastructure 

It is essential that all stakeholders are represented in the 

process of the development of questionnaires and that all 

stakeholders actively participate in the dialogue and 

teamwork. Furthermore, as one of the central aspects in 

participatory design points out, it is essential that stakeholders 

collaborate on equal terms [7]. We have managed to support 

this aspect by conducting dedicated workshops for patients 

and for clinicians from the primary care sector as we found 

that they needed more support in the process. Clinicians from 

the hospitals have an advantage of their prior experience in 

development and use of questionnaires with patient reported 

information.  
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Conclusions 

Based on our findings, we are convinced that the increased use 

of patient reported information involving patients and 

clinicians in the development, evaluation, and implementation 

processes will be of great benefit to both the individual 

patients as well as the entire healthcare system [11]. However, 

it requires a thorough and exhaustive development program 

including tracks for technical infrastructure, questionnaire 

development, evaluation, and application as well as a research 

program.  

Sharing data versus messaging is a major paradigm shift 

concerning technology, use of eHealth standards, clinical 

workflow, security, legal aspects, and privacy. 
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Abstract 

African American women experience rates of mental illness 

comparable to the general population, however they 

significantly underutilize mental health services. Past studies 

have shown that telemedicine is effective, and can be used to 

increase access to services. To assess the acceptability of using 

mobile video calls, a web-based survey was launched to solicit 

response from African American women. The results of this 

exploratory study (N=102) showed high acceptance of the use 

of video calls to communicate with a professional to receive 

help to manage anxiety and depression (> 70% endorsed). 

Statistically significant associations were found between age 

and agreement with the use of video calls, with younger women 

(< 50 years) more likely to indicate acceptance (p’s < .05). The 

findings of this study demonstrated the need for additional 

research into the use of telemedicine to provide African 

American women with more accessible and convenient options 

for mental health care.  

Keywords:  

Telemedicine, women, mental health 

Introduction 

In 2017, an estimated 5.1 million African American adults 

experienced mental illness in the last year [1]. Women 

comprised approximately 54% of this population [1]. The 

prevalence of mental illness among African American women 

(18.6%) was comparable to the general population (18.9%) [1]. 

However, there is significant racial disparity in the use of 

mental health services among African American women 

compared to their white counterparts [1]. Telemedicine can be 

used to increase access to mental health care in this population, 

and reduce disparities. 

Anxiety and mood disorders are among the most common 

mental illnesses in the U.S. [2]. Women are nearly twice as 

likely as men to experience an anxiety (e.g. generalized anxiety 

disorder) or mood disorder (e.g. major depressive disorder) in 

their lifetime [2]. Results from the 2008 National Health 

Interview Survey found that 15.7% of non-Hispanic black 

women reported having generalized anxiety in their lifetime 

[3]. Furthermore, 27.4% of non-Hispanic black women 

reported experiencing depression in their lifetime [3]. Mental 

illness is underreported in the African American community; 

therefore, the prevalence estimates may actually be 

substantially lower than the true burden. 

Although there is significant burden of mental illness among 

African American women, mental health services are 

underutilized. Results of the 2017 National Survey on Drug Use 

and Health revealed that African American women use mental 

health services at less than half the rate of their white 

counterparts (10.6% compared to 23.4%) [1]. Among the 

African American women that reported experiencing mental 

illness in the last year, 64.2% did not receive any mental health 

treatment during that time [1]. There are many reasons why 

African American women may not seek mental health services 

when needed. Barriers such as stigmatization of mental illness 

[4,5], less access to treatment, no or inadequate health 

insurance, mistrust of providers, and low health literacy prevent 

traditionally marginalized populations from seeking care [5].  

Actual and perceived racism and sexism may cause undue 

stress and lead to increased anxiety or depression in African 

American women. A study published by Ward & Heidrich [6] 

found that African American women’s preferred coping 

strategies included praying and seeking medical and mental 

health care. Taking this into consideration, how do we make 

mental health services more accessible to this population? The 

ideal solution would incorporate technology they already have 

access to, and require minimal education on its use.  

Telemedicine may be a viable solution. Specifically, the use of 

mobile video calls to communicate with a professional to 

receive help for managing anxiety or depression. 

Eighty percent of African American women own smartphones 

[7]. Most smartphones are equipped with the capability to 

complete video calls. To our knowledge, there have been no 

studies that have examined the use of mobile video call use to 

manage anxiety or depression in African American women. 

However, evidence from past studies showed that 

videoconferencing has been effective in helping participants 

reduce anxiety or depressive symptoms [8–10].  

Due to the paucity of published peer-reviewed literature on the 

use of video calls for therapy, which also include a significant 

representation of African American women in the study 

sample, more investigation into the use of this technology with 

African American women is needed. Given that current mental 

health services are underutilized by this population, the 

population should be surveyed to determine the acceptability of 

this approach to treatment. The aim of this exploratory study is 

to gauge the acceptability of telemedicine, using mobile video 

calls, to deliver mental health services to help African 

American women manage anxiety and depression. 

Methods 

Study Design and Recruitment 

The self-administered web-based survey was launched in June 

and closed August 2018. Eligible participants were African 

American women (≥ 18 years of age) that reside in the U.S.A. 

Participants were recruited through convenience sampling. 
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Recruitment methods included sending an invitation to take the 

survey via a direct email from the first author, or email 

distributed through listservs whose membership is primarily 

African American women. Participants were also recruited via 

social media (e.g. Facebook) posts and direct messages. A link 

to the research information sheet about the study was provided 

in the email text and social media posts. Following a snowball 

sampling technique, respondents were encouraged to share the 

link to the survey with their networks (e.g. family, friends, 

professional organizations, etc.). No remuneration was offered 

for participation. The study received notification from the 

institutional review board (IRB) of exemption from further 

review. 

Measures 

Due to the sensitive nature of the questions and for 

convenience, the computer-assisted web interviewing (CAWI) 

data collection technique was used to administer the survey 

instead of in-person interviewing. Respondents were provided 

an anonymous link to the online questionnaire. No personally 

identifiable information (PII) was collected in the survey. The 

survey consisted of 53 questions, and was administered using 

Qualtrics software. Survey domains included 

sociodemographic characteristics, attitudes toward seeking 

professional psychological help, mobile phone use, and 

acceptability of using a mobile phone to receive mental health 

care. 

Sociodemographic data such as the respondent’s race, ethnicity, 

age, gender, and highest level of education attained were 

captured at the beginning of the survey. The race, age, and 

gender questions were also used as screener questions to 

determine eligibility to complete the survey. If the respondent 

did not self-identify as a Black/African American (or biracial, 

Black/African American and another race) female age 18 years 

or older, they were routed to the end of the survey. 

Attitudes Toward Seeking Professional Psychological Help 

In the survey, the term “professional” referred to individuals 

who have been trained to deal with mental health problems 

(e.g., psychologists, psychiatrists, social workers, and family 

physicians). Respondents attitudes toward seeking professional 

psychological help was measured using questions from an 

adapted version of the validated Inventory of Attitudes Toward 

Seeking Mental Health Services (IASMHS) [11]. The IASMHS 

consists of 24 questions and the following factors: 

psychological openness, help-seeking propensity, and 

indifference to stigma. Response options to the survey items 

were on a 5-point Likert-type scale from disagree (0) to agree 

(4). 

In order to collect data specifically about attitudes toward 

seeking professional help for anxiety and depression, six 

questions in the inventory were revised. The words 

‘psychological problems’ and ‘mental disorder’ were 

substituted with ‘anxiety’ and ‘depression’. For example, Item 

#3 in the IASMHS reads, “I would not want my significant 

other (spouse, partner, etc.) to know if I were suffering from 

psychological problems.” The revised survey question states, “I 

would not want my significant other (spouse, partner, etc.) to 

know if I were suffering from anxiety.” To prevent asking 

double-barreled questions, respondents were asked about 

anxiety and depression independently for the six questions. 

This increased the total number of questions in the inventory to 

30. 

Mobile Phone Use 

Mobile phone use was ascertained with the following items: (1) 

current mobile phone ownership (yes/no); (2) frequency of 

sending text messages (never, less than 1 time per week, 1-6 

times per week, 1-3 times per day, 4 or more times per day); (3) 

ability to complete video calls on mobile phone (yes/no); and 

(4) frequency of using mobile phone to complete video calls 

(never, less than 1 time per week, 1-6 times per week, 1-3 times 

per day, 4 or more times per day). 

Acceptability of Mobile Phone Use for Mental Health Care 

Acceptability of using a mobile phone to receive mental health 

care to manage anxiety or depression was measured by the 

following items: (1) comfortability communicating with a 

professional through text messaging to receive help for 

managing anxiety/depression; (2) comfortability 

communicating with a profession through video call to receive 

help for managing anxiety/depression; (3) whether having the 

option to use a video call to complete an appointment with a 

professional would increase access to mental health services; 

(4) convenience of using video call to complete an appointment 

(e.g. less travel time); (5) convenience of using video call to 

complete an appointment compared to an in-person visit; and 

(6) perceived helpfulness of having the option to use text 

messaging to communicate with a professional if feeling 

anxious/depressed. Response options to the survey items were 

on a 5-point Likert-type scale from disagree (0) to agree (4).  

Before completing the survey, respondents were asked two 

questions, “Do you have any concerns about using a video call 

to complete an appointment with a professional?” and “Do you 

have any concerns about using text messaging to communicate 

with a professional?” If they answered ‘yes’ to either question 

they were presented with an open-ended question asking them 

to note their concerns in the multi-line text field provided.  

Data Analysis 

Statistical analyses were conducted using SPSS version 25 

software. Descriptive statistics were calculated for sample 

characteristics and responses to video call questions as mean, 

standard deviation, and range for continuous variables, and as 

frequencies and percentages for categorical variables. Age was 

segmented into two groups (under 50 years and 50+), education 

was collapsed into three levels (< Bachelor’s, Bachelor’s 

degree, Graduate degree), and response options were collapsed 

into three categories (Agree/Somewhat agree, Undecided, and 

Disagree/Somewhat disagree). Fisher’s exact test was used to 

determine whether an association exists between the response 

to each video call question with age group and highest 

education level, respectively. Statistical significance was 

determined at the two-sided p < .05 level.  

Results 

Of the 113 respondents that started, 102 (90%) completed the 

survey. The characteristics of the completers are presented in 

Table 1. Participants ranged in age from 19 to 80 years, and all 

identified as either Black/African American or biracial (i.e. 

Black/African American and another race) and female. Most 

respondents (98%) identified as non-Hispanic. 

Approximately 15% had less than a bachelor’s degree, 23% 

obtained a bachelor’s degree, and 62% had a graduate degree. 

Most participants (96%) reported having video call capability 

on their mobile phone, and 39% reported completing a video 

call at least once per week. 

Acceptability of Video Call Use  

Communicating with a Professional 

The majority of respondents (> 70%) indicated agreement (i.e. 

selected the ‘Agree’ or ‘Somewhat agree’ response options) 

with feeling comfortable using video call to communicate with 

a professional. Figure 1 shows 70.6% agreement (43.1% agree, 
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27.5% somewhat agree) with the statement, “I would feel 

comfortable communicating with a professional through a 

video call to receive help for managing anxiety.” Similarly, 

71.6% (40.2% agree, 31.4% somewhat agree) of respondents 

showed agreement with the statement, “I would feel 

comfortable communicating with a professional through a 

video call to receive help for managing depression.” See Figure 

2. 

Access and Convenience 

The survey results revealed high levels of agreement with the 

access and convenience statements. Figure 3 shows 83.3% 

agreement (69.6% agree, 13.7% somewhat agree) with the 

statement, “Having the option to use a video call to complete 

an appointment with a professional increases my access to 

mental health services.” Likewise, 88.2% (72.5% agree, 15.7% 

somewhat agree) of respondents indicated agreement with the 

statement, “Using a video call to complete an appointment 

would save me time traveling to a professional’s office.” See 

Figure 4. Furthermore, Figure 5 shows 71.6% (47.1% agree, 

24.5% somewhat agree) of respondents indicated agreement 

with the statement, “Using a video call to complete an 

appointment with a professional would be more convenient for 

me than an in-person appointment.”  

Table 1– Characteristics of Study Participants 

Participant characteristics  (N=102)

Age in years, mean (SD)  38.8 (13.1) 

 

Age group in years, n (%)   

 Under 50  81 (79.4)

 50 and older  21 (20.6) 

 

Race, n (%)   

 Black or African American 100 (98.0)

 Biracial
a 

2 (2.0) 

 

Ethnicity, n (%)   

 Hispanic  2 (2.0)

 Non-Hispanic  100 (98.0) 

 

Education, n (%)   

 < Bachelor’s degree  15 (14.7)

 Bachelor’s degree  24 (23.5)

 Graduate degree 63 (61.8)

    

Mobile phone video call capability, n (%)  

 Yes  98 (96.1)

 No  4 (3.9) 

 

Frequency of video call use
b

, n (%)

 Never  12 (11.8)

 Less than 1 time per week 46 (45.1)

 1-6 times per week 29 (28.4)

 1-3 times per day 9 (8.8)

 4 or more times per day 2 (2.0)

    

a

Biracial defined as identifying as Black or African 

American and another race. 

b

Participants that indicated that their phone did not have 

video call capability (n=4) were not presented for the 

frequency of use question. 

 

 

Figure 1–Sample percentages for response to the statement, 

“I would feel comfortable communicating with a 

professional through a video call to receive help for 

managing anxiety” 

 

Figure 2–Sample percentages for response to the statement, 

“I would feel comfortable communicating with a professional 

through a video call to receive help for managing depression” 

Figure 3–Sample percentages for response to the statement, 

“Having the option to use a video call to complete an 

appointment with a professional increases my access to 

mental health services” 
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Figure 4–Sample percentages for response to the statement, 

“Using a video call to complete an appointment would save 

me time traveling to a professional’s office” 

Figure 5–Sample percentages for response to the statement, 

“Using a video call to complete an appointment with a 

professional would be more convenient for me than an in-

person appointment” 

Concerns about Video Call Use 

Although overall response to using video calls was positive, 

approximately 43% of respondents indicated having concerns 

about using a video call to complete an appointment with a 

professional. Most of the concerns centered around privacy, 

confidentiality, and maintaining the video call connection. 

Regarding privacy, one respondent stated, “I would also be 

concerned about how private the call is, like is the professional 

alone, how would I know?” Another respondent voiced 

connectivity concerns stating, “…the call could get 

disconnected. That breaks the rhythm of the conversation.” 

Acceptability of Video Call Use by Age and Education 

Statistically significant associations were found between age 

and level of agreement with the following video call statements: 

“I would feel comfortable communicating with a professional 

through a video call to receive help for managing anxiety” 

(highly significant negative association, p = .002); “I would feel 

comfortable communicating with a professional through a 

video call to receive help for managing depression” (highly 

significant negative association, p = .003); “Using a video call 

to complete an appointment would save me time traveling to a 

professional’s office” (highly significant negative association, 

p = .001); and “Do you have any concerns about using a video 

call to complete an appointment with a professional?” (positive 

association, p = .025). No statistically significant associations 

were observed between level of agreement and education (all p 

> .05). 

Discussion 

To our knowledge, this preliminary study was the first to 

measure the acceptability of telemedicine, using mobile video 

call, to deliver mental health services to African American 

women. The results of this study showed high acceptance. A 

majority of the women responded that they agree/somewhat 

agree with the statements regarding feeling comfortable using 

a video call to communicate with a professional to receive help 

to manage anxiety and depression (> 70%). Most respondents 

also believed that the use of video calls will increase their 

access to mental health services (> 80%), and that it is a 

convenient option for care (> 70%). Younger women (< 50 

years) were more likely to indicate acceptance. While older 

women (≥ 50 years) were more likely to have concerns about 

using a video call. 

These findings are consistent with literature on the use of 

telehealth modalities. Although a positive overall reaction was 

observed in adults, in general, there is greater acceptance 

among younger adults for the use of technology [12]. Previous 

studies have also found that older adults generally have many 

concerns about the use of technology [13].  

The concerns of privacy, confidentiality, and connectivity must 

be addressed when considering use of video calls. Transparency 

is key to reducing medical mistrust and adoption of video calls 

as a sustainable mode to deliver care to this population. Clients 

should also be advised to connect to Wi-Fi or ensure they have 

a strong cellular signal and sufficient mobile data for high 

quality video transmission and to prevent disconnection. 

Given the stigma of mental illness in the African American 

community, the option to complete an appointment with a 

professional in a setting of their choosing may appeal to African 

American women. Completing a therapy session in a familiar 

location (e.g. home) may provide a relaxing environment that 

is viewed as more discrete, and promotes open communication. 

Furthermore, increasing the accessibility and convenience of 

therapy helps to overcome some of the barriers to utilizing 

mental health services. 

The main limitations of this preliminary study were recruitment 

method and sample size. Participants were recruited through 

convenience sampling, and encouraged to share the survey 

email or social media posts with their networks. Although no 

PII was collected in the survey and respondents accessed the 

survey through an anonymous link, social desirability bias 

could have resulted if the respondent personally knew the first 

author. The sample size of 102 respondents is small for this 

cross-sectional survey, and consisted of mostly younger (under 

50 years) and highly educated women (over 85% had at least a 

bachelor’s degree).  

This limits our ability to broadly generalize the findings to all 

African American women. Although stigma may continue to be 

a barrier for highly educated African American women, access 

to mental health services, insurance coverage, and health 

literacy may be less of an issue for this group. However, due to 

the shortage of African American psychologists (< 5% of active 

psychologists), access to a professional that meets the ethnicity 

and gender preferences of the patient may remain an issue [14]. 

While some patients may have no preference, African 

Americans who indicate higher levels of mistrust of whites are 

more likely to discontinue therapy before treatment goals are 

reached if they are seen by a white counselor [15]. 

Future work will include relaunching this survey to a larger and 

more diverse sample of African American women. Questions 

from the Patient Health Questionnaire (PHQ-9) and 

Generalized Anxiety Disorder (GAD-7) screeners will be added 

to capture data on the presence and severity of depression and 
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anxiety, respectively. In addition, we will explore the 

acceptability of using text messages to communicate with a 

professional to receive help for managing anxiety and 

depression. 

Conclusions 

The use of telemedicine is a viable solution to help African 

American women manage anxiety and depression. The study 

showed high acceptance among this population. Furthermore, 

over 95% of respondents had the capability to complete video 

calls on their mobile phone. The use of video calls is an 

underutilized technology that has the potential to help reduce 

the disparity in mental health service utilization and improve 

health outcomes for this population. 
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Abstract 

Clinical Decision Support System (CDSS) has been 

implemented to support physicians about the medical 

prescription of genetic testing. CDSS is based on open source 

software. A CDSS for prescribing these genetic tests in 

BRCA1 and BRCA2 and preventing gynecological cancer 

risks has been designed and performed in the ‘Virgen del 

Rocío’ University Hospital. Clinical evidence demonstrates 

that BRCA1 and BRCA2 mutations can develop gynecological 

cancer, but genetic testing has a high cost to the healthcare 

system. 

The developed technological architecture integrates open 

source tools like Mirth Connect and OpenClinica. The system 

allows general practitioners and gynecologists to classify 

patients as low risk (they do not require a specific treatment) 

or high risk (they should be attended by the Genetic Council), 

According to their genetic risk, recommending the 

prescription of genetic tests. The aim main of this paper is the 

evaluation of the developed CDSS, getting positive outcomes. 

Keywords:  

Clinical Decision Support Systems, Breast Neoplasms, 

Ovarian Neoplasms. 

Introduction 

Breast Cancer (BC) is the most common type of cancer in 

women in the western world. Besides, Ovarian Cancer (OC) 

ranks fifth in cancer death in women. However, difficulties in 

their diagnosis and therapeutic treatment imply high mortality, 

greater than 50% at five years from diagnosis. The 

International Agency for Research on Cancer estimated a 

worldwide incidence of 1.67 million new BC cases per year 

and over 0.23 million of OC [1]. 

The appearance of tumors of BC and OC is usually sporadic, 

but around 10-15% of diagnosed cases are heritable. BRCA1 

and BRCA2 genes describe germinal mutations. They are 

inherent dominantly and with high penetrance in 7% of BC 

and around 11-15% of OC [2]. Therefore, BRCA1 and 

BRCA2 mutations increase the risk of BC and OC.  

Concretely, people with BRCA1 mutations have a 57% risk of 

developing BC and around 40% of OC. People with BRCA2 

mutations have a 49% risk of developing BC and 

approximately 18% of OC [3-5]. 

Hereditary gynecologic cancer usually starts in younger 

people while this trend is not usual for sporadic cancer. Also, 

it has a more invasive histopathological pattern. However, its 

diagnosis is important because the result could be positive 

with determined treatments [6]. 

In this sense, to know the risk of having a hereditary cancer is 

essential for people with family history. Moreover, patients’ 

anxiety and concern may be provoked if the risk stays  

unknown. The treatments for individual patients are different, 

depending on the BRCA1 and BRCA2 gene mutation. If the 

mutation is positive, patients will receive monitoring or 

preventative measures. Otherwise, patients can be relieved of 

anxiety. In this sense, there are some studies which 

demonstrated that patients are benefited by the genetic testing 

results [7-9]. These studies found out a significant decrease in 

patient concern and anxiety about developing cancer. 

In clinical practice, general practitioners and gynecologists are 

the first in the attendance of the patient. However, the genetic 

tests to analyze BRCA1 and BRCA2 gene mutation have a 

high cost to the healthcare system. Previous studies also 

indicate that performing these genetic tests to the population is 

not cost-efficient [10]. In this sense, criteria were defined to 

identify patients with high risk for developing those 

mutations. They were agreed between the scientific society 

and the official organization [11]. Genetic testing is only 

recommended for patients with previous family and personal 

history. The CDSS was developed for this purpose and it will 

optimize the prescription and the care process avoids 

unnecessary patient referrals. 

Besides, a recent study has assessed data privacy, security 

protection and health-promoting role modeling in the 

technology acceptance model. After controlling for several 

covariates, perceptions of usefulness, data privacy and 

security protection, and health-promoting role were all 

statistically significant factors that influenced the use of 

electronic personal health records. Those findings suggest that 

electronic health records users feel more protected and less 

concerned about privacy and security when their providers use 

electronic health records [12]. 

In this paper, this CDSS is functionally and clinically 

evaluated with preliminary results. Concretely, static rules 

defined by the Spanish Society of Clinical Oncology (SEOM) 

will be validated. The dimensions to be assessed are: 

Perceived Usefulness, Perceived Ease of Use, Social Norms, 

Facilitating Conditions and Intention to Use. 
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Methods 

Specific questionnaires based on Technology Acceptance 

Model (TAM) were designed to measure clinical staffs’ 

acceptance of the technology. The model was developed by 

David (Davis, 1989) and David et al. (David et al., 1989) and 

it’s effective and proven in predicting the use of information 

and communication technologies. Besides, it has been 

demonstrated the leading information and communication 

technology (ICT) application areas for the TAM in health 

services: telemedicine, electronic health records, and mobile 

applications. The original TAM has been extended to fit 

dynamic health service environments by integration of 

components such as the theory of planned behavior and 

unified theory of acceptance and use of technology. Those 

variables frequently reflect the concepts of subjective norm 

and self-efficacy, but also compatibility, experience, training, 

anxiety, habit, and facilitators are considered [13]. 

In another study [14], it was found that the original TAM 

constructs had a significant impact on the staffs' behavioral 

intention to adopt HIS in paraclinical departments. The user 

behavior factors are essential for successful usage of the 

system and should be considered. It provides valuable 

information for hospital system providers and policy makers 

in understanding the adoption challenges as well as practical 

guidance for the successful implementation of information 

systems in paraclinical departments. 

The TAM model is used to predict the use of technologies, 

based on two main characteristics: Perceived Usefulness and 

Perceived Ease of Use. Perceived Usefulness refers to the 

degree to which a person believes that using a system will 

improve the performance of a given job. The Perceived Ease 

of Use aims to assess to what degree a person believes, using a 

particular system, makes less effort to perform their tasks. The 

TAM aims to explain the causes of the acceptance of 

technologies by users. In that sense, it is considered that a 

person's perceptions of the Perceived Usefulness and 

Perceived Ease of Use of a system are conclusive in 

determining their Intention to Use it. According to this model, 

there are external variables that have a direct influence on the 

Perceived Usefulness and Perceived Ease of Use. In our study, 

different variants of TAM are included to evaluate different 

dimensions. 

In order to evaluate the Clinical Decision Support System for 

the prescription of the BRCA1, BRA2 genetic tests in the 

prevention of hereditary breast and ovarian cancer, a 

personalized questionnaire was designed for evaluation by 

Gynecology based on TAM. The dimensions to be assessed in 

this questionnaire were: Perceived Usefulness, Perceived Ease 

of Use, Social Norms, Facilitating Conditions and Intention to 

Use. 

Specifically, the items of the questionnaires assessed for ech 

dimension are as follows: 

Perceived Usefulness 

1.1. I believe that the developed system will facilitate 

coordination with primary care professionals in the 

integrated assessment of the risk of Hereditary Breast 

and Ovarian Cancer. 

1.2. I believe that the system developed will facilitate 

coordination with genetics professionals in the 

integrated assessment of the risk of Hereditary Breast 

and Ovarian Cancer. 

1.3. I believe that the system developed will provide 

professionals with a useful Clinical Decision Support 

System for prescribing genetic tests, unifying the 

criteria for information and referral, where appropriate, 

to genetic counseling units. 

1.4. I believe that the system developed will allow people 

who express to their family doctor/gynecologist their 

concern about suffering/being able to suffer in the 

future from hereditary family breast/ovarian cancer 

because of their personal or family history, resolve 

doubts, diminish their worries and their level of 

anxiety. 

Perceived Ease of Use 

2.1. I think it would be easy for me to learn how to use the 

developed system. 

2.2. I think it would be easy to acquire the necessary skills 

to use the developed system. 

2.3. Overall, I think the developed system will be easy to 

use. 

Social Norms 

3.1. My specialty colleagues would like me to use the 

developed system. 

3.2. My superiors would like me to use the developed 

system. 

3.3. Genetic colleagues would like me to use the developed 

system. 

3.4. Primary care colleagues would like me to use the 

developed system. 

Facilitating Conditions 

4.1. I think I will have the technical assistance available to 

solve problems associated with the developed system. 

4.2. I think I will have the necessary resources to use the 

developed system. 

Intention to Use 

5.1. I intend to use the system developed for the Integrated 

Risk Assessment of Hereditary Breast and Ovarian 

Cancer. 

5.2. I intend to use the system developed to manage and 

visualize primary care patients who are referred to as 

Genetic Counseling. 

5.3. I intend to use the developed system to be able to 

visualize and know the results of the genetic tests of the 

patients registered in the developed system on which 

they decide to perform the BRCA1 BRCA2 genetic 

tests. 

The questionnaire was designed by exchanging questions of 

different dimensions. Next, the correct use of the application 

in the departments of Gynecology and Mammary Pathology 

and Oncology of the HUVR was verified. Individually, in the 

consultations of Breast Pathology, Gynecological Oncology 

and in the Department of Maternal-Fetal Medicine, Genetics 

and Reproduction of the HUVR and the consultations of 

Gynecology of the Specialties Centre. Dr. Fleming from 

Seville.  

The correct use of the application in the different computers 

had been checked. A training session was held with the 16 
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gynecologists. User manuals of the application were also 

provided based on the professions of the users: primary care 

physicians, gynecologists and geneticists. After the training, 

the system was validated with the defined TAM questionnaire 

and the results are shown in the next section. 

Results 

16 users completed the questionnaires. Each item is rated from 

1 to 5, where 1 represents the most negative, and 5 the most 

positive. and NK/NA in the case of not knowing or not 

answering. The results are shown below: 

Table 1 – Results of questionnaires 

Dimensions Item Mean Typical Deviation 

 

 

Perceived 

Usefulness 

 

1.1 4,19 1,33 

1.2 4,20 1,15 

1.3 4,53 1,06 

1.4 4,37 0,88 

Mean 4,32 0,98 

 

Perceived 

Ease of Use 

2.1 3,87 1,26 

2.2 3,85 1,21 

2.3 3,62 1,36 

Mean 3,71 1,23 

 

Social Norms 

3.1 4,06 1,34 

3.2 4,87 0,34 

3.3 4,25 1,36 

3.4 4,21 1,25 

Mean 4,34 0,78 

Facilitating 

Conditions 

4.1 3,47 1,50 

4.2 3,47 1,50 

Mean 3,47 1,44 

 

Intention to 

Use 

5.1 4,27 1,33 

5.2 4,60 0,91 

5.3 4,62 0,80 

Mean 4,48 0,81 

The table shows the average score of each item, grouped by 

dimensions. It is observed that the highest score, and therefore 

the one that obtained the best rating from health professionals, 

was the Intention to Use. 

On the other hand, the dimension where the professionals 

detected the most inconveniences was in the Facilitating 

Conditions. This assessment can be attributed to the learning 

curve of the application, given that the questionnaire was 

administered after training. The clinicians carried out specific 

questionnaires to measure acceptance, using the TAM Model, 

at the end of the training sessions. The results of these 

questionnaires are described below. 

Within the Perceived Usefulness dimension, it stands out as 

the most valued item "I believe that the system developed will 

provide professionals with a useful Clinical Decision Support 

System for prescribing genetic tests, unifying the criteria for 

information and referral, where appropriate, to genetic 

counseling units" with an average score of 4,53 while the least 

valued was "I believe that the developed system will facilitate 

coordination with primary care professionals in the integrated 

assessment of the risk of Hereditary Breast and Ovarian 

Cancer" with an average score of 4,19. However, this item 

was also rated positively, taking into account that the 

maximum value of the scale is 5.   

Within the Perceived Ease of Use dimension, it stands out as 

the most valued item "I think it would be easy for me to learn 

how to use the developed system" with an average score of 

3,87 while the least valued was "Overall, I think the developed 

system will be easy to use" with an average score of 3,62. 

 

Figure 1 – “I believe that the system developed will provide 

professionals with a useful Clinical Decision Support System 

for prescribing genetic tests, unifying the criteria for 

information and referral, where appropriate, to genetic 

counseling units” (NK/NA: 1 user) 

Figure 2 – “I believe that the developed system will facilitate 

coordination with primary care professionals in the integrated 

assessment of the risk of Hereditary Breast and Ovarian 

Cancer” 

Figure 3 – “I think it would be easy for me to learn how to use 

the developed system” 

 

Figure 4 –“ Overall, I think the developed system will be easy 

to use”  

Within the Social Norms dimension, it stands out as the most 

valued item "My superiors would like me to use the developed 

system" with an average score of 4,87, while the least valued 

item was "My specialty colleagues would like me to use the 

developed system" with an average score of 4,06. However, 

this item was also rated positively, taking into account that the 

maximum value of the scale is 5.  

Within the Facilitating Conditions dimension, the two items 

scored an average score of 3,47.  
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Finally, within the Intention to Use dimension, the most 

valued item is "I intend to use the developed system to be able 

to visualize and know the results of the genetic tests of the 

patients registered in the developed system on which they 

decide to perform the BRCA1 BRCA2 genetic tests" with an 

average score of 4.62 while the least valued was "I intend to 

use the system developed for the Integrated Risk Assessment 

of Hereditary Breast and Ovarian Cancer" with an average 

score of 4.27. However, this item was also rated positively, 

taking into account that the maximum value of the scale is 5. 

 

Figure 5– “My superiors would like me to use the developed 

system” 

 

Figure 6 – “My specialty colleagues would like me to use the 

developed system” 

 

Figure 7 –“ I think I will have the technical assistance 

available to solve problems associated with the developed 

system” (NK/NA: 1 user) 

 

Figure 8 –“ I think I will have the necessary resources to use 

the developed system” (NK/NA: 1 user.) 

Discussion 

The dimension of the questionnaires that obtained the best 

rating from health professionals was the Intention to Use. 

Therefore, this score is relevant for predicting the future use of 

the developed tool in this project. Within the Intention to Use 

dimension, the most valued item was "I intend to use the 

developed system to be able to visualize and know the results 

of the genetic tests of the patients registered in the developed 

system on which they decide to perform the BRCA1 BRCA2 

genetic tests" with an average score of 4.62, meaning other 

items of this dimension also rated positively. 

Besides, the dimension where the professionals detected the 

most inconveniences was in the Facilitating Conditions, due to 

the learning curve of the application, given that the 

questionnaire was administered after training. The two items 

scored an average score of 3,47, and these scores could be 

improved. For instance, guaranteeing and providing the 

required technical assistance and the necessary resources to 

use the developed system. 

 

Figure 9–“I intend to use the developed system to be able to 

visualize and know the results of the genetic tests of the 

patients registered in the developed system on which they 

decide to perform the BRCA1 BRCA2 genetic tests” 

 

Figure 10 – “I intend to use the system developed for the 

Integrated Risk Assessment of Hereditary Breast and Ovarian 

Cancer” (NK/NA: 1 user) 

Finally, other dimension with a low score is Perceived Ease of 

Use, where stands out as the most valued item "I think it 

would be easy for me to learn how to use the developed 

system" with an average score of 3,87 while the least valued 

was "Overall, I think the developed system will be easy to use" 

with an average score of 3,62. So it is essential to promote the 

realization of training sessions and the use of user manuals. 

Besides, these items rated positively, taking into account that 

the maximum value of the scale is 5. 

In general, the results of the questionnaires show favorable 

and positive feedbacks. Therefore the use of the developed 

system is recommended to clinicians for supporting the 

prescription of genetic tests in the gynecological cancer risk. 

According to analysis of the feedbacks, the developed CDSS 

will be useful for clinical practice. As a result, a tool adapted 

to the needs and preferences of clinicians, who have also 

formed part of the project's research team for the definition of 

requirements, the design of the tool and the implementation of 

clinical knowledge in the CDSS, has been achieved. 

We are working on the development of Artificial Intelligence 

and Data Mining algorithms. So that through these predictive 

algorithms can potentially improve the recommendations 

following the guidelines of the SEOM for the prescripting 

genetic tests, since currently there are a high percentage of 

patients, who were prescribed the test and the result turned out 
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negative. In this way, the system will evolve into a learning 

healthcare system. 

Predictive models are using information collected in electronic 

medical records, in addition to that referred to in clinical 

guidelines, to develop more efficient algorithms, with greater 

precision in prescribing the genetic tests. In this way, we are 

analyzing the set of variables relevant to this prescription, as 

well as their association with the target variable. 

Conclusions 

In this study, a CDSS for prescribing the genetic tests in 

BRCA1 and BRCA2 and preventing gynecological cancer 

risks was designed and evaluated in the Virgen del Rocío 

University Hospital. The developed technological architecture 

allows general practitioners and gynecologists to classify 

patients as low risk (who are not required a specific treatment) 

or high risk (who should be attended by the Genetic Council). 

Also, it provides recommending related to prescription of 

genetic tests and their genetic risk of suffering gynecological 

cancer.  

An evaluation of the developed CDSS, for usefulness 

perceived by clinicians, the perceived ease of use and the 

intention to use, was also carried out and the results showed 

positive feedbacks. 
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Abstract 

Health information exchange (HIE) is seen as an essential 

technology for improving health care quality and efficiency by 

allowing exchange of patient-centered data over time and 

across organizations. The objective of this study was to 

evaluate the usage and the perceived usefulness of a nationwide 

HIE in a centralized model that was implemented in 2013 in the 

province of Quebec, Canada. A mixed-method study was 

conducted with a longitudinal descriptive analysis of usage 

data combined with in-depth comparative case study in four 

selected primary care organizations and two emergency 

departments. Perceived benefits were reported by users across 

all dimensions of care performance, including accessibility, 

efficiency, quality and safety, and patient experience; however, 

the experience of users was very heterogeneous and strongly  

associated with the commercial electronic record system 

available in their work place and the implementation strategy. 

Keywords:  

Health Information Exchange; Electronic Health Records; 

Quality of Health Care  

Introduction 

Allowing for information exchange along the care continuum is 

seen as an essential component of a high quality and efficient 

health care system.[1,2] Around the world, many jurisdictions 

have implemented standards or systems to allow for this 

electronic exchange to be possible.[3] In short, two types of 

models are emerging: on one hand, the centralized model, with 

national or regional shared records that are available to 

authorized providers and/or patients in various fashions, such 

as in Finland and Sweden, and on the other hand, the federated 

model, where individual organizations share information based 

on exchange protocols, as is done in the United States.[4] The 

information available for exchange is highly variable from one 

jurisdiction to another and ranges from imaging information to 

hospital discharge summaries.[5] In primary care, where care is 

by definition anchored in the patient’s life, information 

continuity is particularly challenging, and the promised benefits 

of HIE are especially important. For example, a study 

conducted in the state of New York demonstrated that when a 

general practitioner accessed the regional HIE in the 30 days 

following the hospitalization of one of his or her patients, the 

risk of readmission for the same problem as the original 

hospitalization dropped by 57%.[6]  

In Canada, Quebec was the first province to implement a 

province-wide HIE in a centralized model, starting with 

medication, laboratory, and clinical imaging information. The 

objective of this study was to evaluate the usage and the 

usefulness perceived by users in primary care with this system, 

2 years after its full implementation.  

Design of the System and Available Features 

The Ministry of Health manages the HIE in Quebec by for the 

entire healthcare system. It was built as a pull model, with 

central data warehouses, where every authorized provider is 

allowed to access and retrieve data depending on local 

certifications. All residents of the province (estimated 

population 8.2 million) are identified using their unique health 

insurance numbers. A secure connection between retail 

pharmacies, medical clinics, laboratories and diagnostic 

imaging centers allows for information to be transmitted to 

central warehouses.(for a detailed description of the medication 

domain, see a previous study [7]) A number of options are 

available to clinicians to access this information depending on 

the tools available at their work sites. Clinicians can use their 

electronic medical record (EMR) application if it was certified 

by the Ministry for interoperability. Ten different EMRs were 

certified in 2018, nine for primary care providers (outpatient 

EMR, O-EMR) and one for hospital-based providers. 

Alternatively, a web-based Viewer application can be used that 

was developed by the Ministry of Health and enables data 

access without EMR application. To access an individual 

patient’s information through the Viewer, users need a 

certificate of security that was provided by the Ministry of 

Health on a USB device, combined with a password. As of Jan 

2018, devices were distributed to 53,000 individuals in the 

province. 

Users who access data through their EMRs are able to both 

view the patient’s information, and import it, in a more or less 

structured format depending on the type of information and the 

commercial EMR they are using; however, users accessing data 

through the web-based Viewer only have the ability to view and 

print the patient’s information.  

Methods 

Study Design and Data Collection 

A mixed-method concurrent study was conducted, from 

January 2016 until December 2017. First, a descriptive analysis 

of usage was performed, using audit trails on accesses to the 

HIE obtained from the Ministry of Health. Information 

available for each access to the HIE included user ID, date, user 

role (e.g. physician, nurse, pharmacist), and which tool was 

accessed the HIE (e.g. Viewer, EMR1, EMR2). Second, an in-

depth comparative case study was conducted, where a case was 

defined as a medical clinic or an emergencey department, where 
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clinicians declared using the HIE regularly. Purposeful 

selection of cases was performed in an exploratory phase, 

where the criteria for selection was clinicians’ regular system 

usage that was assessed using usage data combined with 

exploratory interviews with stakeholders in the province. In 

each targeted organization, the manager was invited to 

participate and to invite clinicians to an interview and an 

observation session. All clinicians (nurse, physician and 

pharmacist) were invited per site. Table 1 describes the cases 

selected, as well as the participants in each case. After consent 

was obtained, semi-structured interviews were conducted with 

users (24 general practitioners, eight nurses, nine pharmacists) 

following an interview guide with open questions about their 

usage of the HIE, their satisfaction, and their perception of the 

usefulness of the system in relation to their daily activities. 

Observation sessions were also organized at each site to 

complete interviews and describe usage practices.  

Data Analysis 

Adoption was estimated using the number of actual users 

compared to the potential number of users, per role. A user was 

defined as an individual who accessed the HIE at least once in 

October 2017 (this month was selected as a typical month of 

usage because individual users could not be followed during the 

whole study period due to replacement of user IDs without 

mapping between old and new IDs). Descriptive statistics on 

the proportion of potentially authorized users who actually 

accessed the HIE was calculated, according to the users’ roles. 

The proportion of users accessing the HIE by tool was also 

calculated in Oct 2017 to describe usage. Finally, to describe 

the level of use for each data domain, the number of accesses to 

each domain was calculated by user for each week in 2017.  

All audio files were transcribed verbatim, and thematic content 

analysis was performed using the framework proposed by Lau 

and colleagues (quality of the information and the system, 

usage patterns, perceived usefulness) [8]. Emerging codes were 

also allowed until saturation of the findings. Preliminary reports 

were shared with the participants at each site, and their 

comments were included in the final analysis. Adoption and 

level of use were combined with case study results to analyse 

the users’ experience. The ethics committee of the Centre 

Hospitalier de l’Université (CHU) de Québec and McGill 

University approved this project.  

Table 1 – Organizations Selected and Participants at Each 

Site (GP=General Practitioner; phm = Pharmacist; nurse = 

Clinical Nurse or Nurse Practitioner, ED = Emergency 

Department) 

Site 

Tool 

available 

for HIE 

usage 

Participants 

Family health team 1 - 

Urban region A 

O-EMR 1 

+ Viewer 

9 GPs, 1 nurse, 

1 phms  

Family health team 2 - 

Rural region 

O-EMR2 + 

Viewer 

3 GPs, 2 nurses, 

1 phms 

Family health team 3 -  

Urban region B 

O-EMR3 + 

Viewer 

3 GPs, 1 nurse, 

1 phms 

Family Health Team 4 - 

Urban region A 

O-EMR4 + 

Viewer 

3 GPs, 3 nurses, 

1 phms 

ED Academic Health 

Center 1 Urban region A 

Viewer 2 GPs, 3 phms 

ED Academic health 

center 2 Urban region A 

Viewer 4 GPs, 2 phms, 

1 nurse 

Results 

Usage of the HIE  

Adoption  

Table 2 presents the number of users compared to the 

potentially authorized users per role. Overall, adoption was 

higher in primary care, where the vast majority of pharmacists 

(78%), general practitioners (74%) and nurse practitioners 

(72%) in the province accessed the HIE in October 2017. 

Interestingly, only 26% of specialists accessed the tool. The 

Viewer was used by 89% of users in October 2017, while only 

17% of users accessed the HIE using an interoperable EMR 

(Table 3). While more than 90% of GPs in the province have 

access to an interoperable EMR in their workplace, only 50% 

of GP users accessed the HIE using their O-EMR, while 74% 

of GP users accessed the HIE using the Viewer, indicating that 

a rudimentary adoption of the HIE is high, while the adoption 

of more advanced features linked to HIE integration still needs 

to be improved. Finally, only 12 % of specialist users  accessed 

the HIE using an integrated EMR. 

Table 2 – Number of Users by Role in Oct 2017 

Role 

N potential 

users
1

  

N Actual 

users (%
2
) 

Physicians (total) 20,052  9,612 (48%)

General practitioners 9,503 6,992 (74%)

Specialists 10,239 2,620 (26%)

Pharmacists 9,212 7,162 (78%)

Nurses (total) 74,469 8,762 (12%)

Nurse practitioners 413 297 (72%)

All roles NA 31,915 

1
Data obtained from the annual reports of the respective professional 

associations; 

2
actual users / potential users 

Table 3 – Number of Users by Tool, Selected Roles in Oct 

2017 

Role 

N users
1 
(%2

) 

EMR  Viewer 

General practitioners 3,496 (50%) 5,187 (74%) 

Specialists  309 (12%) 2,428 (92%) 

Pharmacists 102 (1%) 6,790 (94%)

Nurse practitioners 146 (49%) 232 (78%) 

All roles 5,571 (17%)  28,395 (89%)

1
Users may have accessed with more than one tool (sum >100%) 

Access with a pharmacy management system is not presented; 

2
=N 

users with this tool / N actual users with this role (table 2) 

 

Level of Use 

The medication domain was the one with the highest number of 

weekly accesses by physician users, in comparison to the lab 

and imaging domains, with an average of the mean number of 

weekly accesses per user of 21 for meds, six for labs and seven 

for images. Figure 1 presents detailed weekly accesses by tools, 

per domain. For the medication domain (Fig 1A), the number 

of weekly accesses using an outpatient EMR (O-EMR) was 

higher when compared to the Viewer and an EMR in the acute 

care setting (mean ± SD : 35 ± 4 vs 17 ±1 vs 10 ±1 respectively). 

This was aligned with the available feature of the O-EMR 

confirmed with the case study, where only these tools in 

outpatient settings had the availability of the most advanced 

feature for importing granular medication data from the HIE, to 

be reused for clinical activities, such as generating a new 

electronic prescription. In  the lab domain (Fig 1B), the level of 

use was similar for O-EMR and Viewer, and lower for EMRs 

in the acute care setting. For images (Fig 1C), the level of use 
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was higher using the Viewer application. This might be related 

to the fact that the image was only accessible using the Viewer 

application, while O-EMR and EMR only provided access to 

the report.  

 

 

 

 

Figure 1. Level of Use of Each Data Domain of the HIE by 

Physician Users in 2017, by Tool Used to Access the HIE (O-

EMR = Outpatient Electronic Medical Record; EMR = 

Electronic Medical Record) (Scale for Graph A is Different) 

Perceived Benefits in Primary Care  

Benefits associated with HIE usage were identified across all 

cases, by a comparative analysis, highlighting differences and 

similarities among and between cases. Interestingly, perceived 

benefits were similar across cases, and rapidly saturated in 

terms of how using the HIE impacted care quality, productivity, 

and the experience of patients. The diversity of perceived 

benefits was great and aligned with what is already documented 

with such clinical information sharing in other settings.[9–11] 

They were also aligned with the expectations associated with 

the implementation of the HIE.  

Overall, the added value seemed greater for medication 

information, while this was the only source of information in 

all cases visited. On the other hand, in the lab and imaging 

domains, the added value depended on the regional 

organization and available tools in the workplace. Indeed, other 

systems in place in some regions for electronically sharing this 

information were making a difference.  

To be precise, perceived benefits were reported across all 

dimensions of care performance : productivity, quality and 

safety, accessiblity, and experience of patients (Table 4). 

According to users, these benefits are actualized, because the 

information accessible through the HIE is of greater quality: 

more complete, more reliable, more valid and available when 

needed. For productivity, clinicians perceived that using the 

HIE reduces delays related to clinical information management 

(e.g. receive active medication list, lab results or imaging 

reports by fax), thus reducing delays for patients, reducing 

duplication of exams, and dedicated (avoidable) resources. 

Then, the users perceived that the quality and safety of care was 

improved, thanks to a better informed clinician, who is more 

confident about the clinical judgement based on a more 

accurate portrait of the patient, thus reducing errors and 

improving continuity. Similarly, the participants perceived that 

access to care was improved, in particular for general 

practitioners, who mentioned that they were less reluctant to 

register complex or vulnerable patients who became less 

difficult to follow with this kind of tool facilitating care 

coordination through clinical information sharing. Finally, 

some clinicians reported that the experience of their patients 

was improved, particularly in relation to timely access to 

information and reduced unnecessary visits.  

Table 4. Perceived Benefits Associated with HIE Usage 

Productivity 

↓ Delay in getting information 

↓ Delay in  receiving results  

↓ Duration of visits 

↓ Duration of care episodes 

↓ Duplicate exam 

↓ Avoidable visit

Quality and security 

↑ Confidence in decision making 

↓ Errors 

↑ Appropriateness of care 

↑ Continuity and coordination of care between the team 

members and different heathcare organizations

Accessibility 

↑ Volume of patients  

↓ Waiting time  

↑ Management of vulnerable and complex patients who 

consume healthcare services 

Patient experience 

↑ Relationship with clinicians and teams 

↑ Comprehension and involvement  

↓ Unnecessary visits and wait times  

↑ Satisfaction

 Legend : ↑ = Improve or Increase; ↓ = Decrease 

 

A Very Heterogeneous Journey  

However, the experience of users, a mediating factor in the 

actual level of use and persistence over time, was highly 

heteronegeous and closely associated with the commercial tool 

available on the work site, as well as the implementation 

strategy. While in some organizations (family health team 1 

(FHT1) and FHT2), using the HIE was reported as easy and was 

highly integrated in the daily activities, in some other 

organizations (FHT3, FHT4, ED1, ED2), using the HIE was 
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only motivated by certain specific situations, where the added 

value was high enough to compensate for the efforts and 

irritants reported by users to access and integrate the clinical 

information from the HIE in routine clinical activities. The 

main barriers were related to the completeness of the 

information, the usability of the applications, the performance 

of the system (e.g. some long periods of shut downs), and the 

process for access (a pull system requiring a USB device on a 

physical desktop) not well aligned with the fluid nature of care.  

 

When is Using HIE Worthwhile?  

In the ED, the added value was clear and very high, for almost 

every patient but especially when the patient was unconscious, 

unable to communicate for various reasons, or when the 

clinician had a doubt about the veracity of the story from the 

patient; however, both EDs had access to the HIE only through 

the Viewer application, with limited integration into their work 

flow and basic features of viewing information. In medical 

clinics (family health teams), the added value was particularly 

high for patients with chronic conditions, navigating through 

the health care system with a long trajectory requiring clinical 

information sharing or for walk-in clinics when patients were 

not known. 

Discussion 

To our knowledge, this is the first study conducted with HIE 

users in Canada. While evidence of HIE positive outcomes are 

growing [12,13], it is important to deepen our understanding of 

the different systems, and associated users’ experience across 

different jurisdictions. The actual experience of users, and thus 

the potential outcomes, are highly related to the availability of 

given features, and their levels of use by many health care 

professionals, in a given setting.[14] Our results highlight the 

fact that one dimension needs to be deepened when studying 

HIE, namely the integration within the main tool used by 

healthcare professionals, i.e. the commercial electronic record 

available in their work place. While a recent systematic review 

conducted by Menachemi and colleagues [13] highlighted the 

fact that most studies with positive outcomes were associated 

with American community HIEs, one should consider what it 

means in terms of newly available information, and the actual 

features available for a given clinician, in a particular setting. 

As already described by Opoku and colleagues in the US, this 

is strongly associated with the health care system organization, 

and underlying systems [15]. Nonetheless, what this means in 

other jurisdictions is poorly described. This is where this study 

makes a contribution by deepening the description of an HIE in 

Canada.  

First, adoption was higher in primary care, with almost three 

quarters of general practitioners, pharmacists and nurse 

practioners in the province accessing the HIE. Moreover, 

perceived usefulness by clinicians in family health teams and 

emergency departments was important, with a diversity of 

benefits identified by users. The added value seemed significant 

for clinicians in these cases, even if some barriers were 

mentioned as to the quality of information and of the system. 

This relates to previous studies in Finland [9], New York state 

[6,8–10], and Midwestern states [16], highlighting the benefits 

of HIE especially for primary care providers, and emergency 

department physicians.  

On the other hand, a lower adoption rate by specialists was 

observed, which may be related to many factors. First, most of 

these physicians work in hospitals, where the availability of an 

integrated EMR with an HIE is scarce, and most clinicians only 

have access to the Viewer application to access the HIE. In fact, 

most  hospital centers in the province do not have an advanced 

EMR available, and paper charts are still the norm as the basis 

for the integration of clinical information. Moreover, the added 

value of the HIE is lower in acute care centers, because what 

you can do with the Viewer application is very basic : view and 

print clinical information. While very useful in the emergency 

department, to complete the medication list, and review lab 

results and imaging reports from other organizations, as a way 

to get a quick overview of a patient and his or her recent care 

episode, it does not seem to be enough for specialists to access 

the system in their usual patient care. Furthermore, the 

performance of the system for viewing images is not 

satisfactory for diagnostic purposes, and the PACS (picture and 

archiving communication system) already available on a 

regional basis in the province reduced the added value of the 

HIE.  

Interestingly, the HIE in the province of Quebec was the first 

clinical information system integrating information between 

primary care and acute care settings, and integrating 

information between private and public organizations. In 

Quebec, most hospitals are publicly owned, and clinicians 

practicing within these organizations have  access to some form 

of an integrated system while all pharmacies are privately 

owned, and about 30% of lab centers and imaging centers are 

private organizations.  

Overall, it is important to note that HIE is a generic term to 

describe clinical information sharing, but what is shared, and 

how it is integrated into clinical and cognitive workflows, are 

crucial to benefit actualization. This study is one step ahead on 

this road in that it highlights the fact that the added value 

associated with HIE needs to be considered in comparison to 

other available systems in a given setting. In other words, two 

main questions need to be considered around such systems: 1) 

what it adds to what is already known about a given patient 

(quality of the information); 2) how easy and quick it is to use 

the clinical information from the HIE versus the other available 

systems (quality of the system). 

This study has a few limitations. First, only a few cases were 

selected in three regions of the Province (out of 18), thus 

limiting the external validity of the findings. While 

triangulation of data sources and types allowed us to present 

interesting findings, further research is needed to deepen our 

understanding of the actual practices in a more diverse sample 

of work sites. Moreover, this study was conducted in the early 

phases of the implementation of the integrated EMR/HIE 

features. Some users were not very familiar with these features 

when we visited their work site, and further research should 

investigate  routine practices when users are more experienced 

with their interfaces.  

Conclusions 

This study was able to describe the level of use of the HIE at 

the scale of the whole system in the province of Quebec, and 

characterize the perceived usefulness for clinicians using the 

system. Interestingly, the adoption is higher in primary care and 

at the emergency department, where the added value of the 

system is higher. Further research is needed to deepen our 

understanding of the heterogeneity of usage practices of the 

HIE, particularly with different commercial EMR and their 

specific integration features, as well as the various factors 

associated with perceived usefulness and outcomes 

actualization.  
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Abstract 

Electronic prescribing, defined as the electronic generation 
and transmission of a medication order for community-
dwelling patients, is presented as an essential technology to 
improve medication use. The objective of this study was to 
evaluate a nationwide e-prescribing system in Quebec, 
Canada. A mixed-method study was conducted from July 2017 
until June 2018. A descriptive analysis of e-prescription usage 
was performed using aggregated usage data, combined with an 
exploratory descriptive analysis of the e-prescribing system 
from the perspective of users of two electronic health records 
(EHR) and pharmacy management systems (PMS) (n=9 
prescribers; 8 pharmacy technicians and 11 pharmacists). 
Overall, the adoption of the system was low, with only 2% of 
prescriptions being electronically transmitted and retrieved 
during the study period. Alignment problems were identified on 
the prescriber’s and receiver’s side, generating safety issues, 
and hindering the potential for benefits realization.  
Keywords: 

Electronic Prescribing, Medication Adherence, Health 
Information Technology 

Introduction 

Improving safety and quality of medication use in primary care 
is a priority, both for clinical and economical reasons. For more 
than two decades, electronic prescribing (e-prescribing) has 
been presented as an essential technology to support clinicians 
and patients towards this goal[1]. While the technology may 
differ by jurisdictions, the terms e-prescribing usually refers to 
any computerized system used to generate and communicate 
information related to medication prescriptions for community-
dwelling patients[2]. The opioid epidemic, off-label use, 
polypharmacy and potentially inappropriate medications are 
examples of clinical issues that are promised to be resolved, or 
reduced, with e-prescribing[3.4]. Many jurisdictions around the 
world have implemented nationwide e-prescribing systems, 
including the generation of a prescription using a computer 
system (with or without a clinical decision support system), and 
the electronic transmission of the prescription to the dispensing 
pharmacy. European countries are leading the way, with 
Finland, Denmark and Sweden at almost 100% of the outpatient 
prescriptions being transmitted electronically[5–7].  
While it is already known that e-prescribing can support the 
decision making processes of clinicians, and reduce legibility 
and transcription problems, it is also known that it can create 
new problems and errors at all steps of the medication 
management process[8–10]. Precisely, issues with the design of 
the e-prescribing feature have already been described, leading 
to e-prescriptions of highly variable quality[11], while the 
transmission and reception models are heterogeneous in 

different jurisdictions, and pose various issues for the pharmacy 
work processes[12,13].  
In Quebec, a nationwide e-prescribing system was 
implemented in 2013, in a central pull model, connecting all 
primary care electronic record systems with pharmacy 
management systems for electronic transmission of the 
prescriptions. The objective of this study was to evaluate the 
system after its full implementation, focusing on the adoption 
of the system in the province, and its quality for improving the 
prescribing and dispensing processes in primary care.  

Methods 

Description of the e-Prescribing System 

The e-prescribing system is managed by the Ministry of Health, 
and is constituted of a central repository of e-prescriptions that 
are generated from certified electronic health record (EHR) 
systems, and then accessible to certified pharmacy management 
systems (PMS) in the province for importation and execution in 
pharmacies. All prescribers (e.g. general physicians, nurse 
practitioner) using a certified EHR system can use their local e-
prescribing feature to generate an e-prescription, that is then 
validated when transmitted to the central e-prescription 
repository. Pharmacists and their team can then log-in to the 
central repository for a given patient, and import e-prescriptions 
in their local PMS to dispense the medication. The system uses 
a national index registry for patient identification, and Drug 
Identification Numbers (DIN) as the index for medication 
identification. DINs are managed by Health Canada and issued 
for every medication that receives approval to be marketed in 
Canada. They uniquely identify the product name, the active 
ingredient, the manufacturer, the strength, the pharmaceutical 
form, and the route of administration. At the time of the study, 
only EHR and PMS in the outpatient setting were certified for 
connection with the e-prescription repository. No feature was 
designed for the patients. Details on the system have been 
described elsewhere[14].  

Data Collection and Analysis 

A mixed-method study was conducted in parallel, from July 
2017 until June 2018. First, a descriptive analysis of usage of 
the e-prescribing system was performed, using aggregated 
usage data provided by the Ministry of Health. Information 
available included the number of prescriptions dispensed by all 
retail pharmacies in the province, to all citizens with a health 
insurance number (mandatory), the number of electronic 
prescriptions (eRx) sent by prescribers using a certified EHR 
system, and the number of eRx retrieved by pharmacists, by 
region and in the whole province (population approximately 8 
million inhabitants). Adoption was estimated by calculating the 
proportion of eRx compared to the total number of prescriptions 
dispensed, per month. To triangulate these observations, one 
pharmacy was visited to manually gather all prescriptions 
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executed within a typical week, and classify them per type 
(manuscript vs electronic). The proportion of prescriptions of 
each type was calculated per day.  
Second, an exploratory descriptive study was conducted by 
interviewing and observing users of the e-prescribing system, 
both on the prescribing and receiving sides. Purposeful 
selection of high users was performed based on the declared 
regular usage of the system, specifically in regions targeted for 
their high adoption of e-prescribing (based on usage data). Two 
commercial EHR systems and 5 PMS were analyzed (details on 
participants are presented in Table 1). 
On the prescriber side, frequent e-prescribing users were 
invited to participate to an interview and an observation session 
using think aloud protocols around defined prescribing 
scenarios. Semi-structured interview guide was elaborated to 
describe their usage of the system, their work process, and their 
experience with using the system on a daily basis. Moreover, 
typical scenarios were designed from previous studies[15], to 
identify problems related to the e-prescribing feature, including 
all steps of the process (medication review and reconciliation, 
medication selection, validation and transmission of the e-
prescription[16]. Users were encouraged to “think aloud” and 
verbalize their thoughts as they were completing the scenarios. 
Their screen and voice were then recorded. Seven physicians 
and 2 nurses participated (See Table 1).  
On the pharmacy side, all users (pharmacists and pharmacy 
technicians) of the PMS in a given pharmacy were invited to 
participate. A convenient sample of prescriptions was executed 
while the screen and the voice of the user were recorded. Semi-
structured interviews were also conducted with users, including 
open questions about their usage of eRx, their work process, 
and their experience with using the system on a daily basis. 
Overall, 11 pharmacists and 8 pharmacy technicians 
participated (see Table 1).  
Audio files were transcribed. Verbatim and thematic content 
analysis was performed to describe the flow of each step of the 
process, and identify alignment problems per step of the 
process. Videos were used to confirm the problem identified as 
described previously[17]. Emerging codes were allowed, until 
saturation of the findings. This project was approved by the 
ethics committee of the Université de Montréal, and all 
participants consented before their participation. 

Table 1 – Data Gathered  

Systems Participants 
PMS A 
 

1 pharmacist 
4 technical assistants 

  
PMS B 
 

4 pharmacists 
4 technical assistants 

  
PMS C 3 pharmacists 
  
PMS D + E  3 pharmacists 
  
EHR A 4 physicians 
  
EHR B 3 physicians 

1 nurse practitioner 
1 nurse 

Legend: PMS = Pharmacy management system; EHR = 
Electronic Health Record 

Results 

Adoption 

The number of eRx sent and retrieved by all prescribers and 
pharmacies in the province are presented in Figure 1, and 
compared to the total number of prescriptions dispensed in 
retail pharmacy during the study period (target for eligible 
prescriptions). The total number of eRx sent represented on 
average 13% of all prescriptions dispensed during the study 
period (10% in July 2017, and 14% in March 2018). Hence, the 
adoption was low on the prescriber side, with a total number of 
individual clinicians sending eRx varying from 2,397 clinicians 
in July 2017, to 3,946 clinicians in March 2018 (while the 
potential is more than 10,000 clinicians, including general 
practitioners and nurse practitioners).  
In terms of pharmacy, this observation is reflected in the fact 
that the vast majority of prescriptions that were received were 
not electronically transmitted (Table 2). When analyzing the 
characteristics of all prescriptions dispensed in a typical 
pharmacy, we observed that while 55% of all new prescriptions 
were created through an EHR, only 35% were actually 
transmitted electronically. This means that 20% of 
prescriptions were generated by using an e-prescribing system, 
but were printed instead of electronically transmitted. 
Interestingly, almost one fourth of all prescriptions (23%) were 
still manuscript in this pharmacy located in the region with the 
highest rate of adoption of eRx in the Province. This suggests 
that even if the adoption of EHR in primary care in Quebec has 
increased, the adoption of the e-prescribing feature is lagging.  
Moreover, the level of use is low in pharmacy, where only 2% 
of prescriptions were actually received electronically on 
average during the study period. When compared to the eRx 
that were sent, only 16% were retrieved by pharmacists, leading 
to the vast majority of eRx “sleeping” in the central e-
prescribing repository (which will be deleted after two years).  

 

Figure 1 – Level of Use of e-Prescribing in Quebec 

Problems on the Prescribers’ Side  

The main problems that were identified on the prescriber’s side 
were related to the following features: a) design of the 
medication order; b) the absence of clinical decision support 
including information about the dose and the characteristics of 
patients (except allergies); c) the absence of a feature for 
electronic prescription requests; d) the systematic printing of a 
paper copy of the prescription.  

A. Motulsky et al. / Evaluation of a Nationwide e-Prescribing System 715



Table 2 – Proportion of Prescriptions Executed in a Typical 
Pharmacy During Five Consecutive Weekdays, per type (in 

June, 2018) 

Type of prescriptions Total Mean (SD) 
per day % 

Manuscript 99 20 (7) 23% 
Printed form 27 5 (3) 6% 

Fax 63 13 (4) 15% 
EHR-printed 84 17 (5) 20% 

EHR-electronically 149 30 (14) 35% 
Verbal 8 2 (1) 2% 
Total 430 86 100% 

a) First, the design of the medication order were all based on a 
product-based design using DINs (Fig 2A). Here, the product 
refers to what you can take in your hand as a patient (e.g. tablet 
of 500 mg of acetaminophen made by Apotex). The product 
includes information about the brand, the pharmaceutical form 
(e.g. tablet, liquid, inhaler), the molecule that is aimed to be 
administered (e.g. acetaminophen) and the amount of the 
molecule within this product (or the strength, e.g. 500 mg). This 
type of design requires the user to select the product (e.g. Apo-
acetaminophen comp. 500 mg), and the instructions are built 
using the number of “unit” the patient has to take, based on the 
formulation of the product (e.g. 2 tabs). In contrast, the 
molecule-based medication ordering (Fig. 2B) would require 
the prescriber to select a molecule and its route, following by 
the dose and the frequency. The problems we identified with 
the product-based design were the error-prone selection of the 
medication, because the list of products was long, and was not 
up to date. For example, all clinicians were wrongly able to 
validate the order of a product that is not on the market anymore 
in Canada (LasixTM) (Fig 3A1). 

 

 

Figure 2 � Product-Based Design of the Medication Order (A) 
Observed, Compared to the Molecule-Based Design (B) 

b) Second, no system had clinical decision support integrating 
information related to the dose, or the characteristics of the 
patients (such as age or diagnostic). Consequently, all clinicians 
were wrongly able to validate a prescription at a lethal dose, for 
example if they thought it was for an adult and it was actually 
for a child. The absence of structured and standard information 
required for intelligent alerts was limiting the utility of the 
decision support feature from the point of view of prescribers 
(Fig 3A2). 
c) Third, the feature for requesting prescription repeats, from 
pharmacists or from patients, was not available. Patients would 
need to call their prescribers, and pharmacists would need to 
send paper requests by fax to get repeats of an ongoing 
prescription. This was seen as a major irritant by most 
prescribers and pharmacists interviewed, given the volume of 
transactions it generated per day. Moreover, a safety issue was 
associated with this situation, because most prescribers would 
not add this paper prescription to their electronic record, and 
would simply manually sign the request, and send it back to the 
pharmacy. The electronic record of patients would then become 
incomplete (Fig 3A3). 

d) Finally, the last problem was due to systematic printing of a 
paper copy of the prescription when the electronic transmission 
was validated. Consequently, it was not infrequent that 
prescribers would manually modify the paper copy or a writable 
PDF form that was created before printing, while the electronic 
copy would remain unchanged (Fig 3A4). This creates a major 
safety issue because two copies of the same prescription would 
then exist. An unclear legal status for the electronic prescription 
seemed to have led to this situation, where vendors and 
prescribers were being told that they had to print a paper copy, 
and pharmacists, that they have to wait for the paper 
prescription to be allowed to retrieve the eRx.  

Problems on the Receivers’ Side 

The main problem in pharmacy was related to the fact that the 
execution of a prescription always began with a paper copy of 
the prescription (Fig 3B1). Pharmacy staff were not informed 
when an electronic prescription was available for one of their 
patients, given the design of the system that was developed 
without a feature for allowing a push or an alert to an assigned 
pharmacy. The only way for pharmacists to know that an 
electronic prescription was available was a sign (a logo or a 
number depending on the EHR) on the paper copy of the 
prescription. Moreover, in three (out of 5) pharmacy systems, 
viewing eRx for a given patient would require the staff to 
execute a request, while in two other pharmacy systems, eRxs 
for a given patient would be visible from the summary page of 
the patient record without a specific action. Moreover, because 
most prescriptions were not electronic, pharmacy staff 
struggled to adapt their process to a relatively “rare” event.  
At the second step of the process, when the eRx repository was 
accessed, the first problem was associated with the absence of 
visual aid or code to target medications associated with the 
same order (Fig 3B2.1). For pharmacy staff, this would mean 
that they had to be carefully reviewing the list of medications 
in the repository (that can be long given the low adoption on the 
pharmacy side) to select precisely the ones that they would need 
to import. Because orders are chronologically ordered in the 
repository, this created confusion for some participants. Even 
though batch importation of many medications was possible 
with some systems, it was not the case in all of them, 
constraining the execution process at the pharmacy (Fig  
3B2.2). 
Once all medications would have been imported in the local 
pharmacy system, the auto-population of the different fields of 
the prescriptions was problematic (Fig. 3B3). For all 
prescriptions, at least one field had to be manually modified, 
namely the instructions, that were free text (even if initially 
structured in the prescriber’s EHR system). A manual copy-
paste of the instructions, from the eRx to the pharmacy system, 
was possible in some PMS, but not all. For other fields, such as 
medication ID, prescriber ID, quantity, refills, and duration, 
manual modifications were also frequent, indicating a lack of 
standardization. Moreover, it seemed that manual 
modifications were more frequent with some pharmaceutical 
forms or some type of prescribers: while capsules and tablets 
were usually correctly auto-populated in the PMS, other 
pharmaceutical forms (inhalers, injectables, drops, creams) 
seemed to create problems more frequently. Similarly, while 
physicians as a prescriber were generally correctly auto-
populated in the PMS, residents, nurse practitioner and nurses 
seemed to generate more manual modifications in the local 
pharmacy system for the prescriber ID field.  
Finally, the last problem identified for the validation in the PMS 
was the absence of a visual representation of the original eRx, 
that is required by pharmacist in the final step of the validation 
process (Fig 3B4). More problematic, one PMS had no 
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inalterable version of the eRx available, leading to an 
impossibility for the pharmacist to know if the staff had 
manually changed any field during their execution process, a 
shortfall creating an important risk of error.  
Overall, the execution of a prescription using the paper copy 
was generally perceived as quicker and easier for pharmacy 
staff, while they recognized that a printed (electronic) 
prescription was easier to read than a manuscript prescription.  

Discussion 

To our knowledge, this is the first study to evaluate an e-
prescribing system fully implemented in Canada, both from the 
prescriber and the receiver’s sides. While the potential for 
positive outcomes associated with computerized provider order 
entry (CPOE) for medications have been demonstrated in some 
settings, many safety issues have been documented[16,18,19]. 
Our study adds to this literature by highlighting some specific 
challenges hindering adoption and increasing the risk of 
technology-induced errors in the medication management 
process.   
First, our results suggest that the misalignment between the 
system and the prescribing and dispensing processes were 
numerous, with no simple workarounds for users. Second, the 
implementation of the transmission feature was still not 
completed, hindering the potential for benefits at various steps. 
Third, the quality of e-prescription needs to be improved, and 
safety issues were identified both by prescribers and 
pharmacists using the system with their respective EHR or 
PMS. Consequently, the level of use of the system was low, 
with only 2% of prescriptions being electronically transmitted 
and retrieved in pharmacy. Overall, the low adoption of e-
prescribing that was observed in this study is probably 
essentially related to the poor quality of the system from the 
user’s point of view, both on the prescriber’s and the receiver’s 
side.  

On the Incomplete Implementation of the System 

E-prescribing consists of different features that all needs to be 
coherently implemented for benefits to be actualized, from the 
request, to the creation & validation of the order, and finally its 
transmission. While the adoption of EHR with an e-prescribing 
feature for creation of orders has increased drastically in the 
past decade in Quebec, our results suggest that the 
implementation is still incomplete. First, only 2% of 
prescriptions were electronically transmitted and retrieved 
during the study period. While many prescribers, such as 
clinicians in acute care centers, do not have access to a certified  

EHR including the e-prescribing feature in Quebec, our results 
also suggest that many prescribers have access to an EHR to 
create their medication orders, but then only print it (or they 
may electronically fax it to the pharmacy). It is thus important 
that further research on e-prescribing considers this distinction 
between the creation of the order and its transmission, where 
one step of the process can be electronic, and not the other.  
Moreover, even when prescribers were using the transmission 
feature, we have observed a systematic printing of the paper 
copy of the prescription, sometimes associated with manual 
modifications of the paper copy as a work-around for the design 
of the feature. This creates a major safety issue, with an 
increased risk of error because two different copies of the same 
prescriptions are created. While e-prescribing is being 
presented as a technology designed specifically to decrease the 
risk of falsification, by ensuring the integrity of prescriptions, 
this situation undermines the credibility of the system, and 
reduces its potential for benefits at this step.  

On the Quality of e-Prescription 

Our results suggest that the quality of e-prescription transmitted 
through the system could be improved. Specifically, two 
elements were problematic: 1) the limited decision support, 
with no alert including dose or patient-related characteristics; 
2) the product-based design of the e-prescription, not well 
aligned with the cognitive process of prescribing medications, 
because it includes information about the packaging and the 
format that was not useful for clinicians. A recent study by 
Quist and colleagues have already described the high variability 
in the display of medication names in different CPOE systems 
in US (both inpatient and outpatient)[20]. Our study suggests 
that the structure of the prescription order, and specifically the 
logic behind the selection of the medication (product-based or 
dose-based) might be more important than the name of the 
medication itself. Precisely, caution attention needs to be 
dedicated to the fields, their format and content, and their 
reference terminology (if any). This is not yet standardized in 
an electronic format in the Canadian setting, as observed in this 
study. Consequently, on the pharmacy side, the auto-generation 
of the various fields was associated with problems, where 
manual manipulations were required, decreasing the potential 
for benefits realization here again. While this lack of 
standardization was already described during the pilot phase of 
the technology, no changes to the system were made in the past 
5 years[14]. This first study since the full implementation of the 
system highlights the need for further research on the usability 
of this e-prescribing system, including a more diverse sample 
of commercial systems and users. 
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Figure 3 � Problems Identified on the Prescriber's Side (A) and Pharmacy's Side (B) 

Conclusions 

The adoption of a nationwide e-prescribing system was 
impeded by the low quality of the system, and its incomplete 
implementation, where the dispensing processes were based on 
the paper copy of the electronic prescription. Overall, this study 
highlights the need for improved certification mechanisms of 
EMR and PMS related to e-prescribing feature at the level of 
the province, as well as a proactive implementation strategy 
addressing the identified issues. Further research should also 
analyze the design of the prescription order, and adopt a 
standardized way to describe different types of design for 
medication prescription to improve our ability to compare 
systems and their effectiveness to improve the medication 
management processes.  
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Abstract 

Efficient and secure cross-border eHealth data exchange has 

been recently identified by the European Commission as one 

of the top-three priorities for the digital transformation of 

health and care in the European Union. To this end, various 

organizational, legal, ethical, and technical challenges, relat-

ed to citizens’ privacy and health data security arise. This 

paper discusses an online survey that was conducted with the 

participation of European citizens, aiming to identify how they 

feel about exchanging their health data with healthcare pro-

fessionals or eHealth service providers and to what extent 

they are aware of the privacy, legal, security, and technology 

acceptance issues (e.g. use of biometrics, mobile apps, etc.). 

The survey rationale, structure, and results are presented, 

while potential barriers and facilitators regarding cross-

border health data exchange and the adoption of eHealth so-

lutions at large are discussed. 

Keywords:  

Health Information Exchange, Privacy, Computer Security, 

Surveys and Questionnaires  

Introduction 

Recent advances in digital health technologies outline a para-

digm shift for healthcare delivery [1, 2]. While technologies 

such as the Internet of Things (IoT), big data analytics, Artifi-

cial Intelligence (AI), robotics, the Future Internet offer new 

opportunities for more effective and personalised healthcare 

delivery, they also introduce significant challenges that have 

to be addressed [3]. In particular, due to the increased connec-

tivity and the underlying technical complexity of these novel 

technological artifacts, complex cybersecurity risks have to be 

tackled. To this end, cybersecurity threats could prove a sig-

nificant barrier for their adoption in the healthcare sector. 

These concerns are further reinforced by various alarming 

reports purporting approximately 90% of healthcare institu-

tions as victims of security breaches and cyberattacks [4]. 

Since 2010, cyberattacks have increased up to 125% and have 

been the main culprit of health data security breaches. As a 

result, patients/citizens, healthcare providers (HCPs) as well 

as policy makers tend to be reluctant about digital health ser-

vices [5]. Investors also express scepticism to fund such ac-

tivities, thus significantly affecting the acceptance of these 

new technologies as a part of the provided healthcare services. 

As the number of travellers for work, education, and tourism 

constantly increases in the European Union (EU), cross-border 

health data exchange becomes a natural need to support proper 

healthcare services and continuity of care. However, people, 

especially those suffering from chronic diseases, are facing 

obstacles in travelling outside their country of residence, due 

to the lack of an established framework for health data ex-

change among healthcare organizations across the EU. To this 

end, one of the top three priorities of the European Commis-

sion regarding the digital transformation of health and care in 

the Digital Single Market constitutes citizens' secure access to 

their health data, including across borders of  the EU [6]. 

To-date, the core effort in the EU for enabling cross-border 

health data exchange has been focusing on interoperability 

aspects, with projects such as epSOS (European Partners – 

Smart Open Services) [7], OpenNCP (Open-source and refer-

ence version of the NCP software [8] - the software imple-

mentation of epSOS), and lately the Trillium project, which 

focuses on EU-US cooperation and particularly on exchanging 

patient summary data.  However, limited focus has been given 

to the cybersecurity aspects that are entailed in cross-border 

health data exchange. 

Aiming to address this challenge, the EU-funded H2020 

KONFIDO (Secure and Trusted Paradigm for Interoperable 

eHealth Services) project [9] that develops a toolset to facili-

tate secure cross-border exchange, storage, and overall han-

dling of health data [10]. The toolset leverages various novel 

technologies, such as homomorphic encryption [11], photonic 

Physical Unclonable Functions (p-PUF) [12], a Security In-

formation and Event Management (SIEM) system, [13] and 

blockchain-based auditing [14]. In addition, it builds upon 

existing frameworks, mainly OpenNCP and eIDAS (electronic 

IDentification, Authentication, and trust Services) [15]. 

OpenNCP offers a set of interoperability services to enable 

national and regional eHealth platforms to conduct cross-

border health data exchange, while eIDAS implements the EU 

regulation regarding electronic identification and trust services 

for electronic transactions in the internal market, which in-

cludes eHealth applications among others. 

As part of the KONFIDO user requirements engineering phase 

[16], we conducted an online survey to gain useful insights for 

the technical development of the envisaged toolset. The main 

goal of the survey was to identify how patients/citizens feel 

about exchanging their health data with healthcare profession-

als or eHealth service providers, as well as to what extent pa-

tients/citizens are aware of the entailed privacy and security 

issues. The survey also aimed to investigate technology ac-

ceptance issues, like the use of mobile health apps and the 

potential use of biometrics based on input collected from citi-

zens across Europe. 

In this paper, we present the overall survey methodology and 

the results, and conclude by consolidating these outcomes in 

terms of key barriers and facilitators regarding the acceptance 

and ultimately the adoption of digital health technologies fo-

cusing on cybersecurity and interoperability issues. 
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Methods 

The survey was designed and implemented upon key princi-

ples of human psychology [17]. The main steps involved in 

this methodology are: 

1. Deciding what information should be collected 

2. Deciding how to conduct the survey 

3. Constructing a draft of the respective questionnaire 

4. Revising the draft questionnaire 

5. Pre-testing the questionnaire 

6. Revising the questionnaire and its use procedures 

Several online sources were investigated prior to the question-

naire design. These included relevant surveys conducted by 

other organizations, reports, and scientific papers. In addition, 

the survey was designed and deployed, incorporating sophisti-

cated features, such as: 

• conditional workflow of questions based on the 

answers submitted on earlier questions, so that only 

questions relevant to the responder appear; 

• input validation to avoid erroneous data entries; 

• use of control questions (or “trap questions”) to verify 

response quality; and 

• export of the collected responses in a format that 

facilitates further data analysis 

The respective questionnaire was built in an iterative fashion 

to validate its alignment with the survey scope and compre-

hension. The final version of the questionnaire was published 

in seven European languages, namely, Danish, Dutch, English, 

French, Greek, Italian, and Spanish.  

The questions (35 in total) were organized in six sections: 

7. Awareness regarding Information Technology (IT) 

risks: Focused on identifying the responder’s 

awareness level regarding the risks entailed (both 

explicitly and implicitly) in using digital health tools 

8. Legislation: Aimed at identifying the responder’s 

familiarity with relevant legislation artifacts 

9. Cross-border medical treatment: Aimed to provide 

insights on whether the responder was medically 

treated or hospitalized abroad, detailing the 

circumstances under this event 

10. Cross-border health data exchange: Concerned with 

the responder’s opinion regarding the need of cross-

border health data exchange 

11. Barriers and facilitators: Aimed at identifying key 

issues that facilitate or discourage cross-border health 

data exchange from a patient’s/citizen’s viewpoint 

12. Demographics: Aimed to identify some key 

information about the responder, in order to facilitate 

the statistical analysis of the obtained data 

The online survey was disseminated publicly via relevant fo-

rums,, mailing lists, and social media (i.e. KONFIDO project 

Twitter and Facebook accounts), targeting citizen groups that 

could be related with the subject of cross-border health data 

exchange (for example, chronic patient associations, immi-

grant groups, medical tourism groups) and also the general 

public. No exclusion criteria were applied aiming to increase 

participation of people who were not necessarily aware of the 

recent advances in the eHealth domain and its security as-

pects..  

Before conducting the survey, it was approved by the Bioeth-

ics Committee of the Centre of Research and Technology Hel-

las (CERTH), as CERTH was responsible for the data collec-

tion and control of the study. The survey did not require the 

disclosure of the responder’s identity.  

Results 

The survey was available online for three weeks and collected 

a total of 437 responses, out of which about 30% of respond-

ers contributed to the online questionnaire but did not com-

plete it (124 incomplete responses out of 437 in total). This is 

a typical behavior in online surveys, as the responder might 

quit the process for any reason, therefore, the incompletely 

taken surveys were still taken into account. More specifically, 

regarding the demographics of the responders, their average 

age was 43.96 years, their gender distribution was 38.54% 

females and 57.96% males, and they were distributed in 14 

European countries (most of the responders declared that they 

were from Greece, Germany, or Denmark). Since the survey 

distribution was conducted via public Internet communication 

channels, we cannot confirm the number of people reached 

through the online invitation campaign and, therefore, the re-

sponse ratio cannot be calculated. We summarize the main 

findings in the following section. 

Awareness regarding IT risks 

The key results from this questionnaire section can be summa-

rized as follows: 

a) 11.96% did not thought about possible health data risks. 

b) Only 36.41% felt informed about these risks. 

c) 66.21% of the responders did not read the respective appli-

cations’ “Terms and Conditions”, with more than 30% declar-

ing that they did not feel it is worthy, given the time required 

to read them and 19.79% declaring indifference towards them 

(Figure 1). 

 

Figure 1 - Answers to Question "Why haven't you read the 

terms and conditions?" (Only Responders Who Answered the 

Previous Question that They Did Not Read the “Terms and 

Conditions” Were Asked) 

Furthermore, the responders expressed confusion and lack of 

confidence on the subject. Only 26.09% of the responders felt 

confident regarding their electronic health data privacy, 

38.04% felt concerned but helpless about, and 16.3% stated 

that they avoid using eHealth services due to the lack of con-

fidence regarding their data handling. 

An interesting remark is that the responders clearly preferred 

to entrust their health data to national and state organizations 

than to private ones, despite the rather high-rate (35.33%) de-

clared in using applications exploiting personal health data. 
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These applications are typically provided and operated by 

private companies, mostly belonging to the category of life-

style/wellbeing monitoring. 

It should also be noted that only 20% of the responders felt 

that their privacy was fully covered in the “Term and Condi-

tions” of the applications. The findings regarding the reasons 

that led responders to not read the “Terms and Conditions” 

were directly linked to legislation complexity, legislation mis-

alignment between countries and the need for usability – most 

of the responders felt that too much time is required to read 

them, and 12.50% declared that they do not understand them. 

Legislation 

The need for raising awareness was also evident from the find-

ings of this section (Figure 2 and Figure 3). While almost 80% 

of the responders declared being familiar with the EU General 

Data Protection Regulation (GDPR) [18], more than 50% de-

clared that they were familiar with legislation items that do not 

really exist (as captured by a control question). In particular, 

about 27.37% declared being aware of data con-

cepts/initiatives that do not really exist. The need for raising 

awareness was also supported by the fact that 24.93% of the 

responders expressed no opinion on whether the current legis-

lation effectively protects them. 

 

Figure 2 – Answers to the Question "Are you familiar with 

legislation that concerns the use of health data?" 

 

Figure 3 – Answers to the Question "Are you familiar with the 

data ownership concept?" 

Regarding the effectiveness of the current legislation, only 

27.79% of the responders felt protected, while 37.54% felt 

either defenceless, or insufficiently protected (Figure 4). As 

shown in Figure 5, citizens argued that legislation alignment 

among EU countries is a necessity. Furthermore, dissemina-

tion regarding legal issues and the level of legal protection 

provided were also identified as important items. 

Cross-border Medical Treatment 

28.16% of the responders were medically treated abroad. The 

reasons for their hospitalization or medical treatment abroad 

 

Figure 4 – Answers to question "Are you satisfied with the 

level of protection provided by current legislation?". 

 

Figure 5 –  Ranking of reasons for question "Regarding legis-

lation, please rank the most important things to be improved 

regarding cross-border health data exchange". 

were clearly depicted: 44.90% of the responders reported a 

sudden incident while travelling (e.g. a car accident), 37.76% 

were immigrants, and 16.33% referred to other reasons (e.g. 

studying abroad). 

 

Figure 6 – Answers to the Question "In what circumstances 

have you used medical services abroad?" 

These findings clearly highlighted that unscheduled access to 

healthcare services abroad, such as accidents/incidents while 

travelling, were critical for European citizens. 

Cross-border Medical Data Exchange 

The responders were highly in favor of cross-border data ex-

change, since only 9.28% expressed a negative opinion (Fig-

ure 7). Among the responders who viewed this issue as a criti-

cal one, the main concern involved technical issues and, par-

ticularly, information security aspects. Furthermore, a high 

percentage of responders (71.56%), would consent in sharing 

medical data with foreign medical personnel in case of an 

emergency, with the rest of them mostly worrying about the 

technical issues.  
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Figure 7 – Answers to the Question "How do you feel about 

medical data shared with foreign healthcare professionals 

/institutions to facilitate treatment while being abroad?" 

It is also clear that the responders would prefer to use a Euro-

pean authentication card, rather than using biometric charac-

teristics to authenticate themselves for cross-border eHealth 

data exchange. In addition, the need for a detailed description 

of the underlying context for using health data was evident, 

given that 53.29% of the responders wanted to be thoroughly 

informed before consenting to their health data usage. 

 

Figure 8 – Answers to the Question “Would you prefer using 

a biometric characteristic (e.g. fingerprints) instead of an ID 

card to facilitate cross-border medical data exchange?” 

An interesting remark is that the vast majority of the respond-

ers (72.46%) declared that they were in favor of sharing per-

sonal data for research purposes, at least under the terms of 

anonymization. Finally, it should be noted that the responders 

who were sceptical towards cross-border health data exchange 

did not focus on the cross-border data exchange, but rather on 

the security challenges that have to do with data sharing, re-

gardless of whether this sharing had to do with foreigners or 

not. 

Barriers and Facilitators 

The responders identified the following key factors for the 

acceptance of cross-border health data exchange: 

1. A common legislation among EU Member States 

2. Better control of data management practices applied by 

companies 

3. More information on the processing of citizen health 

data 

These key points clearly support the application of new Euro-

pean regulation, GDPR. Providing consent is one key aspect 

of the overall data sharing process: it could, on one hand, fa-

cilitate the process and, on the other hand, act as a barrier. The 

results clearly indicate the need for a flexible consent process, 

as 73.44% of the responders supported that “Patient consent 

should be actively enforced. However, in some special cases 

(e.g. when the patient is unconscious), it could be skipped in 

favour of the provided medical services” (Figure 9). 

 

Figure 9 – Answers to the question "Please select in your 

opinion the level of required patient consent, in cases of cross-

border data exchange" 

Finally, the most important barriers regarding the acceptance 

of cross-border health data exchange are: 

1 Lack of trust regarding the intentions of data collection 

2. Lack of suitable legislation 

3. The risks of interlinking these data with other personal 

information already available and traceable in the Internet 

(e.g. posts in social media platforms) 

Consolidated Outcomes 

The main outcomes of the survey focusing on how these could 

contribute to the development of cybersecurity solutions for 

health data exchange at large, and in cross-border scenarios in 

particular, are as follows: 

• Raise awareness among patients/citizens and other 

stakeholders. More specifically, awareness should be 

raised regarding: (a) the risks of using IT for health 

data management (b) citizens’ confidence with respect 

to their personal data handling (c) the need to simplify 

the “Terms and Conditions” for using eHealth 

services/applications (d) the need for a flexible and 

comprehensive consent process, and (e) the need for a 

clear and aligned legislation across EU Member 

States. 

• Incidents during travel seem to be of high value. 

However, other use cases (such as immigrants living 

temporarily abroad) should be considered. 

• The main control of cross-border health data exchange 

should be built upon national infrastructures (such as 

the national Electronic Health Record), as the 

patients/citizens tend to trust them more. 

• Technical solutions should focus on using a Europe-

wide authentication method such as one based on 

eIDAS and avoid the use of biometric characteristics. 

• Provide a simple and comprehensible consent process, 

while being flexible in cases where the patient is 

unconscious (emergency scenarios). 

Discussion and Conclusion 

Citizens are a key stakeholder in eHealth data management, as 

cross-border health data exchange becomes a necessity across 

the EU. Recent regulation and legislation activities such as the 

GDPR set a framework for legal, ethical, and practical issues 

related to health data management and personal data protec-

tion. The KONFIDO project develops a technology toolset, 
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aiming to enhance information security for cross-border health 

data exchange, building upon emerging European frameworks 

such as OpenNCP and eIDAS. 

To this end, the project relied on an intensive end-user en-

gagement strategy [16], aiming to obtain feedback related to 

the current landscape and the practical issues that health data 

exchange entails through digital health solutions. Various ac-

tivities were conducted, including a survey with health IT pro-

fessionals, eHealth companies, and health policy makers [19], 

to identify digital health acceptance barriers and facilitators,  

using the survey presented in the current paper.  

We presented the main results of the survey focusing on Euro-

pean citizens. A list of key issues was identified and a number 

of challenges were consolidated. These results could be used 

as a beacon for the development of new technical solutions in 

the context of health data exchange and health data manage-

ment at large, including cross-border health data exchange. 

We thus argue that our findings provide useful insights for 

stakeholders of the European eHealth ecosystem, encouraging 

them to adapt their services and reinforce the acceptance and 

consequently the adoption of their solutions by the targeted 

end-users. 

The main limitations of the current study relate to the risk of 

bias due to the following reasons: (a) the specific questions 

could be considered as “leading” responders to specific an-

swers based on the reader’s subjective judgement, and (b) the 

non-uniform distribution of the responders across European 

countries. The lack of detailed responders’ demographic in-

formation is because of the fact that all the questions were 

optional and as the demographics section was put last, only a 

small portion of the responders answered them. As part of the 

presented methodological approach, all project partners re-

vised the questionnaire to avoid responder “guidance” and 

also tried to disseminate the survey as widely as possible. De-

spite these limitations, we consider the results valuable and be 

able to provide useful insights. In order to reduce the effect of 

bias and further explore the collected data, the collected re-

sponses will be analyzed in combination and in comparison 

with the relevant studies and surveys conducted by other or-

ganizations such as the Healthcare Information and Manage-

ment Systems Society (HIMMS). 
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Abstract 

Potential drug-drug interactions (PDDI) rules are currently 
represented without any common standard making them 
difficult to update, maintain, and exchange. The PDDI 
minimum information model developed by the Semantic Web in 
the Healthcare and Life Sciences Community Group describes 
PDDI knowledge in an actionable format.  In this paper, we 
report implementation and evaluation of CDS Services which 
represent PDDI knowledge with Clinical Quality Language 
(CQL). The suggested solution is based on emerging standards 
including CDS Hooks, FHIR, and CQL. Two use cases are 
selected, implemented with CQL rules and tested at the 
Connectathon held at the  32nd Annual Plenary & Working 
Group Meeting of HL7. 

Keywords:  

Potential Drug-Drug Interaction,  Clinical decision support 
systems, Electronic health records. 

Introduction 

Drug-drug interactions (DDI) are biological processes that 
result in a clinically meaningful change to the response of at 
least one co-administrated drug [1].  Identifying potential DDIs 
during the care process is important to ensure patient safety and 
health care quality. DDIs can often be predicted and mitigated 
at the point of care. However, a large number of drugs, lack of 
knowledge of DDIs [2] hinders the ability of physicians to 
preemptively identify all potential DDIs [3]. Therefore it is 
important to guide care providers with well design 
computerized alerting systems during the medication prescribe 
process [4].  

In the last two decades, numerous clinical decision support 
(CDS) systems have been developed to support physician by 
presenting alerts in real time to the clinician about the current 
medication’s potential impact to patients [5]. Ideally, CDS 
should provide clinicians with the relevant reference 
information such as knowledge or suggestions, intelligently 
filtered and presented at appropriate times [6].  Currently, there 
are many CDS systems that provide drug interaction alerts [4]. 
Most of the systems curate their own knowledge base since 
there is no complete source of potential DDI (PDDI) knowledge 
[7]. Also, there are currently no broadly accepted standards to 
guide implementers in the organization and presentation of 
PDDI information [8]. Most EHR vendors either develop their 
own internal rule engines based on their custom standards, or 
contract with a third party. Since these rules are written in a way 
                                                           
1 https://github.com/DBCG/cqf-ruler 

just for those systems, it is difficult to exchange, review and 
rewrite the rules. Lack of agreement on standards hinders the 
reuse of the rules by third parties, creating additional burden to 
rewrite rules at each side.  

The minimum information models help to describe the PDDI 
information in a detailed, actionable and contextualizable 
format. Standardized PDDI information can be exchanged via 
broadly applicable formats. In this research, we will 
demonstrate the use of the PDDI minimum information model 
developed by Semantic Web in Healthcare and Life Sciences 
Community Group [9],  by implementing them with CQL 
language and extend CQF Ruler1 to provide decision support.  

The aim of this work is to present an example implementation 
of representing PDDI logic in CQL and execution of them by 
using the FHIR Clinical Reasoning module. We selected  
Digoxin-Cyclosporine and Warfarin-NSAIDs as use cases 
because they are non-trivial PDDIs for which alerts can be 
contextualized to specific patient cases. The developed 
prototype detects a PDDI and provides alerts using Clinical 
Decision Support Hooks to Electronic Health Record systems 
that subscribe to the CDS  services.  

The following sections provide an overview of our methods, 
prototype architecture, implementation of PDDI with CQL, and 
evaluation. 

Methods 

PDDI: The PDDI Minimum Information Model [9] [10] is a 
standard proposed by the W3C Semantic Web in Healthcare 
and Life Sciences Community Group. It is aimed to help the 
clinicians to keep up with the PDDI evidence base, document 
and share PDDI information by summarizing PDDI evidence 
from primary sources using the information elements from the 
PDDI minimal information model.   

The information model contains 10 core information items that 
should be used to describe every PDDI CDS knowledge artifact 
as follows: (i) Clinical consequences; (ii) Contextual 
information/modifying factors; (iii) Drugs involved, (iv) 
Evidence; (v) Frequency of exposure to the interacting drug 
pair; (vi) Frequency of harm for persons who have been 
exposed to the interacting drug pair; (vii) Mechanism of the 
interaction, (viii) Recommended actions; (ix) Seriousness 
rating; and (x) Operational classification of the interaction. 

CQL: Clinical Quality Language (CQL)2 is a Health Level 
Seven International (HL7) authoring language standard that can 

2 http://cql.hl7.org 
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be used with both CDS and electronic Clinical Quality 
Measures to represent the PDDI information. The CQL syntax 
provides a clinical focused, author-friendly and human-
readable language to clinical domain experts, since it allows for 
rich, modular and flexible expression of the logic, and supports 
different data models including FHIR. CQL is a query language 
built up by combining rules, namely statements, to describe the 
available data in terms of a data model. For decision support, 
the rules will be evaluated in the context of a specific patient to 
produce a response at some specific point in a workflow. 

CDS Services: CDS Service [11] is a role which provides real-
time clinical decision support as a remote service. It enables a 
consumer to ask for clinical decision support based on his 
current context. The consumer gives relevant contextual 
information as part of the request and receives clinically 
relevant suggestion describing potential actions to be taken. 
The service implementation must comply with CDS Hooks 
specification. 

CDS-Hooks3 is an emerging standard gained considerable 
interest from EHR vendors. It is a “hook” based pattern 
designed to provide a simple way to initiate requests for CDS, 
from any point in a clinical workflow. It specified the basic 
actions of registering for CDS services, calling those services, 
and then receiving the CDS service response in form of simple 
cards providing appropriate information within the context of 
the EHR. 

Concept 

Architecture: As shown in the Figure 1, the PDDI CDS 
Implementation was designed as a self-contained service, with 
three main components including HAPI FHIR server4, CDS 
Services, and CQL engine5. The first component is the HAPI 
FHIR server which is an option to store the definition of 
services, called PlanDefinition, supported by the system and 
knowledge base of CQL rules, called Library. The second 
component is the CDS services, which serve as a core logic to 
map the incoming request to the corresponding service defined 
by PlanDefinition, execute the CQL logic of the service defined 
in Library following the instruction from the PlanDefinition, 
and generate response cards. By this way, the new service can 
be introduced into the system without changing the core CDS 
services and the configuration. The third component is the CQL 
engine which provides CQL rule execution for the core CDS 
services.

As described in detail in the current draft of the PDDI 
Implementation Guideline (IG) [12], the CDS Discovery 
service is hosted at a stable endpoint, i.e. {baseUrl}/cds-
services, and allows EHRs to discover the list of available 
supported CDS Service, e.g. {baseUrl}/cds-services/warfarin- 
nsaids-cds. The list of CDS Services contains information such 
as a description of the CDS Service, when it should be invoked, 
and any data that is requested to be prefetched. 

PDDI CDS Implementation Workflow: The PDDI IG 
envisions two hooks which are medication-prescribe at order 
authorization, and medication-select at the time of selecting a 
medication and prior to the order authorization. For this paper, 
we focus only on medication-prescribe in the Level 1 
Implementation. 

Firstly, the EHR invokes the "medication-prescribe" hook and 
PDDI CDS service is called by sending an HTTP POST 
request, namely CDS Hooks Request, containing JSON to the 

                                                           
3 https://cds-hooks.org 
4 http://hapifhir.io 

service endpoint (e.g. {baseUrl}/cds-services/warfarin-nsaids-
cds). 

Figure 1 – The architecture and  process of PDDI CDS 
Implementation 

The CDS Hooks request contains specific information for the 
hook that was triggered including hook name FHIR server url, 
context data that the service will need, and prefetch data that is 
pre-queried data based on the CDS discovery. If the PDDI CDS 
service does not receive prefetch data in the request, it will 
query the EHR FHIR Server via network call with the 
authentication given by the EHR Application Client. 

When CDS Service processes the request, the corresponding 
PlanDefinition and Library resources are loaded from FHIR 
server. Once the resources are loaded, the CQL logic in Library 
resource is decoded and evaluated by CQL engine with the data 
received either in the prefetch or from EHR FHIR server. The 
CQL engine evaluates the CQL logic following the guidance 
specified in the PlanDefinition resource. 

After the evaluation is done, CDS Response cards are generated 
and returned to the client. Each Card has specified attributes 
including summary, detail, indicator, and list of suggestions 
providing actionable information. The specified attributes map 
to the core elements of the minimum information model (e.g. 
summary = Drugs Involved, detail = Clinical consequences, 
Seriousness, Mechanism of Interaction, and Evidence). The 
Card indicator element dictates how the EHR presents the alert 
(e.g. indicator = “hard-stop” could be a modal alert). 

CDS Services Workflow: When the PlanDefinition is loaded by 
PDDI CDS services for the corresponding request, the services 
will load the CQL library defined in the PlanDefinition and 
decode it based on base64format. 

 
Figure 2 – The flow of processing Plan Definition 

After the CQL library is loaded, the services check the hook 
event specified in the incoming request with the trigger 
definition defined in the PlanDefinition. If the hook event meets 
the trigger definition, the services begin to resolve the actions 
by evaluating the condition defined in CQL library to see 
whether or not the definition specified in the Action is to be 
applied. Then, the services collect the data in the action’s 
properties and evaluate the dynamic value specified in the CQL 
library for the customizable properties. For the suggestions, the 
services resolve the sub-actions as the same approach as 
resolving actions. 

5 https://github.com/DBCG/cql_engine 
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When the data is ready, the corresponding response card is 
generated and the services continue to resolve the next action 
until no actions left. Once finished, the services return the 
response cards as a result to the client. 

Results 

The implementation focuses on two PDDI CDS use cases 
which are Digoxin + Cyclosporine and Warfarin + NSAIDs. 
This section only discusses the Digoxin + Cyclosporine use 
case. Please refer to our repository 
(http://doi.org/10.5281/zenodo.1481220) for the full 
implementation and the PDDI IG [12] for the detail including 
PDDI model of the two use cases. 

 
Figure 3 – The partial of decision tree for Digoxin 

Cyclosporine use case [12] 

Use Case 

The Digoxin + Cyclosporine exemplar artifact has two main 
decision blocks. Whether the patient is taking digoxin and/or 
cyclosporine at the time of the current order for digoxin or 
cyclosporine, and whether the patient has risk factors that may 
potentiate the risk of digitalis toxicity. 

As shown in the Figure 2, each decision block has a certain 
suggestion in rectangle shape which presents core elements of 
PDDI model, necessary actions and level of indicator (i.e. 
“info” – green, “hard-stop” – red, and “warning” – orange). 

Implementation of Plan Definition: PlanDefinition is a 
definition of the service served as a guide for the incoming 
request. PlanDefinition contains a set of definition including 
Library, Trigger Definition, Condition, Action, and Dynamic 
Value (Figure 3). 

The Library element defines the reference to the logic used by 
the PlanDefinition. An example of digoxin-cyclosporine-cds 
PlanDefinition is the reference to Library/digoxin-
cyclosporine-cds Library. This Library contains the CQL logic 

library encoded in base64 format as a string used by the 
PlanDefinition.  

The Trigger Definition uses the Name Event, which allows 
triggering of an event opposed to a scheduled or fixed event. As 
an example, by specifying medication-prescribe as an event, the 
service only serves for the incoming request sent from 
medication-prescribe hook. 

The condition element is used to determine whether or not the 
CDS logic specified in the Library is to be applied. By 
specifying “Inclusion Criteria” as a CQL statement for the 
condition, an action(s) is initiated once the condition is satisfied 
(i.e., true or false).  

The Action element defines a list of response card needed to be 
generated. The subaction element indicates a list of suggestion 
which recommends a set of changes in the context of the current 
activity.  

The Dynamic Value enables customization of the response 
card’s properties by collecting the dynamic data defined in 
CQL statements. For the action, we define three dynamic 
values, such as “Get Summary” statement for the card title, 
“Get Detail” for the card description and “Get Indicators” for 
the card level. Since each decision block for PDDIs has one or 
more individualized information components, integrating 
patient-specific and product-specific data into Card elements is 
facilitated by the Dynamic Value element. 

Implementation of CQL: All artifact logics of CQL for the 
Digoxin Cyclosporine use case are wrapped in the 
Digoxin_Cyclosporine_CDS library.  A set of declarations, 
including data model, included libraries, valuesets, parameters, 
and context,  provide information about the library.  

The PDDI CDS uses FHIR model, version 3.0.0 as the primary 
data model to support for the FHIR resources.  

A common library, namely PDDICDSCommon, contains all 
supported statements. The PDDI IG provides a number of 
valueset used in this library. Each valueset describes RxNorm 
codes drawn from one or more code systems for certain drugs. 
For example, the “Digoxin” valueset has this number of codes 
which is 197604 for Digoxin 0.125 MG Oral Tablet, 245273 for 
Digoxin 0.0625 MG Oral Tablet and other RxNorm codes. 
CQL evaluate the rules using all these RxNorm codes.  

A ContextPrescription parameter refers to the list of Medication 
Request prescribed by the clinician specified in the incoming 
request. The Patient context restricts the information within a 
scope of single patient. 

As specified in the condition element of the PlanDefinition, the 
“Inclusion Criteria” statement is used to check whether the 
patient of the incoming request is taking digoxin and/or 
cyclosporine at the time of the current order for digoxin or 
cyclosporine. 

define "Inclusion Criteria": 
  ( "Is Context medication cyclosporine" 
      and "Is digoxin in prefetch" 
  ) or ( 
    "Is Context medication digoxin" 
      and "Is cyclosporine in prefetch" 
  ) 

To express “Is Context medication cyclosporine” criterion, we 
need to check the existence of the list of Medication Request 
containing Cyclosporine specified in the ContextPrescription. 
The "Cyclosporine Prescription" statement requires that all 
codes from medication of the ContextPrescription parameter 
belong to the valueset identified by "Cyclosporine". 

define "Is Context medication cyclosporine": 
  exists ("Cyclosporine Prescription") 
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define "Cyclosporine Prescription": 
  ContextPrescriptions P 
    where Common.ToCode(P.medication.coding[0]) in 
"Cyclosporine" 

Next, the second criterion is "Is digoxin in prefetch". This 
criteria requires that the code of MedicationRequest is the code 
in the valueset identified by "Digoxin". Since we are in the 
Patient context, this query retrieves all Medication Request for 
only current Patient in the context. To filter the results which 
authored within the 100-day look-back period, we had to 
construct an interval from the 100-day look-back to infinitive. 

define "Is digoxin in prefetch": 
  exists ("Digoxin Rx") 
  
define "Digoxin Rx": 
  [MedicationRequest: "Digoxin"] MR 
    where MR.authoredOn.value in Interval[Today()-100 days,null] 

We use the same approach for the remaining criteria.  

As defined in the dynamicValue element of the PlanDefinition 
for the “summary” property of the response card, the “Get Base 
Summary” statement provides the short description of the drugs 
involved in this interaction. 

define "Get Base Summary": 
  'Potential Drug-Drug Interaction between digoxin ('  
    + ( if "Is Context medication digoxin" 
        then Common.GetDrugNames("Digoxin Prescription")  
      else Common.GetDrugNames("Digoxin Rx")  
    ) 
    + ') and cyclosporine ('  
    + ( if "Is Context medication cyclosporine" 
        then Common.GetDrugNames("Cyclosporine Prescription")  
      else Common.GetDrugNames("Cyclosporine Rx") 
    ) 
    + ')' 

For the “detail” property of the response card, the “Get Base 
Detail” statement provides detail of PDDI minimum 
information. 

define "Get Base Detail": 
  'Increased risk of digoxin toxicity...' 

For the “indicator” property of the response card, the “Get Base 
Indicator” statement specifies the importance of what this card 
conveys. 

define "Get Base Indicator": 
  if "Is Context medication cyclosporine" then  
    if "Is cyclosporine in prefetch" then  
      if "Is there a normal digoxin level in prefetch" then  
        if "Are diuretics or abnormal electrolyte or abnormal 
renal observations in prefetch" 
          then 'info' 
        else 'warning' 
      else 'warning' 
    else  
      if "Is there a normal digoxin level in prefetch" then  
        then 'warning' 
      else 'hard-stop' 
  else 
    if "Is digoxin in prefetch" then  
      if "Is there a normal digoxin level in prefetch" then  
        if "Are diuretics or abnormal electrolyte or abnormal 
renal observations in prefetch" 
          then 'info' 
        else 'warning' 
      else 'warning' 
    else 'warning' 

The first criterion of the “Get Base Indicator” statement is "Is 
there a normal digoxin level in prefetch". This criterion requires 
that all codes of Observation are in the valueset identified by 
"Digoxin LOINC". The normal digoxin observation is 
identified by measure the number of quantity less than 
0.9ng/mL. To filter the results which take effects within the 30-
day look-back period, we had to construct an interval from the 
30-day look-back and infinitive. Because the most recent of 
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Observation is important for the check, we select the latest 
result after ordered by the effective date. 

define "Is there a normal digoxin level in prefetch": 
  exists ("Normal Digoxin Observation") 
  
define "Normal Digoxin Observation": 
  Last ( 
    [Observation: "Digoxin LOINC"] O 
      where O.effective.value in Interval[Today()-30 days, null]  
        and Common.ToQuantity(O.value) < 0.9 'ng/mL'  
      sort by effective.value 
  ) 

The second criterion of the “Get Base Indicator” statement is 
"Are diuretics or abnormal electrolyte or abnormal renal 
observations in prefetch". This criteria contains three main 
components which are the diuretics medication requests 
involved, the abnormal electrolyte observations involved, and 
the abnormal renal observations involved. 

We apply the same approach to detect the diuretics medication 
requests involved by checking the existence of Aldosterone 
Antagonists and Loop Diuretics in the Medication Request. For 
the remaining components, a similar approach for the abnormal 
electrolyte observations and renal observations has been used 
to detect the abnormal level of Potassium, Magnesium, 
Calcium, and Renal. 

Table 1 – The variety of resources tested in two use cases 

Warfarin-NSAIDs Digoxin-Cyclosporine 
MedicationRequest  MedicationRequest  
MedicationDispense MedicationDispense 
MedicationStatement MedicationStatement 
MedicationAdministration MedicationAdministration 
Patient  Patient 
Encounter Encounter 
Condition Observation 

Evaluation 

We prepared FHIR resources (Table 1) to cover all cases of two 
decision trees and tested around 170 FHIR resources in STU3 
version for 21 different patients on 14 cases of Digoxin-
Cyclosporine and 7 cases of Warfarin-NSAIDs decision tree to 
support the draft IG. We also performed the evaluation at the 
Connectathon held at the 32nd Annual Plenary & Working 
Group Meeting of HL7 held in September 2018.  
The evaluation was done using Postman6 and CDS Hooks 
Sandbox7, a tool developed by CDS Hooks team demonstrate 
how CDS Hooks would work with an EHR system. In brief, the 
clinician enters the medication, e.g., Ketorolac Tromethamine 
10 MG Oral Tablet, for the specific treatment, and the CDS 
Hooks Sandbox then invokes the "medication-prescribe" hook 
to send the request to the PDDI-CDS services endpoint (e.g. 
{baseUrl}/cds-services/warfarin-nsaids-cds). After the PDDI 
CDS service processes the request, the CDS Response cards are 
returned. Finally, the CDS Response cards is presented by the 
CDS Hooks Sandbox. 

Discussion 

We were able to implement a PDDI CDS service using CQL, 
FHIR, and CDS Hooks. This shows the feasibility and that CQL 
was sufficiently expressive to cover to realistic use cases. We 
suggested enhancements to CDS Hooks that would enable it to 
support PDDI CDS using the minimum information model, and 
the combination of tools indeed performed PDDI CDS as a 

7 https://sandbox.cds-hooks.org 
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Figure 4– The screenshot of CDS Hooks Sandbox tool to test 
our PDDI-CDS services through CDS Developer Panel 
service for two patient use cases. One of the limitations is a lack 
of tools supported for CQL because the community who is 
using CQL and CQL itself is entirely new. Therefore, it takes a 
lot of time in debugging to find out the problem. 

As described in the Concept section, we need two components 
including FHIR server and CQL engine to implement CDS 
services. There are many FHIR server implementations 
including HAPI FHIR, FHIR .NET API8 and others. However, 
HAPI FHIR is the most stable and popular implementation. It 
has a well-written documentation and full FHIR version 
support. Apart from that, there are less choices for CQL engine 
and we chose CQL-Evaluation-Engine from Database 
Consulting Group. This implementation is based on CQF-Ruler 
open source developed by Database Consulting Group, and 
Level 1 implementation of the draft PDDI-CDS 
Implementation Guide developed by HL7 Clinical Decision 
Support Work Group. 

The Level 1 Implementation uses a single CDS service call and 
response with the medication-prescribe hook. As a future work, 
we plan to implement Level 2 implementation which we are 
working with the CDS Hooks developers to define the new 
medication-select hook and clarify how DetectedIssues will be 
returned in the card responses.  

To create the CQL artifacts, the CDS Authoring Tool9 is a 
promising candidate which is a component of the CDS Connect 
project funded by the Agency for Healthcare Research and 
Quality (AHRQ). The CDS Authoring Tool introduces an 
interface for composing CDS logic step by step using simple 
forms and exporting it as CQL artifacts using the HL7 FHIR 
DSTU 2 data model. 

Conclusions 

Based on the PDDI-CDS IG, we successfully implemented 
PDDI CDS services supported the Level 1 implementation of 
PDDI-CDS IG. The implementation follows strictly the CDS 
Hooks specification which enables EHR system to interoperate 
and exchange the data by using FHIR STU3 standard to 
enhance the better clinical diagnostic decision making. In the 
future, we will focus on the Level 2 implementation to help 
advance the standards including the new mediation-select. 
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Abstract 

The review of pathology test results for missed diagnoses in 

Emergency Departments is time-consuming, laborious, and can 

be inaccurate. An automated solution, with text mining and 

clinical terminology semantic capabilities, was developed to 

provide clinical decision support. The system focused on the 

review of microbiology test results that contained information 

on culture strains and their antibiotic sensitivities, both of 

which can have a significant impact on ongoing patient safety 

and clinical care. The system was highly effective at identifying 

abnormal test results, reducing the number of test results for 

review by 92%. Furthermore, the system reconciled antibiotic 

sensitivities with documented antibiotic prescriptions in 

discharge summaries to identify patient follow-ups with a 91% 

F-measure – allowing for the accurate prioritization of cases 

for review. The system dramatically increases accuracy, 

efficiency, and supports patient safety by ensuring important 

diagnoses are recognized and correct antibiotics are 

prescribed.   

Keywords:  

Clinical Decision Support Systems, Data Mining, Emergency 

Medicine  

Introduction 

The failure to follow-up on pending test results when patients 

have been discharged from hospitals is a potential threat to 

patient safety [1][3]. Poor test result follow-up can significantly 

impact patient safety and clinical care, including missed 

diagnoses and suboptimal patient outcomes [3]. The 

Emergency Care Research Institute (ECRI) underscored the 

problem of “Test result reporting and follow-up” as one of the 

top 10 patient safety concerns in healthcare organizations [4].  

This is especially problematic in Emergency Departments 

(EDs) where there can be a significant number of pending test 

results when patients have been discharged from the hospital. 

The current manual process in EDs for checking test results for 

abnormalities, then ensuring patients with abnormal results are 

appropriately followed-up is sub-optimal [5][6]. The process is 

labor-intensive, un-prioritized by its nature, and has negative 

impacts on patient care and staff workloads. Specifically, the 

current process 1) potentially delays the follow-up of critical 

abnormal cases because all test results need to be reviewed then 

reconciled against the patient’s disposition recorded in the ED; 

2) consumes valuable clinical hours that could be better spent 

engaged in direct patient care; and 3) is prone to errors due to 
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the time intensive nature of work trying to find the “needle in 

the haystack” of results, in addition to ongoing pressures of 

clinician workloads. 

Furthermore, the process of checking test results in EDs has not 

kept pace with the rapid growth and expansion of hospital 

services due to increasing population, aging, and chronic 

diseases.  This has placed increased pressures on “systems” and 

staff workloads, leading to reduced efficiencies and reduced 

direct clinical contact hours with patients potentially 

compromising patient safety and care. 

Proposed is an automated solution that changes the way EDs 

detect and report abnormal test results. The system initially 

focused on the review of microbiology test results as these can 

take up to several days to be reported upon, by which time a 

patient will have been discharged from the ED. These test 

results often contain information on the results of culture strains 

present and their antibiotic sensitivities, both of which make a 

significant impact on ongoing patient safety and clinical care.  

In particular, contributions include 1) ‘trigger’ algorithm to 

identify abnormal microbiology test results and related 

antibiotic sensitivities from pathology reports; 2) extraction of 

antibiotic prescriptions documented in ED discharge 

summaries using text mining based ‘trigger’ keywords derived 

from clinical terminology semantics based on SNOMED CT
1

 

to reconcile against the antibiotic sensitivities; and 3) automate 

a protocol with a prioritized listing of cases to support the test 

result follow-up checking process. The solution overcomes the 

labor-intensive and error-prone nature of test result reviews to 

enhance patient safety and efficiency. 

Background 

Clinical decision support (CDS) systems have the potential to 

improve clinical efficiency and patient safety [7][11]. These 

systems have been applied across diverse settings and range 

from information management systems through to clinical 

alerts, and diagnosis and/or treatment recommendations. 

Despite the significant body of literature on CDS systems, 

automation in the context of test result reviewing has been 

limited. 

Health system processes and test result management systems 

have been implemented with the aim to improve test result 

review processes [3]. However, physicians are still unsatisfied 

with how they manage test results [5][6].  For example, an end-

to-end workflow is much desired along with the ability to filter 

normal (irrelevant) results to help prioritize the workflow. This 
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suggests that current systems do not include robust CDS 

features or functions such as prioritization and/or filtering to the 

end user [8].  

Automated notifications of abnormal test results can 

significantly reduce the number of results for review. 

Abnormality detection from pathology and imaging test results 

range from ‘trigger’ algorithms that use clinical logic on 

structured electronic health record (EHR) data to identify 

abnormalities [12][15] through to advanced computational 

approaches such as machine learning to identify abnormalities 

from unstructured narrative EHR data [16][18].  

Furthermore, the abnormality task can be extended to also 

reconcile or link the abnormal findings in radiology reports 

with the patient’s disposition recorded in ED information 

system to provide decision support to the manual review 

process [16]. 

Here, the proposed solution for microbiology test result reviews 

leverages previous work on ‘trigger’ algorithms and 

reconciliation to develop an end-to-end test result reconciliation 

solution. Microbiology test results most frequently report on 

bacterial antimicrobial (or antibiotic) susceptibility. Antibiotics 

have been used to treat infections or diseases caused by bacteria 

and have saved many lives since their introduction. However, 

antibiotics may not be effective when overused due to 

antimicrobial resistance. This “antimicrobial stewardship” 

problem is a global problem and like “Test result reporting and 

follow-up," it was also identified as being within the top 10 

patient safety concerns in healthcare organizations [4]. This 

end-to-end solution can aid in ensuring that appropriate 

antibiotic prescription continues through the treatment of the 

infection thus fulfilling the needs for antimicrobial stewardship. 

Methods 

The workflow for identification and reconciliation of abnormal 

microbiology test results with ED discharge summaries will be 

presented along with the proposed methodology for automating 

it. The workflow was adapted from an actual test result review 

process within an ED in Brisbane, Australia. 

Data 

The dataset was obtained from The Prince Charles Hospital 

(TPCH), Brisbane, Australia
2

. The dataset comprised 31,787 

ED encounters (pertaining to 15,916 unique patients) from July 

2013 to December 2014 (18-month period). A separate dataset 

of microbiology test results, ordered from the same hospital and 

ED, was obtained from a state-wide pathology information 

system and comprised 29,503 microbiology pathology HL7 

messages (pertaining to 18,560 patients) from a wider 4-year 

time period. The ED encounters and microbiology test results 

were matched based on their unique patient identifier and test 

result order date is within the patient’s ED admission and 

discharge date/time. A total of 16,867 ED encounters had 

matching microbiology test results over the dataset time period. 

A subset of abnormal test results and matching ED discharge 

summaries (142 cases) was manually reviewed by ED senior 

medical officers to determine their follow-up requirement. 

Eighty percent of the cases (113 cases) were used for system 

development while the remaining cases were used for testing 

(29 cases). An additional 282 cases were subsequently obtained 

to assess the generalisability and robustness of the system via a 
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 Research ethics was obtained from the Metro North Hospital 

and Health Services Human Research Ethics Committee. 

pilot study. Table 1 presents a summary of the gold standard 

dataset. 

Table 1 – Gold standard dataset for abnormal microbiology 

test result reconciliation 

Dataset Follow-up No follow-up 

Development set 78 (69%) 35 (31%)

Test set 20 (69%) 9 (31%)

Pilot set 211 (75%) 71 (25%)

Abnormal test result identification and filtering 

The TPCH ED, on a daily basis (including weekends), would 

print out the microbiology test results and place them in a 

dedicated area for sorting. Results must be sorted by hand to 

identify abnormal results requiring follow-up from those that 

do not. This process was not without errors. A typical day may 

find the sorting pile overlooked or half completed due to 

clinical demands. Other errors include failure to recognize 

abnormal results from distraction or incorrect interpretation of 

results. 

The proposed system addressed the abnormal test result 

identification issue by utilizing the concept of the trigger 

algorithm [12][15]. Triggers were applied to the microbiology 

test results to identify abnormal results and related antibiotic 

sensitivities. The presence or absence of antibiotic sensitivity 

results in pathology HL7 messages was used as the trigger. 

The set of abnormal test results could be further filtered based 

on the patient’s discharge destination.  Patients who were 

admitted into the hospital as an in-patient would not be required 

to be followed-up as they would be appropriately followed-up 

by other clinicians in the hospital. To achieve this, the system 

again applied triggers to the discharge destination field in the 

ED information system to identify patients who were not 

admitted to any of the hospital wards. A list of all possible ED 

discharge destinations with their follow-up requirement was 

provided for the discharge destination filtering.  

The processing and filtering of pathology reports resulted in a 

significant reduction in the number of test results requiring 

review by the ED.  

Abnormal test result reconciliation 

The next stage of the review process was abnormal test result 

reconciliation whereby abnormal test results must be correlated 

against the clinical record. The ED clinician searches for 

patients with abnormal test results, one by one, in their ED 

medical record to determine if patients were required to be 

followed-up due to an inappropriate diagnosis or treatment. 

This correlation process was also not without errors. For 

example, appropriate action may not have been taken due to 

failure to recognize the misdiagnosis or incorrect treatment. 

This stage involved the application of text mining and clinical 

terminology semantics for the extraction of antibiotic 

prescriptions documented in ED discharge summaries for 

reconciling against antibiotic sensitivities in pathology test 

results. To extract antibiotic prescriptions in discharge 

summaries, a ‘trigger’ keyword list containing antibiotic names 

was compiled. This was used to match occurrences of these 

keywords in discharge summaries.  

A baseline list of antibiotic ‘trigger’ keywords was derived 

from the list of possible antibiotic sensitivities identified in 

microbiology test results (e.g. Trimethoprim, Co-trimoxazole, 
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and Di(Flu)cloxacillin). Antibiotic names and their expanded 

forms (e.g. dicloxacillin and flucloxacillin for 

Di(Flu)cloxacillin) would form candidate antibiotics to use as 

‘trigger’ keywords. 

An extended ‘trigger’ keyword list was compiled by 

supplementing the antibiotic names with also their brand 

names. Here, the Australian Medicines Terminology (AMT)
3

 

and the SNOMED CT expression constraint language (ECL)
4

 

was used to generate the list of trade names. Ontoserver [19], a 

clinical terminology server with support for SNOMED CT and 

AMT as well as SNOMED CT’s ECL, was used to generate the 

list of antibiotic trade names. 

ECL templates were devised to return a list of trade names 

given 1) a single active antibiotic ingredient, and 2) more than 

one active antibiotic ingredients. An example ECL for a single 

antibiotic ingredient 2691011000036102|Trimethoprim| 

is as follows: 

^ 929360021000036102|Trade product reference set|  

AND >> (  

  ( ^ 929360031000036100|Trade product unit of use  

reference set| : ( 

      700000081000036101|has intended active  

ingredient| = 2691011000036102|Trimethoprim| 

      ) AND [1..1] 700000081000036101|has intended  

active ingredient| = * ) 

) 

Ontoserver provides an ECL high-level reference
5

 to aid in the 

interpretation of the above expression. In brief, the ECL returns 

a list of trade names (from Trade product reference set) 

that contains medications (from Trade product unit of 

use reference set) that have the specified antibiotic as its 

active ingredient. The [1..1] constrains the results to 

medications with only a single ingredient.  

If multiple antibiotic ingredients were applicable to a certain 

antibiotic sensitivity test, then the above ECL can be adapted to 

include additional antibiotics using the OR operator. An 

example ECL extract for ‘Di(Flu)cloxacillin’ would be as 

follows: 

... 

 

700000081000036101|has intended active ingredient| = 

  ( 2018011000036104|dicloxacillin| OR  

    2115011000036102|flucloxacillin| ) 

 

... 

For cases where an antibiotic has more than one active 

ingredient such as ‘Co-trimoxazole’ which contains both 

2605011000036103|sulfamethoxazole| and 

2691011000036102|trimethoprim|, then the following 

ECL was applied: 

^ 929360021000036102|Trade product reference set|  

AND >> ( 

  ( ^ 929360031000036100|Trade product unit of use  

reference set| : ( 

      700000081000036101|has intended active  

ingredient| = 2605011000036103|sulfamethoxazole|,  

      700000081000036101|has intended active  

ingredient| = 2691011000036102|trimethoprim|) ) 

) 
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 AMT is a subset of SNOMED CT-AU (Australian 

extension) for medicines commonly used in Australia.  

The resulting list of antibiotic ‘trigger’ keywords was used to 

extract antibiotics documented in discharge summaries. 

Discharge summaries often document the antibiotic treatments 

administered during the ED encounter. Intravenous (IV) 

medications for certain antibiotics can only be administered as 

IV-only. These IV-only antibiotics are generally not the full 

course of antibiotics and thus not relevant for reconciling 

against antibiotic sensitivities in test results. A list of all IV-

only antibiotics was provided for antibiotic filtering. The 

resultant non-IV-only antibiotics would be used for the next 

stage of reconciliation.  

The reconciliation of antibiotic prescriptions extracted from 

discharge summaries against antibiotic sensitivities from test 

results applied the following rule-based logic. The patient 

would not be followed-up if they were prescribed with an 

antibiotic that had a corresponding antibiotic sensitivity in their 

test result of ‘sensitive’. However, the patient would require 

follow-up if any of the following reconciliation events occur: 

• The patient has not been prescribed any antibiotics. 

• The prescribed antibiotic was not tested (and thus its 

antibiotic sensitivity was unknown). 

• The prescribed antibiotic resulted in an antibiotic 

sensitivity of ‘resistant.’  

The logic would be applied to each culture strain (or bacterial 

organism) identified in the test result. 

Evaluation Measures 

The efficiency of the system was evaluated based on the 

resultant number of test results identified by the system for 

clinical review (normalized on a weekly basis) compared to the 

full set of test results that would have been manually reviewed. 

The reconciliation phase to determine whether or not a patient 

required follow-up was evaluated against the gold standard. 

The effectiveness of the system was measured using sensitivity 

(or recall) and positive predictive value (PPV or precision). To 

provide a single, overall evaluation measure, precision and 

recall were combined into a third evaluation measure, F-

measure.  

Results 

A total of 16,867 ED encounters had matching microbiology 

test results over the dataset time period. This averages to ~216 

test results per week, which an ED clinician would need to sort 

and review the test results.  

Abnormal test result identification and filtering 

The efficiency of the system in filtering irrelevant test results is 

tabulated in Table 2.  

The proposed trigger to filter normal (irrelevant) test results 

from abnormal test results resulted in 2,605 abnormal test 

results – an average of 33 reports per week requiring review. 

The trigger was confirmed by ED clinicians to be accurate in 

identifying abnormal from normal test results. 

 

4

 ECL is a formal language for defining bounded sets of 

clinical meanings represented by pre-coordinated or post-

coordinated expressions.  

5

 https://ontoserver.csiro.au/shrimp/ecl_help.html 
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Table 2 – System efficiency results in terms of reducing the 

number of abnormal test results review 

 

Number 

of test 

results  

Weekly 

number of 

test results  

Full manual review  16,867 216 

+ Abnormality identification 2,605  33 (↓ 85%)

+ Discharge destination filtering 1,379 18 (↓ 92%)

When the abnormal test results were filtered based on the ED 

discharge destination, the number of test results that actually 

required clinical review was reduced to 1,379 (18 reports per 

week).  

Abnormal test result reconciliation 

To further provide clinical decision support to the test result 

review process, the reconciliation of antibiotic prescriptions 

extracted from discharge summaries against antibiotic 

sensitivities in test results allows for the prioritization of cases 

for clinical review. Table 3 presents the classification 

effectiveness of the proposed reconciliation approach. 

Table 3 – System effectiveness results in classifying the follow-

up requirement  

Dataset PPV Sensitivity F-measure 

Development set 0.802 0.936 0.869

Test set 0.905 0.950 0.900

Pilot set 0.858 0.943 0.898

Discussion 

The automated identification and prioritization of abnormal 

microbiological pathology reports for clinical review will bring 

about benefits in cost efficiencies, quality of care, and 

performance.  

Noteworthy, was that a simple solution based on triggers was 

able to substantially reduce the number test results for review. 

Results show a 92% reduction in microbiology test results that 

required review.  

Furthermore, the system was able to accurately identify the 

follow-up requirements (F-measure of 90%) for the 

prioritization of cases for clinical review. The very limited 

differences in performances between the development, test and 

pilot dataset show the generalisability and robustness of the 

proposed antibiotic extraction approach using ‘trigger’ 

keywords and a rule-based reconciliation logic.  

Error analysis on the development dataset revealed four error 

categories: 1) antibiotic misspellings in discharge summaries (4 

cases); 2) context of antibiotic mentions (3 cases; e.g., previous 

prescriptions and non-IV-only administered antibiotics); 3) 

extrapolation of prescribed antibiotics with sensitivity results (4 

cases; e.g., cephalexin prescription considered a correct 

prescription for an organism sensitive to Cefazolin test result); 

4) missed identification of antibiotic mentions in discharge 

summaries (1 case); and 5) gold standard inaccuracies 

confirmed to be human errors (7 cases). These error categories 

form avenues for future work to improve system performances. 

Conclusions 

The proposed IT solution combines text mining and decision 

support technologies for the novel identification and 

reconciliation of abnormal microbiology test results in EDs. It 

has the potential to dramatically increase the accuracy and 

efficiency of microbiology test result review to support patient 

safety by ensuring important diagnoses are recognized and 

correct antibiotics have been prescribed.  The increased 

efficiency will allow significantly more clinical hours devoted 

to the direct treatment of patients presenting to hospital EDs to 

increase their quality of care.  

Next steps include the planning and development of end-user 

software that would allow for appropriate presentation without 

impeding on clinical workflow [7][20]. The clinical decision 

support system would then be implemented and trialed by 

clinicians in actual practice. 

The proposed ‘triggers’ and reconciliation logic is applicable to 

any software system using HL7 communications. This would 

allow changes to be made among different pathology systems 

or EHRs to provide the notification and reconciliation of 

abnormal test results. It can also be applied to other areas of 

pathology as well as the reporting of radiology test results, 

which are similar in processes.  
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Abstract 

Clinical practice guidelines (CPGs) are indispensable in the 
practice of evidence-based medicine. However, the cost of 
effective CPG dissemination strategies is prohibitive and not 
cost-effective. Therefore, scalable strategies using available 
technology are needed. We describe a formal model-driven 
approach to design a gamified e-learning system for clinical 
guidelines. We employ gamification to increase user motivation 
and engagement in the training of guideline content. Our 
approach involves the use of models for different aspects of the 
system, an entity model for the clinical domain, a workflow 
model for the clinical processes and a game model to manage 
the training sessions. A game engine instantiates a training 
session by coupling the workflow and entity models to 
automatically generate questions based on the data in the 
model instances. Our approach is flexible and adaptive as it 
allows for easy updates of the guidelines, integration with 
different device interfaces and representation of any guideline. 
Keywords:  

Practice Guideline; Statistical Model; Computer Games 

Introduction 
Over the past three decades, the concept of evidence-based 
medicine has become the pre-eminent paradigm in informing 
clinical decision making. Evidence-based medicine is the 
conscientious, explicit, and judicious use of best evidence in 
making decisions about the care of individual patients [1]. The 
volume of published medical literature is immense and it is 
practically impossible for a clinician to read and appraise all the 
available evidence. This has led to efforts to systematically 
appraise the literature and provide summaries of the evidence 
in the form of clinical guidelines that can be more easily 
consumed by healthcare workers. 
Clinical guideline are statements that include recommendations 
intended to optimize patient care. They are informed by a 
systematic review of evidence and an assessment of the benefits 
and harms of alternative care options [2]. Guidelines serve a 
variety of functions such as improving effectiveness and quality 
of care, decreasing variations in clinical practice, and 
decreasing costly and preventable mistakes and adverse events 
[3].  
Development of clinical guidelines is not by itself enough. For 
a health system to derive value from available guidelines, 
effective dissemination and implementation strategies have to 
be employed to facilitate the integration of the guideline 
recommendations in clinical practice. Dissemination refers to 
the methods by which guidelines are made available to potential 
users, while implementation refers to ensuring that the users act 

on the recommendations [4]. Currently, there is no consensus 
on the most effective dissemination strategies although the use 
of a multifaceted dissemination approach has been found to be 
more effective than single interventions [5,6]. Further, the 
passive distribution of printed educational material on care 
guidelines was found to be less effective than active approaches 
such as educational outreaches [7]. 
Despite the observed effectiveness of educational outreaches as 
a dissemination strategy, these often require significant 
financial and human resource commitment that might not be 
readily available in low resource settings. For example, the 
Emergency, Triage, Assessment and Treatment plus Admission 
care (ETAT+) course is a 5.5 day course developed in Kenya to 
train healthcare workers on the guidelines for emergency 
paediatric care. During its initial implementation, the cost of the 
whole training for 32 participants using 5 facilitators cost $5000 
for facilitators and meals, not to mention the cost of having 
providers away from work and the often associated additional 
costs for trainings provided at a conference facility [8]. This is 
neither scalable nor sustainable. 
To address these dissemination challenges, new, innovative and 
cost-effective strategies that leverage contemporary 
technologies need to be employed [9]. A study conducted in 
Kenya showed that ownership of mobile phones among 
healthcare workers was nearly universal with 98.6% of 
respondents reporting mobile phone ownership and 75% 
reporting using their mobile phones to access work-related 
information [10]. This provides an opportunity to use the 
mobile electronic platforms to conduct educational outreach in 
a scalable, cost effective and automated fashion.  
In this paper, we describe a formal model driven approach to 
the design of a gamified elearning system for clinical 
guidelines. Gamification is the use of game design elements in 
non-game contexts [11]. It uses game-based mechanics, 
aesthetics and thinking to engage people, motivate action, 
promote learning and solve problems [12]. The term 
“Gamification” is relatively new and has been used to describe 
the use of game-based concepts and techniques outside 
recreational activities, with the goal of increasing the 
motivation and engagement of the participants and improving 
the results. The benefits of gamification are an increase in 
motivation and engagement, which can be applied in education 
or work-related contexts.  
To be effective, gamification of guidelines would require 
flexibility and adaptiveness as the users have various learning 
styles. In this paper, we describe an innovative model-driven 
approach for dissemination of a gamified eLearning system for 
clinical guidelines, and the resultant prototype of this system. 
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Methods 
Model Driven Engineering 

To design our gamified training system, we aim to use a model 
driven engineering (MDE) approach. MDE is a system 
development paradigm that promotes the use of models as the 
primary artefacts that drives the whole development process 
[13]. An MDE approach provides several advantages that we 
leveraged for our purposes. First, it improves communication 
by exploiting abstraction and domain-specificity which can 
target different audiences. Secondly, MDE facilitates 
separation of the specification of system functionality from the 
specification of the implementation of that functionality on a 
specific technology platform. This is especially significant 
since technology platforms are in a constant state of flux, 
changing frequently in response to business needs and 
technological development. By adopting MDE, the business 
logic of the system and its application technologies can evolve 
independently of each other. Implementations execution is mad 
easier by abstraction on different platforms while maintaining 
the structure and behaviour of the system. 
In MDE, models are specified using modelling languages. A 
modelling language is defined by a metamodel (a model of 
models) and is a set of all possible models that conform to this 
metamodel [14]. There are two types of modelling languages, 
namely: (1) General Purpose Modelling Languages (GPLs) and 
(2) Domain-Specific Modelling Languages (DSLs). GPLs, as 
the name suggests, tend to be general and with poor support for 
domain-specific notation. Conversely, DSLs are tailored to a 
specific application domain that offers appropriate notations 
and abstractions. DSLs are thus more expressive and easier to 
use with concomitant gains in productivity and maintenance 
costs [14]. The abstract syntax of the DSL is a 
conceptualization of all the concepts, abstractions and relations 
underlying the domain represented as a model which acts as the 
metamodel of the modelling language. 
A metamodel architecture introduces a generic pattern of 
metamodelling hierarchy in which models at each level are 
specified by a modelling language at the level above it and 
conform to the corresponding metamodel of the language. 
Figure 1 illustrates a metamodelling hierarchy where a model 
Mi at a certain level i (e.g. M0, M1 etc) conforms to a metamodel 
Mi+1 at the level above until a model Mj has itself as metamodel, 
called a reflexive model.  
However there are several aspects to design in a software model 
which requires the co-ordination of multiple models. These 
aspects include the design of information systems that have 
several sub-systems that communicate with each other. Rabbi 
et al. proposed to use an integration of multiple metamodeling 
hierarchies to co-ordinate various aspects of a system [15]. Our 
approach is also based on the idea of coordination of multi-
metamodeling hierarchy where we integrate entity models, 
workflow models and models that represents the gaming 
aspects of a training program. Below, we describe each of these 
models and their integration within our model. 

 
Figure 1:Generic pattern: modelling languages and 

metamodels [16] 

Entity Model 

In order to conceptualize the clinical encounters, we define an 
entity model relevant to the medical domain. This involves 
identification of the significant concepts in the clinical 
encounter, with a clear delineation of their attributes and 
relations (Figure 2). The figure shows a constraint 
[preCondition] implied over the relations on patient, diagnosis, 
and treatment. The semantic of the constraint specifies that "for 
every treatment, patients' diagnosis needs to be confirmed". 
This clinically-relevant entity model forms the data model from 
which the game engine populates instances in the workflow 
model (see below).  
 

Figure 2: A simplified entity model of the clinical encounter 
domain 

Workflow Model 

Once the entity model is defined, we define the workflow 
model. Clinical practice guidelines can run into tens or 
hundreds of pages and are usually summarized in algorithmic 
flow charts that show the process of treatment for a given 
scenario. Our approach leverages the flowchart structure of the 
guideline summaries to design our workflow model. 
Figure 3 demonstrates the use of the metamodelling hierarchy 
to depict the flow of tasks during a clinical encounter using an 
use case of asthma. At level M2, we have a meta-metamodel 
showing the abstraction of how tasks flow from one to the next. 
Level M1 shows a generic abstraction of the process of a clinical 
encounter from the initial assessment, diagnosis, treatment and 
evaluation of the treatment, after which the treatment can be 
repeated or the patient reassessed afresh to review the 
diagnosis. Finally, at level M0, we show an instance of the 
recommended flow of tasks when treating a child with asthma. 

 
Figure 3: Workflow model showing the flow of tasks during a 

clinical encounter 

Game Model 

The design of gamified e-learning systems should be 
undertaken in view of the core concepts of games i.e. goal-
oriented activities with reward mechanisms and progress 
tracking [17]. To become familiar with guideline content, 

J.N. Nyameino et al. / A Model Driven Approach to the Design of a Gamified e-Learning System for Clinical Guidelines 735



learners need to know how to treat the different aspects of a 
disease condition as outlined within the guideline. Game 
models use reward mechanisms and progress tracking aids in 
order to increase the users engagement and motivation. 
The game engine in our model automatically generates 
questions from the entity and workflow models to instantiate a 
training module. The questions are categorized according to the 
learner’s skill level (beginner, intermediate, advanced). The 
model also specifies a learner profile that tracks the learner’s 
activities. Figure 4 shows the model for the game engine. 
 

 
Figure 4: Game model 

Integrated Training Model 

The training model is built by coupling and coordinating the 
entity and workflow models discussed above based on the 
principles introduced by Rabbi et al [15]. The states of the 
training module (TM) are defined by a set of elements that 
include a pair of workflow instance (WI) and an entity instance 
(EI): TMi = <EIi, WIi>. This coupling of models is illustrated 
in Figure 5. Here, we show a part of the entity model with 
values from a given scenario where based on the History & 
Examination findings, a Diagnosis of Severe Asthma is made 
and its Treatment specified. The flow of how this process 
should happen is shown in the workflow model.  
The game engine instantiates a training session by generating 
questions based on the entity model and workflow model. For 
example, it could initially generate a scenario based on the 
patient details and history and examination findings and ask 
what the diagnosis is. If answered correctly, it will move on to 
the next task and ask about the treatment. A training session is 
composed of a sequence of training modules and is evolved 
from the initial state of a training flow and progresses based on 
the answer provided by the user. 

 
Figure 5: Coupled entity and workflow models 

Figure 6 illustrates the idea of the progression of the states of 
training session. Depending on the answer given by the user a 
game engine consults with the training flow and evolves the 

state of the training session. We use the diagram predicate 
approach for representing the status of our training modules and 
their transformation [18]. Two annotations < Enabled > & < 
Disabled > are used to represent the current status of the 
training modules. A training module TM0 when annotated with 
the < Enabled > predicate indicates that the training module is 
currently active and is being considered for training. Once TM0 
is completed successfully, it is disabled and TM1 is enabled. 
This continues until the training session is over. If a wrong 
answer is given the training module is repeated with hints until 
the correct answer is given. 
 

 
Figure 6: Progression of the states of the training session 

Model Based Analysis 

Since our approach is based on models, there are lot of 
opportunities to make sure the guideline scenarios being 
represented by the models are correct. We use model 
transformation rules to control the flow of training sessions. 
Transformation rules are often used in an MDE approach to 
encode the knowledge of a transformation that can be analyzed. 
This allows us to perform reasoning over the models. This 
means anylizing the models for validity, semantic consistencies 
and inconsistencies. For example we can perform reasoning 
over the models to answer the following questions: 

� Are there sufficient number of questions to run a 
training session? 

� Classify the questions over different stages e.g., 
identify questions that belong to the ‘Diagnosis and 
Assessment’ stage of a guideline training. 

� Can we use a computer system such as that one by 
Alloy to randomly produce a scenario and generate 
questions [19]? How can we make sure that the 
scenarios are valid instance of a guideline? 

� If there are certain number of questions to be asked in 
a session, what informaiton are common among the 
questions?  

� How can we find out an order of the questions that 
complies with the order of the guideline?  

We have applied DPF constraint checking [18] to find answer 
to some of the reasoning questions mentioned above. The 
fundamental idea of DPF constraint checking is based on the 
principle of category theory. Several techniques have been 
studied in [20] to produce valid DPF instances that satisfies the 
constraints in the metamodel. However, the technique has not 
been applied for multilevel metamodeling. In future, we will 
enhance the technique presented in [20] and use Alloy to 
randomly produce valid guideline scenarios.  
Modular Architecture 

The vision of this approach is to develop general components 
that can be utilized in the development of training programs for 
different guidelines. Figure 7 shows the overall architecture of 
our system. The training management module contains reusable 
elements that control the flow of questions in a training session 
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and keeps usage logs. The entity models are the elements that 
should differ from one training program to another, however 
their metamodel should remain the same. The game engine 
components of the architecture is responsible for integrating 
with other systems. As an example, in this architecture, we 
show how the game engine is being interfaced with the 
dialogflow framework of Google assistant and the React 
framework [21] [22].  

 

Figure 7: Overall architecture of the MDE approach 

Learning Analytics 

In our implementation, we utilize learning analytics for 
providing better training environment for the user. The training 
program records the history of training sessions. Therefore, we 
can perform some analysis over the training data such as 
whether the questions are too easy or too difficult for learners. 
While presenting questions to the user, the system does not only 
know how many questions the user has correctly answered, but 
also the time taken by the user to finish a training session. This 
allows the trainers to adjust the difficulty of the training 
sessions. Learning analytics are to identify the part of a training 
session that students often struggle with and the outcome of a 
session. A dashboard for the trainers with visualization can then 
be used to show the progress of the trainees. The goal is to make 
the training programs adaptable for various levels of difficulty 
to increase learners’ interest to the sytem for practicing use of 
guidelines. This adaptability cannot be achieved without use of 
the learning analytics. The application of MDE enables 
achievement of this requirement as all the training programs 
share an abstraction. Building a visualization is therefore 
achievable in general across different training modules. With 
this model, machine learning techniques can also be applied to 
automatically adjust the difficulty of training sessions.  

Results 
The approach we describe in this paper has been materialized 
through a prototype tool for the gamification of CPGs. The 
specific use-case we employ is based on asthma care guidelines 
[23]. The model based approach for game engine allows us to 
develop and/or customize a new training program by making 
changes in the model. The MDE approach for modularizing 
different components of the system and its seperation from the 
user interaction allows us to integrate with various frameworks 
of user interaction such as Google’s Dialogflow and React 
Framework [21] [22]. Since the model for the guideline and 
gamification remains the same, adding various techniques such 
as mobile-based interaction and voice-based interaction 
requires very small effort. With the prototype tool we show the 
potential of using MDE approach supporting different learning 
style of students. With the proposed idea of applying learning 
analytics for providing adaptive training to the trainee will 
provide better training results.  
One indirect result of our approach is the support for innovating 
technologies. The generalized game engine can be integrated 
with new platforms such as Amazon Echo, integration with IoT 
devices that are used in clinical setup e.g., robot doll patients.  

Another result is the support for ICT research in the training of 
practitioners. Data science and machine learning techniques can 
be used to understand the learning pattern of students and adapt 
them for better learning outcome.  

Discussion 
This work presents a model-driven approach to the design of an 
elearning system for clinical guidelines. Most current research 
on the use of gamification in medical education is focused on 
the effect of the educational games in knowledge and skill 
acquisition and on their acceptability. Akl et al present an 
educational game for teaching clinical practice guidelines to 
internal medicine residents [24]. In their description, domain 
experts developed multiple choice questions based on clinical 
guidelines which were then uploaded into the system via a 
question editor. This approach is inefficient in both the manual 
development of questions, and in the static nature of available 
questions. Our model-based approach allows for questions to 
be generated automatically, and the learner analytics platform 
helping to adapt the questions to the strengths and weaknesses 
of the learner. The automation of different aspects of the system 
means that once it is set up, it will require minimal resources to 
maintain, hence saving costs. 
Our modular approach provides several other advantages. It 
makes it easier to update guidelines as only parts of the entity 
and workflow models change while the rest of the system 
remains the same. It is flexible also enough to allow for 
integration with various devices supporting different means of 
user-interaction and the abstraction of the clinical processes 
allows for the representation of any guideline. Further, the use 
of gamification will potentially enhance the learning experience 
by increasing student engagement with the learning material as 
reported in several studies [11,17,25]. 
There are a number of limitations to the gamified elearning 
system we describe in this work. First, full training of guideline 
content that requires the learning of some physical skills - such 
as performing cardiopulmonary resuscitation (CPR) – cannot 
be fully performed using our system as our system can only 
train on guideline content that do not require hands on training. 
Secondly, dissemination and implementation of clinical 
guidelines is a continuum that cannot be separated. Our system 
only addresses the dissemination half of that continuum and is 
not enough to bridge the gap between recommended and actual 
practice. Finally, there are several non-technological barriers to 
adherence to clinical practice guidelines, [26] and our system 
only addresses two of these barriers: lack of awareness and lack 
of familiarity with the guidelines. 
In the near future, we plan to enhance our prototype tool for the 
development of other clinical guidelines. We wil also evaluate 
the acceptability and effectiveness of the proposed technique as 
a dissemination strategy for clinical guidelines within resource-
limited settings. 

Conclusions 
We set out to design a gamified e-learning system for the 
training of clinical practice guideline content. Our approach 
allows for a flexible, adaptive and potentially cost-effective e-
learning system.  
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Abstract 

Electronic Health Records (EHRs) are at the heart of reforms 
aiming for improving the efficiency and quality of citizens 
healthcare services. Although there is still some skepticism, 
open source (OS) EHR is a growing phenomenon in health 
informatics. Given the widespread adoption of OS software 
(OSS) in several domains, including operating systems, and 
enterprise systems, the repeated shortfalls faced by healthcare 
organizations with dominant proprietary EHRs create an 
opportunity for other alternatives, such as OSS to demonstrate 
their abilities in addressing these well-documented problems, 
including inflexibility, high costs, and low interoperability. 
However, scholars have expressed extensive concerns about 
the sustainability of OS EHR. Recognizing that OSS project 
sustainability relies on their governance arrangements, this 
case study reports on the evolution of the governance and 
sustainability of a Japanese OS EHR project and provides rich 
insights to other open source EHR initiative stakeholders, 
including physicians, developers, researchers, and policy-
makers.      
Keywords:  

Electronic Health Records, Japan, Medical Informatics 

Introduction 

In order to deal with the unsustainable increasing cost of health 
care, aging population, and chronic diseases burdening their 
population, all industrialized countries are investing in 
Electronic Health Record (EHR)[1]. However, Health Care 
Organizations (HCOs) have been slow to implement EHR in 
most OECD countries because of their high cost. In addition, 
the large majority of HCOs have adopted proprietary EHRs and 
are facing repeated shortfalls with those tools, including 
dissatisfaction with costs and interoperability issue [2]. This 
situation creates an opportunity for Open Source Software 
(OSS) to demonstrate its abilities in addressing those 
challenges. In the context of Japan, the Japanese Medical 
Association (JMA) estimated that EHR implementation costs in 
all medical providers would amount to US $180 billion over a 
10-year period, which is not affordable for Japan without a 
significant reduction in costs. JMA also suggested the 
implementation of OSS as one of the options to overcome the 
obstacle [3]. However, although open source projects have been 
launched at a rapid pace in a growing number of medical clinics 
and hospitals, scholars expresse extensive concerns about the 
sustainability problem [4]. Thus, it’s paramount to understand 
the factors that may impede wide adoption of the open-source 
medical informatics tools.  
Recognizing that OSS projects governance affects the project 
sustainability [5], we report on a case study of the governance 
and sustainability of OpenDolphin, a Japanese open source 

EHR project. The source code can be found on GitHub: 
https://github.com/dolphin-dev/OpenDolphin. A screenshot of 
the OpenDolphin interface is presented in Figure 1. 

 
Figure 1— OpenDolphin Interface 

This study was guided by the following questions: (1) how did 
the governance of OpenDolphin EHR evolve over time?; (2) 
how did the governance of the project enable or constrain 
OpenDolphin EHR sustainability?  

Conceptual Background 

The framework is adapted from de Laat [6] three stages (see 
Figure 2) and Markus [7] governance dimensions ( e.g., vision 
and goals, ownership of the assets, etc.). 

 
Figure 2— Research Framework 

General Context of Healthcare in Japan 

Over the past decades, the Japanese healthcare system has been 
cost efficient and achieved significant progress in terms of life 
expectancy, infant mortality, and the eradication of 
communicable diseases [8]. Moreover, whole system reform 
has been undertaken in order to preserve its in the future [9], 
and the promotion of Medical ICT is one of the pivotal 
measures in the growth strategy of the Abe Government known 
as “Abenomics” [10]. 
Specific Context of Medical Technology in Japan 

In order to deal with the challenges associated with the 
countrywide plan of health IT diffusion, the JMA declared its 
intent to develop OSS as their “infostructure” in 2000. This 
momentum towards OSS has influenced the development of 
OSS projects in the medical field in Japan, including the 
OpenDolphin project. Overall, the adoption of EMR by medical 
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providers in Japan is imbalanced. Whereas the adoption rate is 
about 70% for large hospitals (�400 beds), it is below 14% for 
small hospitals (�200 beds) [11]. Thus, Japan lags behind when 
compared with other OECD countries. The prevalence of 
electronic health record in clinics in Japan is low and is 
estimated to be 16.5% [12] then about 30% [11]. Overall, the 
lack of financial resources is one of the most important barriers 
to EHR adoption [11]. 

Methods 

OpenDolphin EHR was developed within the Dolphin project. 
It’s an open-source client system for regional health 
information systems as a response to the recognition of the 
inability of the Japanese marketplace to sustain the objective of 
60% of diffusion of EHR in Japan within 5 years, as announced 
by the government [13]. The main contributor to the 
development of OpenDolphin is OS-Service Corp, a for-profit 
organization; and as of 2017, the system was used by over 300 
clinics in Japan. 
We relied on five sources of evidence: semi-structured 
interviews, written documents, a short questionnaire, and  field 
notes from researchers. In addition, all research team members 
participated in a conference organized by the JMA and related 
to open health informatics in Tokyo.  
In total 7 key informants from the OpenDolphin community 
were interviewed (see Table 1). In-depth semi-structured 
interviews were deemed appropriate for this study because it 
focuses on perceptions and meanings of informants [14]. The 
same interview grid was used for all interviews and covered 
questions related to the theoretical framework. Each interview 
lasted on average one and a half hour. During the interviews, 
the research team took notes that were later developed into 
detailed field notes. A short questionnaire was used to collect 
demographic and factual information. 

Table 1—Informants Characteristics 

Name Role/Education ODolph OSS   HIT  
Alpha (1), (2), (3), (4)/B  a a c 

Beta (1), (2)/B c c  c 

Akyo (1), (2), (3), (4)/B c c c 

Gama (5)/H a a c 

Delta (1), (2), (3), (4)/D c c c 

Epsilon (1), (2)/B a b b 

Zeta (2)/B a a  a 

Role: (1) project manager (2) developer (3) document creation (4) 
system administrator (5) sales representative 
Experience (years): 0–5 (a), 6–10 (b), over 10 (c) 
Education: H: high school, B: bachelor degrees, D: medical doctorate 

 

Data analysis started as soon as data collection began and was 
conducted in an iterative manner, mainly based on the 
fundamental principle of the hermeneutic cycle [15]. Given that 
we aimed to understand the governance and its implication for 
the sustainability of OpenDolphin ‘through the meanings that 
informants assign to them’ [14], we read to get familiar with the 
collected materials. More specifically, interview transcripts 
were read by moving back and forth between the whole and 
parts of the studied phenomenon. In the same manner, interview 
transcripts were read between informant statements and the 
research framework. After several iterations, we applied data 
display techniques [16]. Then, a narrative approach was 
employed to describe the case in the form of a ‘narrative report’ 

[17] that helped us to develop an in-depth and global view of 
the OpenDolpin history, governance, and sustainability. 

Results 

We draw on the conceptual framework to present the results.  

Phases 1 and 2: Spontaneous and internal governance 

The development of OpenDolphin project began in 2001, 
following a tender launch by the Japan Ministry of Economy, 
Trade and Industry (METI) and targeting regional medical 
associations. In Japan, medical associations are built upon a 
three-layer model corresponding to the architecture of the 
country’s administration [18]: the regional medical associations 
at the regional level, the prefectural medical associations at 
prefectural level, and the Japan Medical Association at the 
national level. All these organizations operate cooperatively, 
yet each and everyone has an autonomous structure. 
The tender was awarded to the “Dolphin project” led by a 
consortium formed by three universities (Miyazaki University, 
Kumamoto University, and Kyoto University) and one regional 
medical association (Tokyo Medical Association). They 
received a fund of 60 million yen—about $570,000 US. One of 
the key reasons why the consortium won was that it proposed 
to adopt the Medical Markup Language (MML) for the Dolphin 
project, so as to facilitate the exchange of data between EHR 
systems within regions and beyond. In fact, MML was 
developed in order to generate a set of standards through which 
medical data, within Japan and hopefully internationally, can 
be stored, accessed, and exchanged among different physical 
locations [19]. The MML was created in Japan from research 
and  funded by the Japanese Ministry of Health and Welfare 
[20].  
Vision and Goals. From the outset, the OpenDolphin project’s 
goal was to electronically emulate the user experience of the 
paper medical record at a low cost. However, instead of trying 
to simply achieve a high level of functional coverage, the goal 
was to create good user experience emphasizing simplicity, 
ease of use, and usability. In addition, OpenDolphin was 
envisioned to be compatible with different operating systems 
used by clinics in Japan. A statement from Akyo (a fictitious 
pseudonym given to the main contributor to the initial project) 
illustrates the vision: we wanted to have a “clinical user-
oriented EHR with UX �user experience � resembling that of a 
notebook”. 
Ownership of the Assets. The ownership of the asset was sealed 
by the grant awarded by the METI, which requires the research 
output and the software, to comply with a Bayh-Dole Act-like 
regulation adopted by Japan in 1999. The Bayh-Dole Act is a 
US federal legislation enacted in 1980 and co-sponsored by 
Senators Birch Bayh and Robert Dole. It allows universities, 
nonprofit research institutions, and small businesses to own, 
patent, and market any inventions resulting from federally 
funded research programs within their organizations [21]. 
Hence, the GNU General Public License (GPL) version 2 was 
the de facto choice. 
Software Development Processes. The project started in 2000, 
following a requirement specification stage that took about half 
a year, which was followed by a software development stage 
with two full-time developers, including one senior (here 
identified as Akyo) and one junior and lasting about a year. 
Afterward, about six months later, the junior developer left the 
project and from then on, the senior developer took charge of 
all the software development tasks. The software was delivered 
to the research team in 2001 and was released to the public the 
same year. Another principle that guided the development of 
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OpenDolphin was “DIY (Do It Yourself)”. This principle 
stemmed from the fact that, according to Akyo, “there are 
various doctors with different needs, so the project needs to 
work as a platform on which DIY (Do It Yourself) offers 
solutions to the needs not answered by the project as-is when 
created”.  
Community Management, Leadership, and Finance. During 
this first phase, Akyo was the only contributor for 
OpenDolphin. However, due to the newness of OpenDolphin 
EHR and the absence of a community of users and developers, 
it was adopted by 23 clinics. The revenue generated from the 
services related to adoption and the use was not enough to 
support Akyo as a professional software developer. He left and 
started to conduct small business activity. At that time, the fees 
for services related to OpenDolphin was entirely at Akyo’s 
discretion. Meanwhile, four medical doctors from clinics that 
adopted OpenDolphin started to contribute to software 
development at a very high level of expertise, including 
developing new functionalities.  
Use of Information and Tools. At this stage, the following tools 
were used: Repository: GitHub (dolphin-dev/OpenDolphin); 
Development tools: NetBeans, SourceTree, SublimeText, 
TeraTerms, BitBucket (only for certain parts of the software).  
Given the small size of the community, only Twitter and Email 
were used to communicate with other actors. According to 
Akyo, during this stage, he was the only person who could 
answer the coming questions by email. 
Technologies and Translation Language. The selection of 
technologies was guided by key principles, including high 
interoperability, freedom, and low cost. Hence, the following 
technologies were selected: database (PostgreSQL), 
development language (Java), application server platform 
Wildfly (JBOSS), and client application (Apache MAVEN for 
XML). At this stage, OpenDolphin was available only in 
Japanese.  
During this stage, the OpenDolphin project accomplished some 
achievements that confirmed its position as a promising open 
source EHR: (1) the successful connection with ORCA (Online 
Receipt Computer Advanced) system in 2001; (2) the release of 
a MacOS version in 2006; (3) the launch of an ASP service in 
2007; (4) the achieved compatibility with the iPhone and the 
iPod Touch in 2009.  

Phase 3: External governance 

As of 2009, OpenDolphin has a small community of 
developers, users, and support providers. The same year, OS-
Service Corp, one of the support providers who have been 
involved with OpenDolphin for few years, suggested 
cooperating with Akyo for the aim of “scaling up the services 
related to OpenDolphin”. Thus, Akyo joined OS-Service Corp 
and the OpenDolphin project moved from a community-
managed to a corporate-managed governance model. Since 
assuming responsibility for OpenDolphin formal governance, 
OS-Service Corp has been taking or planning to take new 
initiatives aimed at developing and sustaining the OpenDolphin 
project and products. 
Vision and Goals. OS-Service Corp is planning to create an 
EHR with a combined hospital management system (HMS). 
According to Akyo, historically, HMS has been the foundation 
upon which the EHR system is installed. He indicated that they 
are considering the opposite, in other words, to have the EHR 
as the foundation system, and implement the HMS functionality 
on top of that. 
Ownership of the Assets. In the meantime, the license had been 
moved from GNU General Public License (GPL) version 2 to 
GPL version 3. In order to develop its business, OS-Service 

Corp created a new version of OpenDolphin named 
OpenDolphinPro, a more commercial version that is also 
distributed under GNU GPL license. OpenDolphiPro is 
packaged with services provided by OS-Service Corp. 
Software Development Processes. With the arrival of OS-
Service, the software development team increased to eight with 
four internal developers within OS-Service Corp and four 
medical doctor users who contribute actively at a very high 
level of expertise.  
In order to improve the sustainability of the OpenDolphin 
project, OS-Service Corp is moving from JBoss AS 
(Application Server) 6 to server 7. In fact, the development of 
JBoss AS 6 has been stopped. JBoss AS 7, now known as 
WildFly, is a complete rewritten server that is faster and easier 
to configure. With the intention of reducing the risk related to 
this technological transition, OS-Service Corp has partnered 
with Red Hat Corporation in Japan in order to use their 
deployment methods and development environments as 
references. In addition, OS-Service Corp has introduced an 
agile development method to improve the efficiency, as stated 
by OS-Service Corp manager: “We are employing an agile 
development method where the project manager goes through 
the details of every request, and uses them to assign required 
members to do the development. Because of this, we do a much 
faster implementation than development, based on the waterfall 
model”. 
OS-Service Corp has also implemented a formal process for 
handling requests from clients. There is now a dedicated 
customer support division that collects detailed requests from 
the users, and passes the requests on to the development 
division after deciding on the design through meetings. The 
new functionalities ensuing from these endeavors are generally 
implemented in OpenDolphinPro and released as minor 
updates. Thereafter, these functionalities are integrated into the 
regular OpenDolphin version. 
Base on their experience, the OS-Service Corp team stated that 
“having the software always up to date is ideal. However, given 
that OpenDolphin differs from web applications (in the sense 
that clinics have source code updated at different levels ), there 
is a need to consider the special circumstances from each 
individual clinic”. In order to properly manage this situation, 
the decision to update the software for a clinic is made by the 
customer support division based on the assessment of each 
clinic’s environment and structure. 
Community Management, Leadership, and Finance. At this 
stage, the number of resellers nationwide is increased to 27. The 
OpenDolphiPro sold by reseller is packaged with services 
provided by OS-Service Corp. Since the initial release, 
OpenDolphin has always been sold by salespeople who directly 
visit the target clinics. However, according to OS-Service Corp, 
from this point on, the company will put more emphasis on the 
cloud version of OpenDolphin. Accordingly, the company is 
swiching to a digital strategy and expecting to sell faster than 
the past. In fact, between 2009–2016, with one sales executive, 
OS-Service Corp was selling at a rate of 30–40 clinics per year 
through clinic visits and sometimes 50 clinics a year. The sales 
target of the cloud version is set at 100 per year. It’s worth 
mentioning that the sales executive has left the company and 
since then, OS-Service Corp is struggling to attract new clients. 
At this stage, it important to mention that, OS-Service Corp is 
just above the break-even point and the management team is 
taking various initiatives with the expectation to depart from 
that. The break-even point is reached when a company’s total 
costs equal its total revenue. 
The management of OS-Service Corp has come to realize the 
need to create a partnership with various actors in order to 
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increase its community at large. One of the initiatives planned 
is to connect with the Medical Open Source Software (MOSS) 
meeting held twice a year in Japan which brings together 
medical informatics experts, advocates, and supporters. 
Use of Information, Communication, and Tools. The tools in 
use at this stage are the same as the previous one. Repository: 
GitHub; Development tools: NetBeans, SourceTree, 
SublimeText, TeraTerms. Whereas the OpenDolphin version is 
managed on GitHub, the OpenDolphinPro is managed on OS-
Service Corp premises. 
Technologies and Development Language. As stated earlier, 
OpenDolphin client was written with Java but the client 
rewritten in JavaScript. This initiative stems from the fact that 
JavaScript is primarily a client-side scripting language designed 
to run in the internet browser without having to be compiled 
like Java. In addition, OS-Service Corp is planning to add 
artificial intelligence (AI) components in OpenDolphin. 
Regarding to language translation, OS-Service Corp is planning 
to develop an English version of the software so as to move into 
the international market and extend its market reach.  
During this stage, the OpenDolphin project made some 
achievements that confirmed its position as a promising open 
source EHR: (1) the release of a comprehensive documentation 
named OpenDolphin Perfect Guide in 2016; (2) the release of 
three iOS apps (DolphinPro, VisitTouch, Super EHRTouch); 
(3) the launch of authentication based on SSO (Single Sign-
On); (4) the establishment of compatibility with iPads in 2010; 
(5) obtaining the status of certified partner solution for IBM 
Japan in 2011; (5) the completion of connection between 
ORCA and OpenDolphin cloud solution in 2013; (6) the 
celebration of the 10th anniversary OpenDolphin cloud ZERO 
(pay-as-you-go system) in 2014. 
Among the most important achievements is the fact that, even 
if OpenDolphin EHR was at first targeting medical clinics, it 
has successfully expanded its market share from small 
hospitals. 

Discussion 

Open source software is recognized as a growing phenomenon 
with a promising potential in the medical informatics field. 
Nonetheless, scholars have expressed extensive concerns about 
open source software sustainability [4]. Although the body of 
knowledge related to open source in health informatics has kept 
growing, there have been few empirical investigations of open 
source clinical information systems in the context of 
industrialized countries outside of the western world. Our study 
reports on an empirical instance of open source EHR that is 
developed and used in an industrial country outside the western 
world. It contributes to deepening our understanding of the 
governance evolution of OS EHRs and how it enables or 
constrains the sustainability of the OS projects. Our results 
reveal that the model provided by de Laat [6] is useful in 
explaining the evolution of the governance of OpenDolphin. 
However, we are able to match only two phases out of the three 
suggested by the model, as the first two phases are difficult to 
separate in the case of OpenDolphin.  
Our data reveal that the turning point from the “spontaneous 
and internal” governance phase to the “external governance” 
was triggered by the concern about the sustainability of 
OpenDolphin. In fact, by the time Akyo received OS-Service 
Corp’s offer, he had already noticed the ineffectiveness of the 
governance model, even though the main concern of 
OpenDolphin during the first phase was related to the 
inefficiency of the business model. 

Watson and Boudreau [22] distinguished four different 
business models of OSS production or distribution: open 
community, corporate distribution, sponsored OSS, and 
second-generation OSS. Open community is a model for which 
the development and support of the software mainly rely on 
volunteers with limited commercial interests, while corporate 
distribution is a model that takes advantage of quality products 
developed by open community models, “improving distribution 
methods for these products, and providing complementary 
services in order to make these OSS products more accessible 
to a broader market.” [22]. Examples of such models include 
RedHat and SpikeSource. Sponsored Open Source is models of 
OSS projects sponsored by corporations or foundations or both. 
Examples of such models include Apache Web Server with 
Apache Foundation and Eclipse with IBM. The second-
generation model is also known as professional open source—
is composed of firms that are considered hybrid because their 
models are between a corporate distribution and sponsored 
OSS. Of note is the fact that second-generation firms “typically 
own or tightly control the software code and can exploit their 
intimate knowledge of the code to provide higher-quality 
service that could potentially competing service providers” 
[22]. Examples of such open source projects include MySQL 
and JBoss. 
The deal with OS-Service Corp had an impact that went beyond 
the business model and de facto induced new governance 
arrangements. The analysis also reveals a high degree of 
dependency between the business model and the governance 
model. It also suggests that, during the first phase, 
OpenDolphin was a technological success but not an economic 
success. Of note is the fact that, during the first phase of 
governance, the community of software developers has never 
really grown beyond Akyo. One possible explanation might be 
that there were few initiatives undertaken to attract 
contributors. OS-Service Corp brought the needed resources to 
sustain technological success and convert it to economic 
success. Our data reveals that the involvement of OS-Service 
Corp has altered the “business model” of the OpenDolphin 
project, moving it from “open community” to “sponsored OSS 
project” as explained below. 
At the beginning of the third phase, OpenDolphin has 
experienced rapid growth by attracting a large number of clinics 
each year (30–40 per year through clinic visits). However, since 
the departure of the sales executive who was in charge of sales, 
OpenDolphin growth has been stagnant, despite sales activities 
being managed by OS-Service management. Even if the 
stagnation can be partially attributed to the departure of the sale 
executive, OS-Service management feels the need to make 
some changes in the way they deal with their main market 
segment formed by a medical clinic. In fact, OpenDolphin 
situation is surprising for at least five reasons: (1) the 
OpenDolphin EHR seems to be appreciated by medical doctors 
who are using it; (2) the market has a great potential for growth 
due to the low rate of adoption of EHR by medical clinics in 
Japan (about 30%); (3) the rate of adoption of EHR by newly 
opened clinics is high (about 80%); (4) the choice of OSS by 
the Japan Medical Association as their “infostructure” in 2000 
and the release of ORCA, an open-source software used by 
medical clinics in Japan, has created a fertile ground for OS to 
expand at least in primary care organizations; (5) OpenDolphin 
was created as part of a project led by regional medical 
associations, which gives it a certain level of proximity to the 
medical field in Japan.  
Going back to the stagnation of the OpenDolphin growth, our 
informants identified a characteristic of the local market that 
may explain why OpenDolphin, a product that meets the needs 
of medical clinics and does so at a low cost, is struggling to 

P. Poba-Nzaou et al. / Governance and Sustainability of an Open Source Electronic Health Record742



attract newly opened medical clinics, knowing that the cost is 
one of the main barriers to the adoption of EHR by small 
hospitals and clinics. In Japan, a consultant on behalf of a 
medical doctor usually handles the process of opening a new 
clinic. Since consultants’ fees are calculated as a percentage of 
the total costs of the project, including the costs associated with 
the acquisition of an EHR, consultants may have the tendency 
not to recommend OpenDolphin because of its low cost. 
In order to strengthen the sustainability of the OpenDolphin 
project, the management at OS-Service Corp has decided to put 
more emphasis on the OpenDolphin cloud and digital 
marketing, with the aim of attracting more medical clinics. The 
management team seems to recognize the limitation of both the 
current business and the governance models. The initiatives 
they are undertaking may substantially alter the governance and 
the business models, hence the question arises as to whether 
other options may exist, in terms of governance models and 
other business models from which OpenDolphin can choose. 
When contrasting OpenDolphin characteristics with the four 
open source business models suggested by Watson and 
Boudreau [21], it’s illuminating to recall that OpenDolphin 
goes through two of them (the community model and Corporate 
Distribution model). Given that the Second-Generation allows 
the firm to own or tightly control the code source, this option 
does not apply to OpenDolphin because of the characteristics 
of the GPL license. Hence, within our theoretical background, 
the only remaining option is the Sponsored model. If 
OpenDolphin has to become a sponsored project, OS-Service 
Corp may become the corporate sponsor in the first case or be 
associated with a foundation in the second case. Each of these 
options will allow OS-Service Corp to share the costs of 
developing new functionalities.  
Overall, the governance of the OpenDolphin project has 
evolved as a consequence of the alteration of its business model 
so as to strengthen its sustainability. However, the results 
appear to be mixed. It does not seem easy for OS-Service Corp 
to handle, by itself, all the challenges faced by OpenDolphin. 
Our study reveals that it is not only the management of OS-
Service feeling the needs, but also some of the elements are 
already in place waiting to be highlighted and combined in 
order to create an OpenDolphin ecosystem that will help 
strengthen its sustainability. This ecosystem may include OSS 
experts, advocates, and supporters among both health IT 
decision makers and Health IT policymakers.  

Conclusions 

Our results indicate that governance does enable or constrain 
the sustainability of OpenDolphin but, considering the business 
model also provides a broader understanding of the 
sustainability of the OSS project. One of the main limitations 
of this study is related to the methods, this is an interpretive 
single case study. Thus, caution should be exercised in 
interpreting these results in other contexts.  
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Abstract 

Evaluating and optimising ‘fit’ between technology and clinical 
work is critical to ensure the intended benefits of technology 
implementations are achieved. Using a mixed method approach 
(structured observation, interviews, field notes) we collected 
data regarding users, tasks, technology, and factors impeding 
technology use from a sample of 38 clinicians on two wards at 
an Australian hospital. We used the FITT framework to assess 
the relationships between users, tasks, and technology.  

Our findings showed that even when adequate fit between users, 
tasks, and technology was attained additional factors related to 
the environment (including the temporal rhythms of a ward, 
infection control rooms, or space limitations) ultimately 
affected technology use. Thus, we propose the fit between 
individuals, task, technology and environment (FITTE) 
framework as a means to evaluate and optimise technology use 
by explicating the relationships between users, tasks, 
technology, and the environment in which they operate. 

Keywords:  

Computers; Health services research; Models, theoretical 

Introduction 

Health information technologies (HITs) undoubtedly have the 

potential to make care delivery more efficient and effective. 

However, HITs can also result in unintended consequences, 

including: unfavourable workflow issues; paper persistence; 

changes in work practices (such as altering of the pace and 

sequencing of clinical activities); and only partial support for 

the information needs and work practices of clinicians [1; 2]. 

Researchers indicate that the ‘fit’ between technology and 

clinical work is what leads to HITs being either used and 

incorporated into routine, worked around, or rejected [3]. 

Where there is a mismatch between technology and work 

practices, the intended benefits of the HIT may not be achieved. 

Research investigating fit between technology and clinical 

work has, by and large, focused on software applications with 

limited consideration regarding hardware computing devices. 

In order to achieve optimal beneficial outcomes from HITs, it 

is also essential to ensure the right fit of hardware devices. 

Fixed computing devices, such as desktop computers, may 

constrain the work practices of clinicians by mandating where 

information can be accessed or documented. Mobile computing 

devices, on the other hand, are not tied to one location but rely 

on battery and wireless connectivity, and have different screen 

sizes and data input mechanisms (keyboard, stylus, and/or 

touchscreen), all of which impact their usability. Considering 

that computers play an integral part in the success of software 

implementations, how fixed and mobile devices fit into and 

support clinical work practices warrants attention. 

Theoretical Frameworks 

The Technology Acceptance Model (TAM) and Task-

Technology Fit (TTF) model are two prominent theories that 

describe potential means by which to explore the notion of fit 

between technology and work practices. TAM has been widely 

used in health care and employs the constructs of perceived 

usefulness and perceived ease of use as determinants of: 

attitudes towards using technology; intention to use technology; 

and the actual use of technology [4]. Findings from Holden and 

Karsh’s seminal review of TAM, and its application in health 

care literature, underscored TAM’s value as a theoretical 

framework to assess the relationship between users and 

technology [3]. However, the review also pointed to the need 

for additional constructs to allow for further relationships to be 

explored. Dishaw and Strong, likewise, highlight that a 

shortcoming of TAM in aiding understanding of the use of 

technology may lie in the absence of an explicit construct 

examining tasks [5]. They indicate that, unlike TAM, the TTF 

model provides explicit inclusion of a task–technology 

construct. 

The TTF model looks at task characteristics and technology 

characteristics, which together determine task–technology fit 

and influence technology utilisation [6]. The premise of the 

model is that technology will be used if it adequately supports 

the demands of a task. In applying the TTF model to assess the 

fit of a picture archiving and communications system (PACS), 

Lepanto et al. concluded that “TTF is a valid tool to assess 

perceived benefits, but it is important to take into account the 

characteristics of users” [7]. Others have similarly indicated 

that a limitation of TTF is that it does not explicitly include a 

construct that examines user characteristics [5].   

Ammenwerth et al.’s propose Fit between Individuals, Tasks, 

and Technology (FITT) as a framework that encompasses the 

interactions of users and technology (i.e. TAM concepts) and 

tasks and technology (i.e. TFF concepts), and the interaction 

between users and tasks [8]. FITT was developed specifically 

for the health care domain and was based on an analysis of 

literature on technology adoption.  FITT posits that the use of 

technology is dependent on the fit between the attributes of the 

individuals (users), attributes of the tasks, and attributes of the 

technology.   

The framework defines individuals as either an individual user 

or a user group. Examples of user attributes include: knowledge 

of the technology; motivation to execute tasks; openness to new 

ways of working; cooperation within a team; and organisational 

context. Tasks comprise whole tasks or work processes (such 

as, documentation or order entry), the attributes of which can 
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include: organisation of tasks; activities and their 

interdependence; and task complexity. Technology is defined 

as any tool required to execute a task; encompassing both 

computer-based and paper-based tools. Examples of 

technology attributes include: usability of the tool; functionality 

of the tool to support a given task; integration of tools; and 

availability of tools. Where fit between attributes of the users, 

tasks, or technology is lacking, problems with the adoption of 

technology arise [8].   

The article where FITT was introduced was focused on a 

retrospective analysis of a case study that assessed the adoption 

of a nursing documentation system in three wards to test and 

validate FITT [8]. Application of FITT was shown to facilitate 

understanding of the relationships between users, tasks, and 

technology, and the factors leading to either the failure, or the 

successful adoption, of technology in each ward. For example, 

a factor that affected overall fit in the paediatric ward was 

identified as the fit between tasks and technology dimension, 

whereby the unavailability of mobile computing devices or 

fixed computing devices located at the patient bedside disrupted 

the workflow of nurses who were accustomed to undertaking 

documentation at the patient bedside. By pinpointing the issues 

affecting the use of technology, FITT helped to determine areas 

where changes could be introduced in order to optimise fit.   

The aim of our research was to (i) evaluate clinicians’ use of 

fixed and mobile computing devices using the FITT framework 

and (ii) identify factors affecting the optimal use of devices. 

Methods 

A mixed method approach comprising structured observation, 

interviews, and field notes was used for data collection. 

Observation can be particularly valuable for determining 

whether technology is used in expected or unexpected ways, 

while interviews can complement observation by providing 

clarification about what was seen in the field.   

Data collection was conducted on two wards (a surgical and a 

general medical ward) at a 320-bed teaching hospital in Sydney, 

Australia. The hospital had several HITs, including: an 

electronic medical record (for documenting discharge 

summaries); computerised provider order entry (for test 

ordering and results viewing); an electronic medications 

management system; and PACS. Tasks such as recording vital 

sign observations and progress notes were paper-based. Both 

fixed (desktop computers) and mobile computing devices 

(computers on wheels (COWs)) were available on the wards. 

Some doctors also had tablet computers that were connected to 

the hospital’s information system.  

A paper-based data collection form was developed and used to 

capture variables regarding users, tasks, and technology, 

including the: activity being conducted (i.e., ward round, 

medication round, or outside of round); task being performed 

(e.g., administer medication, order medication, order test, 

document progress notes); technology used to perform the task 

(e.g., desktop computer, COW, paper medical record); and 

factors impeding the use of technology. The data collection 

form was also used to document free text field notes and 

interviews. Definitions for the observed work tasks were based 

on classifications used in previous observational studies [9; 10].   

A sample of 38 clinicians (26 nurses (19 female) and 12 doctors 

(6 female)) were observed for 90 hours and 45 minutes. 

Medication administration rounds accounted for 45 hours and 

10 minutes, ward rounds 28 hours and 50 minutes, and outside 

of rounds 16 hours and 45 minutes of the observation time. In 

total, 4,423 clinical tasks were recorded: 2,321 during 

medication administration rounds, 1,444 during ward rounds, 

and 658 outside of rounds. Twenty-seven clinicians also 

participated in informal interviews, providing explanations 

regarding observed events. 

Clinicians were observed in the course of their daily work 

(between 7am and 5pm, Monday to Friday). Each observation 

session lasted a maximum of two hours. There were no set 

criteria for the selection of observed clinicians; they were 

chosen at random from those that were on the study ward on 

any given day that observations were conducted. Informal 

interviews were carried out opportunistically when clarification 

was needed and the situation allowed.  Ethics approval for the 

research was obtained from the hospital Human Research 

Ethics Committee.  

The quantitative data were analysed in SPSS using descriptive 

statistics to calculate frequencies of the collected variables, 

including: tasks conducted by doctors and nurses; devices used 

to conduct tasks; and locations in which tasks were conducted. 

Qualitative data from interviews and field notes were analysed 

for common themes, particularly regarding the factors affecting 

device use. FITT was applied in order to assess the relationships 

between users, tasks, and technology.  

Results 

FITT: Doctors, Tasks, and Technology 

Doctors and Tasks 

Doctors’ work differed on ward rounds and outside of rounds. 

Ward rounds were conducted in teams, with doctors moving 

from one bedside to the next as they reviewed each patient. 

Ward round tasks occurred across several locations, including 

the patient bedside, the corridors, and while doctors were in 

transit between locations.  

The main types of tasks doctors conducted on ward rounds 

included reviewing the patient record, reviewing test results, 

documenting progress notes, ordering medications, and 

ordering tests. Outside of rounds, tasks were largely conducted 

independently and doctors were observed conducting 93.8% 

(n=212) in a stationary location. The main tasks observed 

outside of rounds included reviewing the patient record, 

documenting discharge summaries, ordering medications and 

ordering tests. 

Tasks and Technology 

The hospital’s hybrid information system required doctors to 

have access to both computing devices and paper-based 

medical records. For ward rounds, mobile devices fit the mobile 

nature in which tasks were conducted by meeting doctors’ 

information needs as they moved throughout the ward. Of the 

tasks completed on a computer on ward rounds (n=762), almost 

all were completed with the use of mobile devices (n=759; 

99.6%). The mobile cart design of the COWs also provided a 

convenient means to store items, allowing doctors to transport 

several paper-based medical records at a time.Outside of 

rounds, desktop computers provided a better fit. Of the 

computerised tasks conducted outside of rounds (n=120), the 

substantial majority were completed on desktop computers 

(n=116; 96.7%). The desks on which the computers were 

stationed provided space to set opened paper-based medical 

records so that paper-based and electronic information could be 

viewed at the same time. 

Doctors and Technology 

While conducting ward rounds doctors had one COW to use 

amongst the team. One of the junior doctors used the COW on 

the medical ward, while the senior doctor leading the ward 

round used the COW on the surgical ward. Thus, on the surgical 

ward, the junior doctors were observed using paper to document 
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details regarding the test orders, medication orders, or 

medication modifications and the information was entered 

electronically after the ward round. 

Several doctors expressed a preference for electronically 

available information ,as paper-based records were often 

misplaced and time had to be spent searching for them. While 

searching for a printed pathology form that he ultimately failed 

to locate, Doctor 4 stated that a benefit of information being 

computerised was that the pathology form  could have just 

reprinted. Doctors also reported a preference for accessing 

electronic information via mobile devices, with two doctors 

further explaining that they needed mobile devices for ward 

rounds as their work practices are mobile (Doctor 1 and 7). 
While doctors said they liked the COWs, many conveyed a 

desire for tablet computers: Doctor 3 stated it would be easier 

to conduct his work with a tablet computer than with the COWs, 

which were bulky and had battery issues.  

FITT: Nurses, Tasks, and Technology 

Nurses and Tasks 

Nurses were observed to largely undertake their work 

independely during medication administration rounds and 

outside of rounds. Nurses on medication rounds were 

constantly on-the-move throughout the ward, often going from 

a patient’s bedside, to the medication room to obtain 

medications, and back to the bedside.  

Nurses’ main types of tasks on medication rounds included 

accessing information to prepare medications, documenting 

administration of medications and reviewing patient records. 

When conducting tasks outside of rounds nurses tended to have 

a base location (at a desk or parked COW) where they 

completed most tasks (n=382; 88.4%). The main tasks observed 

outside of rounds included reviewing the patient record, 

documenting notes and patient observations (such as vital 

signs). 

Tasks and Technology 

As with doctors, the hybrid information system required nurses 

to use both computing devices and paper-based medical 

records. Mobile devices suited mobile tasks of medication 

round by providing nurses access to information while moving 

around the ward. Of the computerised tasks on medication 

administration rounds (n=1,966), the substantial majority were 

completed using COWs (n=1,885; 95.9%). Desktop computers 

were considered not to be conducive to medication round tasks 

(Nurse 2 and 9) and were rarely used. 

Outside of rounds both mobile and fixed computing devices 

appeared suited to undertaking tasks.  Despite the availability 

of several desktop computers throughout the ward most of the 

computerised tasks conducted outside of rounds (n=92) were 

completed on COWs (n=58; 63%),. As tasks conducted outside 

of rounds were predominantly non-mobile, the COWs were 

largely observed being used in a stationary manner. Nurses 

were often observed in the corridor using the COW as a bench 

to complete paper-based records. 

Nurses and Technology 

Several nurses perceived that it was quicker and easier to 

complete tasks using paper (Nurse 4, Nurse 5, Nurse 8, and 
Nurse 11). Nurses sometimes used a computing device to 

access information regarding medications, which they 

transcribed onto paper and then used the information to prepare 

the necessary medication. Nurses explained that when they only 

needed to prepare one or two medications (particularly for 

medications such as paracetamol or vitamins) they found it 

quicker and easier not to wheel a COW around with them 

(Nurse 12, Nurse 20, and Nurse 21). Nurses were also observed 

using printed handover sheets and scrap pieces of paper to 

document notes, such as self-reminders, or to temporarily 

document vital sign observations that they later transcribed into 

the paper-based medical record.  

The general consensus, however, was that the computer system, 

particularly mobile devices, provided several benefits over 

paper-based medical records. A key benefit identified by the 

nurses was the ease of access to patient information and clinical 

information when the need for it arose (Nurse 12, 13, 15, 16, 
and 19). Not having to carry around several paper-based 

records at a time, being able to stow other necessary items in 

the COW (such as medications and wound dressings), and not 

needing to search paper-based textbooks were also seen as 

benefits (Nurse 2, 12, 13, and 15). Nurse 2 explained that if 

there were special instructions on how to administer a 

medication then that information would appear on the system 

next to the medication order, and saved time in not having to 

look in a textbook. The nurse also liked having a COW to 

conduct medication round tasks, and preferred to sit down and 

use the desktop computer for tasks outside of rounds.   

Other Factors Affecting FITT: Environment 

Temporal Rhythms 

The timing of medication rounds and ward rounds and the 

number of available mobile devices was found to influence 

device use. On the surgical ward eight nurses concurrently 

undertook the morning medication administration rounds. As 

there were eight COWs on the ward, nurses explained that there 

was competition for the use of COWs for morning medication 

rounds, as doctors were conducting their morning ward round 

at the same time. Nurse 8 referred to this competition as a 

“battle”, which doctors often won. Nurse 2 reported that when 

no COWs were available she would use a desktop computer and 

transcribe details onto paper about patients required 

medications so that she could take the information with her. She 

would then prepare the medications, administer them to her 

patients, and locate an available computing device to document 

the adminstration of the medications. Doctors similarly 

conveyed it was sometimes a struggle to access a COW when 

ward rounds occurred at the same time as medication 

administration rounds (Doctor 2, 5 and 7).   

Space Limitations  

During medication rounds, nurses were generally observed 

positioning the COW beside the patient bedside so that they 

were in reach of the patient’s bedside drawers (where most 

medications corresponding to the patient’s specific needs were 

kept).  However, several instances were observed where lack of 

space directly beside the patient bedside was an issue and the 

COW had to be positioned elsewhere in the room. Similarly, 

doctors on ward rounds would usually use the COW at the foot 

of the patients’ bed but when lack of space directly at the 

bedside was an issue doctors had to find adequate space to use 

the COW elsewhere within the patient room.   

Infection Control 

In instances where the patient was quarantined in an infection 

control room both doctors and nurses were observed having to 

use COWs in the corridor just outside the patient’s room. This 

often required them to walk back and forth between the patient 

bedside and the COW when needing to access or document 

information. 

Low Battery 

On occasions when low battery was an issue, nurses plugged 

the COW into an available power outlet either in the patient 

room or in the corridor, and moved between the patient bedside 

and the COW when they needed to access to document 

information. Doctors were observed plugging the COW into a 

power outlet in the corridor while they engaged in discussions 
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in between visiting patients. When moving on from the corridor 

to visit their next patient, doctors were observed unplugging the 

COW from the power outlet in order to take the device with 

them to the bedside despite the low battery.     

Discussion 

We found that clinicians’ use of devices could be largely 

attributed to a relationship between attributes of the tasks and 

attributes of the technology. The mobile nature of ward rounds 

and medication administration rounds suited the mobile nature 

of COWs, while the substantially less mobile nature of tasks 

conducted outside of rounds suited the stationary nature of 

desktop computers. However, this relationship alone did not 

account for all the device use behaviours that were observed.     

Ammenwerth et al.’s fit between individuals, task, and 

technology (FITT) framework, posits that the optimal use of 

technology is dependent on the interaction between three key 

dimensions: attributes of users, tasks, and technology [8]. A 

distinctive feature of the FITT framework, compared to other 

theoretical frameworks aimed at understanding technology use, 

is the emphasis on the interaction between users and tasks and 

the subsequent impact that this interaction has on the use of 

technology. Application of the FITT framework in this present 

study aided in the identification of distinct differences between 

the attributes of the observed user groups and how they conduct 

tasks. Nurses were found to largely conduct their work 

independently and, hence, could select the computing device 

that they perceived provided the best fit for their tasks. Doctors, 

on the other hand, worked in teams during ward rounds, thus 

device use amongst the team was influenced by the team leader. 

When junior doctors were not the primary users of the COW it 

meant they had to document patient treatment decisions on 

paper, which they then had to enter electronically after the ward 

round. These findings highlight that, irrespective of a congruent 

relationship between mobile computing devices and the mobile 

nature of ward rounds, user attributes affected optimal fit. Thus, 

validating Ammenwerth et al.’s argument about the importance 

of the user dimension when examining the use of technology.   

Nonetheless, even when adequate fit between the attributes of 

users, tasks, and technology was attained additional factors 

related to the environment were found to affect the use of 

technology. Environmental attributes included: department 

type (levels and timing of ward activities); physical 

environment (space, layout, power outlet locations); or 

organisational policies and procedures (infection control 

requirements).  

Environment Factors Affecting Use of Technology 

One of the key factors found to affect the use of devices was 

the temporal rhythms of the ward. When the timing of ward 

rounds and medication administration rounds coincided it 

resulted in more clinicians requiring the concurrent use of 

COWs than were available. Nurses that were not able to access 

a COW reported instead having to use a desktop computer. As 

desktop computers were not available at the patient bedside, 

where information was largely needed during medication 

administration rounds, nurses would transcribe information 

from the desktop computer onto paper. Although transcribing 

allowed information to be taken to the bedside it also introduced 

the potential for errors, as well as negatively impacting 

efficiency as a result of the additional documentation. 

The presence of infection control rooms on a ward was also 

found to affect the use of devices. In cases where a patient was 

isolated, clinicians could not take the COW into the room. 

Instead they had to leave the COW outside the room and walk 

between the patient bedside and the COW when needing to 

access or document information. Similarly, battery issues and 

lack of space at the bedside, often due to the presence of other 

medical equipment or furniture, impacted clinicians’ ability to 

use COWs at the bedside. Andersen et al., who observed 

clinicians’ use of devices on hospital wards, similarly found 

that lack of space was a critical factor preventing the use of 

COWs at the patient bedside [11]. A survey of nurses reported 

that a lack of space resulted in the need to undertake double 

documentation: using paper to document information at the 

bedside and then copying the data onto the COW [12].   

The commonality amongst the identified environmental factors 

is that they restricted the ability of clinicians to use COWs at 

the patient bedside and, hence, impacted on the use and optimal 

fit of computing devices. This meant that, not only were the 

benefits associated with having a mobile device at the bedside, 

such as ease of access to information, subsequently lost but the 

potential for errors was introduced due to clinicians having to 

work around the restraints imposed by these factors. Often 

temporary paper resources, such as nurses’ handover sheets or 

scrap pieces of paper were used as an interim means by which 

clinicians overcame factors affecting the use of computing 

devices. Examples included nurses transcribing information 

from desktop computers onto paper when COWs were 

unavailable or junior doctors’ documentation of treatment 

decisions when senior doctors were using the COW. Temporary 

paper resources used in such instances have been described as 

“transitional artefacts” which are used to bridge a gap between 

clinical workflow needs and formal electronic documentation 

[13]. The persistence of temporary paper resources in such 

cases could potentially be decreased, or even eliminated, by 

addressing environmental factors hindering direct electronic 

information access or input. For example, evaluating ward 

activities to identify peak periods of demand for technology and 

either ensuring sufficient device availability or adjusting the 

timing of activities. Similarly, providing a dedicated device, 

that can be sanitised, within each infection control room. 

Extending the FITT Framework: FITTE 

The above findings highlight the importance of examining 

environmental factors as an entity in and of themselves and 

suggest the need for an extension to the FITT framework. While 

the dimensions of individuals, tasks, and technology were 

found to be critical in assessing fit, ultimately it was factors 

within the environment, such as the temporal rhythms of a 

ward, the presence of infection control rooms, or space 

limitations, which influenced the optimal use of technology. 

Presently, the FITT framework enmeshes factors related to the 

environment (or context) of a setting as an intrinsic part of the 

user attribute. Yet, context is recognised to be a critically 

important factor affecting the use of technology [14; 15].  

The addition of a separate and overarching “environment” 

dimension to the FITT framework would aid in the assessment 

of factors related to the context in which users, tasks, and 

technology operate. Thus, we propose the FITTE framework: 

whereby optimal adoption and use of technology is determined 

by the fit between individuals, tasks, technology and 

environment (Figure 1). The distinction of environment as a 

separate dimension is necessary as it is likely that this is where 

the key differences between different sites and settings lie. As 

such, an environment dimension may help to explain why a 

technology that works in one setting does not show the same 

success in another setting. Future research could look at using 

a multi-dimensional work observation tool, such as the Work 

Observation Method By Activity Timing (WOMBAT) [16], to 

obtain data about users, tasks, technology and environment that 

could be evaluated through the lens of the FITTE framework. 
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Figure 1 – FITTE Framework: Optimal Adoption and Use of 

Technology Depends on the Fit between Individuals, Tasks, 

Technology and Environment.  

Limitations 

As with any observational research there is a possibility of 

introducing the Hawthorne effect, where participants modify 

their behaviour in the presence of the researcher. While it 

cannot be known whether participants changed their behaviour, 

given that the focus of the study was examining how computing 

devices fit clinicians’ work and that no assessment of quality 

was being made, any magnitude of behavioural change is likely 

to have had minimal influence on the study findings.   

Conclusions 

Due consideration needs to be given to all the factors that may 

affect device use, as technology can significantly impact the 

efficiency and effectiveness of clinical work practices, both in 

intended and unintended ways. In particular, it is important to 

identify the environmental nuances that may affect the ideal fit 

of computing devices. The FITTE framework provides a means 

to evaluate the use of technology by explicating the 

relationships between users, tasks, and technology, and the 

environment in which they operate to identify factors leading to 

either the failure of or the successful adoption of technology. 
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Abstract 

This study aimed to explore the use and expectation of 

smartphone applications about pregnancy among pregnant 

women using a survey method. A total of five hundreds 

pregnant women from 3 hospitals in the city of Chengde in 

hebei province in China were randomly selected to conduct a 

questionnaire survey. The study found that 61.48% of pregnant 

women used at least one pregnancy apps, mainly for fetal 

development information (83.3%) and maternal changes 

information (65.3%); only 8% of pregnant women worried 

about the security of personal information very much. The main 

expected functions of pregnancy apps are prenatal examination 

reminder (65%) and fetal monitoring (54.7%). Also, 77.3% of 

pregnant women hoped that information provided pregnancy 

apps should be recognized by relevant authorities. It indicated 

that pregnancy apps in the market in China was not able to 

meet the needs of pregnant women and  needed further 

improvement in future. 

Keywords:  

Pregnant women;  Smartphone;  Mobile Applications 

Introduction 

In 2013, WHO listed "using mobile health applications (apps) to 

provide health education and behavior promotion for patients" 

as one of the twelve functions of mobile health [1]. In 2015, 

China government put forward "Internet plus" action plan and 

in 2016 "healthy China 2030" program outline also led the 

medical, nursing and other industries to use Internet information 

technology to promote health reform and improve public health 

literacy.  

In recent years, with the implementation of the "comprehensive 

two-child" policy and the popularization of the concept of 

eugenics in China, the large group of pregnant and lying-in 

women in China will have a strong demand for health care 

professional guidance in the next years. As information 

technology play more and more roles in people’s daily life, 

Pregnancy related apps has become one of the convenient 

choices for pregnant women to acquire health knowledge and 

promote health behavior. 

Researches on apps in smart phone applied to maternal health 

management has been increasing all over the world since Apple 

launched AppStore in 2008, but most Chinese studies focused 

on the introduction, comparison and analysis of the function of 

these apps [2-4]. While a few studies involve quantitative 

evaluation of the application effect of such apps [5,6],The 

studies considering pregnant women’s need and using 

experience are limited. 

In view of that, this study investigated the pregnant women's 

status quo and demand for pregnancy apps, aiming to  

 

understand its current situation and existing problems, which 

can provide reference for future similar researches or further 

development of high-quality, professional pregnancy apps. 

Methods 

Sample 

In this study, a simple random sampling method was used to 

select 500 pregnant women who were from 3 hospitals in 

Chengde from May 2017 to October, and 488 questionnaires 

were collected effectively, with an effective recovery rate of 

97.6%. The inclusion criteria of respondents are: (1) pregnant 

women visiting obstetric outpatient or inpatient; (2) using smart 

phones; (3) understanding the contents of apps in smart phones; 

(4) volunteered to participate in the survey. The human ethics 

committee of Chengde Medical University Approved the study. 

 

Measurements 

Anonymous questionnaire was used to investigate pregnant 

women's usage and expectation for apps in pregnancy 

management. The questionnaire was designed on the basis of 

referring to relevant literatures, and consulting obstetric experts 

and software engineers. Then, after revising the questionnaire 

and finishing the test of reliability and validity through pre-

investigation, this questionnaire could be applied to the formal 

investigation. The internal consistency of the questionnaire 

(Cronbach's alpha coefficient) was 0.781, and the content 

validity value (CVI) was 0.825. The main contents of the 

questionnaire include: (1) the general demographic 

characteristics of the respondents, such as age, occupation, 

education level, place of residence, pregnancy history, 

gestational weeks and so on; (2) the usage of apps in pregnancy 

management; (3) the expectation of apps in pregnancy 

management. 

 

Data Analysis 

SPSS 19.0 statistical software was used to input and analyze 

data. The statistical analysis methods are mainly general 

descriptive analysis and chi-square test.   

Results 

Demographic characteristics 

Among 488 respondents, 300 pregnant women (61.48%) had 

installed and used at least one pregnancy app; therefore, this 

study only investigated and analyzed the use and demand of 

pregnancy apps among 300 pregnant women. The demographic 

characteristics of the total of the 300 respondents are presented  
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in Table 1. The age of the respondents was 26.74±0.81 years 

old, between 18 and 38. And 66% of pregnant women had their 

occupations, while 34% of them were housewives. Outpatient 

pregnant women accounted for 82.3%, pregnant women from 

ward accounted for 17.7%.   

Table 1. Respondent demographics (n=300) 

Age (n,%) 

Resi-

dence 

(n,%) 

Education 

(n,%) 

gravidity 

(n,%) 

parity 

(n,%) 

Gesta-

tional age 

(n,%) 

 

18-23: 

38(12.7) 

 

Rural: 

52(17.3) 

 

<Final high 

school: 

36(12.0) 

 

once: 

161(53.7) 

 

no: 

184(61.3) 

 

<12 

weeks: 

64(21.3)

24-38: 

117(39.0) 

Suburbs: 

51(17.0) 

High school: 

69(23.0) 

twice: 

80(26.7) 

1 time: 

101(33.7) 

 

13-28 

weeks: 

110(36.7)

29-33: 

97(32.3) 

Town: 

197(65.7) 

Undergraduate: 

178(59.3) 

3 times: 

41(13.7) 

2 times: 

15(5.0) 

 

29-40 

weeks: 

126(42.0)

34-38: 

48(16.0) 

 

graduate/above: 

17(5.7) 

 

4 times and 

more : 

18(6.0) 

  

 

Use of pregnancy apps 

The Survey showed that 216 (72.0%) of 300 pregnant women 

who had used pregnancy apps installed one pregnancy app and 

84 (28.0%) installed two or more pregnancy apps. The 

frequency of the use of pregnancy apps by pregnant women was: 

60.0% of these respondents had used pregnancy apps every day; 

20.3% had used every week or so; 4.6% every month or so; 3.3% 

only once or twice; and 11.7% of them cannot remember how 

often they used apps.  

Table 2 shows the respondents’ reasons for their used of 

pregnancy apps. The main reason for using an app was to 

understand the information about fetal development (83.3%) 

and about changes in women’s bodies during pregnancy 

(65.3%). 

 

Table 2.Reasons for using pregnancy apps (respondents could 

nominate more than one reason) 

Reason for use n % 

Information about fetal develop-

ment 

250 83.3% 

Information about changes in 

body in pregnancy 

196 65.3 

Tracking fetus 154 51.3 

Tracking own body 108 36.0 

Keeping tracking of appoint-

ments/ medical information 

90 30.0 

Continuous recording of prenatal 

examination results 

54 18.0 

Online discussions with other 

pregnant women 

51 17.0 

Uploading/storing pregnancy 

photos 

5 1.7 

Uploading / storing fetal ultra-

sound images 

4 1.3 

 

In addition, 29.67% of the respondents had unloaded pregnancy 

management apps after installation, and 12.7% of them did not 

continue to install the new apps. After reinstallation, 87.3% 

pregnant women still used their apps.  The reason why pregnant 

women unloaded apps were mainly finding better apps (29.2%), 

fatigue after usage (15.7%), and the anxious or worried content 

in apps (13.5%). And 11.2% and 10.1% of pregnant women 

believed that the information provided by pregnancy apps was 

inaccurate and useless respectively.   

The survey found that 40.7% of pregnant women never  

checked the source and accuracy of information provided by 

pregnancy apps. When asked whether they worried about their 

personal information leakage (such as name, identity card 

number, phone number, address, etc.) during the use of apps

Table 3. The comparison on the degree of concern of pregnant women with different demographic characteristics about the personal 

information leakage in pregnancy apps (n)   

demographics 

the degree of concern of pregnant women about information leakage 

X
2

 P 

never a bit medium very not sure 

Age  

18~23 16 15 3 1 3 

14.931 0.245 

24~28 28 53 22 5 9 

29~33 24 42 15 12 4 

34-38 12 21 7 6 2 

Residence 

rural 24 14 7 2 5 

19.087 0.014* suburbs 8 27 9 3 4 

town 48 90 31 19 9 

Educational level 

<high school 14 13 3 2 4 

18.615 0.017* High school 28 24 8 6 3 

>Undergraduate  38 94 36 16 11 

Job  

in employment 43 89 35 20 11 

10.476 0.033* 

housewives 37 42 12 4 7 

parity 

primipara 45 89 24 16 10 

5.913 0.206 

multigravida 35 42 23 8 8 

* P<0.05, there was a statistically significant difference. 
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or not, 26.7% of pregnant women replied “never worry about it”; 

43.7% felt “a little worried”, 15.7% “worried generally”, only 8% 

“very concerned”, and 6% of them were not sure about this 

problem. Moreover, there was a statistically significant 

difference in the degree of concern about the safety of personal 

information when using apps in different places of residence, 

educational level and job conditions, as shown in Table 3. 

Expectation for a pregnancy app   

According to this survey, 96% of pregnant women would like to 

install a completely free pregnancy app in their phone, and only 

4% of them could accept a paid high-quality version of app. For 

the interface characteristics of app, 62.7% of pregnant women 

hoped that the interface should be simple and easy to operate, 

and 36.3% of respondents also desired no-implanted-

advertisements apps. Table 4 showed ideal feature in a 

pregnancy app.  

Table 4. Ideal features in a pregnancy app (respondents could 

nominate more than one feature) 

Feature n % 

Keeping tracking of appointments/ 

medical information 

195 65.0 

Fetal movement monitoring 164 54.7 

Common symptoms and mitigation 

methods during pregnancy 

137 45.7 

making an appointment for registration 131 43.7 

Health care guidance for pregnancy, 

diet, exercise and rest    

129 43.0 

Information about changes in body in 

pregnancy and fetal development 

112 37.3   

Monitoring of uterine contraction 106 35.3 

Weight monitoring 97 32.2 

Recommending a doctor 64 21.3 

Communication platform with other 

expectant mothers / new mothers 

49 16.3 

Timely feedback and guidance to 

users' questions  

46 15.3 

Entertainment (Mother and baby mall, 

games) 

35   11.7 

Name the baby   
35 11.7 

Predict baby image 27 9.0 

 

In addition, 61.7% of pregnant women did not want the using 

app involved upload or share personal information, 29.3% of 

them felt that they were willing to upload or share personal data 

if the security of user information can be enough ensured. And 

77.3% of the respondents hoped that the information provided 

by pregnancy apps should be approved by the relevant 

authorities while 16% of the pregnant women did not take this 

for granted. Moreover, there is no statistically significant 

difference among pregnant women with different age, 

educational level and residence on the demand of security, 

privacy and authoritative information about pregnancy apps. 

Discussion 

This study showed that utilization rate of apps for pregnant 

women in Chengde in China was 61.48%, which was lower 

than that of apps (73%) in Australia in 2016 [7], but higher than 

that of pregnant women (55.4%) in Korea in 2015 [8] and the 

utilization rate of pregnant women (59%)  in Ireland in 2015 

(59%) [9]. In this study, 60% of pregnant women used 

pregnancy apps every day, while only 26% of pregnant women 

in Australia used it every day [7]. A qualitative study in 

Germany showed that 60% of pregnant women used apps (1 

times / week) regularly [10]. This may be related to the using 

habits of mobile phones in different cultures and social 

backgrounds.   

The popular reasons for pregnancy apps was to acquire the 

information of fetal development (83.3%) and changes of body 

during pregnancy (65.3%), and 30% of pregnant women used 

apps to remind prenatal examination during pregnancy Keeping 

and track appointments, which was similar to the results of 

survey made by Lupton [7]. The study of Yeonkyu [8] in South 

Korea indicated that the most frequent use of pregnancy apps 

among pregnant women tended to be the risk of pregnancy and 

the symptoms of pregnancy. A study in India also showed that 

the frequency of mobile phone app used by mothers in families 

with higher or lower family income was higher than that in 

families with middle or lower income. It may be due to the fact 

that high income families were not willing to share their 

experience with others through mobile apps [11].   

Table 2 showed that only 8% of pregnant women were very 

concerned the safety of personal information when using apps. 

Moreover, the degree of worry of rural women was lower than 

that of rural and urban residents. Therefore more attention of 

pregnant women's privacy and information safety in mobile 

health needs to be paid, especially in pregnant women with low 

educational level, full-time mothers and rural women.  

In the study, 29.2% of pregnant women had to unload former 

app if they found better similar app, and 11.2% of pregnant 

women believed that the information provided by some apps 

was inaccurate, and  40.7% of pregnant women never checked 

the source and accuracy of information provided by pregnancy 

apps. All of these hinted that the quality of apps in Chinese 

market was not uniform, the users’ information security literacy 

was relatively low, and the lack of relevant apps supervision, 

management and evaluation mechanism. In 2015, BinDhim [12] 

and other studies also found that although the US Food and 

Drug Administration (FDA) and the British National Health 

Service (NHS) had established a certain health related apps 

evaluation mechanism, 77% of users did not evaluate the 

credibility of apps developers, which further indicated the 

importance and urgency of improving the public's e-health 

literacy.   

Most pregnant women wanted to install free apps for pregnancy 

management, which embodied the public's need for the 

accessibility and popularity of mobile health. 62.7% of pregnant 

women hoped that the interface is simple and easy to operate, 

and 36.3% of pregnant women also desired that apps would not 

be implanted with advertisements. A survey in Germany also 

showed that all respondents preferred an easy-to-use interface in 

Wed-based applications and did not want to be held up with 

time-consuming technical issues [10]. A South Korean survey 

on the needs of pregnant women's dietary guidelines app found 

that the right age pregnant women had more ability to access to 

information, higher demand for app's design, convenience and 

content diversity than those with advanced age [13]. 

As for the main feature of pregnancy apps, 65% and 54.7% of 

pregnant women would like to have the function of antenatal 

examination and fetal monitoring, which was not consistent 

with the main reasons of apps in the study. This indicated that 

pregnancy apps in Chinese market had not been yet able to meet 

the actual needs of pregnant women, present pregnancy apps 

needed to be further improved. Some similar apps products in 
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other countries which include gestational apps with increased 

fetal movement monitoring, uterine contraction monitoring, 

weight and blood pressure monitoring, and gestational diabetes 

diet management as well as providing health education for 

pregnancy.  

Yeonkyu's research showed that pregnant women had more 

needs for expert opinions on diet and drug management in 

pregnancy apps during gestation period [8]. Two Australian 

researches also showed that pregnant women had a strong 

desire for health care information provided by health care 

professionals and gynecologist experts [14]; and hoped that 

apps could help them to assess their weight, nutrition and health 

status and it should be linked to reliable websites, which could 

provide short answers to their daily concerns [15]. Molly’s 

study showed that 89% of pregnant women had a clear desire to 

use smart phone app to guide them to maintain healthy weight 

during pregnancy in united states [16]. According to Maren’ 

study of in Germany, 87% of pregnant women wanted 

applications to be implemented in routine pregnancy care in 

order to detect and prevent serious pregnancy conditions 

already at an early age; besides, 23% of women requested 

sharing data among health care professionals(ie, physician and 

midwives) or even health insurance companies through 

standardized networks, in that case they would not have to fill 

out another form each time [10].   

Furthermore, 61.7% of the respondents suggested applications 

should not be involved in uploading or sharing personal 

information. And 77.3% of pregnant women hoped that the 

information provided by pregnancy apps needed the approval of 

the relevant authorities. So health care organization and 

authoritative agency in China should pay more attention to the 

supervision and legislation about mobile health field, in view of 

the specific requirements for the design, function, supervision 

and evaluation system of apps in future. 

Conclusions 

The usage rate of pregnancy apps among pregnant women is 

acceptable, pregnant women’s consciousness for information 

safety is low, and the demand for professional and authoritative 

apps is high. There are differences between the reasons and 

needs of apps use. It indicates that pregnancy apps in the market 

in China is not able to meet the needs of pregnant women, so 

the function of pregnant apps needs further improvement. 

This study chose only pregnant women who took routinely 

antenatal care in 3 top hospitals in city of Chengde, not 

involving in those who had no regular prenatal appointment and 

those who lived in the remote areas in this city due to the limit 

of time, manpower and material resources. However, these 

groups of pregnant women are more likely to suffer from some 

adverse pregnancy outcomes, such as low birth weight newborn, 

gestational complications, neonatal death, etc. Under the 

background of the rapid development of information technology 

and mobile health globally, maternal and child health in 

impoverished and remote regions should be paid more attention 

and benefited a lot. Therefore, further researches will be 

required to explore suitable pregnancy applications for pregnant 

women in consideration of different demographic 

characteristics as well as their using experience and 

expectations.   
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Abstract 

Healthcare systems worldwide are investing in networked 
health IT systems that link healthcare providers across multiple 
organisations. Much of the policy arguments in favour of such 
investment rely on the assumption that networked health IT will 
lead to improved patient safety. As part of the first stage of a 
realist review to determine how and in what contexts 
networked, inter-organisational health IT does lead to 
improved patient safety, we elicited stakeholders’ theories from 
the literature that reveal possible answers to this question. A 
key mechanism appears to be that the information provided 
supports improved decision making. Greatest benefits are likely 
to be found in relation to medication information, in scenarios 
where the patient is less able to provide accurate information 
about their medications themselves. However, access and use 
of this information depends on ease of access, clinicians’ 
perception of the likelihood that the desired information will be 
available, and clinicians’ trust in the information. 

Keywords:  

Health Information Technology; Health Information Exchange; 

Patient Safety.  

Introduction 

Healthcare systems worldwide are investing in networked 

health IT (HIT) systems that link healthcare providers across 

multiple organisations. For example, large-scale shared 

electronic health record projects have been undertaken in the 

United Kingdom (UK), the United States (US), Canada, 

Australia, Sweden, Estonia, Singapore, and Hong Kong [1; 2]. 

Much of the policy arguments in favour of such investment rely 

on the belief that networked, inter-organisational HIT will lead 

to improved patient safety [3-7], defined by the World Health 

Organisation as ‘the prevention of errors and adverse events to 

patients associated with healthcare’ [8].  

How networked, inter-organisational HIT will lead to such 

improvements is rarely explicated in the policy literature, 

beyond the assumption that if clinicians have access to more 

information they will access and use that information, which in 

turn will result in better decisions and safer patient care. For 

example, in 2012 the Department of Health in England 

published a document entitled ‘The Power of Information: 

Putting all of us in control of the health and care information 

we need’, which set out a ten-year framework for transforming 

information for health and care and relies on the notion that ‘not 

sharing information has the potential to do more harm than 

sharing it’ [3]. Similarly, a report by the US Department of 

Health suggests that health information exchange (HIE) can 

improve safety ‘by improving the timeliness and completeness 

of important patient health information’ [5]. 

At present, there is a lack of evidence to support these claims 

[1]. Others have previously noted that networked, inter-

organisational HIT is a complex intervention [9], meaning that 

it is aimed at producing change in the delivery and organisation 

of healthcare services and comprises a number of separate 

components that may act both independently and 

interdependently [10; 11]. These components are not only 

technological but also organisational and social, and they can 

all impact the extent to which the technology is successfully 

introduced and subsequent process and patient outcomes. It 

could be argued that networked, inter-organisational HIT is 

more complicated than a complex intervention because it spans 

several settings, with distinct organisational and social cultures 

and norms in each one. Previous research has revealed that 

there is significant variation in the use of information provided 

by networked, inter-organisational HIT, in terms of the amount 

and type of information that is accessed [9]. Given the 

complexity of the intervention, such variation is to be expected 

and raises the question: how and in what contexts does 

networked, inter-organisational HIT lead to improved patient 

safety? 

We are currently undertaking a review of the literature with the 

purpose of answering this question. Using the methodology of 

realist reviews [12; 13], we will elicit, test, and ultimately refine 

theories on this topic. In this paper, we report on findings from 

the first stage of the review, the theory elicitation stage. These 

theories will be tested, using evidence from empirical studies, 

in subsequent stages of the review.   

Methods 

Realist review is an approach to synthesising evidence that 

represents a divergence from traditional systematic review 

methodology. Realist reviews identify theories of how an 

intervention is intended to work, for whom, and in what 

circumstances, and then test and refine those theories through 

consideration of primary studies [12]. For realists, interventions 

themselves do not produce outcomes. Rather, interventions 

offer resources; outcomes depend on how recipients respond to 

those resources, which is highly dependent on context. Realist 

theories, referred to as Context Mechanism Outcome (CMO) 

configurations, explain how different contexts trigger particular 

mechanisms (the reasoning and responses of recipients) which, 

in turn, give rise to a particular pattern of outcomes, where C + 

M = O. For example, from a realist perspective, networked, 

inter-organisational HIT in and of itself will not result in 
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improved patient safety. Rather, it is how clinicians respond to 

and make use of (or not) the resources that networked, inter-

organisational HIT provides that will determine the impact on 

patient safety and how they will respond is likely to vary 

according to context, such that a doctor in a busy emergency 

department may respond differently than a nurse in an 

outpatient clinic. Realist approaches have much to offer the 

health informatics community, providing a means to not only 

determine if HIT interventions provide benefit in terms of 

outcomes, but to understand why and in what contexts such 

benefits may occur [14]. 

A realist review involves several stages. An important initial 

stage in a realist review is ‘theory elicitation’, where reviewers 

explore the literature with the explicit purpose of identifying 

theories [13]. It is only once the theories have been identified 

that identification of primary studies takes place. Searching 

should be purposive and iterative, driven not by the intervention 

but by the theories. This can provide particular benefit when 

undertaking a review on a topic where there is limited evidence, 

as is the case with networked, inter-organisational HIT, because 

the reviewer can draw on evidence from other domains where 

the intervention is different but the underlying theory remains 

the same. For example, networked IT systems to support the 

exchange of data between organisations have been introduced 

in a range of industries, such as government, manufacturing, 

and banking, for the purpose of process improvement, which 

may be based on similar theories of how networked, inter-

organisational IT can lead to benefit [15].     

Here we report findings from the theory elicitation stage of the 

review. Three main searches were undertaken for this purpose, 

one focusing on government policies and official reports, one 

focusing on opinion leaders in the area of HIT and patient 

safety, and one focusing on academic and practitioner literature 

concerned with networked, inter-organisational HIT and patient 

safety.  

Search Strategy 

Searches were conducted using synonyms for HIT, e.g. medical 

records, combined with synonyms for networked IT, e.g. 

computer networks; Health Information Exchange (HIE), 

defined as “the electronic movement of health-related 

information among organizations according to nationally 

recognized standards” [16]; and interoperability, defined as 

“the ability of different information technology systems and 

software applications to communicate, exchange data, and use 

the information that has been exchanged” [17]. In some 

searches, these were combined with synonyms for patient 

safety, e.g. adverse events, errors. These searches were 

conducted in February and March 2018 on the following 

databases: Medline (1946 to present), Embase (1996 to 

present), and Health Management Information Consortium 

(1983 to present). Full details of planned searches are available 

via PROSPERO (CRD42017073004). 

Inclusion Criteria 

Records were first screened based on title and abstract and then, 

where available, full papers of potentially relevant records were 

retrieved and screened. We aimed to identify papers that 

described stakeholders’ theories about how and in what 

circumstances introduction and use of networked, inter-

organisational HIT leads to improved patient safety. We did not 

restrict our attention to a particular form of networked, inter-

organisational HIT such as HIE. No restrictions were placed on 

the type of healthcare setting.     

Data Extraction, Analysis, and Synthesis 

To provide an overview of the relevant articles, a short 

description of each was presented and summarised in a table 

format. Furthermore, we abstracted out any theories or 

assumptions, or fragments of theories, concerning the 

mechanisms through which networked, inter-organisational 

HIT improves patient safety and/or the contexts in which this 

may occur. Given the focus of this phase of the review on 

eliciting theories rather than testing them, when considering 

empirical studies we focused on the discussion sections, in an 

attempt to identify authors’ theories about why networked, 

inter-organisational HIT did or did not result in the intended 

outcomes. In an attempt to construct initial theories, similar 

theories or theory fragments were grouped together. 

Results 

The searches reported here identified 375 records, of which 34 

records were found relevant. For two of these, only abstracts 

were available, leaving 32 articles. Stakeholders’ theories are 

likely to be found in editorials, letters, commentaries, and news 

articles and so these are often the focus of the theory elicitation 

stage of a realist review [13]. This was the case with our review; 

the majority of publications were editorials [18], letters to the 

editor [19-22], commentaries [23-25], and news articles [26]. 

However, the publications also included original research 

studies that sought the opinions of HIT policy and opinion 

leaders [27] and clinicians [28; 29], reports on experiences and 

lessons learned from the introduction of networked, inter-

organisational HIT [30-33], and two systematic reviews [1; 34]. 

The publications covered a range of networked HIT, including 

shared EHRs [1; 18; 22-24] and networked picture archiving 

and communications systems [19].   

The included articles discussed barriers to the introduction of 

networked, inter-organisational HIT – e.g. patient consent to 

sharing, cost, incompatibility of systems, information held 

within paper records – as well as drivers for it, such as financial 

incentives and patient expectations [1; 15; 18-20; 24; 25; 29; 

31-35]. However, our concern was not with what constrains or 

leads to the introduction of networked, inter-organisational HIT 

but, once it is in place, the contextual factors that support and 

constrain its use and subsequent impact. 

While some articles considered potential risks to patient safety 

that may be introduced by use of networked, inter-

organisational HIT [22; 31], largely the articles reflected the 

same belief in the potential for improved patient safety that is 

promoted within the policy arena. Similar to the policy 

literature, how this would be achieved was often not explicated. 

For example, an interview study with Canadian HIT policy and 

opinion leaders reported that:  

‘clinical data sharing across the continuum of care was believed 

to be critical for improving safety and effectiveness, especially 

electronic prescribing and drug management in the near term.’ 

[27] 

Only one of the articles referred to a theoretical model that 

might explain the impact of networked, inter-organisational 

HIT. Bowden & Coiera [1], in their systematic review of the 

impact of accessing primary care records during unscheduled 

care, refer to information value theory [36], which would 

suggest that networked, inter-organisational HIT can only have 

impacts on care when the information it provides to clinicians 

triggers a change in a decision that has the potential for a better 

(higher value) outcome.  

Despite the lack of explicit theory within the remaining articles, 

we were able to identify two key mechanisms through which 

authors anticipated that networked, inter-organisational HIT 
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would lead to improved patient safety: through clinicians 

making use of the information provided by networked, inter-

organisational HIT to inform their decisions about patient care 

and through clinicians making use of networked, inter-

organisational HIT to better coordinate patient care. We 

consider these two mechanisms in further detail below. 

Improved Decision Making 

A key anticipated mechanism is that clinicians will respond to 

the provision of accurate patient information by using that 

information in their decision making, resulting in improved 

decision making – although what is meant by ‘improved’ is 

rarely articulated – and consequently increased patient safety. 

For example, Alvarez [23] states: 

‘providing access to reliable electronic patient encounter data 

will result in improved diagnostic capability for providers and 

consequently more appropriate treatment.’ (p.34)  

A context where networked, inter-organisational HIT was 

considered to be particularly beneficial for decision making was 

the emergency department [1; 37; 38], due to the lack of up-to-

date medical records at the point of care [31].  

In terms of the information to be accessed, a patient’s 

medication history was considered to be particularly important 

[23; 29; 31]. This was especially the case for patients with 

mental health issues, where information regarding mental 

health medications was perceived not only to be critical for 

decision making but often difficult to obtain accurately from 

patients [31]. Similarly, information on medications for elderly 

patients was seen as important, again due to anticipated 

difficulties in obtaining accurate information from the patient 

themselves. However, what information will be accessed is 

likely to depend on the stage in the patient journey, with 

information on medications, allergies, and diagnoses being the 

focus during triage and immediate treatment, while access to 

the full patient record is potentially useful later in the patient’s 

care [1].  

Other contextual factors that appear to determine whether 

information will be accessed and used include the ease of 

accessing patient information and the clinician’s perception of 

the likelihood that the desired information will be available 

[31]. Where ease of access is not achieved, this may be 

overcome by having other staff, such as those in training, 

searching for information. Related to ease of access is the extent 

to which the networked HIT is integrated into existing 

workflows [26; 31]. To use the information, clinicians have to 

be confident that the information is accurate and up to date [22; 

31; 34].  

Experience of individuals may also influence the likelihood of 

clinicians accessing information via networked, inter-

organisational HIT, with those with experience of using 

networked HIT typically being more positive than those 

without [34]. The benefits to be obtained may also vary 

according to levels of experience and specialism. For example, 

Alvarez [23] suggests that sharing of radiology images will 

benefit smaller hospitals by providing them with timely access 

to high-quality interpretations by radiology specialists.  

Improved Coordination of Care 

When reviewing the literature retrieved using the search term 

‘interoperability’, an additional mechanism was identified, 

whereby the ability to share information provided by 

networked, inter-organisational HIT is used as a means of 

communication, leading to improved patient safety through 

increased coordination of care. While we were only able to 

elicit theory fragments, we report it here because it represents 

an alternative theory to the one concerning improved decision 

making that underlies much of the policy literature.  

The e-Health Stakeholder group, a multidisciplinary group 

established in 2012 with the aim of discussing and contributing 

to the development of HIT policy at EU level, published a 

report entitled ‘Perspectives and Recommendations on 

Interoperability’ [2]. The report suggests that faster access to 

patient health records not only enables better decision making 

but also improved care coordination between multiple 

clinicians.  Because of the fragmented nature of healthcare, 

where a patient’s journey can involve multiple clinicians, there 

is the potential for miscommunication or error, with 

communication breakdown or failures in healthcare being one 

of the most frequent causes of adverse events [30; 39]. 

Networked, inter-organisational HIT can facilitate 

communication between clinicians working in different 

organisations through, for example, the transfer of hospital 

discharge reports to a patient’s general practitioner (GP) or 

requests from the GP for a hospital appointment, to improve the 

coordination of care [30].  

Beyond the scenarios described above, we were unable to elicit 

much from the literature regarding the contexts in which this 

mechanism would be triggered. However, in contrast to the 

decision making mechanism described above, it appears that 

this mechanism has less relevance to unplanned care and 

greater relevance to longer term care, such as palliative care and 

management of long term conditions such as diabetes [30]. We 

can also anticipate that some of the contextual factors identified 

in relation to the decision making mechanism, regarding ease 

of access of information and trust in that information, also apply 

here, in order for the clinician receiving the information to 

incorporate it into care planning for the patient. 

Discussion 

We have undertaken the first part of a realist review to identify 

stakeholders’ theories regarding how and in what contexts 

networked, inter-organisational HIT may result in improved 

patient safety. The findings reveal two possible mechanisms 

through which improved patient safety may be achieved, one 

concerned with decision making and one concerned with care 

coordination, the relevance of which depends on the care 

context. Drawing together the theory fragments from the 

literature, two initial theories, formulated as CMO 

configurations, are presented in Table 1. Given realist 

evaluation’s concern with identifying what works, for whom, 

in what circumstances, these theories describe what is needed 

to produce a positive outcome. The implication is that, in the 

absence of the necessary contextual factors, the mechanism that 

produces the desired outcome will not be triggered.  

Recommendations for Future Work 

Evaluation of complex interventions requires a strong 

theoretical foundation [40]. Bowden & Coiera [1] argue that 

future evaluations of networked, inter-organisational HIT need 

to based on appropriate theory, something that is absent in 

previous studies. We would agree with this and add that, 

ideally, not only the evaluation but also the introduction of 

networked, inter-organisational HIT, and HIT more generally, 

should be based on appropriate theory that explicates how the 

intended benefits are expected to be achieved. Doing so 

provides a way for knowledge, in terms of what works and how, 

to cumulate; if we become explicit about the theories that 

underlie the introduction of HIT, we can then test those 

theories, using the refined theories to inform future 

implementations.  
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Table 1 – Initial theories 

Context 

 Mechanism 

 Outcome  Resource Response 

Emergency care  

 

Patient is unable to provide 

accurate medication 

information  

 

Information is easy to access, 

accurate and up to date 

+ 

Access to 

medication 

information  

Clinicians access medication information and, 

trusting that information, use it to inform their 

decision making  

= 

Improved 

decision making 

Reduced 

medication errors 

Increased patient 

safety 

Long term care provided by 

clinicians spread across 

multiple organisations 

 

Information is easy to access, 

accurate and up to date 

+ 

Ability to share 

information 

On receiving information, clinicians access it 

and, trusting that information, incorporate it 

into their care planning for the patient 

= 

Improved 

coordination of 

care 

Increased patient 

safety 

 

Strengths and Limitations 

A strength of this work is that we have demonstrated how, when 

the introduction of HIT is not based on explicit theory 

concerning how the intended benefits will be achieved, the 

theory elicitation stage of a realist review provides a means of 

unearthing stakeholders’ theories. The resulting theories can be 

tested and refined through the use of primary studies, as we will 

do, or they can be tested and refined through the collection of 

empirical data [41]. 

Nonetheless, what is presented here is only the first stage of a 

realist review and so we can make no claims about the truth of 

the theories that we have elicited from the literature. However, 

while the initial theories do not necessarily reflect our views, 

they do reflect commonly held views in one or more academic 

and practitioner communities. 

Conclusions 

Worldwide, there are efforts to introduce networked, inter-

organisational HIT. While such HIT promises many benefits in 

terms of patient safety, these are not always achieved. We have 

undertaken a realist review to identify stakeholders’ theories 

regarding how and in what contexts networked, inter-

organisational HIT may result in improved patient safety. One 

of the key mechanisms identified in the literature is that access 

to ‘additional’ information available through networked inter-

organisational IT systems can support enhanced decision 

making. This mechanism was more likely to yield benefits in 

relation to medication information, particularly in scenarios 

where the patient is less capable to provide accurate 

information themselves. However, different factors can 

determine the clinician’s decision to access and use these 

systems, such as ease of accessibility, perceived usefulness of 

the information provided, and their trust that the information is 

available, accurate, and up-to-date. 
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Abstract 

Management of the complex chronically ill patient is highly 

problematic. This is due to the need to complement 

recommendations in clinical guidelines with recommendations 

based on treatments performed on a representative set of 

patients. It is necessary to identify conflicts between the 

recommendations of different guidelines designed for handling 

specific chronic diseases. The PITeS-TIiSS project (code 

PI15/01213) aims to overcome this problem by designing and 

deploying an ontology-based personalized clinical decision 

support tool. This helps to improve personalized decisions and 

reduces variability in clinical practice in an integrated care 

environment. This paper describes the methodology followed in 

developing the ontology used to infer clinical knowledge and to 

develop and implement the support tool. The tool will access 

the information provided by the Electronic Health Record of 

Andalusian Health Public Service, the main healthcare 

provider in a region in Spain with more than eight million 

inhabitants. 

 

Keywords:  

Polypharmacy, Decision Support Systems, Clinical, Chronic 

Disease 

Introduction 

The high prevalence of chronic diseases in the population has 

led to an increase in the number of people living with complex 

chronic disease or multiple diseases. They are considered to be 

the leading cause of death worldwide (60% of the total) 

[1].Complex Chronically ill Patients (CCP) are patients with 

multimorbidity [2]. Drug use in CCP and elderly persons often 

requires specific knowledge of clinical, functional, and care 

areas. The complexity of patients with chronic diseases makes 

them a risk group that is more susceptible to errors and, 

therefore, adverse reactions [3]. 

A study of 12 clinical practice guidelines (CPGs) conducted by 

the National Institute of Health and Care Excellence (NICE) in 

the U.K. highlights multiple potentially dangerous interactions 

between the recommendations of these guidelines. The results 

show the need to adopt innovative and interactive mechanisms 

for the production and dissemination of clinical guidelines to 

facilitate informed decision making in the treatment of CCPs 

[4]. They also suggest the need to advance the interaction 

between electronic clinical guidelines and basic medical 

knowledge in order to allow the guides to be adapted to a 

specific patient. This results in adapted treatment of the disease 

[5]. 

A personalized clinical decision support system (PCDSS) was 

designed to overcome these problems. The incorporation of this 

type of tool into clinician workflows is one of the main 

strategies to prevent errors in decision-making in integrated 

care environments [6]. The proposed tool focuses on the 

reduction of variability and on fair and personalized clinical 

practice in the field of integrated care of CCPs. In this case, an 

ontology was used to infer specific clinical knowledge [7]. 

An ontology is a formal and explicit specification of a shared 

conceptualization. It helps to model by first identifying the 

relevance of concepts and their explicit definition and related 

constraints. In addition the ontology can be read by a machine 

and can capture consensual knowledge [8]. 

The CDSS are handly tools in clinical practice. However, in the 

area of pluripathological patients they are not as flexible as they 

should be. This is why it was decided to use ontological 

reasoning for tool modeling. Galopin et al. have found that there 

are fewer treatment conflicts between the different diseases 

with ontological reasoning [9]. 

Velickovski et al. [10] proposed a CDSS for CCPs that focused 

on the diagnosis and prevention of chronic obstructive 

pulmonary disease. The key difference with the present 

proposal is that it does not use ontology as the primary basis for 

the development of the decision support tool. 

Böttiger et al. [11], on the other hand, proposed a tool focused 

on drugs and adverse reactions. Its main aim was to prevent and 

avoid possible interactions and adverse effects on 

polymedicated patients. Again, these researchers did not use the 

ontology for the development of their proposed tool. 

A CDSS in which an ontology was used as the central element 

in development was proposed by Zhang et al. [12], which 

focused on the diagnosis, evaluation, and treatment of patients 

with diabetes mellitus 2. The key difference between this 

proposal and ours is that the former focuses on complex chronic 

diseases, while the present proposal focuses on the different 

drugs used to treat complex chronic diseases. Also, the 

recommendations provided in the present research are justified 

because they show the items selected initially by  healthcare 

professionals. 

Methods 

Objectives 

This study is part of the PITeS-TIiSS project [13], funded by 

the Spanish Carlos III Institute of Health and whose specific 

objectives include the following: 

• Define a methodology to represent and implement 

evidence-based integrated care plans. These would 

incorporate recommendations and personalized 
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treatment for CCPs based on the most appropriate 

CPGs and the evaluation of the results of previously 

applied therapies. 

• Applying the methodology described above in the 

setting of CCPs. The aim is to produce a set of 

recommendations, clinical pathways and specific 

protocols. 

• Avoid increasing the time spent using the tool during 

medical care. 

The aim is to integrate the tool into the workflow of the health 

professional. This facilitates access to information provided by 

the Electronic Health Record (EHR), known as DIRAYA [14], 

of the Andalusian Health Service, the main health services 

provider to Andalusia (a region in southern Spain with a 

population of more than eight million inhabitants). This is one 

of the largest registration systems in Europe. The project will 

benefit from a service-oriented architecture based on an internal 

communication bus (using open source Mirth Connect 

software). This bus will incorporate new modules and improve 

performance by reusing integrations with many EHR services 

(e.g., patient identification, clinical authentication and the 

option to query relevant health data sets). This design reduces 

development cost by reusing common components and enables 

research on implementation of Integrating the Healthcare 

Enterprise (IHE) [15] and ISO 13606 [16] interoperability 

standards in several projects. 

Study of the Knowledge Bases 

Initially, within the framework of the PITeS-TIiSS project, a 

generic scenario focused on the integrated care of CCPs was 

defined. In this scenario, the sphere of care was shared by two 

centers: “Virgen Del Rocío” University Hospital (HUVR) and 

a primary care center in the HUVR area. 

Given the disease prevalence, the information available in the 

EHR and the availability of patients, the prescription decision 

scenarios defined for the validation of the technological 

developments in this project were the following: 

• Scenario 1: Atrial fibrillation. Treatment with 

anticoagulant drugs. 

• Scenario 2: Secondary prevention of cardiovascular 

disease.Treatment with statins. 

Subsequently, together with clinical researchers, we identified 

and exhaustively analyzed a series of knowledge bases related 

to the selected scenarios. To this end, the clinical researchers 

identified the guidelines and pathways used in clinical practice, 

as well as other cross-sectional knowledge tools to support 

decision making in these diseases. The knowledge bases, 

currently in use in conventional integrated care, were identified 

and collected in the protocols of the HUVR and its affiliated 

centers. These bases were as follows:  

• STOPP/START Criteria: This tool is used to detect 

an elderly patient’s prescription medication. Also to 

indicate which, according to their individual 

conditions, is the most correct pharmaceutical 

prescription for a patient. It has been used in other 

parts of Europe [17].  

• LESS/CHRON Rules: This tool is used to guide the 

prescription of medicines in patients with chronic 

diseases. It is the result of a recent consensus on the 

medicine prescription [18]. 

• PROFUND Index: A widely used outcome prediction 

scalein Spain [19]. 

• CPGs: Guides developed systematically to assist 

healthcare professionals and their patients in maing 

decisions about appropriate care under specific 

clinical circumstances [20]. In order to obtain the 

most appropriate information on the defined 

decision-making scenarios, the clinical researchers 

finally recommended the use of two specific CPGs. 

Scenario 1 was studied using the CPG on Diagnosis 

and Treatment of Atrial Fibrillation [21]; Scenario 2 

was studied using the CPG on dyslipidemias [22]. 

Given the complexity of the knowledge bases, some of 

conventions have been defined for this paper. A clinical 

statement is a text that makes a recommendation in the 

knowledge bases (e.g., warfarin should be prescribed if the 

patient has atrial fibrillation and his/her glomerular filtration 

rate is greater than or equal to 15 ml/min). Also, within this 

clinical statement, we can identify two premises (e.g., having a 

glomerular filtration rate greater than or equal to 15 ml/min) 

that compare a series of clinical concepts (e.g., glomerular 

filtrate) with numerical values, Boolean values, or other 

concepts. Once the resources to be analyzed were identified and 

the conventions defined, a set of tabulated information was 

extracted using a methodology based on the following steps: (1) 

The clinical statements are extracted from the different 

knowledge bases; (2) the clinical concepts associated with these 

clinical statements are identified and, once identified, (3) the 

questions to be shown to the healthcare professional for each of 

the previous concepts are established in the tool. Subsequently, 

(4) the premises associated with the clinical statement are 

identified, (5) the recommendation to be given by the tool when 

makng the specific clinical statement (e.g., prescribing 

warfarin) is noted, and (6) the existing relational logic between 

the concepts contained in a premise is identified and designed 

(by means of a propositional or Boolean logic system). Finally, 

(7) the logical relations are established between the premises 

that fulfill all (AND), only one (OR), etc. The whole process is 

carried out by the research team in a systematic and recurrent 

way until a consensus is reached among the clinical researchers. 

In this case, the recommendations corresponded to the 

prescription and/or deprescription of the medicines in the two 

defined scenarios. They are shown in the tool developed 

according to the introduced patient information. 

Before its implementation, the project was approved by an 

ethics committee made up of 21 members and chaired by Mr. 

Víctor Sánchez Margalet. 

Information Modeling and Semantic Standards Mapping 

Ontology was defined from the previous tabulated document 

and developed on the knowledge extracted from the knowledge 

bases. Ontology modeling has been selected as methodology 

since it allows a precise classification of a patient in diagnosis, 

care management and translational research.  Compared to 

terminologies, the big difference is that ontologies define the 

relationships between concepts in a way that allows logical and 

computational reasoning. In addition, it allows conclusions to 

be drawn from related claims. Ontologies can help organize and 

analyze large amounts of data that are too large for a healthcare 

professional to handle [23].  

Protégé was used to implement clinical statements, premises, 

concepts, and the relationships between them. The concepts 

were added to the ontology and, through the use of annotations 

in the ontology, the extracted concepts were mapped. To 

facilitate communication exchange, each concept was mapped 

with a semantic interoperability standard. This allowed all 

information to be semantically communicable. For this 

purpose, it was decided to apply FHIR [24] of HL7. Also, the 

concepts were terminologically mapped with SNOMED CT 

[25] to ensure semantic interoperability at the terminological 

level (See Figure 1). For those terms that were not assigned 
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codes in FHIR or SNOMED CT, they were assigned our non-

standard code in order to map them in the ontology. 

 

 

 

Figure 1 - Example of an annotated mapped concept and a 

concept-based premise 

On the other hand, an internal logic was defined in the ontology, 

through the use of ObjectProperties, DataProperties, and the 

relationships between concepts (e.g., hierarchy, EquivalenTo, 

Class Axioms and others). In this way, it was possible to 

establish the premises defined in the clinical statements. For 

example,  the NIHSS scale is greater than or equal to 16 (See 

Figure 1) and included in the tabulated document (through the 

use of annotations). In addition, an internal logic was redefined 

in the ontology between the different premises associated with 

the same clinical statement (See Figure 2).   

 

 

 

Figure 2 - Example of rule logic associations 

Definition, Design and Implementation of the CDSS 

Once the modeled information was available (mapped 

concepts, conditions, logic and recommendations), a PCDSS 

was implemented. For this purpose, the data of each patient was 

incorporated and the model designed to generate personalized 

prescription recommendations for each patient according to the 

sources analyzed was used (See Figure 3).  

 

Figure 3 - System architecture 

For the incorporation of data other than patient information, the 

system is able to automatically extract information from the 

previous model and incorporate it into the CDSS database. To 

do this, a Java project was created. The Owl API library was 

used to process the model created through the proposed 

methodology and was able to store the information so that it 

could be understood by the evaluation engine. 

When the information arrives from a new patient, the tool 

created is able to (1) obtain the representative set of mapped 

concepts, (2) relating patient data to concepts through the use 

of reference terminology, (3) obtaining the premises defined in 

the information model, (4) evaluating each of the premises 

obtained with patient concepts and data, (5) evaluating the logic 

of the premises and clinical statements defined, and (6) giving 

a recommendation in real time.  

Validation 

First, clinical researchers validated the tool with retrospective 

data from real patients in the reference area of the HUVR. In 

addition, the clinical researchers conducted reviews of the 

recommendations throughout the tool development process.  

In this way, it was possible verify that the PCDSS generated the 

most appropriate and personalized recommendations for each 

patient and that the data entered were correct in the clinical 

setting. 

Results 

A methodology was available to  obtain clinical decision rules 

based on ontologies. The knowledge bases used were oriented 

to relevant medical decision-making scenarios in the context of 

integrated care. 

The PCDSS was developed. The tool provides forms validated 

by clinical researchers that connected the questions in the form 

with SNOMED CT concept codes contained in the information 

model. The healthcare professional entered the patient 

information into the form, from which clinical 

recommendations are generated in the PCDSS. 

The PCDSS was integrated into the workflow of healthcare 

professionals and an analysis was performed to determine 

whether the premises and logic of the clinical statements were 

met according to the data entered on the form. Besides, the 

PCDSS also generated personalized recommendations for the 

patient about prescription and/or deprescription of specific 

medications.  

At the time this study was submitted, the PITeS-TIiSS project 

was in the experimental phase. The phases included clinical 

validation of the tool developed, training of clinical researchers 

and patient recruitment and follow-up. 

Discussion 

It is hoped that the tool will be very useful for support decision 

makingin clinical practice in both scenarios defined for 

treatment of CCP. The inclusion of clinical researchers from the 

HUVR reference area in this project, both in the definition of 

requirements and in the design of the technological 

infrastructure, has made it possible to design a tool adapted to 

the needs and preferences of healthcare professionals. The 

ontology played a key role in the design of the tool, as it served 

to model the information in natural, intuitive and 

understandable way after some adaptation processes. This was 

of great help to the developers, as it made it much easier for 

them to import the model into the CDSS. On the other hand, 

more time than expected has been invested in the modeling and 

implementation of the tool due to the desire to make it highly 

scalable from a functional point of view. In other words, the 

methodology allows the incorporation of recommendations on 

the prescription or deprescription of new drugs that in turn cross 

with previously modeled recommendations, with a minimum 
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impact on the previous model. A future identified line of work 

is to increase the scope of normalization of modeled concepts 

through SNOMED CT post-coordination. 

Work is also underway to ensure that the tool is easy to use. In 

this way, the tool will allow the CDSS to include future 

scenarios for other drugs and, therefore, new recommendations, 

thus enriching the usefulness and knowledge base of the tool 

developed thanks to the functional scalability of the method.  

Conclusions 

In conclusion, thanks to the involvement of healthcare 

professionals, considerable progress has been made in a short 

time. Positive results have been obtained in various areas, as 

indicated below: 

 

• Protocols have been established for the knowledge 

extraction phase, defining clear structures for the 

collection of information in the tabulated document. 

This has reduced modeling time, the number of 

meetings and the explanations necessary for 

healthcare professionals.  

• The proposed methodology enables better use of the 

research team’s time. 

• Possible human errors have been reduced by 

including the models in the tool, thanks to the fact 

that a large part of this process is automated. 

• According to the healthcare professionals, the use of 

the ontology has facilitated visualization and 

understanding of knowledge thanks to the 

relationships between concepts. 

Once the validation has been carried out retrospectively, the 

pilot of the developed tool in this project will begin 

prospectively with real patients. This pilot will be carried out in 

the reference area of the HUVR in primary care and specialized 

care consultations (internal medicine) 

Finally, once the pilot has been completed, the aim is to obtain 

data that will make it possible to check the reliability and 

effectiveness of the PCDSS  through indicators. It is also 

intended to extract new knowledge from the decisions taken by 

healthcare professionals. The indicators used are as follows:   

 

• Number and percentage of adverse events avoided in 

each group. 

• Number and percentage of emergency visits in each 

group. 

• Number and percentage of hospital admissions in 

each group. 

• Number and percentage of avoidable referrals from 

primary care to hospital. 

• Satisfaction of healthcare professionals. 

• Quality of life related to the patient’s health. 

• Number of improvement proposals detected for the 

process of integrated care of CCP. 
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Abstract 

30% of the Argentinian population and 58% of Plan de Salud 

HIBA patients are unaware of their HIV status. The Ministry 

of Health and US Preventive Service Task recommends 

physicians to assess HIV infection in persons aged 15 to 65. 

An HIV screening reminder integrated in an electronic health 

record (EHR) was created using FHIR to represent clinical 

information and CDS-Hooks to represent the exchange of 

information with a CDS service. The tool had a 1% 

intervention rate, and 67.4% acceptance rate. The number of 

HIV screening tests requested during the weeks after the 

CDSS implementation and in the same period in 2017 were 

obtained. 575 orders were requested in the 2017 period and 

893 in the 2018. 89 (almost 10%) of these came from the 

electronic tool. The preliminary results indicate that this non 

disruptive, action oriented reminder can contribute to 

increased HIV screening orders. 

Keywords:  

Clinical Decision Support Systems, Electronic Health 

Records, HIV Infections 

 

Introduction 

In 2017 around 5,500 people became infected with HIV in 

Argentina, 6,500 were diagnosed with the virus (35% of them 

in advanced stages of infection), the perinatal transmission 

rate was 5% and 1,500 people died from causes related to the 

AIDS. With 122,000 people living in Argentina with HIV in 

2017, 30% of whom were unaware of their situation. It is 

necessary to accelerate the pace of diagnosis to reach the goal 

of 90% diagnosis rate by 2020. This implies the need to 

increase efforts to actively offer HIV testing [1]. The Ministry 

of Health resolution 55-E/2017 [2] recommends reporting and 

offering HIV test. US Preventive Services Working Group 

(US Preventive Services Task Force) [3] also suggests 

physicians to assess HIV infection in adolescents and adults, 

aged 15 to 65.  

In the Hospital Italiano de Buenos Aires (HIBA), only 42% of 

the Plan de Salud patients (HIBA’s health maintenance 

organization) have a reactive or non reactive HIV result, 

leaving the remaining 58% with an undetermined HIV status. 

Clinical decision support systems (CDSS) are one of the 

biggest benefits of electronic health records (EHR). 

Reminders are tools that can help physicians to order a 

diagnostic or therapeutic procedure adjusted to patient 

characteristics [4], and there is evidence that they can 

influence the physicians test-ordering behavior [5]. 

We could say that we are going nowadays through a fifth 

stage in the evolution of the CDSS, as a response to the 

problems presented in the four phases indicated by Wright [6]. 

This phase is based on the utilization of standards to share 

information between systems using service-oriented 

architectures implementations that adopts existing web-based 

technologies such as RESTful (REpresentational State 

Transfer) APIs [7]. 

Fast Healthcare Interoperability Resources (FHIR) [8] is the 

latest standard developed and promoted by the international 

organization Health Level Seven (HL7), permitting the 

exchange of information related to medical care. This includes 

clinical as well as administrative data, and contemplates a 

wide variety of settings: inpatient, ambulatory, emergency 

department, etc. FHIR helps us to achieve interoperability 

between systems, representing health data from heterogeneous 

sources using the same structure, this being the foundation for 

sharing information. 

CDS-Hooks [9] is a standard that describes a “hook”-based 

pattern for invoking CDSS from within a clinician's EHR 

workflow. It triggers CDS calls from the EHR workflow 

returning as an answer information and suggestions for action. 

The aim of this paper is to describe the development and 

implementation of an electronic reminder to physicians, 

integrated in an EHR, for HIV screening on the correspondent 

patients; using FHIR to represent clinical information and 

CDS-Hooks to represent the exchange of information with a 

CDS service.  

The secondary aim is to describe the preliminary results of the 

tool’s use without formal user training, and to describe the 

proportion of HIV screening requests in the weeks after the 

implementation and in the same period of the previous year. 

Methods 

Setting   

HIBA is a non-profit healthcare academic center founded in 

1853. It  has a network of two hospitals with 750 beds (200 for 

intensive care), 41 operating rooms, 800 home care beds, 25 

outpatient clinics and 150 associated private practices located 

in Buenos Aires city and its suburban area. Since 1998, HIBA 

has run an in-house-developed health information system, 

which includes clinical and administrative data. It has been 

recently certified by the HIMSS as level 7 in the Electronic 

Medical Record Adoption Model, being the first hospital in 

Argentina and the second in Latin America reaching this 

stage. The EHR is a fully-implemented web based, problem 
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oriented, patient centered record with customized 

functionalities depending on the level of care (outpatient, 

inpatient, emergency care and home care) and terminology 

web services [10][11]. Problems are referenced to SNOMED 

CT (Systematized Nomenclature of Medicine - Clinical 

Terms), the terminology standard used for health information 

contained in patient clinical data repository [12]  

The hospital has a health insurance plan (Plan de Salud - PS) 

with 167,000 members. It is important to remark that these 

patients are enrolled with HIBA and get all their medical 

attention (laboratories tests, medical images, proceedings, etc) 

at the hospital.  

The setting selected for the reminder implementation was the 

ambulatory. 

Electronic Reminder 

The reminder was created in a multidisciplinary team 

consisting of general physicians, health informaticians and 

engineers.  

Its aim is to detect patients from 15 to 65 years without any 

HIV results, either positive or negative, HIV screening 

pending requests, structured HIV related diagnostics or HIV 

related medication stored in the EHR. If all these conditions 

are true for a patient with an appointment with some 

predefined specialty physician (for e.g., general practitioner, 

pediatrician, internal medicine, gynecologist) a non disruptive, 

action oriented reminder appears in the EHR header. The 

CDSS interface contains the following content (Figure 1): 

• a sentence informing the physician about the patient’s 

unknown HIV status (Figure 1: A) 

• a “prescribe” button; action oriented option offering 

the screening test (fourth generation ELISA) (Figure 

1: B) 

• a “decline” button (Figure 1: C) 

• a short explanation of the recommendation source 

with a hyperlink to the US Task Force website. 

(Figure 1: D) 

The practitioner has three options: ignore the reminder (close 

it with the X button on the upper right side), accept the 

reminder and order the test from the same emerging window 

(from the prescribe button), or reject the reminder (from the 

decline button). In the last case scenario the practitioner is 

requested to choose between a set of structured and free text 

justification. 

 

Figure 1 – HIV Screening electronic reminder interface. (A)  

patient’s unknown HIV status, (B) “prescribe” test order 

button, (C) a “decline” button, (D)  explanation of the 

recommendation and link to source.  

The architecture of the tool focuses on the EHR that 

communicates with the FHIR server an the CDS service. 

When a physician enters in a patient’s EHR (“patient-view” 

hook) and has an appointment with him, the EHR requests the 

FHIR server all the FHIR resources needed to call the CDS 

service (Figure 2). The EHR sends the request with the 

contextual data, like patient and practitioner identifiers. The 

FHIR server returns a bundle. This bundle has the FHIR 

resources packaged, such as "Patient", "Observation", etc. 

This FHIR server was implemented in HAPI FHIR.  

When the EHR obtains the bundle, it calls the CDS service 

using CDS-Hooks standard. This call is made with the hook 

("patient-view"), allowing the CDS service to execute only the 

rules related to that hook. The EHR also sends to the CDS 

service some contextual data needed for executing the rules. 

For example, the specialty that the physician is performing at 

that moment. The bundle and this contextual data are the 

inputs for the rules. The rule engine was implemented in 

Drools[13]. 

 

Figure 2 - CDS service architecture1 

Once the rules have been executed and if they are true, the 

response is sent back to the EHR as information cards, 

suggestions for actions, etc. A log is also recorded for further 

analysis. In this case an action oriented suggestion card was 

used, suggesting the physicians to order the HIV screening test 

for the patient. When the EHR receives the response, it 

displays the recommendation so that the user can take an 

apprpriate action. Each card returned by the CDS service has a 

unique identifier that permits to monitor what happens with 

the provided suggestion (accept or reject it with their 

corresponding structured or free text justification) and is later 

used for analysis.  

This architecture works, thanks to the use of HIBA’s 

terminology server and the FHIR standard that enables the 

achievement of semantic and syntactic interoperability. 

Data collection 

The data was collected in the period of October 11 to 

November 21 of the year 2017 for pre-intervention and 2018 

for post-intervention.  

Two main analyses were performed. 

                                                           

1
 Images extracted from:  https://pixabay.com/es/servidor-de-

hardware-red-equipo-37258/ and 

https://es.wikipedia.org/wiki/Archivo:Database-

152091_960_720.png 
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The first one was the extraction of the number of times that 

the reminder was triggered and appeared to the physicians, to 

how many patients, how many times it was intervened 

(defined as either click on the prescribe button or in the 

decline button), by how many physicians; as well as the 

justifications selected in case of declining the reccomendation. 

The second analysis was to  obtain the number of HIV 

screening tests requested during the following six weeks after 

the CDSS implementation and in the same period in 2017. The 

data considered was from the patients who didn’t have any 

testing requests in the previous three months and didn’t have 

any HIV results, in consistency with the rules implemented for 

the CDSS. Test requests received from the CDSS in 2018 

were also determined. All of these analyses were made only 

for Plan de Salud patients. 

Analysis 

For the summary of the data, descriptive statistics were used. 

The categorical variables are reported as absolute and relative 

frequencies. 

Results 

Interface design, testing and deployment 

The interface design was created with the User Experience 

team, through iterative mockups. 

The tool was tested for a month in a testing environment, 

where rules were corrected as needed. Following which the 

final implementation was monitored with a random sample of 

patients showing 100% accuracy of HIV screening 

recommendations, as defined in the functional requirement. 

On October 11, 2018, the services (FHIR server and CDS 

service) and the EHR were updated in the production 

environment. The physicians were informed about the new 

functionality through a notification placed in the EHR. As 

there was no formal training, it can’t be guaranteed that the 

users have been able to internalize how to use the tool. 

Preliminary results of reminder’s use 

Within six weeks of use since the implementation, following 

were the preliminary results. 

The HIV test reminder was triggered 12,891 times to 470 

physicians for 5689 patients.  

An action was taken for 132 reminders (1% intervention rate), 

one for patient, by 58 physicians. 

Of the 132 intervened reminders, 67.4% were accepted (HIV 

screening study ordered). The most frequent justification for 

rejecting the reminder was “The study will be ordered in the 

next consultation” and “The study was ordered by a different 

means” (Table 1). 

Of all the medical specialties defined to receive the CDSS, the 

reminder was most accepted (measured by HIV screening tests 

ordered) by gynecology (34-38.2%), general practitioners (24-

27.9%) , and internal medicine (11-12.4%).  

Of the 2017 period, 575 ELISA HIV screening orders were 

requested. During 2018 period, the number increased to 893 

ELISA HIV screening orders. 89 (almost 10%) of these were 

prescribed from the electronic tool. 

 

Table 1 - HIV screening justification for CDSS rejections. 

Justification N:43 

The study will be ordered in the next 

consultation 

15 (34.9%) 

The study was ordered by a different 

means 

12 (27.9%) 

Other (free text justification) 8 (18.6%) 

The patient does not want to be tested 5 (11.6%) 

The physician does not agree with the rec-

ommendation 

3 (7%) 

 

 

An intersting find in the 2017 period was that gynecology 

differed from the other specialties and only ordered 23 HIV 

screening tests. In the 2018 period after the reminder 

implementation, they ordered 61 HIV screening tests (2.6 

times more), 34 of them (almost 56%) coming from the CDSS 

tool (Figure 3). 

 

Figure 3 - 2017 vs. 2018 gynecology HIV screening orders 

Discussion 

This paper describes the development, implementation and 

preliminary results of an electronic reminder for HIV 

screening using a service oriented architecture to interact from 

the EHR with the FHIR server and the CDS service triggered 

by the physicians workflow inside the EHR. 

The use of the same terminological standard in both EHR, the 

FHIR server and the CDS service, with adequate granularity, 

depth and breadth, was important for a successful 

implementation[14]. The incorporation of new technologies 

that ease the ability of outside digital tools to integrate into 

EHRs, as well as the utilization of standards for healthcare 

information exchange (such as FHIR), are said to be important 

enablers of a better health care model[15]. It is easy to 

envision that screening practices can be improved with 

education and electronic screening tools if they are ready to be 

implemented in health care facilities without the effort of  

development.  

The preliminary results of this work show that the CDSS 

contributed to an increase of HIV screening test ordering in 

2018. Clinical decision support systems have the potential to 

improve health care, especially when it is related with 

screening and diagnosing prevalent diseases. These results 

support the findings of three different studies which showed 

that an electronic reminder increased the HIV screening 

testing orders[16][17][18]. Also, similar informatics strategies 
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have been employed for HIV screening in cities with high 

HIV prevalence (New York and New Orleans), documenting 

significant improvements with EHR interventions[19] . 

For these preliminary results it can be noted that the 

intervetion rate of the tool was low, but on the other hand, the 

majority of users who interacted with it ordered the HIV 

screening test, indicating that it was useful for them. 

The low intervention rate could be related with a perceived 

stigma associated with an HIV diagnosis. The literature 

reveals that fear can be an important patient-driven factor in 

the avoidance of HIV screening[20]. This factor could 

influence both, the physician who has to suggest the screening 

recommendation and the patient who receives it. Nevertheless, 

this was contemplated when choosing only certains medical 

specialities to be recipients of the CDSS. Other reason to 

explain this low intervention rate could be that physicians may 

not be aware that this tool exists or know how to use the 

information within the CDSS [21], specially when non formal 

training was received. Lastly, the results are only based on six 

weeks of the tool’s use. A year would be more appropriate 

time window to do further and more precise analysis, avoiding 

potential seasonal bias. 

Another interesting thing was that the two most frequent 

reasons for rejecting the recommendation implied that the 

physician agreed with it but would perform it in the next 

patient consultation, or that had already ordered it by other 

means (for example, in a paper format). This indicates that the 

rejections don’t imply a negative connotation towards the tool. 

Analyzing the given periods in 2017 and 2018, the increase of 

HIV screening ordering was only partialy due to the CDSS. 

Educational programs of HIV screening awareness (not 

related with this CDSS) could have contributed to this finding. 

Several other factors may have contributed with the results. 

The first one is the automatic provision of decision support. A 

systematic review identified it as a key factor for the success 

of CDSS based interventions [22]. Another factor identified is 

the integration of the CDSS to the already existing workflow 

of the patient visit, respecting the Five Corrects: “CDSS 

should be designed to provide the right information to the 

right person in the right format through the right channel at the 

right time.”[23] and being a crucial part of a successful 

CDSS[24]. 

To guarantee certain rate of aceptability, we believe in an 

incremental and gradual rollout[25], incorporating one 

reminder at a time, instead of getting all the services available 

together. In this way we avoid overwhelming the user with 

new functionalities[26]. Also, as mentioned before, 

capacitation of users is fundamental to achieve success in 

CDSS implementations[24]. 

In addition, the tool was created by a multidisciplinary team 

which was aligned with the organizational motivation, another 

recommended best practice in the discipline[27]. 

Future Lines of Work 

Future lines of work can be grouped in different themes: 

Expand and improve the tool: Broadening and specializing the 

rules of the reminder, for example, not giving the 

recommendation for patients that are blood donors, as regular 

tests are performed on them in order to exclude infectious 

diseases. Also, it is required to exhaustively analyze the free 

text justifications to include other user cases. 

Improve the analysis: With an appropriately large time 

window it will be easier to measure if there was an increase of 

patients with a known HIV status, and to determine if this was 

due to the use of the reminder. Another analysis improvement 

contemplated is to incorporate measures of patients 

(demographic information) and physicians (for example, how 

many years they have worked in the hospital and if they are 

residents, staff, etc). Systematic interviews will conducted for 

physicians who regularly reject or ignore the reminders in 

order to gather information about their behavior. Finally, a 

tendency analysis of the use of the tool is planned. 

In order to raise awareness of the importance of HIV 

screening, it is absolutely necessary to improve the user 

training, with specific instructions for each medical specialty 

included within the scope of the reminder. Additionally of 

other consented reminders for preventive practices are the next 

step for this CDS program. 

 Conclusions 

The preliminary results indicate that this non disruptive, action 

oriented reminder that appears in the EHR header, can 

contribute to the increased ordering for HIV screening. 

However, significant opportunity for improvement remains. It 

is necessary to raise awareness about the importance of HIV 

screening so that the physicians decide not to refuse or ignore 

the reminder. It is also essential to make a careful analysis of 

the answers given by the physicians when they reject the 

reminder. It will be very helpful to analyze the free text that 

was introduced. With this information an evaluation will be 

made focused on whether the rules need some adjustment to 

include all the cases that may occur. 

Acknowledgements 

We thank Verónica Peuchot and Sonia Benitez for their 

valuable inputs and comments. 

References 

[1] E. Vih-sida, El VIH-sida en la Argentina, (2018) 4–5. 

[2] M. de Salud, Resolución 55 - E/2017, (2017). 

[3] T.U.S. Preventive, S. Task, and F. Task, Understanding 

Task Force Recommendations Screening for Human 

Immunodeficiency Virus (HIV), (2013) 1–4. 

[4] A. Wright, D.F. Sittig, J.S. Ash, J. Feblowitz, S. Meltzer, 

C. Mcmullen, K. Guappone, J. Carpenter, J. Richardson, 

L. Simonaitis, R.S. Evans, W.P. Nichol, and B. Middleton, 

Development and evaluation of a comprehensive clinical 

decision support taxonomy : comparison of front-end tools 

in commercial and internally developed electronic health 

record systems, (2011). doi:10.1136/amiajnl-2011-000113. 

[5] P.S. Roshanov, J.J. You, J. Dhaliwal, D. Koff, J.A. 

Mackay, L. Weise-Kelly, T. Navarro, N.L. Wilczynski, 

and R. Brian Haynes, Can computerized clinical decision 

support systems improve practitioners’ diagnostic test 

L. Rubin et al. / Development, Implementation and Preliminary Results of an Electronic Reminder for HIV Screening766



ordering behavior? A decision-maker-researcher 

partnership systematic review, Implement. Sci. 6 (2011) 

88. doi:10.1186/1748-5908-6-88. 

[6] A. Wright, and D.F. Sittig, A Four-Phase Model of the 

Evolution of Clinical Decision Support Architectures, Int J 

Med Inf. 77 (2008) 641–649. 

doi:10.1016/j.ijmedinf.2008.01.004.A. 

[7] RESTful API, (n.d.). https://restfulapi.net/. 

[8] FHIR, (n.d.). https://www.hl7.org/fhir/. 

[9] CDS-Hooks, (n.d.). https://cds-hooks.org/. 

[10] M. Franco, M.V. Giussi Bordoni, C. Otero, M.C. 

Landoni, S. Benitez, D. Borbolla, and D. Luna, Problem 

Oriented Medical Record: Characterizing the Use of the 

Problem List at Hospital Italiano de Buenos Aires, Stud. 

Health Technol. Inform. 216 (2015) 877. doi:10.3233/978-

1-61499-564-7-877. 

[11] V. Teixeira, L. Rubin, R. Rebrij, A. Tamborindeguy, R. 

Martineza, J.C. Bacigalupoa, and D. Luna, Implementation 

of an outsourced transnational service of clinical decision 

support system, Stud. Health Technol. Inform. 245 (2017) 

1384. doi:10.3233/978-1-61499-830-3-1384. 

[12] A.L. Osornio, D. Luna, M.L. Gambarte, A. Gomez, G. 

Reynoso, and F.G.B. de Quirós, Creation of a local 

interface terminology to SNOMED CT., Stud. Health 

Technol. Inform. 129 (2007) 765–9. 

http://www.ncbi.nlm.nih.gov/pubmed/17911820. 

[13] M. Salatino, M. De Maio, and E. Aliverti, Mastering 

JBoss Drools 6 for Developers, Packt Publishing, 2016. 

[14] K. Kawamoto, G. Del Fiol, D.F. Lobach, and R.A. 

Jenders, Standards for scalable clinical decision support: 

need, current and emerging standards, gaps, and proposal 

for progress., Open Med. Inform. J. 4 (2010) 235–44. 

doi:10.2174/1874431101004010235. 

[15] R.M. Wachter, and M.D. Howell, Resolving the 

Productivity Paradox of Health Information Technology: 

A Time for Optimism., JAMA. 320 (2018) 25–26. 

doi:10.1001/jama.2018.5605. 

[16] C. Kershaw, J.L. Taylor, G. Horowitz, D. Brockmeyer, 

H. Libman, G. Kriegel, and L. Ngo, Use of an electronic 

medical record reminder improves HIV screening, BMC 

Health Serv. Res. 18 (2018) 14. doi:10.1186/s12913-017-

2824-9. 

[17] M.B. Goetz, T. Hoang, C. Bowman, H. Knapp, B. 

Rossman, R. Smith, H. Anaya, T. Osborn, A.L. Gifford, 

and S.M. Asch, A system-wide intervention to improve 

HIV testing in the Veterans Health Administration, J. Gen. 

Intern. Med. 23 (2008) 1200–1207. doi:10.1007/s11606-

008-0637-6. 

[18] A.K. Avery, M. Del Toro, and A. Caron, Increases in 

HIV screening in primary care clinics through an 

electronic reminder: an interrupted time series, BMJ Qual. 

&amp;Amp; Saf. 23 (2014) 250 LP-256. 

http://qualitysafety.bmj.com/content/23/3/250.abstract. 

[19] X. Lin, P.M. Dietz, V. Rodriguez, D. Lester, P. 

Hernandez, L. Moreno-Walton, G. Johnson, M.M. Van 

Handel, J. Skarbinski, C.L. Mattson, D. Stratford, L. 

Belcher, B.M. Branson, and Centers for Disease Control 

and Prevention (CDC), Routine HIV screening in two 

health-care settings--New York City and New Orleans, 

2011-2013., MMWR. Morb. Mortal. Wkly. Rep. 63 (2014) 

537–41. doi:10.1016/j.annemergmed.2014.10.010. 

[20] J.R. Marcelin, E.M. Tan, A. Marcelin, M. Scheitel, P. 

Ramu, R. Hankey, P. Keniya, M. Wingo, S.A. Rizza, F. 

North, and R. Chaudhry, Assessment and improvement of 

HIV screening rates in a Midwest primary care practice 

using an electronic clinical decision support system: A 

quality improvement study, BMC Med. Inform. Decis. 

Mak. 16 (2016) 1–11. doi:10.1186/s12911-016-0320-5. 

[21] M. Lugtenberg, J.W. Weenink, T. Van Der Weijden, G.P. 

Westert, and R.B. Kool, Implementation of multiple-

domain covering computerized decision support systems in 

primary care: A focus group study on perceived barriers, 

BMC Med. Inform. Decis. Mak. 15 (2015) 1–11. 

doi:10.1186/s12911-015-0205-z. 

[22] K. Kawamoto, and D.F. Lobach, Clinical decision 

support provided within physician order entry systems: a 

systematic review of features effective for changing 

clinician behavior., AMIA Annu. Symp. Proc. (2003) 361–

365. doi:D030002977 [pii]. 

[23] G.L. Alexander, Issues of trust and ethics in 

computerized clinical decision support systems., Nurs. 

Adm. Q. 30 (2006) 21–29. 

[24] J.S. Ash, D.F. Sittig, K.P. Guappone, R.H. Dykstra, J. 

Richardson, A. Wright, J. Carpenter, C. McMullen, M. 

Shapiro, A. Bunce, and B. Middleton, Recommended 

practices for computerized clinical decision support and 

knowledge management in community settings: a 

qualitative study, BMC Med. Inform. Decis. Mak. 12 

(2012) 6. doi:10.1186/1472-6947-12-6. 

[25] C.B. Byrne, D.S. Sherry, L. Mercincavage, D. Johnston, 

E. Pan, and G. Schiff, Key Lessons In Clinical Decision 

Support Implementation, Westat. Tech. Repport. (2010). 

[26] F. Lee, J.M. Teich, C.D. Spurr, and D.W. Bates, 

Implementation of physician order entry: user satisfaction 

and self-reported usage patterns., J. Am. Med. Inform. 

Assoc. 3 (1996) 42–55. doi:10.1136/jamia.1996.96342648. 

[27] A. Wright, S. Phansalkar, M. Bloomrosen, R. Jenders, A. 

Bobb, J. Halamka, G. Kuperman, T. Payne, S. Teasdale, 

A.J. Vaida, and D.W. Bates, Best Practices in Clinical 

Decision Support, Appl. Clin. Inform. 01 (2010) 331–345. 

doi:10.4338/ACI-2010-05-RA-0031. 

Address for correspondence 

Luciana Rubin. Hospital Italiano de Buenos Aires. Juan D. Perón 

4190 (C1181ACH) Buenos Aires, Argentina  

Tel.(5411) 4959-0200 luciana.rubin@hospitalitaliano.org.ar 

L. Rubin et al. / Development, Implementation and Preliminary Results of an Electronic Reminder for HIV Screening 767



Effects of Computerized Guideline-Oriented Clinical Decision Support System on 

Antithrombotic Therapy in Patients with Atrial Fibrillation: A Systematic Review and 

Meta-Analysis 

Ryota Sakurai
a
, Kazuhiko Ohe

b
 

a School of Medicine, International University of Health and Welfare, Chiba, Japan, 

bDepartment of Biomedical Informatics, Graduate School of Medicine, The University of Tokyo, Tokyo, Japan 

 

 
Abstract 

A systematic review and meta-analysis was conducted to 

investigate the effects of computerized guideline-oriented 

clinical decision support system (CDSS) on antithrombotic 

therapy in patients with atrial fibrillation. PubMed, the 

Cochrane Library, and Web of Science were queried. Four 

studies were included in this meta-analysis. The proportion of 

appropriate antithrombotic therapy in accordance with clinical 

guidelines was significantly higher in the CDSS group than in 

the control group (risk ratio (RR): 1.03, 95% confidence 

interval (CI): 1.01 to 1.04, P = 0.004). Although the incidence 

of thromboembolic events was similar between the two groups 

(RR: 1.12, 95% CI: 0.88 to 1.42, P = 0.357), the incidence of 

major bleeding tended to be lower in the CDSS group compared 

with the control group (RR: 0.79, 95% CI: 0.61 to 1.01, P = 

0.063). Computerized guideline-oriented CDSS may be 

effective for appropriate antithrombotic therapy as compared 

with control in patients with atrial fibrillation. 

Keywords:  

Computers, Decision Support Systems, Clinical, Atrial 

Fibrillation 

Introduction 

Atrial fibrillation is one of the most common cardiac rhythm 

disturbances and well-known as a strong risk factor of 

ischaemic stroke. Patients with atrial fibrillation are 

approximately five times more likely to have an ischaemic 

stroke compared to those without atrial fibrillation through all 

ages [1]. Accordingly, the prevention of ischaemic stroke in 

patients with atrial fibrillation is of great importance. Since the 

prevalence for atrial fibrillation has doubled in the last decade 

[2], more physicians have been involved in the treatment of 

atrial fibrillation, regardless of their specialties. As a result, 

especially in general or primary care, the need for clinical 

guidelines has been increasing. However, although 

antithrombotic therapy in accordance with clinical guidelines 

improves clinical outcomes as compared to undertreatment in 

high-risk patients for ischaemic stroke with atrial fibrillation 

[3], guideline-oriented antithrombotic therapy is underused [4-

6]. Therefore, treatment adherence to clinical guidelines may be 

critical for care in patients with atrial fibrillation. 

A computer-based clinical decision support system (CDSS) is 

thought to have the potential to improve clinical outcomes in 

patients with chronic diseases in the era of widespread 

electronic health record systems [7]. In this context, 

computerised CDSS, in conjunction with clinical guidelines, is 

expected to have a synergistic effect for management of atrial 

fibrillation, and the development of such CDSS will have a 

powerful impact on daily practice, especially for non-

cardiology specialists. However, it has not been well 

characterized whether this type of CDSS is effective for atrial 

fibrillation, especially regarding appropriate prescription of 

antithrombotic agents according to clinical guidelines. To test 

the hypothesis that computerized CDSS implemented clinical 

guidelines improves appropriate antithrombotic therapy for 

atrial fibrillation in clinical practice, we conducted a systematic 

review and meta-analysis of clinical trials that compared 

computerized guideline-oriented CDSS with control. 

Methods 

Search Strategy and Eligibility Criteria 

PubMed, the Cochrane Library, and Web of Science were 

queried for articles of any language from inception to 

November 2018. The search terms included “clinical,” 

“decision,” “support,” “system,” “atrial,” and “fibrillation.” For 

PubMed, the search details were ("decision support systems, 

clinical"[MeSH Terms] OR ("decision"[All Fields] AND 

"support"[All Fields] AND "systems"[All Fields] AND 

"clinical"[All Fields]) OR "clinical decision support 

systems"[All Fields] OR ("clinical"[All Fields] AND 

"decision"[All Fields] AND "support"[All Fields] AND 

"system"[All Fields]) OR "clinical decision support 

system"[All Fields]) AND ("atrial fibrillation"[MeSH Terms] 

OR ("atrial"[All Fields] AND "fibrillation"[All Fields]) OR 

"atrial fibrillation"[All Fields]). The same terms or relevant 

studies were also queried on the website of the U.S. National 

Institute of Health and relevant reviews. To increase internal 

validity, only randomized controlled trials were included in our 

study. The primary endpoint of our interest was the proportion 

of appropriate antithrombotic therapy in accordance with 

clinical guidelines. We also investigated the impact of CDSS 

on the incidence of systemic thromboembolic events, such as 

stroke, transient ischaemic attack or other thromboembolism, 

and major bleeding as clinical outcomes. If multiple follow-up 

reports existed in the same study, the outcomes during the 

longest follow-up period were analyzed. To investigate the 

usefulness of CDSS for physicians in daily practice, regardless 

of familiarity with care for atrial fibrillation, the inclusion 

criterion  were the studies comparing the computerized 

guideline-oriented CDSS, defined as any that provide clinical 

support automatically generated by a computer according to 

clinical guidelines, with no CDSS. The exclusion criteria were 

the studies of CDSS not for physicians (nurses, patients, etc.) 

or not guideline-oriented CDSS. 
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Statistical Analysis 

A random-effects model was performed to estimate the pooled 

risk ratio (RR). We chose RR, not odds ratio, since only 

randomized controlled trials were included and the proportion 

of appropriate antithrombotic therapy would be expected not so 

low as approximaled by odds ratio. The I
2
 statistics and the 

Cochran's Q test were conducted to assess homogeneity among 

each study to confirm internal validity [8]. The possibility of 

publication bias was assessed visually at first by a funnel plot 

for asymmetry plotting of the standard error of log RR against 

the log RR. In addition, the Duval and Tweedie's trim and fill 

procedure would be conducted to estimate the possible impact 

of unpublished studies on the pooled estimate. A 2-sided P 

value of < 0.05 was considered to be statistically significant. In 

cases of the assessment of homogeneity, however, a 2-sided P 

value of < 0.10, instead of 0.05, was considered to be 

statistically significant [9]. If an I
2
 statistic value was > 50%, 

we also considered the results among each study as 

heterogeneous [10]. All analyses were performed using 

STATA 11.2 (Stata Corp., College Station, Texas, USA). 

Results 

Study Selection and Characteristics of Studies 

This study was conducted according to the Preferred Reporting 

Items for Systematic reviews and Meta-Analyses as much as 

possible [11]. Figure 1 shows a flow chart of study selection. 

After excluding articles on basis of title and abstract screening, 

we further excluded 2 studies due to no endpoints of our interest 

and another study due to not being guideline-oriented. As a 

result, 18,646 patients (10,313 patients assigned to the CDSS 

group and 8,333 to the control group) in 4 studies were included 

in this meta-analysis [12-15]. 

 
Figure 1– Flow Chart of Study Selection 

The characteristics of studies are summarized in Table 1. All 

studies were performed as a cluster randomized controlled trial 

in outpatients. The follow-up period ranged from 8 months to 

2.2 years. The targets of intervention were primary care 

physicians or general practitioners. 

Pooled Estimates 

Figure 2 shows the pooled estimate for the primary endpoint. 

Homogeneity was not rejected across individual studies by 

either the I
2
 statistics or the Cochran's Q test (I

2
 = 0.0% or P = 

0.396).  

Table 1– Characteristics of Studies 

ACC = American College of Cardiology; AF = atrial 

fibrillation; AHA = American Heart Association; ESC = 

European Society of Cardiology; GL = guideline; GP = general 

practitioner; HRS = Heart Rhythm Society; pts = patients. 

*
 clinical decision support system:control. 

 

The proportion of appropriate antithrombotic therapy was 

significantly higher in the CDSS group (from 55% to 85%) 

compared with the control group (from 50% to 84%, RR: 1.03, 

95% confidence interval (CI): 1.01 to 1.04, P = 0.004). 

Figures 3 and 4 show the pooled estimates for clinical 

outcomes. Homogeneity was also not rejected across individual 

studies by either the I
2
 statistics or the Cochran's Q test (I

2
 = 

38.2% or P = 0.203 for thromboembolic events, and I
2
 = 0.0% 

or P = 0.456 for major bleeding, respectively). Although the 

incidence of thromboembolic events was similar between the 2 

groups (RR: 1.12, 95% CI: 0.88 to 1.42, P = 0.357), the 

incidence of major bleeding tended to be lower in the CDSS 

group compared with the control group (RR: 0.79, 95% CI: 0.61 

to 1.01, P = 0.063).   

Figure 2– Forest Plot for the Proportion of Appropriate 

Antithrombotic Therapy 

Author 

(year) 

Number 

of pts
*
 

Follow 

up 

Target 

 

Clinical GL 

 

Eckman

, et al. 

(2016) 

801:692 1 year Primary 

care 

physicia

n 

2014 

ACC/AHA/HR

S GL for AF 

Arts, et 

al. 

(2017)

522:259 8 months GP 2013 Dutch GP 

GL for AF 

Karlsso

n, et al. 

(2018) 

7861:615

6 

1 year Primary 

care 

physicia

n 

2012 ESC 

focused 

updated GLs 

for the 

management of 

AF

van 

Doorn, 

et al. 

(2018)

1129:122

6 

2.2 years GP 2013 Dutch GP 

GL for AF 
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Figure 3– Forest Plot for the Incidence of Thromboembolic 

Events 

 
Figure 4– Forest Plot for the Incidence of Major Bleeding  

Publication Bias 

A funnel plot seemed asymmetric, especially for the incidence 

of thromboembolic events and major bleeding. Therefore, we 

conducted the Duval and Tweedie's trim and fill procedure, and 

the possible impact of an unpublished study favorable for 

control was suggested for the incidence of thromboembolic 

events and major bleeding, but not for the proportion of 

adherence to guidelines (Figures 5, 6, and 7). 

 

 Figure 5– The Duval and Tweedie's Trim and Fill Procedure 

for the Proportion of Appropriate Antithrombotic Therapy 

 
Figure 6– The Duval and Tweedie's Trim and Fill Procedure 

for the Incidence of Thromboembolic Events  

 
Figure 7– The Duval and Tweedie's Trim and Fill Procedure 

for the Incidence of Major Bleeding  

 

Discussion 

In this meta-analysis, computerized guideline-oriented CDSS 

demonstrated more favorable effects on the proportion of 

appropriate antithrombotic therapy as compared with control. 

Surprisingly, although the incidence of thromboembolic events 

was similar between the two groups, the incidence of major 

bleeding tended to be lower in the CDSS group than in the 

control group. Due to inclusion of only randomized controlled 

trials, heterogeneity among each study was not observed in any 

endpoints. To the best of our knowledge, this study reports 

favorable effects of computerized CDSS on guideline 

adherence in patients with atrial fibrillation by meta-analysis. 

In real-world management of patients with atrial fibrillation, 

physicians must consider the risks of not only thromboembolic 

events, but also bleeding. There are several clinical guidelines 

incorporating some risk scores for stratifying patients, 

including the CHADS2 or the CHA2DS2-VASc score for stroke 

risk, and the HAS-BLED, the RIETE, or the ATRIA score for 

bleeding risk. These clinical guidelines generally have 

numerous pages and are very complicated. In addition, patients 

with atrial fibrillation frequently have other cardiac diseases or 

comorbidities, such as coronary artery disease, valvular heart 

disease, hypertension, heart failure, thyroid dysfunction, and so 

on [2, 16]. In such complex clinical situations, especially in 

general or primary care practices, physicians may be extremely 
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troubled in making decisions by themselves. Accordingly, 

computerized guideline-oriented CDSS is helpful for non-

cardiology specialists to deal with these situations, which may 

improve clinical outcomes in patients with atrial fibrillation. In 

fact, most studies included in this meta-analysis took bleeding 

risk into consideration as well as stroke risk [12-14], and this 

kind of CDSS may play an important role in decreasing the 

incidence of major bleeding, even with the similar incidence of 

thromboembolic events. 

On the other hand, despite statistical significance, the range of 

the proportion of appropriate antithrombotic therapy varied 

from 55% to 85% in the CDSS group. From the viewpoint of 

physicians who use CDSS, the difficulties of handling 

computerized CDSS may be critical for adherence to clinical 

guidelines. Possible reasons for lower adherence to guidelines 

include a separate, nonintegrated CDSS apart from natural flow 

of patient care, requiring the click of a mouse to access 

information, too many tasks and too much information at once, 

and too many alert notifications contributing to alert fatigue 

[12-15]. To facilitate the use of CDSS and further increase 

adherence to guidelines, therefore, it is tremendously important 

for system developers to create and provide a fully integrated, 

simple, and user-friendly computerized guideline-oriented 

CDSS that is easily accessed by any physician within the 

limited time as part of clinical workflow, according to some 

standards or guidelines, e.g. ISO/IEC 25010 [17-19]. 

There may be several possible limitations in the present study. 

First, the number of studies included was relatively small in 

terms of a meta-analysis, partially due to possible publication 

bias. Therefore, the results, especially regarding the incidence 

of clinical outcomes, may not be conclusive. Second, the patient 

population may not be the same across individual studies. 

Therefore, we used a random-effects model instead of a fixed-

effects model to calculate more conservative pooled estimate, 

although heterogeneity was suggested by neither the I
2
 statistics 

nor the Cochran's Q test. Third, even an increased high internal 

validity, an external validity may be relatively low in a meta-

analysis of randomized controlled trials with strict inclusion 

and exclusion criteria. Therefore, a real-world data such as 

registry may also be needed to validate our findings. Finally, 

due to the existence of several clinical guidelines, the quality of 

guidelines may not be the same. However, almost all guidelines 

are based on the CHADS2 or the CHA2DS2-VASc score to 

recommend the treatment. 

Conclusions 

In this meta-analysis, computerized guideline-oriented CDSS is 

associated with more appropriate antithrombotic therapy in 

patients with atrial fibrillation as compared with control. To 

achieve further improvement of adherence to guidelines and 

clinical outcomes, it seems that the development of a fully 

integrated, simple, and user-friendly computerized CDSS in 

accordance with some standards or guidelines such as ISO/IEC 

25010 would be more effective. 
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Abstract 

ObsCare is an obstetric-specific Electronic Health Record in use 

in nine Portuguese obstetric departments. Like other EHRs, it 

faces major challenges related to semantic interoperability and 

data quality. openEHR is proposed to address those needs. This 

study aimed to describe a summary representation of Obscare 

workflow and to validate whether archetypes in the openEHR 

Clinical Knowledge Manager repository can represent ObsCare 

clinical concepts. The study included the phases: a) ObsCare 

form selection; b) Description of the workflow care process; c) 

Detailed data extraction; and d) CKM models analysis. 379 

variables were analyzed: 219 were fully represented in CKM 

repository; 99 were partially represented and needed archetype 

modification; and 61 were not represented and need new 

archetypes. To conclude, our study showed that the openEHR 

CKM repository requires further enhancements to be able to fully 

answer to the needs of an obstetric-specific EHR, the ObsCare 

software. 

Keywords:   

Electronic health records; Obstetrics, Reference Standards. 

Introduction 

An Electronic Health Record (EHR) contains the results of 

clinical and administrative encounters by providers (e.g: 

physician, nurse, nutritionist, and so on) with or for patients that 

occur during episodes of patient care [1].  The use of EHRs 

presents several advantages such as availability, data integrity, 

reduced costs, improved quality of care and health outcomes and 

enhances the communication between providers and users [1]. 

The correct recording of health information is essential since it 

will determine the conduct and decision-making of health 

professionals, as well as be used as a source for research and 

audits [1]. Specialist validation of models of EHR information 

can increase data comprehensiveness and overall quality. 

Obstetrics is an excellent opportunity to study the potential of 

EHR implementation. However, general EHRs are inadequate to 

record and exchange clinical information in the obstetric field, 

mainly because they do not integrate the content of this clinical 

area in a structured way and without specific obstetrics contents. 

A correctly structured EHR can be more easily used by 

obstetrics-related healthcare professionals and has clear 

advantages [1]. 

The ObsCare software was created in 2003 to meet the need for 

an obstetric-specific EHR and is currently in use in the obstetric 

departments of nine Portuguese Hospitals. It was produced for 

use as a clinical record for health professionals, allowing the 

prospective collection of structured data that can be used to 

facilitate and improve the analysis of the current situation of 

obstetric interventions in the Portuguese population (e.g. 

prevalence and reasons for cesarean section) [2,3].  

The ObsCare-specific forms were developed by health 

information experts, based on World Health Organization 

(WHO) guidelines. These forms were iteratively updated over 

time, incorporating new knowledge and also the practical needs 

of obstetrics departments.  ObsCare contains forms to record 

clinical and administrative data from appointments, hospital 

admissions, labor and abortion, surgical procedures, emergency 

department visits, and newborn data; it also includes a timeline 

representing the most relevant timepoints of each patient’s care. 

In 2017, ObsCare was used by obstetricians and obstetric nurses 

to record data from 14,034 newborns [2].  

However, ObsCare and other EHRs have major challenges 

related to semantic interoperability and data quality. In recent 

years, several projects exist to address issues of EHR modeling 

and implementation, focusing on the development of a future-

proof EHR system [4,5]. One of the possible approaches is the 

use of openEHR, a set of open specifications for EHR 

architecture [5–7] which assumes a two-level framework, 

Reference Model (RM) and Archetype Model (AM) [8]. These 

two levels are applied to separate knowledge and information 

models [9,10]. While RM represents the semantics of storing and 

processing in the system, the AM is the keystone of openEHR. 

Archetypes are structured and complete representations of 

domain-level information concepts [11,12]; in others words, AM 

contains the knowledge enabling environment by defining 

domain level structure and constraints on the generic data 

structure residing in the RM [13] . Clinicians have an important 

role in the creation and improvement of these archetypes, which 

empowers them to directly influence EHR functioning and the 

quality of patient care [11,12]. Archetypes can be classified, 

regarding their topics, into two groups: ‘general medicine’ (e.g. 

drug administration, vital signs, etc) and specialist. Any 

speciality will routinely generate data of both categories, and 

therefore has requirements both for specific data points within 

the general archetypes, as well as completely specialist 

archetypes. 

To date, there is a lack of research evidence on the possible use 

of openEHR archetypes to represent obstetric clinical EHR 

information and the available studies focus only on prenatal care 

data validation and the birth plan [14,15]. This study aimed to 

describe a summary representation of Obscare workflow and  
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to validate whether archetypes in the openEHR Clinical 

Knowledge Manager repository can represent ObsCare clinical 

concepts.  

Methods 

This study was developed based on the following steps:  

a) ObsCare form selection  

The authors chose the labor/abortion form from ObsCare, which 

includes detailed data on labor and abortion occurrences and 

procedures.  

 

b) Description of the care process workflow 

The authors identified the steps of the obstetric care process used 

to fill the selected ObsCare forms. Each step represents one 

ObsCare subform, built based on the available literature and 

integrating expert opinion over the 15 years of ObsCare clinical 

use. A  clinical workflow related to the whole process was 

modelled, following the openEHR Task Planning Model [16], a 

recent specification of work plans in healthcare, and designed as 

a formal extension to the main openEHR EHR information 

models [16]. We used the Business Process Model and Notation 

(BPMN) for reasons of tooling availability to express the 

workflow model [17].  

 

c) Detailed data extraction 

The forms selected in step a) were reviewed by the authors to 

extract all the included variables. This review was performed by 

healthcare professionals, one of them a gynecology and 

obstetrics specialist. All the fillable fields available in the 

selected ObsCare form were included as variables. When the 

same variable was repeated in more than one ObsCare subform, 

only one was included in this analysis.  

 

d) Clinical Knowledge Manager (CKM) analysis. 

The identified variables and the underlying clinical concepts 

were searched for in the openEHR International Clinical 

Knowledge Manager (CKM) repository [18,19]. 

CKM is a system for collaborative development, management, 

and publishing of a wide range of clinical information artefacts. 

To perform the CKM analysis, the authors organized a variable 

list including all the ObsCare retrieved variables, and the search 

was conducted using the name of the clinical concept,  

keywords, and core-data items. When the existing CKM 

archetype included all the needed information, it was classified 

as “complete”. We classified the existing archetypes as 

incomplete and considered reformulating them when they could 

represent the variables, but we considered that there was a need 

to improve the concept description and/or add additional items  

to the archetypes. The authors considered proposing new 

archetypes when the concepts were not available in the CKM 

repository.  

We also analyzed the type, openEHR status, and specialty of  

the CKM archetypes that can be used to represent ObsCare 

variables. 

Results 

The ObsCare labor/abortion forms include eight sections: (1) 

abortion record, (2) labor data, (3) labor analgesia, (4) external 

cephalic version, (5) shoulder dystocia, (6) instrumental birth,  

(7) postpartum bleeding, and (8) complementary information. 

The use of the selected ObsCare form follows the workflow care 

process represented in Figure 1.  

 

Figure 1 - ObsCare obstetric care process workflow 

represented in BPMN 

We identified 379 variables in the selected ObsCare form.  

Fifty-eight percent (n=219) of the identified variables can be 

fully represented by the archetypes available in the CKM. 

Twenty-six percent (n=99) additional variables were partially 

represented by the existing archetypes with the need for some 

adjustment. Only 16% (n=61) were not represented by an 

existing archetype and a new archetype(s) will need to be  

created (Figure 2). 

 

Figure 2 - Summary of openEHR repository status to represent 

the variables identified in the selected ObsCare form. 

a) openEHR Archetypes: complete and requiring  

adjustment 

318 ObsCare variables could be completely or partially 

represented by the 33 existing openEHR archetypes identified in 

table 1.  
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Table 1 - Archetypes used in the ObsCare form. The frequency 

of use and the need for modification is also provided. 

 

openEHR archetypes 

Total Need modification

n  n   (%) 

Procedure 68 42 (61.8)

Healthcare provider identifier 51 1 (2.0) 

Individual healthcare provider 45 0 (0.0) 

Pregnancy Summary 36 36 (100.0)

Problem/diagnosis 23 0 (0.0) 

Medication summary 15 0 (0.0) 

Medication order summary 12 1 8.3 

Service 11 0 (0.0) 

Examination/findings 9 5 55.6 

Laboratory test result 8 0 (0.0) 

Medication Management 4 0 (0.0) 

Inspired Oxygen 4 2 50.0 

Medication 3 0 (0.0) 

Immunization Summary 3 0 (0.0) 

Discharge Summary 3 3 100.0 

Ventilator settings/findings 2 2 100.0 

Transfusion 2 2 100.0 

Fetal heart monitoring 2 0 (0.0) 

Anatomical Location 2 0 (0.0) 

Adverse reaction risk 2 0 (0.0) 

Weight 1 0 (0.0) 

Uterine Contractions 1 0 (0.0) 

Symptom/sign 1 1 100.0 

Specimen 1 0 (0.0) 

Pregnancy/ Breast-Feeding Status 1 1 100.0 

Palpation of fetus 1 0 (0.0) 

Obstetric summary 1 1 100.0 

Inspection_body_fluid 1 1 100.0 

Height/Length 1 0 (0.0) 

Head circumference 1 0 (0.0) 

Fetal Heart Rate 1 1 100.0 

Body surface area 1 0 (0.0) 

Apgar score 1 0 (0.0) 

Total 318 99 (31.1)

 

The archetype “Procedure” was the most frequently used to 

represent ObsCare variables (n=68), in relation with the high 

number of form variables that are used to describe labor-related 

interventions; nevertheless, it would require modification to 

adequately represent nearly 62% of those variables. “Healthcare 

provider identifier” and “Individual Healthcare provider” were 

the 2nd and 3rd most applied archetypes. These archetypes were 

used to represent data from the health professionals involved in 

obstetric care (e.g., the professionals who assisted the labor/birth 

or that were called for a complication) and would only need 

update to represent one variable (unknown healthcare provider 

assisting to labor).   

Finally, "Pregnancy summary" and "Problem/diagnosis" 

archetypes are also frequently needed to represent ObsCare data. 

These archetypes correspond to records of obstetric information 

(e.g.: gestational age) and maternal or fetal diagnoses. However, 

“Pregnancy summary” could not fully represent all of the 

ObsCare variables. 

Table 2 represents the type, speciality and openEHR status of the 

archetypes. Most of the archetypes used in the ObsCare  

form were ‘Cluster’ structures, closely followed by  

‘Evaluation’ and ‘Action’ archetypes. Although most of the 

reviewed archetypes were generic, 14% of them were specific  

to obstetrics. Moreover, although half (50.8%) still have the 

status of 'Draft' - which makes editing suggestions possible - 

44.5% are “Published” i.e. already formally validated by health 

professionals. 

Table 2 - Archetypes type, speciality, openEHR status. 

Type %

Cluster 28.0

Action 26.4

Evaluation 25.5

Element 14.0

Observation 5.2

Admin 0.9

Speciality %

General 85.9

Obstetric 14.1

openEHR status %

Draft 50.8

Published 44.5

Team review 2.8

Initial/Predraft 1.6

Reassess 0.3

Total 100.0%

 

b) Variables not represented by existing openEHR 

archetypes  

The authors found that around 16% of the variables from the 

selected ObsCare form were not represented in the CKM. These 

variables are related to several areas of obstetrics, such as 

placenta, bishop index, number of pulls during instrumental  

birth, anesthetic blockage space, effectiveness of anesthesia 

assessed by the doctor and the patient, passage to the operating 

room (hours) in the context of post-partum bleeding, type of 

abortion, and fetal position, among others.  

Discussion 

In this study, we described the status of the openEHR CKM to 

respond to the needs of a specific obstetric product — ObsCare. 

We identified 379 variables in the selected form, from which 

26% would need the corresponding openEHR-archetypes to be 

modified and 16% would need new archetypes.  

ObsCare has been used for the last 15 years, and the users 

(obstetricians, nurses, neonatologists, among others) have been 

validating and suggesting additional data, enriching the content 

of the form. ObsCare has eight forms (and their subforms) and a 

timeline, which presents the most relevant information from a 

particular patient, summarizing and making data visualization 

much easier. However, ObsCare developers acknowledge that 

this EHR needs improvements to become a future-proof tool, to 

strengthen data quality and precision, interoperability, and so on. 

The openEHR platform, which supports interoperability and the 

capture of all clinical knowledge in a structured way separated 

from the software, provides the formalism and tools to directly 

link healthcare professionals and developers [5].  
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Another important point is related to obstetrics procedures. 

During the labor, birth and abortion care, healthcare 

professionals perform numerous actions related to diagnosis and 

treatment. For example, medication administration and blood 

collection. These diagnostic and treatment workups involve the 

cooperation of several important health professionals (e.g. 

nurses, technicians, obstetricians, anesthesiologists and so on) 

and that is reflected in the high number of variables present in 

ObsCare that are related to the description of procedures and the 

identification of the ones that perform them. Because of the 

complexity of labor and abortion care, a lot of archetype 

modifications were seen as necessary. In this step, the researchers 

experienced some challenges to establish the best way to use 

some particular archetypes.  

A general criticism of the CKM and archetype-based modelling 

is that it is not always easy for healthcare specialists unfamiliar 

with the formalism or methodology to locate or determine the 

best concept to use within the ‘general medicine’ archetypes and 

specialist ones. Nevertheless, engaging specialists in modelling 

enables significant improvements in both the general archetypes 

(by addition or modification of specialist related attributes, e.g. 

in models like ‘medication administration’) and the specialist 

archetypes. 

Accordingly, the archetypes relevant to the ObsCare forms 

include numerous ‘general’ archetypes, as well as others specific 

to the obstetric field.  

Fortunately, many openEHR archetypes have the “draft” 

lifecycle status in CKM, meaning that change requests may be 

submitted in the current development phase.  

The small amount of data required for the ObsCare forms not 

represented in the current openEHR archetypes, reinforces the 

need for proposals for new archetypes that represent the entire 

pregnancy cycle until six weeks postpartum, such as 

gynecological history, labor, birth, placenta, postpartum, 

newborn and so on [15]. Most of these variables would need 

obstetric-specific archetypes to be adequately represented. Such 

variables are indispensable for an obstetric EHR. These results 

were already found in another study and reinforce the need for 

more research in obstetric-specific modelling [15]. By these 

results, obstetric data could be organized and better used by other 

developers and health professionals.   

On the other hand, the presence of variables with incomplete 

records and variables of doubtful meaning is a standard problem 

and is well-documented in EHRs [6,7]. ObsCare also exhibits 

these problems; we found that the selected ObsCare form would 

benefit from improvements on how the questions are formulated 

to ensure that all healthcare professionals correctly understand 

the content to be included in each form field. Consequently, we 

believe that the openEHR platform can be used to improve 

ObsCare.  

The major contribution of this paper is to describe the relevant 

data, workflow, and the need for new and modified archetypes 

related to labor, birth, and abortion. Using agreed structured data 

expressed as archetypes would achieve semantic interoperability 

[8,10] between the EHR and other data users.  

Governmental institutions, medical associations and other groups 

that produce clinical knowledge artefacts (e.g. clinical 

guidelines) could achieve significant benefits by incorporating 

domain-level information models in the form of archetypes, such 

as those described here for obstetrics, within their programs. The 

availability of computable artefacts would express obstetric 

information structures and needs in a way that can be directly 

used in the development of EHR and also for clinical decision 

support systems (CDSS). Using this structured data, the 

development of EHR could reduce the heterogeneity of similar 

applications and improve semantic interoperability [20]. 

openEHR presents the highest level of interoperability (level 4), 

where the data are electronically interpreted. In this case, the 

transferred messages are structured and contain standardized and 

coded data. This is the ideal state where systems exchange 

information using the same formats and vocabularies. In 

addition,  openEHR improve EHR data quality, which is related 

to data accuracy, completeness, timeliness, among others [7,21]. 

ObsCare is a pioneer product in Portugal; neverthless, upgrading 

it to the openEHR platform is a challenging process and demands 

many steps, the first being to identify the ObsCare clinical 

concepts and match them with archetypes that are already 

available in CKM. Future steps will include proposing 

modifications to already existing archetypes and the creation of 

those that are not yet available.  

Although the importance of user requirements capture prior to 

the construction of any computer system is much referenced in 

the literature, it was observed that there were few such studies 

available for IT systems in obstetrics [15,20,22].  

In a study similar to the one reported here, that aimed to validate 

the minimum data set needed for a prenatal care EHR using 

archetypes, similar results were found,  i.e. that significant CKM 

archetype reuse was possible along with a certain amount of 

modifications and proposed new models [15].  

Overall, however, there is a relative paucity of international 

research studies related to formal modelling for health 

information systems or the use of the openEHR platform in 

specialist clinical areas, including in obstetrics in primary care 

[14,15,20]. Health information systems that use the openEHR 

platform offer great potential to improve clinical practice in 

obstetrics, where the same woman is seen many times by 

different physicians and other health professionals. The 

complexity of the diagnostic and therapeutic workups leads to a 

strong need for a higher direct involvement by healthcare 

professionals in the semantic modelling as well as workflow and 

usability design, contributing to the improvement, development 

and greater use of these systems [1,15,20,22]. The archetype 

formalism, methodology, and tools provide a significant step 

forward in enabling this involvement. 

The current study has some limitations that must be considered. 

First, it is based on a single form from a wider obstetric-EHR; the 

labour/abortion form is one of the most commonly used ObsCare 

forms, nevertheless, it will be important to extend this approach 

to all other forms.  Moreover, although ObsCare has been in 

clinical use, in Portugal, over the last 15 years, this study did not 

include an external validation of the extracted variables and they 

might not adequately represent other settings or countries’ 

practices. Additionally, although this study allowed the 

identification of important clinical concepts present in ObsCare 

and matched them with already existing CKM archetypes, it is 

only an initial development and there is still need of further steps.    

Conclusions 

The present study showed that the openEHR CKM repository 

requires further enhancements to be able to fully answer to the 

needs of an obstetric-specific EHR, the ObsCare software. Our 

future perspective is modelling the missing obstetric archetypes 

and modify those that already exist. Following that, we will 

incorporate these standards into the future evolution of ObsCare. 
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Abstract 

Hyperglycemia associated with pregnancy has been related to 

several unfavorable perinatal outcomes, as well as to the 

increase of incidence on future complications. Thus, the 

diagnosis of hyperglycemia in the pregnancy-puerperal context 

should be a global health concern. This article presents the 

development of a mobile application prototype which informs, 

imparts accurate diagnosis and provides tools for obstetric 

telemonitoring in women with pregnancy associated diabetes. 

After detailed analysis of the proposals for a new diagnostic 

strategy considering possible scarcity of resources, key 

elements were selected and inserted into the prototype, in order 

to cater for the most aspects and make it as thorough as 

possible. The application has been adapted to the Brazilian 

reality, however, having adjustments in compliance with 

international protocols, it has the potential to be used 

worldwide. 

Keywords: 

 Mobile Applications; Diabetes, Gestational; Obstetrics 

Introduction 

It is known that hyperglycemia is one of the most common 
medical conditions during pregnancy. Besides that, the obstetric 
history of Gestational Diabetes Mellitus (GDM) is the main risk 
factor for the development of type 2 diabetes and metabolic 
syndrome in post-pregnancy women. Thus, it is feasible to 
assume that hyperglycemia during the pregnancy-puerperal 
cycle constitutes a relevant problem nowadays, considering not 
only the risks of worse perinatal outcomes (increased cesarean 
deliveries, traumas and distorts at delivery, macrosomia, 
respiratory distress and neonatal hypoglycemia, among other 
complications), but also the risk of developing future maternal 
diseases. This fact can also be extended to the children of these 
women, thus increasing the risk of the children developing, for 
example, obesity and type 2 diabetes in the future. Hence, it is 
evident that the diagnosis of GDM should be considered a 
global health concern [1-3]. 

Regarding the diagnosis, when hyperglycemia is detected 
during pregnancy it is classified as either Gestational Diabetes 
Mellitus (GDM) or diabetes mellitus in pregnancy (DIP). 
Women with slightly elevated blood glucose levels are 
classified as having GDM and women with substantially 
elevated blood glucose levels are classified as women with DIP. 
DIP may either have been pre-existing diabetes (type 1 or type 
2) antedating pregnancy, or diabetes first diagnosed during 
pregnancy [3]. 

The predominance of hyperglycemia during pregnancy may 
vary depending on the diagnostic criteria used as well as the 
population studied. The International Diabetes Federation (IDF) 
estimates that approximately one in six live births (16.2%) in 
2017 was related to some form of hyperglycemia in pregnancy. 
An estimated 86.4% of those cases were due to GDM, 6.2% due 
to diabetes detected prior to pregnancy, and 7.4% due to other 
types of diabetes (including type 1 and type 2 diabetes) first 
detected in pregnancy. Estimates regarding hyperglycemia in 
gestation in Brazil are inconsistent, but it is estimated that the 
prevalence of GDM in the Brazilian Health System is of 
approximately 18% [1,2]. 

GDM context in Brazil 

Hyperglycemia (high blood glucose level) is currently inserted 
in the context of an actual obesity epidemic that has been 
observed in several countries. It is estimated that approximately 
58% of the female diabetes mellitus (DM) cases in Brazil are 
attributed to obesity, whose causes are related, among other 
factors, to poor diet and nowadays’ lifestyle [4]. 

In this context of increased prevalence of obesity, associated 
with the raising of the maternal age and also the lack of physical 
activity, especially in the last two decades, there was a 
progressive escalation in the number of women diagnosed with 
diabetes at childbearing age and during the pregnancy-puerperal 
cycle [2]. 

Considering the prevalence and the various short-term and long-
term consequences of GDM for mothers and their children, a 
discussion forum on the topic was held in São Paulo, Brazil, on 
August 1, 2016. Participants in this forum were physicians 
specialized in assisting women with GDM: consultants from the 
Pan American Health Organization / World Health 
Organization (PAHO / WHO in Brazil) and technical advisors 
from the Ministry of Health, obstetricians of the Brazilian 
Federation of Gynecology and Obstetrics (FEBRASGO) and 
endocrinologists of the Brazilian Diabetes Society (SBD). The 
purpose of this gathering was to draw a proposal for the 
diagnosis of GDM in Brazil, taking into consideration that some 
countries follow protocols related to the diagnosis and 
management of hyperglycemia during pregnancy inserted in 
their respective contexts. The discussion took into account 
previous general agreements and studies, adding Brazilians 
particularities. Therefore, two strategies were proposed towards 
the diagnosis for GDM for the population, especially 
considering the fact that Brazil is a continental country, and 
that, consequently, it is subjected to scenarios of scarcity and 
fragility in the assistance in various places. The two strategies 
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are based primarily on the availability of the oral glucose 
tolerance test with 75g of glucose (75-g OGTT) [2]. 

These two strategies were presented and became part of a 
document – published by PAHO / WHO in Brazil, Ministry of 
Health, FEBRASGO and SBD in 2017 – called "Screening and 
diagnosis of Gestational Diabetes Mellitus in Brazil" (free 
translation), in which the main points of consensus on the forum 
were presented taking into account the distinctness in access to 
health services in Brazil [2]. However, in spite of the fact that 
these strategies were designed for the Brazilian context, where 
there is a lack of resources available in some areas, such 
strategies could be used in a worldwide perspective in places 
where access to the resources of laboratory tests in pregnancy is 
not so easy. 

The use of mobile technology for gestational  

telemonitoring 

Mobile applications in the context of an increasingly digitized 
world are inserted in the context of pregnancy, including, 
among other factors, access to information available as a source 
of support and advice and the use of several new devices – thus, 
they are able to change how the pregnancy and maternity are 
understood and practiced [5]. 

Diet control and physical activity in pregnancy, for instance, are 
essential issues in the treatment of hyperglycemia during 
pregnancy. And, even though health professionals are 
constantly trying to encourage healthy behaviors based on such 
issues, verbal information can be easily forgotten, and printed 
information may be lost as well. In this context, the use of 
applications in health interventions seems to be more 
appropriate for a better fidelity to the treatment, considering its 
various purposes and forms of communication rather than just 
texts (sounds, images, interactivity) [6]. 

A recent review involving telemonitoring effectiveness in 
obstetrics brought about the presence of several  
telemonitoring applications in this area of medicine. Some of 
them are related to cervical dilatation or preterm labor, GDM, 
maternal satisfaction, health care-related costs, birth weight  
and gestational age. Regarding the management of GDM, the 
telemedicine application observed in the studies focused  
mainly on mechanisms of transfer of glucose values from the 
patient to a provider, which reduced the need for frequent 
clinical visits and possible maternal, fetal or neonatal adverse 
outcomes [7]. 

Thus, in view of the high prevalence of hyperglycemia in the 
pregnancy-puerperal period and all the complications 
associated, as well as the fact that follow-ups through 
applications could generate better adherence to the treatment, 
we were highly motivated to the development of this work.  

This article presents a mobile application prototype to inform, 
provide a correct diagnosis and supply tools for obstetric 
telemonitoring involving glycemic control in women with 
diabetes associated with pregnancy, taking into consideration 
the probability of a context of scarcity of laboratory resources.  

Methods 

This is an applied study based on another research (trial), 
carried out from January to October 2018. The proposed 
application for glycemic control in women with diabetes 
associated with pregnancy will be incorporated into an obstetric 
telemonitoring system for the detection and early intervention in 
the main gestational intercurrences, this system is being tested 
in the context of another parallel study by the authors.  

The application is aimed at women in the pregnancy-puerperal 
cycle who have some alteration of glycemic levels and also for 
the health professionals involved with their care. 

The study was conducted in three stages:  

1. Detailed analysis of the strategies proposed by the 
document “Screening and diagnosis of Gestational 
Diabetes Mellitus in Brazil”; 

2. Definition of key elements on what would be available 
in the application, aiming to provide users with the three 
pillars proposed by us in order to be as thorough as 
possible (I-D-F): (1) Information – which includes 
updated concepts about diabetes during pregnancy, with 
accessible language; (2) Diagnosis – which must be 
correct and timely, based on the context in which the 
patient is inserted and according to the established 
protocol (in this case, as defined in the document 
"Screening and diagnosis of Gestational Diabetes 
Mellitus in Brazil"); and (3) Follow-up – through the 
evolution of glycemic control, diet and patient weight; 

3. For the development and presentation of the prototype, 
the Balsamiq® tool was used, which allows the 
construction of graphic interfaces. 

Results 

Analysis of the document “Screening and diagnosis of 

Gestational Diabetes Mellitus in Brazil” 

The document in question was analyzed at length with the 
intention of providing a precise perception of the diagnostic 
process to be inserted in the prototype. The two strategies 
proposed in the document are basically based on whether the 
oral glucose tolerance test with 75 g glucose (75-g OGTT) is 
available for or not in the region where the pregnant / puerpera 
woman is. 

In case of availability of such test, all pregnant women should 
perform the fasting blood glucose test (up to 20 weeks of 
gestational age) for diagnosis of GDM and Diabetes first 
diagnosed during pregnancy. All pregnant women with fasting 
blood glucose lower than 92 mg/dL should perform 75-g OGTT 
between 24 and 28 weeks. If the onset of prenatal care is 
delayed (after 20 weeks of gestational age), the OGTT should 
be performed as soon as possible. In this way it is estimated that 
100% of cases of GDM should be detected [2]. 

In cases where just the fasting glucose is available, all pregnant 
women should perform fasting glucose at the beginning of 
prenatal care for the diagnosis of GDM and Diabetes first 
diagnosed during pregnancy. If the test results are below 92 
mg/dL, before 24 weeks of gestational age, fasting glucose 
should be repeated for 24 to 28 weeks. It is estimated that in this 
way that 86% of cases of GDM are detected [2]. 

The diagnosis in the puerperal period also follows the strategies 
based on the availability of 75-g OGTT. Thus, in case of 
availability, the 75-g OGTT six weeks postpartum sets the gold 
standard for diagnosing diabetes after pregnancy (100% 
detection). If only fasting glucose is available, it is estimated 
that only 66% of the cases of changes in glucose metabolism, 
including DM [2], might be diagnosed. 

Application of the key points in the development of the 

prototype 

Taking as a starting point the recommendations of the document 
in question, a list of key elements which should be included in 
the prototype was made. This inclusion was done by using 
Balsamiq®, a medium-fidelity prototyping software, which 
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allows the creation of functional interfaces, giving the user an 

initial impression of the operation of the application. 

The proposal to create a login for the access of to the 

application was raised due to the fact that the patients’ 

information should be only accessed by them, and made it 

available to third parties, including health professionals, solely 

under their authorization. 

As for the login, personal identification data is filled in,  

whether the user is a health professional, pregnant or puerpera, 

the gestational age or postpartum time, as well as a valid 

personal email and a password. The application user must  

agree to the terms of use of the application in order to obtain 

access (Figure 1). 

Figure 1 – Screen in which there are fields for insertion of 

information that will compose the profile of the user 

The application menu has been designed to be presented in a 

simple way, either on the home screen or based on a quick 

access (Figure 2), which enables the migration between topics 

without necessarily returning to the home screen. The topics 

were distributed as follows: My Profile; About Diabetes in 

Pregnancy; Diagnosis of Diabetes in Pregnancy; My glycemic 

control; Alerts; Settings; About; Logoff. 

Regarding the Information pillar, we are concerned to inform 

patients, in clear and accessible language, of common questions 

(Figure 3) about diabetes, whether gestational or not. For this 

pillar, the “About Diabetes in Gestation” section has been 

targeted in the application, and the questions are: “What is 

Diabetes?”, “What is Gestational Diabetes?”, “Why Gestational 

Diabetes Happens?”, “What are the risk factors for having 

Diabetes in pregnancy?”, “How to diagnose Diabetes in 

pregnancy?” and “How to know if after pregnancy Diabetes 

will continue?”. 

Figure 2 – Proposed Start Menu and Quick Access Menu 

Screens 

 

Figure 3 – Questions from the section “About Diabetes in 

Gestation” 

As for the Diagnosis pillar, it will be correctly done through a 

series of simple questions, in which the patient or health 

professional should only answer "yes" or "no" (Figure 4) and 

choose the values of blood glucose and/or 75-g OGTT obtained 

during the diagnostic investigation. All the decision making and 

answers presented by the prototype follow the protocol 

previously established, be it in the context of pregnancy or 

puerperium. 

 

 

Figure 4 – Question 1 that initiates the flow of questions for  

the correct diagnosis: “At the place of prenatal care is there 

75-g OGTT available for the realization?” / Question  

requiring the value of the first fasting glycemia to set or not 

immediately the diagnosis: “What was the value of the first 

fasting glycemia obtained in this gestation?” 

 

As for the Follow-up pillar, in view of the glycemic control, we 

devised a table synchronized with a chart - this table can be 

filled with the values of capillary blood glucose, and that will 

allow to follow the evolution (during a day and to the over 

several days) and the consequent need for glycemia correction 

(Figure 5). 

In addition to the glycemic control, the Follow-up pillar also 

involves "Physical exercise, diet, and the weight control" 

section in which the patients receive information about the types 

of exercise and diet according to their contexts. Based on the 

calendar, the patient can enter the days on which she performed 

physical activity (as well as the nature of the activity and how 

long it lasted), and her daily diet, as well as the evolution of her 

weight throughout the days (Figure 5). This information would 

be saved and would enable a simple and practical analysis, later, 

by health professionals. 
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Figure 5 - Screens representing the graph of the section "My 

glycemic control - Glycemic curve" and "My glycemic control - 

Physical exercises, diet and weight control" 

In this prototype, there is still the possibility of certain patients’ 

profiles to be connected to monitoring by the responsible 

physician. In this way, the health professionals can have in their 

device the list of pregnant/puerperal women whom they 

accompany and can monitor how their blood glucose curve 

progress in real time. In this way these professionals could 

contact the user if necessary, advising her, for instance, to an 

early return to prenatal care. 

The "Alerts" section has emerged as a proposal for the 

pregnant/puerperal women to control functionalities that will 

serve as true guidelines for their diet, physical exercises and 

medication (in case of using oral hypoglycemic agents and/or 

insulin) and for measuring capillary blood glucose. When 

activating these functionalities, they will be synchronized with 

the device, which will allow the user to receive, at the scheduled 

times, notifications that will act as real reminders to carry out 

those activities throughout the day. In addition, the user can 

activate features that begin a countdown to the beginning of the 

period of the laboratory tests of fasting glycemia and 75-g 

OGTT, when applicable. 

Discussion 

The recent proposal for the screening and diagnosis of GDM in 

Brazil has emerged taking into account different contexts of 

availability of resources (technical and financial), and proposals 

such as this should be encouraged, especially as they seek 

greater attention to prevailing conditions and with significant 

morbidity and mortality if not correctly diagnosed/managed. 

In this context, consideration was also given to the fact that 

caring for hyperglycemia is not confined to pregnancy alone – 

because even if glucose tolerance normalizes rapidly 

postpartum in most women who have developed GDM, the risk 

of developing of type 2 DM or of glucose intolerance is 

significant. It is for this reason that the monitoring of women 

with GDM after childbirth is fundamental [2]. Our application 

proposal, therefore, also seeks to encompass the postpartum 

context, guaranteeing to inform, correctly diagnose and follow 

up these women throughout the pregnancy-puerperal cycle. 

The control through the glycemic curve proposed by the 

application can be performed in the ward or at the ambulatory. 

In these contexts, it is important that the setting of the times and 

days when the capillary blood glucose dosage should be 

performed and the analysis of this curve should only be made 

by a trained physician, as well as possible corrections with drug 

therapies. 

It is well known that mobile applications for self-management 

of diseases such as diabetes and general well-being (including 

diet and exercise monitoring) are widely available. However, 

users are faced with an enormous amount of new applications, 

which often do not use scientific evidence for their development 

and do not take into consideration the context in which the user 

is inserted in. In addition, users often do not seek or receive 

guidance from health care professionals about choosing the 

appropriate application [8]. Thus, the application in question 

appears to change this scenario, because it is a reliable tool, 

based on evidence and that will be used with the guidance 

provided by health professionals. 

On top of that, the application presented here seeks to improve 

the relationship between women and health professionals, as 

well as their relationship to their health condition. Mobile 

applications of this nature allow patients to become more 

involved in self-management of their health. This type of 

follow-up increases confidence, adherence to treatment and 

participation by patients, giving them the knowledge to act and 

adopt behaviors to maintain and improve their health by taking 

actions, asking questions to health professionals and 

participating in the decision-making process related to their 

treatment [9]. Hence, it is well known that there is evidence of 

better health outcomes when patients are involved in self-

management of their own diseases [8].   

Literature surveys point to the growing number of applications 

available that are likely to be distributed between the two most 

popular mobile platforms, iOS (Apple Computer Inc.) and 

Android (Google Inc.) [10]. Thus, we expect the application to 

be available on both platforms in the future after its validation, 

aiming for free access and if possible, encouraged by public 

government policies. 

Some specific potential impacts, such as the declining of 

morbidity and mortality due to diabetes in the gestation after the 

correct use of the application, might undoubtedly be observed if 

the information of this tool is used and followed in the right and 

early manner, along with the guidelines of health professionals. 

Nevertheless, they might be difficult to quantify in the future, 

having as a direct causal relation to the insertion of this 

application. 

It is expected that, starting with the clinical trials with this 

application, it will be possible to measure the impacts of 

monitoring glycemic levels during pregnancy. Despite being 

based on gestational diabetes follow-up protocols advocated by 

the WHO, the Brazilian Society of Diabetes and the Brazilian 

Federation of Gynecology and Obstetrics, the use of 

computational protocols for the development of this prototype 

allows the parameterization of other protocols in their 

development. Thus, this application can be applied not only in 

Brazil but in other countries where the shortage of professionals 

and laboratory tests are a reality. In addition, from new and fast 

configurations, it is possible to use this application in other 

health contexts worldwide.  

Conclusions 

In the present work, a prototype was presented whose 

development was based on guidelines and scientific evidence 

for the monitoring of the glycemic changes during pregnancy, 

following the three pillars recommended by the authors: 

Information, Diagnosis and Follow-up (I-D-F), aimed at the 

early detection, timely treatment and follow-up in order to 
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reduce maternal and neonatal morbidity and mortality. It can 
also be used as self-management and a better adherence to 
treatment and follow-up by the pregnant / puerperal woman. 
The use of this application is expected to improve potential 
limitations on the scarcity of exams and professionals, which 
make it difficult to properly monitor these women and fetuses. 

The use of mobile technologies and gestational monitoring 
applications has proven to be an important strategy to achieve 
better results in gestational follow-up. This application has great 
potential for development and application in future studies, 
assisting on the diagnostic process in the individual context of 
each patient, raising awareness on the general population about 
hyperglycemia in pregnancy and subsequent glycemic control 
in patients with this condition. Future application work in 
clinical practice will be carried out to evaluate the 
implementation of this application, analyzing users' opinions 
(patients and health professionals) and possible limitations or 
difficulties found in the use of this tool. 
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Abstract  

The purpose of this study was to assess the project management 
of a national health information technology project focused on 
developing digital health care services. An e-questionnaire was 
sent at the end of the development project, and 93 experts (18%) 
from five university hospitals responded. The questionnaire 
was based on the Common Assessment Framework (CAF) to 
identify management success and also to get an overview of the 
project’s performance. The questionnaire contained 11 
background variables and 17 Likert scale items in five themes 
on leadership, strategy and planning, people, partnerships and 
resources, and processes, and one open-ended question. After 
analysis using descriptive statistical methods, the results 
showed that, overall, participants felt confident about 
management of the project. Criticism focused on the 
distribution of resources and lack of knowledge about the status 
of development activities in other hospitals. The CAF enablers 
criteria revealed subjects for further development. 
Keywords:  

Information technology; patient care management; systems 
analysis 

Introduction 

Deployment of digitalization is creating a variety of 
opportunities for the development of new ways to provide 
health care services. Digital services, meaning encounters with 
patients through virtual online appointments or electronic 
communication using various tools and technologies, is a 
growing means of providing health services [1]. One 
comprehensive platform for offering digital health services is 
patient portals, which nowadays have technical functionalities 
to support national interoperability at the levels of information 
technology (IT) infrastructure, applications, data, services, 
procedures, and policies, in addition to security [1–3]. Patient 
portals are comprehensive gateways providing health 
information, access to personal health records, the ability for 
patients to send secure messages to health professionals and 
manage appointments, decision support tools for self-care and 
diagnosis, and discussion forums [3–4]. While personal health 
records are managed by patients, patient portals are managed 
by health care organizations [4]. Results from many studies 
show that the change from face-to-face to online encounters 
through technology has already been accepted by both patients 
[5–6] and professionals [7–11], and effective treatment 
outcomes have been achieved [12]. 
Overall, the development of digital services is an international 
challenge [1–2] and, obviously, requires strategic goals at a 
national level. In Finland, the objective of the National eHealth 

and eSocial Strategy 2020 is to support the active role of 
citizens in promoting their own well-being by improving 
information management and implementing self-management 
and online services [13]. Strategic statements are crucial 
because they usually include a promise of allocation of 
resources. 
Involvement of multidisciplinary team (physicians, nurses, and 
other experts in clinical areas as well as IT experts) is key for 
the development of digital health services [14–15]. The 
development process in regard to digital services encompasses 
a variety of actions for defining, procuring, planning, 
implementing, and providing new services; thus, it is prone to 
the risk of deterioration of processes and outcomes. According 
to the International Project Management Association (2006), 
project management is seen as an umbrella term encompassing 
planning, organization, monitoring, and control of all aspects of 
a project, along with motivations for all included to achieve the 
project objectives in a safe manner, on time, within the budget, 
and meeting performance criteria [16]. 
The implementation of health information technology (HIT) is 
executed as a project that often includes multiple subprojects. 
The success of HIT implementation has been widely evaluated, 
covering areas such as HIT adoption, acceptance of technology, 
and clinical quality, but there has been a lack of focus on or 
acknowledgment of the organizational context or human factors 
that could impact HIT implementation [17]. 
Due to the steadily growing number of projects in health service 
systems, the need for evaluation frameworks to assess project 
outcomes is obvious. The concept of project success is based 
on multiple assumptions regarding structures, processes, and 
outcomes as parts of a project [17–18]. As a result, many 
studies have emphasized splitting the concept of project success 
into two parts: project success, meaning the outcomes, and 
project management success, meaning structures and processes 
[17]. In particular, de Wit (1988) argued that product success 
should be assessed separately from the success of project 
management activities [19]. Radujković and Sjekavica (2017) 
analyzed various factors affecting project success and classified 
them into three categories: elements of project management 
competence, elements of organization, and elements of project 
management methodologies, methods, tools, and techniques 
[20]. Roberts (2018) used a framework that included 
technological, organizational, project-specific, and external 
factors to assess public health project success [21]. 
The European Public Administration Network launched the 
Common Assessment Framework (CAF) in May 2000 as the 
first European quality management instrument specifically 
tailored for and developed by the public sector itself. It is a 
common, basic, accessible, and easy-to-use model for all public 
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sector organizations across Europe and deals with all aspects of 
organizational excellence [22]. The CAF is designed to be used 
by public sector organizations, which distinguishes it from the 
European Foundation for Quality Management (EFQM) 
framework, which was founded within industry[23]. The CAF 
instrument is in the public domain, with the manual available 
online. Figure 1 presents the CAF framework with criteria [22]. 

 
Figure 1. The CAF Framework [22] 

The CAF framework is based on the premise that excellent 
results in organizational performance for citizens/customers 
and society in general are achieved through the leadership that 
drives people, partnerships, resources, processes, and strategy 
and planning. The nine criteria of the CAF represent the main 
factors that should be considered in evaluations looked at from 
two perspectives: Enablers and Results. Referring to de Wit’s 
(1988) suggestion, the Enablers cover management success, 
and the Results cover project success [19]. There are five 
Enabler criteria (leadership, strategy and planning, people, 
partnerships and resources, and processes) and four Results 
criteria (citizen/customer-oriented results, people results, 
society results, and key performance results) [22]. 
In earlier studies, the CAF framework proved to be helpful for 
assessing the managerial practices of an organization based on 
the Enablers criteria and for the trends in results based on the 
Results criteria. The CAF self-assessment tools have proved to 
be helpful for finding areas in need of improvement [23–24]. 
The purpose of this study was to assess the project management 
success of a national HIT project focused on developing digital 
services in health care. There was particular  interest in finding 
out how participants experienced the development project 
management from the perspective of the CAF criteria. 

Methods 
Study Context 

This study was one part of a larger study evaluating a three-year 
national development project called Virtual Hospital 2.0. 
Funded by the Ministry of Social Affairs and Health, Virtual 
Hospital 2.0 was one of the main projects necessary to achieve 
the strategic goals of the national eHealth Strategy [13]. In 
particular, the project aimed to build Healthvillage.fi, a digital 
health service system comprising various digital portals that 
was developed through a collaboration among five university 
hospital districts and patient associations in Finland. Each 
university hospital was involved in the development work by 
either being responsible for creating a hub with certain care 
pathways or giving their expertise to other hospitals in their 
hubs. The first hub in Finland, informing and caring for mental 
health patients, was launched in 2009, and the second hub, for 
weight management, was launched in 2015. The success of the 
first two hubs was the guiding principle with the Virtual 
Hospital 2.0 project. To date, a total of 30 hubs and 86 pathways 
have been constructed in the project. Healthvillage.fi delivered 
three distinct types of services through hubs: 1) public health 

services available for all citizens, 2) digital care pathways for 
patients with a diagnosis and a care relationship, and 3) 
eLearning tools for healthcare professionals aimed at changing 
working practices. 
The sociotechnical approach [15] guided the multidisciplinary 
teamwork in the development of portals and hub materials for 
patients with various diseases. The sociotechnical model  
helped to realize various dimensions of the development 
project: (1) computing hardware and software infrastructure; 
(2) clinical content; (3) human–computer interface; (4) people; 
(5) workflow and communication; (6) internal organizational 
policies, procedures, and culture; (7) external rules, regulations, 
and pressures; and (8) system measurement and monitoring 
[14–15]. Figure 2 illustrates the modified sociotechnical model 
adopted in the development of the work. 
 

 
Figure 2. The Sociotechnical Model 

In this study, patients were not informants because they have 
been involved in other studies [5]. 

Data Collection and Analysis 

The data for three distinct studies were gathered with an e-
questionnaire containing 11 background variables, 1 open-
ended question, and 50 statements using a five-point Likert 
scale where 5 denoted strong agreement and 1 denoted strong 
disagreement. The participants (physicians, nurses, and other 
health care professionals, as well as IT designers [n=501]) were 
employed in the Virtual Hospital 2.0 project in the autumn of 
2018. The concept of Enabler within CAF was applied to 
measure the management success of the project. The 
questionnaire contained five themes describing the CAF 
Enabler criteria: leadership, strategy and planning, people, 
partnerships and resources, and processes. The 17 items in total 
were operationalized based on the criteria and dimensions of 
the sociotechnical model used in the development project [14–
15; 22]. The number and format of variables were decided by 
the evaluation team. 
Research permission and ethical approval were received from 
project management. All questions (n=50) were validated by 
reference to earlier studies. Finally, the content validity of the 
questions was assessed by an external expert group, and minor 
changes were made based on their assessment. The link to the 
e-questionnaire was sent to each participant in the project 
(n=501) by their own organizational representatives. Two 
reminder messages were also sent by each organization. 
The results were analyzed using descriptive statistical methods. 
The Likert scales were taken from the initial answer format of 
1=totally disagree to 5=totally agree and modified by 
combining 1 and 2 to 1=weak, 3 to 2=undecided, and 4 and 5 
to 3=strong agreement. The answers to open-ended question 
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were analyzed with content analysis. Narratives from answers 
to the open-ended question regarding the primary needs for 
development were used to confirm the opinions of the 
respondents.  
This study was conducted in an ethical manner and in accord 
with best ethical research practice. Confidentiality and 
informed consent of the respondents were maintained so that 
none of the respondents could be recognized. The research data 
was stored electronically in secured servers at the University of 
Eastern Finland where only authorized persons in the research 
group had access . The data maintenance life cycle followed the 
principles of UEF, and the data will be destroyed when it is no 
longer needed. 

Results 

A total of 91 (18%) participants responded to the e-
questionnaire. The majority of respondents were women (88%).  
Healthcare professions that were represented included nurses 
(48%), physicians (17%), or other clinicians (16%), and 19% 
represented various other types of expertise. Among the 
respondents, 80% had an academic degree. Half of the 
respondents to the survey represented two of the five university 
hospitals involved in the project. More than 60% of the 
respondents had worked in their organization for over 10 years, 
and 23% worked full-time, 21% part-time, and 56% worked on 
the project alongside the regular daily duties of their jobs. The 
participants represented development teams in a total of 14 
different hubs. The three most frequently mentioned hubs were 
rehabilitation, childhood diseases, and heart diseases. Half of 
the respondents (n=41) replied to the open-ended question, out 
of which 30 focused on project management. 
The project management success is described in the graphics of 
Figures 3 through 7, with the narrative in italics below the 
graphics being respondent comments used to support the 
results. In terms of leadership, the respondents were confident 
about the atmosphere, but there was some hesitation about the 
fluency of communication and managerial support (see Figure 
3). 

 
Figure 3. Leadership 

The outcomes of the project should not stay inside the 
university hospitals. 
The project management should focus on equal use of 
resources, both financial and competency-related, in the 
hospitals. 

The respondents could not assess how the project was related 
to other digitalization projects in the country (Figure 4). They 
were also unaware of factors regarding the relationship with 
the development work in primary care. 

 
Figure 4. Strategy and Planning 

The development work occurring in primary care and 
specialized care must be integrated. 
The development work has produced a variety of material in 
digital format to support patients and professionals. Now is 
the time to really focus on dissemination of outcomes over the 
whole country. 

The participants felt very positive about working on the 
project. Only a small minority had some criticisms (Figure 5). 

 
Figure 5. People 

Working on this along with my daily duties has been 
sometimes overwhelming. 
We as developers have worked hard on the project. Now I am 
worried about the rest of the clinicians, how to get them on 
board. 
The development teams are not established based on the need 
of knowledge; pure enthusiasm is not enough. 

Cooperation among various levels of the project seemed 
satisfactory. Some critical opinions were expressed in terms of 
working together with other participating university hospitals 
and the IT experts (see Figure 6). 
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Figure 6. Partnership and Resources 

In this project, resources have not been shared equally in 
terms of workload. 
The model to create the hubs has now been tested and 
implemented many times. So, how to disseminate the 
knowledge further? 

The opinions about the development process varied among the 
respondents. More than half were satisfied, with an almost 
equal distribution of those unsure about or against each item 
(see Figure 7). 

 
Figure 7. Processes 

Too many important decisions have been made inside one 
university hospital. A national project involves shared and 
timely decision-making. 

The support from IT departments has not functioned well; 
especially, we have been forced to wait for responses to our 
feedback. 

Funding has not been followed during the project based on the 
knowledge and competencies in each university hospital due 
to a different situation in the development. 

The use of the CAF’s Enabler criteria in the assessment gave 
new insight for project management. In this case, the CAF was 
used for assessment at the end of the project, but as the 
digitalization of services continues, the procedures and 
policies assessed can be used to guide further development. 

Discussion 

The purpose of this study was to assess the project management 
success of a national HIT project focused on developing digital 
health care services. The specific interest was to assess the 
experiences of participants with regard to the project 
management. The data were gathered at the end of the 
development project, in August 2018. The data collection was 
organized through development managers so that the 
respondents had no contact with the researchers, and emails 

could be used for disseminating the link to the e-questionnaire. 
The low response rate (18%) may have been caused by the 
timing of data collection, given that late August is still a holiday 
season in Finland. Further, the link was sent by the development 
managers at the university hospitals, and the data collection 
occurred as the project was ending, so potential participants 
may have been receiving an excess of other emails. The link 
was opened a total of 229 times, but we do not fully know the 
reason why the questionnaire was left unanswered. In addition, 
because the national development project had also been a key 
focus among other researchers and stakeholders, some 
participation fatigue may have existed, particularly given that 
the project was ending in two months and an extensive amount 
of material on project outcomes was being collected at this 
time. What was learned by this could be applied in the future, 
particularly the involvement of researchers interested in 
national development projects should be planned at the 
beginning of a project, especially when pre- and post-project 
interventions are of interest [1]. 
While the project manager, team, organizational structure, 
culture, and atmosphere are still regarded as key components 
enabling a project’s success, it is important to recognize all the 
factors influencing success [15, 20]. Although the CAF 
primarily focuses on the evaluation of management 
performance and the identification of organizational goals to 
make improvement possible, the ultimate goal is to contribute 
to good governance [22]. Roberts (2018) found in his study that 
leadership was the most important project success factor.  He 
suggested that investing in the leadership and project 
management skills of project participants could improve the 
success of future projects [21]. In terms of leadership, this kind 
of multisite project can be challenging for supporting and 
guiding participants from different organizational cultures. 
Variations in the level of commitment to project aims may be 
difficult to monitor, and we found commitment especially 
challenging given that the project spanned approximately two-
years. The strategies and planning we identified in this study 
referred mostly to national development initiatives in health 
care, as this project was one of the main development projects 
funded by the Ministry. Thus, we were surprised to discover 
that participants had limited knowledge about other national 
digitalization projects in health care. However, as the 
sociotechnical model highlights external rules and regulations 
should be taken into consideration for their influence on 
organizational policies [14–15]. 
Many studies have noted health care professionals’ hesitation 
and fear about the implementation of new IT tools in daily 
practice [10–12]. In this study, half of the respondents were 
nurses, and they were enthusiastic about being involved in this 
development work. Participants expressed concerns regarding 
the rest of the clinicians and patients, and specifically how to 
ensure their voices were also represented. Further, opinions on 
partnership and cooperation were mainly very positive, which 
reflected on the multidisciplinary team’s involvement as a part 
of the adopted sociotechnical model [14–15]. However, we 
found that while partnership between the university hospitals 
was satisfied, there were some criticisms around the 
technologies and tools. To address this, communication and 
collaboration between IT experts and end users should be of 
high importance, and considered in all IT projects [25].  
Being a national development project, one aim was to create a 
model to develop digital services [4]. Thus, the processes 
during development were monitored and assessed. However, 
the participants wanted to know more regarding the progress, 
and criticized that the speed of feedback  was unacceptable. 
Participants also stressed that their extensive work should be 
used for future implementation of digital care pathways. 
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Conclusions 

Based on the project participants’ opinions, we applied the CAF 
to reveal areas for development in project management. The 
five Enabler criteria of leadership, strategy and planning, 
people, partnerships and resources, and processes linked well 
with the sociotechnical model adopted in this development 
project. It can be argued based on the results that the length of 
the project is the basis of project management success, as it 
affects all criteria. However, more emphasis should be placed 
on communication as culture, leadership, resources, and 
competencies often vary between health care organizations. 
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Abstract 

Identification of risk patients in emergency departments is a 

complex interplay between clinicians, patients, working 

procedures, and information systems. Through a mixed 

methods approach, we have developed an novel patient 

monitoring dashboard that couples clinical data streams to 

convey the state and trajectory of patients admitted to the 

emergency d epartment. In this paper, we describe the design 

and implementation of the novel system by providing a 

description of how the project was conceived, divided into 

subsequent phases, and is currently being executed. 

Experience from this work highlights the importance of 

carefully assessing each on-site installation point, 

interdisciplinary partnerships through embedded presence, 

and continuous emphasis on the purpose and aim  as a mean 

to greatly improve project momentum and buy-in. 

Keywords:  

Emergency service, hospital; Decision support systems, 

clinical; Monitoring, physiologic 

Introduction 

Identifying patients at risk of unforeseen deterioration in 

emergency departments (ED) remains an ongoing challenge 

despite numerous initiatives to formalize and systematize 

observations, tracking the state and trajectory of patients, and 

responding to changes to avoid complications. 

 

In this paper, we provide a description of how this challenging 

clinical problem sparked a collaboration between engineers 

and clinicians resulting in the design, implementation, and 

evaluation of a novel patient monitoring dashboard. As we 

describe the prototype, process, and inter-disciplinary 

collaboration, we aim to provide a set of recommendations for 

similar attempts in assessing the impact of new health 

information systems. In doing so, we seek to extrapolate key 

findings that are decoupled from the initiating problem of 

detecting deterioration, and which instead point to more 

general challenges in systems design and implementation 

within secondary healthcare. 

 

The inception of this project, originates from the work of 

Henriksen et al. who found that as many as one in three 

patients whose vital signs are within normality at admission, 

have an abnormal vital sign registration within the first 24 

hours [1]. These patients have a higher risk of being 

transferred to the intensive care unit, experience heart or 

respiratory failure during admission, and a higher 7-day 

mortality. Identifying patients at risk in EDs spurred a 

research project collaboration between software engineers and 

clinical researchers to leverage their joint knowledge for 

proposing a way to alleviate the risk of unforeseen 

deterioration.  

 

Related Work 

A multitude of protocols and observation regimens have been 

introduced, evaluated, and often implemented in the last 20 

years. Still, it is hard to come by evidence that undisputedly 

points to significant changes in patient outcomes due to the 

implementation of an Early Warning Score (or similar). The 

hospitals involved in this study relied on the DEPT triaging 

system for assessing the severity of patients [2]. DEPT 

deploys a mixture of objective (e.g., blood pressure) and 

subjective observations (e.g. pain), see Figure 1. The most 

severe observation determines the overall severity and priority 

of the patient. 

 

 

Figure 1 - The DEPT Triage System 

Part of the challenge relating to the utility of these systems, is 

not only due to the heterogeneity of patients, but also the 

variety in experience, background, and profession of attending 

clinicians [3]. Another major factor is the socio-technical 

complexities that come into play when mixing this variability 

with information technology.  

 

Several sophisticated novelty detection systems have been 

proposed over the years. Clifton et al. published several 

studies on the application of Gaussian process regression for 

dealing with missing values and forecasting of trajectories [4], 

and also investigated extreme value theory as an mean to 

perform online learning of patient-specific models [5]. Clifton 

et al. are also one of the few groups that succeeded in 

advancing a system beyond the pilot evaluation stage, and 

actually tested their system in realistic settings [6]. Another 

substantial line of work originates from Edelson & Churpek 

who developed the CART score to predict cardiac arrest [7]. 

Perpendicular to the issue of modelling and prediction, we 

found a need to assess how to best visualize the system state. 
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Although there has been slow progress on systems designed 

for patients to monitor themselves, clinical dashboards and 

data aggregation have been subject to much work [8]. 

Generally, there seems to be less focus on taking a pragmatic 

stance to improve utilization and integration of existing 

streams of data, and integration of these into information 

systems in ways that improve the clinical perception of 

multiple patients simultaneously.  

Methods 

As the project has been ongoing since early 2013, we have 

split the methodology description into several stages. First, an 

initial stage from 2013-2015 focused on early scoping that 

took place at the ED of Odense University Hospital, and 

resulted in a prototype of a patient monitoring dashboard. The 

second stage from 2016-2017, was the system prototype 

maturation and integratation into additional information 

systems. The third stage ran from 2018-2019, and focused on 

a multidimensional effect evaluation. 

From the very beginning of the project, it quickly became 

apparent that clinical epidemiologists and engineering 

researchers had substantially different approaches to designing 

and conducting research. As software engineers, we did not 

have any prior experience with the clinical, technical, and 

operational aspects of EDs. Consequently, we needed to 

design our study approach in a manner that embedded us 

within the context. 

To achieve this, we designed the project using a mixed 

methods approach where we could explore several pathways 

to illuminate potential solutions to the problem of identifying 

patients at risk. This lead us down three distinct paths as 

illustrated in Figure 2, each path highlights a number of 

related activities.  

 

Figure 2 Methodological Project Paths 

Firstly, as outsiders familiarizing ourselves with the context of 

our problem proved to be indispensable. To begin we mapped 

out an 'organizational path', which sought to clarify how 

clinicians dealt with the matter of patient processing, 

monitoring, and treatment. To do this, we deployed a number 

of tools, some were methodological by nature, and others were 

frameworks or research fields that helped us to understand the 

domain. The understanding of how clinicians worked with 

patients and the systems they utilizeed was then paired with 

data from actual patients. This data was the cornerstone of the 

'modelling path', where we sought to understand patients and 

patient monitoring systems using a number of quantitative 

techniques, with the intention of deriving novel features and 

new ways of representing and understanding patients and 

monitoring systems. The 'organizational' and 'modelling' paths 

came together in the 'prototype' path where we attempted to 

validate assumptions from both of these paths. This was 

achieved via different prototype modalities, supported by 

usability studies. 

Initial Stage – Early Scoping 

Our first major effort was conducting a field study of the 

context. The first author of this paper followed physicians, 

nurses and nurse assistants on full work shifts at all times of 

the day and took note of how patients were attended to, how 

clinicians registered observations personally and 

collaboratively, and how information technology was used 

during the admission [9].  

In parallel with this, we needed to establish a foundation for 

building better deterioration detection models with predictive 

analytic models. During the field study, we had observed 

several occasions where patients expressed individual 

normality that was not captured by the existing population-

based threshold models. However, acquisition of vital signs 

from patients was not something the existing information 

communication (IT) configurations supported. Vital sign 

observations were registered in the department’s electronic 

healthcare record according to protocol, but the registration 

frequency were low, and automated data extraction was not an 

option. 

Coincidentally, a network diagram of the patient monitoring 

platform emerged while discussing other integration options 

with the local medical device engineers. This revealed that the 

ED had purchased a Philips IntelliVue
TM

 solution that 

included a database server that automatically buffered all 

registrations from connected monitors. Thus enabling the HL7 

Parameter Data Interface (PDI) allowed us to export vital sign 

readings at a configurable interval from the Philips database.  

 

The Data Collection 

Each bed at the department was equipped with a Philips 

IntelliVue MP30/50
TM

 monitor. Each monitor had a Philips 

X2 Measurement
 TM

 module, which could follow the patient 

during transfers. Each monitor had capacity to monitor heart 

and respiration rate through 3-lead electrocardiography, 

peripheral oxygen saturation (spO2) and pulse rate using pulse 

oximetry, and systolic/diastolic blood pressure (SBP/DBP) 

using non-invasive cuffs. To retrieve data we built a 

registration server that acquired registrations from all active 

monitors every minute using the HL7 PDI interface. The 

attending nurses were asked to register patients on the Philips 

monitors by name and social security number to enable later 

coupling with external health registries. 

      

Prototype Design 

The final phases of the initial stage focused on distilling the 

findings from all activities into a prototype system of a patient 

monitoring dashboard. Through incremental collaboration 

with clinicians, a functional prototype was implemented and 

evaluated in a pilot study involving 18 nurses and 50 patients 

[10]. The participating nurses were also asked to assess the 

system using the System Usability Scale [11], and results 

indicated that the overall design philosophy of the system 

made it easy to understand and use.  

Second Stage - Refinement 

After having successfully evaluated the prototype, we went on 

to acquire funding for further development of the system. This 

was achieved by funding from the Strategic Initiatives 

Program by the University of Southern Denmark through a 

2M DKK grant. This gave us the opportunity to rewrite the 

entire prototype and explore new ways to deal with the 
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challenges of coupling registrations from the patient monitors 

with the department’s clinical logistics system. The new 

system was dubbed the Patient Deterioration Warning System 

(PDWS). During this stage, the project grew in organizational 

complexity as an additional site was included, and the newly 

enforced General Data Protection Regulation had incentivized 

the IT departments across the region to impose stricter control 

with installation and evaluation of information technology for 

research purposes. 

Third Stage – Effect Evaluation 

Having rewritten the entire PDWS system, and tested 

deployment and operational stability of the system, the third 

stage of the project focused on conducting an effect 

evaluation. The intention of this larger trial was threefold: 

1. To assess if deploying the PDWS into EDs would help 

clinicians identify patients who deteriorated 

unexpectedly. 

2. To investigate if the design philosophy of the PDWS 

fitted well within clinical work. 

3. To evaluate if utilizing the PDWS could help the 

departments in improving efficiency and quality. 

Cluster Randomized Trial 

The evaluation has been designed as a cluster randomized trial 

(CRT) consisting of three intervention and three control 

periods interleaved at each study site. Each period, lasting five 

weeks, has been separated by a one-week washout buffer. The 

study aims to include 10.500 patients, which will yield 

sufficiently material for evaluating the clinical hypothesis that 

the PDWS can reduce unexpected deterioration by 50%. The 

primary clinical outcome has been defined as patients who are 

transferred to the Intensive Care Unit, suffer from 

heart/respiratory failure, or die during admission. The 

evaluation stage will be assessed by journal review by clinical 

experts.  

 

The CRT was initiated May 2018 and is scheduled to run until 

early 2019. During the period, project nurses and assistants 

will include patients at each site. Following the CRT period, 

data from all consenting patients will be transferred to a 

research repository and used for further research. 

Study Sites 

The first part of the study (field study, initial vital sign 

registration, and prototype pilot evaluation) was conducted at 

the Emergency Department of Odense University Hospital 

(OUH). OUH has an uptake population of 430,000 citizens 

and its ED has an capacity of 44 beds. The second part of the 

study expanded the participating sites to include also the ED 

of Hospital of South Western Jutland (HSWJ). HSWJ has an 

uptake population of 220.000 citizens and its ED operate 51 

beds. 

Although both EDs are situated in the Region of Southern 

Denmark, and are part of the same healthcare system, each ED 

organizes the patient admissions very differently. For 

example, at the ED of HSWJ, a patient is usually never 

transferred internally once admitted. Whereas in OUH, 

patients are seen and treated in a short term Acute Treatment 

Center for the first eight  hours of admission, and then later 

transferred to the Center for Accellerated Patient flows for the 

remaining part of their admission. 

Approvals 

The project has been presented to the Scientific Ethics 

Committee of Southern Denmark, but does not need approval 

according to Danish legislation. The Danish Data Protection 

agency has accepted that we store data (J. nr. 17 14630). 

Research data are managed by OPEN (http://Open.rsyd.dk). 

Data from patients who provide informed consent will be used 

for the effect evaluation stage, and for future work in 

predictive analysis. 

Results 

As the project is still ongoing, and parts of it has already been 

described in other work, for the paper, we  

seek to draw out some of the lesser known aspects – while still 

combining the entirety of the project to convey the key lines 

of results. 

Data Acquisition 

During the first part of the project, we acquired all registered 

vital signs over a two-year period as part of the initial 

prototype implementation. Although only a subset of these 

vital signs could be distinctly linked to specific admissions, 

the dataset in its entirety gave us a unique insight into the 

utilization of patient monitoring in the ED at Odense 

University Hospital. Table 1 lists the summary of all 

registrations. The number of registrations in relation to sensor 

type was evident, as we observed a decreasing number of 

registrations due to sensor nuisance. 

Table 1- Vital Signs Registered During the Initial Stage 

Vital Sign #Registrations Mean Std.Dev 

Heart rate 4,668,890 88 bpm 21 bpm

Respiration rate 4,491,545 20.4 rpm 5.7 rpm

Pulse rate 7,277,427 84.4 bpm 19.3 bpm

spO2 7,181,895 95% 3.8%

SBP 232,895 124 mmHg 26.4 mmHg

DBP 232,895 68.4 mmHg 17.9 mmHg

 

We evaluated the distributions of each vital sign type, and 

interestingly found distinct differences to what is considered 

normal vs. alarming thresholds according to the NEWS 

system [12]. Heart and pulse rate readings only exceeded the 

upper limit of 131 bpm in 3% of all cases, and just 0.2% of all 

readings were below 42 bpm. These numbers were much 

higher for respiration rate registrations where 16% surpass 25 

rpm, and just 0.4% are lower than 8 rpm. 10% of spO2 

registrations were lower than 91% oxygen saturation, and this 

was even without factoring in patients being administered 

additional oxygen. For systolic blood pressure, 7.5% of 

readings were lower than 90 mmHg which was quite 

substantial given the risk of low blood pressure [13]. 

Deriving Novel Metrics for Monitoring 

Another line of work attempted to identify different models of 

normality for a range of clinical and patient specific factors 

[14]. Although we did not find support for the presence of 

such normality ranges, we instead identified clusters of 

patients who generally had vital signs within non-alarming 

thresholds, but with a distinctly higher mortality ratio. The 

main difference to similar clusters was a higher standard 

deviation. Thus, we identified a group of patients who seldom 

triggered any alarms, but still expressed high variability. This 

lead to the inclusion of the metric ‘Relative severity’, which 

was implemented as an aggregated sum of shifts between 

states. Clinician could thus order patients by highest severity 

as prescribed by the attending physician, or by variability. 

 

The degree of monitoring a patient was exposed to during 

admission was formalized in both departments by observation 

regimens. For example, a patient who was classified as 
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Orange was to be continuously monitored, and have vital signs 

registered in their electronic health record hourly.  However, 

from our exploratory analysis of the vital sign dataset, we 

found that several factors, both patient and department 

specific, influenced the extent to which patients were 

monitored [15]. The findings of this work were utilized in the 

PDWS, as abnormal device utilization could be used as a 

marker for clinical concern. 

The Patient Deterioration Warning System 

The PDWS consists of a backend system implemented in 

Java
TM

 using Spring v.4 with Hibernate for persistency and 

Envers for entity auditing, and a front-end implemented in 

AngularJs v.5. The PDWS interface is shown in Figure 3, and 

has been described in other work [10]. The system conveyed 

the state and trajectory of all admitted patients who at some 

point in time had been monitored using any of the 

department’s vital sign monitors. All registered readings were 

scored using the DEPT system and aggregated into 

configurable periods of time with respect to the expected 

length of stay for a given ward. As the system automatically 

stored all vital signs from monitored patients every minute 

during their entire stay, and linked these with admission 

information, we were able to gradually establish a very 

detailed dataset of all patients admitted to the participating 

EDs. 

 

The project as a whole made a giant leap forward when we 

figured out how to couple data from the monitors with data 

from the logistics system. The latter was essential for the daily 

operation of the department, and any changes in the admission 

flow of patients was instantaneously updated in the logistics 

system.  

 

As portrayed by Figure 3, the PDWS was made available to 

clinicians using 24” all-in-one computers running Chrome OS. 

Nine of these were installed in offices at the ED of OUH, and 

six at the ED of HSWJ. Each computer was installed in the 

vicinity of the existing patient monitoring overview screen, 

and the clinical logistics system. 

Discussion 

As clinicians become increasingly reliant on computers to 

filter and present data, a sensible balance of work shared 

between information systems and clinicians must be sought. In 

this project, we sought to do so by simplifying a few of the 

streams of data that demanded the attention of clinicians, 

thereby aiming to mitigate the risk of information processing 

overload. The CRT is currently ongoing, and some 

preliminary observations are worth discussing.  

Workflow Integration and Information Habits 

Several aspects of the PDWS design philosophy, especially 

non-intrusiveness, and the assumption that clinicians will 

automatically utilize a novel system tailored to specifically 

address a problem most are familiar with in the settings, 

appeared  to be challenged in the CRT. Self-evident as it may 

be, it became strikingly clear that installing yet another 

computer screen in the cramped work spaces of most 

clinicians did not offer much of a head start for evaluation of a 

new health information system. In most of the ED offices, the 

PDWS screen mentally disappeared in the clinicians 

information landscape. Futhermore, evaluation of new systems 

that aimed to enhance or replace existing systems, which were 

already highly embedded in current practice, was complicated. 

Old habits die hard, as was also evident by information 

acquisition. Essentially, the aim should be to make  

information acquisition easier with new system, rather than 

the old one. Deciding to obstruct access to systems already in 

use is seldom feasible, rather the alternative is to make the 

new noticeably easier to use. Several participants proposed 

embedding the PDWS components into existing IT solutions. 

This would however make it considerably more complex to 

conduct a targeted effect evaluation review. 

Integration with Existing Information Systems 

The real-time utilization of information from other hospital 

information systems, raised some concern amongst the 

organization. Legitimate concerns regarding unknown side 

effects were raised based on the new approach in utilizing 

existing systems. The solution was to conduct a PDWS code 

and performance audit on the supplier side to ensure that the 

PDWS did not strain existing resources or add risk.  

Continuous Emphasis on Purpose and Aim 

Two other crucial aspects we strived to address, which also 

relate to the issues above, were training in system use and 

awareness of intent and purpose. Prior to the CRT, the project 

and system was introduced to clinicians through newsletters, 

employee meeting presentations, and posters adjacent to each 

Figure 3 The Patient Deterioration Warning System - Client System 
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screen. During the intervention periods we conducted several 

walkthroughs of the system. Still, we found that a major 

percentage of clinicians refrained from relating to the system. 

Project staff (nurses and nurse assistants), despite extra traning 

and expressed enthusiasm in the objective of the PDWS,  were 

generally hesitant to act as system ambassadors in relation to 

coworkers. This points to the need for continous emphasis on 

the purpose of systems research in the settings, and awareness 

of the implications of employee turnover. 

Future Directions 

In several of the Danish Regions, work has been initiated to 

integrate data from medical devices faster and more 

seamlessly into decision making. Medical device data are to 

be enriched with data from other information sources (e.g., 

atttendending clinician, ordering speciality, patient info) to 

improve clinical, managerial, and operational services. The 

application of device utilization in the PDWS project, may 

serve as inspiration for new abnormality metrics. For example, 

raising flags when an abdominal ultrasound is ordered for a 

patient when it is not a part of the expected treatment plan.  

Conclusion  

Organizational, cultural, and technical aspects influence the 

detection of patients at risk of deterioration. Current patient 

monitoring solutions have shortcomings regarding 

incorporating the temporal and spatial organization of clinical 

work. A substantial ratio of automatically registered vital 

signs should be triggering  more clinical concern than what is 

being observed. Coupling this with the fact that monitoring of 

patients in an ED is highly skewed, and that temporal trends 

are hard to derive from existing monitoring solutions, points to 

the need for better visualization tools. 

Based on experiences from this work, we recommend that 

similar initiatives seek to: 1) Carefully assess the settings of 

each installation point to increase integration with existing 

workflows and information habits. 2) Strive to establish 

interdisciplinary partnerships through embedded presence to 

greatly improve the project momentum. Similarly, 

performance, load analysis, and openness regarding code 

reviews of integration points with external hospital 

information systems should be leveraged with stakeholder 

concerns. 3) Continuously emphasize purpose and aim of a 

project and system, as the typically high employee turnover in 

hospital departments, challenges long-term projects driven by 

user involvement. Consequently, a continuous effort is 

required to imprint the purpose of both research aim and the 

purpose of the evaluated information system.  
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Abstract 

Potentially inappropriate prescribing of direct oral 

anticoagulants is frequent with the most common errors being 

dosage, administration, and duration of therapy. We 

developed RecosDoc-MTeV, a documentary-based clinical 

decision support system (CDSS) for the management of direct 

oral anticoagulant prescription to prevent and treat venous 

thromboembolism. Simultaneously, the network of Parisian 

public hospitals (AP-HP, France) developed narrative clinical 

practice guidelines (CPGs) and a companion smartphone 

application to enhance medication and patient safety related 

to direct oral anticoagulant prescription. To assess the 

effectiveness of these CDS tools, we performed a retrospective 

review of 274 random patients hospitalized in 2017, which 

were either at risk of venous thromboembolism or actually 

treated for the disease. Consistency between the two CDS 

tools was measured at 96.7%. Administered treatments were 

compliant in 67.2% and 72.3% of the cases, with AP-HP 

CPGs and RecosDoc-MTeV, respectively. These results 

support that implementing CDSSs for the prescription of 

direct oral anticoagulants may ensure safe prescribing of 

high-risk medications. 

Keywords:  

Venous Thromboembolism, Clinical Decision Support 

System, Guideline Adherence, Clinical Practice Guidelines, 

Health Care Quality Assessment 

 

Introduction 

Anticoagulants are the mainstay of therapy for the acute and 

long-term prevention and treatment of numerous types of 

thromboembolic disorders. The prevention of thromboembolic 

stroke among patients with chronic atrial fibrilation is one of 

the primary indications for anticoagulation therapy. In 

addition, anticoagulants are indicated in, and increasingly 

prescribed for, the prevention and treatment of venous 

thromboembolic disease including deep vein thrombosis and 

pulmonary embolism. Until recently, anticoagulation therapy 

was dominated by parenteral anticoagulants and vitamin K 

agonists, e.g. warfarin. Since 2009, a new therapeutic 

alternative has appeared with direct oral anticoagulants. They 

have revolutionized the management of patients undergoing 

anticoagulant therapy due to their rapid onset of action, fixed 

dosage, and non-necessity of biological monitoring for their 

therapeutic effectiveness [1], becoming the first-line choice 

for treatment of venous thromboembolic disease and atrial 

fibrillation. 

However, antithrombotic drugs and especially oral 

anticoagulants belong to the class of drugs causing the 

primary cause of serious adverse reactions and the primary 

cause of hospitalizations for adverse reactions [2]. It is 

estimated that more than 900,000 incidents of recurrent, fatal 

and non-fatal venous thromboembolic events occur in the 

United States annually [3]. In France, the annual incidence of 

venous thromboembolic disease is in the order of 50,000 to 

100,000 cases responsible for 5,000 to 10,000 deaths. These 

situations could be avoided if clinical practice guidelines 

(CPGs) establishing the proper use of antithrombotic drugs 

were correctly implemented.  

Numerous CPGs for the management of anticoagulation, like 

CPGs from the American College of Cardiology [4], have 

been published recently. However, the implementation of such 

narrative guidelines is complex: direct oral anticoagulants are 

contraindicated for patients with mechanical valve 

replacement, or with severe renal insufficiency. Clinical 

situations may sway patients and clinicians to favor one oral 

anticoagulant over another. Patients who prefer once-daily 

dosing will find both edoxaban and rivaroxaban to be more 

convenient than the twice-daily regimens for apixaban and 

dabigatran. Patients looking for single-drug treatment 

(especially outpatient treatment) will favor the use of apixaban 

or rivaroxaban, which do not require 5–10 days of pre-

treatment with low molecular weight heparin as it is required 

for dabigatran and edoxaban. Besides, dosage, administration, 

and duration of therapy are quite different according to the 

situation (prevention vs. treatment), the patient, and the 

prescribed direct oral anticoagulants. As a consequence, the 

dissemination of narrative CPGs has had a limited effect in 

changing physician behavior and direct oral anticoagulant 

treatment remains underutilized in current clinical practice [5]. 

Clinical decision support systems (CDSSs) are receiving 

increased attention as tools to reduce costs and improve care. 

CDSSs embedding CPGs in their knowledge base have shown 

to be efficient tools to promote the adoption of CPGs by 

physicians [6], especially for the prescription of direct oral 

anticoagulants [7]. For instance, Karlsson et al. [8] 

demonstrated that a CDSS could increase guideline adherence 

with anticoagulant therapy in patients with atrial fibrillation. 
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This CDSS, integrated into the regular electronic health record 

(EHR), used medical record data to identify patients with a 

diagnosis of atrial fibrillation and at least one risk factor for 

stroke with no anticoagulant therapy and displayed a pop-up 

screen warning. In the same way, Borab et al. [9] evidenced 

that using CDSSs increased the proportion of surgical patients 

who were prescribed adequate prophylaxis for venous 

thromboembolic disease, correlated with a reduction in venous 

thromboembolic events. In most of the cases, when CDSSs are 

embedded into the EHR, decision support is implemented as 

the display of alerts triggered when discrepencies exist 

between physician prescription and guidelines. However, it 

has been reported that alert-based CDSSs may be counter-

productive since healthcare professionals suffering from "alert 

fatigue" may ignore most of them [10]. 

We have developed a guideline-based CDSS called 

RecosDoc-MTeV to assist decision-making for 

anticoagulation therapy based on state-of-the-art knowledge 

combined with local CPGs as elaborated by Saint-Antoine and 

Tenon hospitals, two hospitals of the Parisian network of 

public hospitals, Assistance Publique – Hôpitaux de Paris 

(AP-HP, France). At the same time, because there were no 

national guidelines to support the managament of 

anticoagulation, the Assistance Publique – Hôpitaux de Paris 

published narrative CPGs to improve the quality of 

antithrombotic prescription within its 39 hospitals.  

We conducted an analysis to assess the consistency of the 

propositions provided by RecosDoc-MTeV and AP-HP CPGs
. 

Another objective was to evaluate the conformity to 

RecosDoc-MTeV and AP-HP CPGs of actual anticoagulation 

therapy prescriptions. The analysis has been performed on a 

sample of clinical cases randomly selected from patients 

hospitalized in 2017 in both Saint-Antoine and Tenon 

hospitals.  

Materials and Methods 

Description of RecosDoc-MTeV  

RecosDoc-MTeV is a guideline-based CDSS applied to the 

management of anticoagulation therapy and the prescription of 

direct oral anticoagulants. The system relies on a knowledge 

base that models current state-of-the-art CPGs completed by 

the expertise of the hematologists of Tenon hospital (IE, GG) 

and the practice of the head of Tenon hospital pharmacy (ID).  

The knowledge base of the CDSS is structured as a decision 

tree essentially made of two subtrees to represent the 

management of venous thromboembolic disease prevention 

and treatment (see figure 1). The prevention subtree explores 

various surgical situations, making the difference between 

orthopaedics surgery, cancer surgery, bariatric surgery, and 

other surgeries which have different risks of venous 

thromboembolic disease. In the same way, the different 

orthopaedics surgeries associated with different length of 

treatment are considered, e.g., hip replacement, knee 

replacement, hip fracture, and femoral neck fracture. For 

cancer surgery, a difference is made between the management 

of breast cancer, abdominopelvic cancers (either digestive, 

gynaecologic, or urologic cancers), and non-abdominopelvic 

cancers (either thoracic, otorhinolaryngologic, or brain 

cancers). In non-surgical situations, a pharmacological 

preventive treatment is recommended for hospitalized patients 

with high risk of venous thromboembolic disease. The 

treatment subtree is built in a similar way. It explores the 

special case of heparin-induced thrombocytopenia and some 

specific clinical conditions such as the co-occurrence of 

venous thromboembolic disease with an active cancer, a 

pregnancy, or any other clinical situations with acute organ 

failure.  

At different points of the decision tree, it happens that 

evidence is missing to assess the risk of venous 

thromboembolic disease and guide the therapeutic strategy. In 

these cases, the risk is computed according to specific external 

scores provided by the literature and accessible on the Internet 

by external links (scores of Caprini [11], Padua [12], and 

Compass in the prevention subtree; scores of Wells and 4T in 

the treatment subtree).  

In all cases, the recommended treatment varies with the value 

of creatinine clearance to assess the renal function, the value 

of the Body Mass Index (BMI) to assess overweight and 

obesity, and the existence of an antecedent of heparin-induced 

thrombocytopenia.  

RecosDoc-MTeV has been developed according to the 

documentary paradigm of decision support [13] which allows 

for contextual interpretation of patient data and guidelines 

knowledge. Once the knowledge base is built, it can be used 

as an autonomous application and browsed by the physician 

user. At each depth level, a question is displayed in a closed-

ended form to document a clinical criterion that may either 

concern patient information (renal failure, obesity, pregnancy, 

cancer), therapeutic history (prior heparin-based treatment) or 

one of the scores used to assess the risk of venous 

thromboembolic disease.  

Starting from the root of the decision tree, the physician user 

navigates through the knowledge base while answering 

questions and thus instantiates the relevant patient criteria to 

establish the recommended treatment. Guideline-based 

patient-centered therapeutic recommendations are then 

provided when the navigation is completed, i.e. when a leaf of 

the decision tree is reached. 

 

Figure 1– Excerpt of the top of the decision tree. 

 

Description of AP-HP CPGs 

AP-HP CPGs [14] have been developed in 2014 at the 

initiative of the Thrombosis working group of Assistance 

Publique – Hôpitaux de Paris to support the proper use of 

antithrombotics by residents and practitioners. AP-HP CPGs 

are described in a 55-page long document. The first part of the 

document is dedicated to the description of clinical conditions 

associated with 
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Figure 2 – Screenshots of RecosDoc-MTeV (left), and of the AP-HP app (middle) and narrative CPGs (right). 

 

 

low, moderate, and high risk of thrombosis. Then, therapeutic 

protocols recommended for the different levels of risk are 

presented along with the recommended surveillance. In order 

to facilitate the availability of these recommendations and 

make healthcare professionals able to have at hand the 

essential information about anticoagulant drugs, AP-HP 

developed a smartphone application (app) named “Recos 

Thromboses” based on AP-HP CPGs. 

Figure 2 displays the three types of interfaces: the structured 

patient-centered description of the patient profile as offered by 

RecosDoc-MTeV, the semi-structured organization of the 

information as provided by the AP-HP app, and tables as 

given by narrative AP-HP CPGs. 

Selection of the population 

In order to assess the consistency of the propositions provided 

by RecosDoc-MTeV and AP-HP CPGs, we randomly selected 

a sample of patients hospitalized for more than 48 hours in 

2017, either in Saint-Antoine hospital or in Tenon hospital, 

stratified to cover the different clinical situations in the groups 

for prevention of, and treatment for, venous thromboembolic 

disease. We used ICD10 codes and CCAM codes (a French 

terminology to code medical acts) to identify relevant patients 

for the prevention group, e.g. patients undergoing orthopaedic 

surgery, cancer surgery, or bariatric surgery, and patients 

hospitalized for medical conditions at risk, such as acute renal 

failure, cardiac failure, respiratory failure, infection or sepsis, 

and pregnancy. We proceeded the same way for the treatment 

group to select patients diagnosed with venous 

thromboembolic disease according to ICD-10 codes (either 

deep vein thrombosis (I80, I81, or I82) or pulmonary 

embolism (I26)). 

Quantitative analysis  

We considered that the recommendations provided by AP-HP 

CPGs were the gold standard. We evaluated RecosDoc-MTeV 

by comparing the set of propositions issued by RecosDoc-

MTeV, denoted {RecosDoc-MTeV}i to those generated by 

AP-HP CPGs, denoted {CPG_AP-HP}i on each patient Pi of the 

randomized sample of clinical cases. We defined that AP-HP- 

and RecosDoc-MTeV-generated proposition sets were: 

• Identical when {RecosDoc-MTeV}i = {CPG_AP-HP}i  

• Consistent when {RecosDoc-MTeV}i ≠ {CPG_AP-

HP}i and{RecosDoc-MTeV}i ∩ {CPG_AP-HP}i ≠ ∅ 

• Different when {RecosDoc-MTeV}i ∩ {CPG_AP-HP}i 

= ∅ 

We assessed the quality of RecosDoc-MTeV by computing 

the frequency of identical and consistent propositions of both 

systems on the population sample. We also evaluated the 

clinical practices at Saint-Antoine and Tenon hospitals by 

computing the frequency the treatment actually received by a 

patient Pi was compliant with RecosDoc-MTeV (when 

included into {RecosDoc-MTeV}i) and compliant with AP-

HP CPGs (when included into {CPG_AP-HP}i). 

Computations have been made in the prevention and treatment 

groups.  

Although hospitalized patients gave their consent for the re-

use of their clinical data for research purposes at the time of 

admission, we asked for the authorization of the heads of the 

departments concerned with the patient cases we used in this 

study before proceeding with the collection and use of data. 

Results 

Study population  

The target population for ICD-10 queries on Saint-Antoine 

and Tenon hospitals for the year 2017 was made of 6,881 

patients. 355 were randomly selected, from which 81 were 

excluded (42 clinical cases were out of the scope, 10 medical 

records were unavailable, and 29 clinical cases had too many 

missing data) leading to a study population of 274 cases, 182 

and 92 dispatched in the prevention and treatment groups, 

respectively. Patient characteristics are reported for the two 

groups in Table 1. 

Comparison of RecosDoc-MTeV and AP-HP CPGs 

For each clinical situation corresponding to each patient, the 

propositions of RecosDoc-MTeV were compared to the 

recommendations of AP-HP CPGs. The numbers for each 

configuration, either identical, consistent, or different are 

reported in Table 2.  
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Table 1– Main characteristics of the study population 

 

Prevention 

(n=182) 

 Treatment 

(n=92) 

 n %  n % 

Sex     

Female 118 64.8  46 50.0

Male 64 35.2  46 50.0

Age group     

< 40 30 16.5  7 7.5

[40–75] 92 50.6  44 47.8

> 75 60 33.0  41 44.6

Prevention group     

Cancer surgery 59 32.4  — —

Bariatric surgery 7 3.8  — —

Orthopedic surgery 96 52.7  — —

Other surgeries 12 6.6  — —

Non-surgical management 8 4.4  — —

Treatment group     

Current cancer — —  35 38.0

Other — —  57 62.0

 

Table 2– Consistency of RecosDoc-MTeV with respect to AP-

HP CPGs 

 Prevention Treatment  Total 

Identical 120 (65.9%) 50 (54.3%)  170 (62.0%)

Consistent 55 (30.2%) 40 (43.5%)  95 (34.7%)

Different 7 (3.8%) 2 (2.2%)  9 (3.3%)

 

On the whole, CDSS propositions differed from AP-HP 

recommendations in 3.3% of the cases (CI 95%: [1.5%–

6.1%]). The nine clinical situations where the propositions of 

RecoDoc-MTeV were different of those provided by AP-HP 

CPGs are displayed in Table 3. 

Table 3– Inconsistencies between RecosDoc-MTeV and AP-

HP CPGs  

Clinical situations N RecosDoc-MTeV AP-HP CPGs 

Hallux Valgus in 

obese patients  

2 Pharmacological 

prevention 

No prophylaxis 

Hospitalized 

patients with a low 

risk of venous 

thromboembolic 

disease 

4 Non-

pharmacological 

prevention 

No prophylaxis 

Venous 

thromboembolic 

disease with cancer 

2 Unfractionated 

Heparin 

Unfractionated 

Heparin relayed 

by Vitamin K 

Agonists 

 

Compliance of clinical practices with state of the art 

recommendations 

For each patient, the administered treatment, both in the 

prevention and treatment groups, was compared to each of the 

propositions provided by RecosDoc-MTeV and AP-HP CPGs. 

Table 4 reports for each group the compliance level with each 

decision support resource. 

The global compliance of administered treatments with AP-

HP CPGs was measured at 67.2% (CI 95% : [61.2%-72.7%]). 

This compliance was significantly higher in the prevention 

group than in the treatment group (72.0% vs 57.6%, p = 

0.024).  

When administered treatments were compared to RecosDoc-

MTeV propositions, the compliance level was 72.3% (CI 

95%: [66.6%-77.5%]). No significant difference was observed 

between the prevention and treatment groups (73.6% vs 

69.6%). 

Table 4– Compliance of administered treatments with 

RecosDoc-MTeV and AP-HP CPGs 

 

N 

Compliance / 

AP-HP CPGs  

Compliance / 

RecosDoc-MTeV 

 n %  n % 

Prevention 182 131 72.0  134 73.6

Treatment 92 53 57.6  64 69.6

Total 274 184 67.2  198 72.3

 

When compared, the two compliance measures are not 

significantly different. The contingency tables of the two 

compliance variables were built for each subgroup, prevention 

and treatment, to measure the agreement between the two 

decision support resources, RecosDoc-MTeV and AP-HP 

CPGs (Table 5). 

Table 5– Contingency tables for the compliance variables with 

respect to RecosDoc-MTeV (RM) and to AP-HP CPGs (AP) in 

both prevention and treatment groups 

Prevention  Treatment 

AP+ AP- Total  AP+ AP- Total 

RM+ 129 5 134  52 12 64

RM- 2 46 48  1 27 28

Total 131 51 182  53 39 92

 

For the prevention and treatment groups, the unweighted 

Kappa measures were 0.903 and 0.700, respectively, 

considered as “almost perfect agreement” and “substantial 

agreement”. However, in 26% of the study population, the 

administered treatment was neither compliant with RecosDoc-

MTeV nor compliant with AP-HP CPGs. These non-

compliant treatments represented 33% of the decisions in the 

treatment group with the use of drugs not mentioned in the 

resources. In the prevention group, the combined non-

compliance reached 25% (46 cases), distributed in 15% of 

decisions where the therapeutic scheme was different than the 

one recommended, 7% of non-pharmacological prophylaxis, 

and 3% of decisions based on drugs not mentioned in the 

resources. 

Discussion and conclusion  

RecosDoc-MTeV is a guideline-based patient-centered 

decision support system applied to the prescription of direct 

oral anticoagulants for the management of venous 

thromboembolic disease. The system is developed according 

to the documentary paradigm of decision support [13] which 

allows the user to interactively navigate through the 

knowledge base to describe a given patient case and get the 

patient-specific recommendations. Compared to AP-HP CPGs 

considered as the gold standard in this study, we found on a 

randomized sample of 274 patient cases that 62.0% of the 

propositions were identical, 34.7% were similar and 3.3% 

were different. It should be noticed that most discrepancies 

were observed in the prevention group. The nine situations 
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where inconsistencies were observed concerned the 

management of the venous thromboembolic disease risk with 

propositions of pharmacological and non-pharmacological 

prevention by RecosDoc-MTeV in medium and low risk 

clinical situations respectively, whereas AP-HP CPGs 

recommended no prophylaxis at all. When comparing the 

treatments actually received by the patients to the propositions 

provided by both resources, we observed that clinical practices 

were compliant with AP-HP CPGs in 67.2% of the cases, and 

compliant with RecosDoc-MTeV propositions in 72.3% of the 

cases (no significant difference). It is interesting to notice that 

46 therapeutic decisions in the prevention group and 27 

therapeutic decisions of the treatment group were neither 

compliant with AP-HP CPGs nor compliant with RecosDoc-

MTeV propositions. For these 73 decisions, RecosDoc-MTeV 

propositions and AP-HP CPGs were identical in 100% of the 

cases. This tends to evidence that in these specific situations, 

clinical practices are suboptimal and would be improved by 

the use of a CDSS such as RecosDoc-MTeV. 

This study has various limitations. We have chosen AP-HP 

CPGs as the gold standard which could be questioned since 

AP-HP CPGs, published in 2014, are older than RecoDoc-

MTeV, elaborated in 2016. In addition, the randomized 

sample incompletely covered the set of possible clinical cases 

since, for instance, we didn’t find any medical record with a 

history of heparin-induced thrombocytopenia. Indeed there is 

no ICD-10 code for this disease, and all the ICD-10 codes that 

we used to target the disease didn’t retrieve appropriate 

clinical cases. The study was also conducted on a small 

sample of clinical cases and on only two hospitals. Finally, 

compliance rates are probably overstated since we only took 

into account the class of anticoagulant drugs for the 

comparison of medical decisions with RecosDoc-MTeV and 

AP-HP CPG propositions, while dosage and duration of 

prescriptions were not considered (data were often missing). 

We performed a retrospective review of 274 patients 

hospitalized in 2017 at Tenon and Saint-Antoine hospitals 

(Paris, France) who were candidates for direct oral 

anticoagulant treatment either to prevent or treat venous 

thromboembolic disease. We assessed the prescription of 

direct oral anticoagulants according to both RecosDoc-MTeV 

and AP-HP CPGs. Compliance with the CDSS was 72.3% 

when only taking into accont the drugs used. These results 

support that implementing CDSS for venous thromboembolic 

disease prevention and treatment in routine practice should 

improve the quality of care ensuring safe prescribing of high-

risk medications. Further work needs to be carried on to assess 

in a prospective study whether the use of RecosDoc-MTeV 

upon order entry would increase the compliance rate of 

therapeutic decisions and thus improve the quality of care.  
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Abstract 

Home health care admission nurses need high quality patient 

information but that information is not uniformly available. 

Despite this challenge, these nurses must make four critical  

decisions at patient admission to construct the plan of care: (1) 

patient problems to address in the home health care episode; 

(2) patient medication management; (3) services in addition to 

skilled nursing; and (4) skilled nursing visit pattern. We 

observed 12 in-home admissions at a rural home health care 

agency and interviewed nurses before and after about these 

decisions. We analyzed content and quality of documents. To 

evaluate quality, for each decision we assessed concordance 

between documents. Interview responses provided context in 

the analysis. Across all admissions, documents and their 

contents were not uniformly present. Nurses rarely received 

visit pattern or medication management information. There 

was discordance in the number of patient problems among and 

between available documents and the plan of care. Electronic 

health record design recommendations include interoperability 

and structured, consistent, actionable information. 

Keywords:  

Home Health Care, Decision Making, Nursing Informatics, 

Documentation, Continuity of Care, Interoperability 

Introduction 

Home health care (HHC), skilled nursing care in the patient 

home, is a large and growing sector of the United States health 

care system. A smooth transition from hospital to HHC is 

critical to quality healthcare and to reducing hospital 

readmissions [1; 2]. However, HHC nurses often receive only 

half of the recommended information relevant to developing 

the plan of care (POC) [3]. The POC includes orders for: 

performing procedures and treatments; ongoing assessment; 

case management; and patient and caregiver education. 

Missing, incomplete or incorrect information is likely to lead to 

care delivery inefficiencies where care is missed or more care 

is  delivered than is necessary [4], which in turn may effect 

patient outcomes and cost. Despite these challenges, HHC 

nurses must make four critical decisions when constructing the 

POC during the time-constrained admission:  

1. Problems to be addressed in the plan of care;  

2. Medication accuracy and medication self-management 

capability;  

3. The services to be consulted (e.g., the disciplines 

involved in addition to skilled nursing such as physical 

therapy); and  

4. Visit pattern (when and how often to visit the patient).  

While each of these decisions could impact hospital 

readmission, nurses’ information needs and how nurses use the 

information for decision making during the HHC  admission 

are currently poorly understood.  

Below we describe the information flow and processes related 

to the HHC admission from referring facility to admitting nurse 

documentation in the EHR for one rural HHC agency. As part 

of the reported intake process, the intake nurse at the HHC 

agency completes a standardized paper intake form containing 

information obtained from a telephone call with the referral 

facility such as a hospital, physician’s office, or skilled nursing 

facility-(SNF) (a SNF provides skilled clinical services in a 

temporary residential setting). The referral facility faxes 

specific referral information from an ordering physician in a 

referral document. On the intake form, the intake nurse 

documents patient characteristics and clinical information such 

as orders, problems, activity level/weight bearing status, 

disciplines requested [5]. The hard copy intake form along with 

the referral documents are placed in the patient’s paper chart. 

After intake, the observed admission process continues when 

the admission nurse, with the paper patient chart, visits the 

patient at the patient’s home. While in the patient’s home, the 

nurse optionally requests the patient or caregiver for the 

discharge summary (also referred to as discharge instructions) 

or progress note (hereafter both are referred to as transition 

documents) which originated from the hospital, physician 

office or SNF. Such a transition document contains care 

instructions sent home with the patient for reference.  

The admission nurse documents patient clinical information in 

the electronic health record (EHR). He/she records current 

health status in the mandated Outcome and Assessment 

Information Set (OASIS [6], a standardized data collection 

instrument). The EHR includes a free text POC with problems 

and patient health goals [5]. If not completed in the home, the 

nurse later completes the EHR admission documentation 

outside of the patient home [7].  

This paper describes findings from a mixed methods 

observational study examining the availability and quality 

information that HHC admission nurses use to make the four 

critical decisions. The investigation detailed in this paper is part 

of a more extensive study that chronicles nurses’ information 

and decision practices at the point of care. We intend to design 

health information technology (HIT) recommendations to 

enhance the activities involved in the HHC admission process 

and improve HIT standards for home health agency EHR 

systems. 

Methods 

The study was approved by the Drexel University Institutional 

Review Board. We reimbursed the agency for nurses’ time. 
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Setting. The small, rural Pennsylvania HHC agency served a 

majority white, lower socio-economic population. Nurses used 

a commercial laptop-based point-of-care EHR from Allegheny 

Software Publisher.  

Data Collection. Six nurses who admit patients consented to 

participate. Each nurse was observed admitting two patients for 

a total of 12 admissions. The sample size of 12 was expected to 

achieve saturation with respect to making decisions. Nurses 

were observed as they prepared to visit the patient (pre-home: 

Phase 1), in the patient home (in-home: Phase 2), and after (in-

agency, when they completed the documentation: Phase 3). 

Two researchers (PS and EB) accompanied the nurse to observe 

each admission. A third observer sometimes accompanied. All 

three phases lasted 2 to 4 hours in total per admission.  

At the end of each phase, researchers interviewed the nurses to 

determine after having reviewed the documents, what 

conclusions were made regarding each of the four critical 

decisions noted above.  The interview was intended to assess 

the status of the nurse’s ability to make these decisions given 

the information up until that phase. Interviews were audio-

recorded and later transcribed. In the patient’s home, 

researchers took field notes, audio-recorded, and photographed 

the EHR screens and transition documents (if accessed). The 

nurses completed the documentation in Phase 3 using a video 

recorded, think aloud protocol.[8] Researchers collected 

photocopies of patient paperwork and copies of relevant emails 

(input) and nurse generated documentation including the POC 

(output). During the data analyses, the research team met with 

the observed nurses and separately with intake nurses to clarify 

information and findings (member-checking) by asking the 

following questions:  

1. To analyze medication accuracy and medication self 

management information (medication management): 

How is patient medication information communicated 

to the nurse?  

2. With regard to the intake form, referral document, and 

transition documents, which do you consider: 

− the most important source of any patient 

information? 

− the most accurate source of information? 

3. How do nurses prioritize these different sources of 

information?  

Data Analysis.  

Content of Documents and Interviews. Two authors 

independently searched the intake, referral, and transition 

documents for terms and phrases associated with the four 

decisions. They compared coding, came to concensus, and 

transcribed the terms and phrases onto a Microsoft® Excel 

spreadsheet for each admission. To identify nurse statements in 

the interview transcripts and audio recordings across the three 

different phases, two authors independently conducted top-

down (a priori) thematic analysis sensitized to the four 

decisions. The researchers documented the quotations in the 

spreadsheet. Team members, including a HHC  nursing expert 

(KB), reviewed the coding and made changes based on 

discussion. Consensus was reached. 

Quality of Documents and Interviews. For each of the four 

decisions, we assessed, documented, and reviewed 

concordance of the availability and content of the information 

in each document and nurse interview. We calculated the 

proportion of matched information in each document and 

interview dyad if information was  available. For problems and 

services, the comparison was to find missing or added patient 

problems or services. For example, at least one service listed on 

the intake form was not specified in the interview. For 

medication self-management capability, the content was 

analyzed using qualitative analysis and then compared to 

determine whether the assessment of medication management 

capability had changed across the phases. For visit pattern, 

content was compared to evaluate whether the number of visits 

in a comparable week had increased or decreased.  

To provide more data in the quantitative analysis for decisions 

in which information was missing, interview responses were 

incorporated. Phase 1 interviews were included as input. Phase 

2 interviews were grouped with output (electronic artifacts 

produced when documentation was completed-POC), as the 

interview took place following patient assessment. Phase 3 

interviews were grouped with output.  

Last, we compared the information that the nurse had before 

making a decision (input – intake, referral, transition document) 

and the decision the nurse documented (output – POC).  

Concordance was analyzed based on the type of information. 

For decisions for which we compared presence or absence of 

information (i.e., visit pattern, medication management), we 

used 2 by 2 tables. For decisions for which we compared 

contents of lists (i.e., problems, services) we used 3 by 3 tables: 

We compared item presence\absence across sources. 

Interview and member checking responses were qualitatively 

analyzed by two authors and compared. Quotations relevant to 

the documents and information available to the nurse in his/her 

decision-making were selected.  

The mixed methods analysis intertwined the quantitative 

findings (counts of availability), which were primary, with the 

qualitative results. The latter provided context for interpretation 

of the quantitative findings. For example, discordance between 

phases for information availability was matched to relevant 

quotes. 

Results 

Across all admissions, the availability and contents of 

documents and interviews were variable.  

Availability of Documents and Interviews. Across the 12 

admissions, intake and referral documents were universally 

available and the POC was consistently produced. Seven 

transition documents were available before the visit (as part of 

the referral documents): Five of which were also available 

during the visit (requested in the home). Transition documents 

were available for 7 of the 12  observations. Eleven interviews 

were conducted. Not all nurses answered all interview 

questions, often because they did not yet have a decision. 

During interviews, one or more decisions were addressed in 

each phase in 11 observations.  

Content of Documents and Interviews. Referral documents 

lacked uniformity across the various referral sources but 

generally contained diagnoses, medications, and the POC. The 

actual documents, the information contained within them, the 

location of the information, and the number of pages varied. 

Transition documents tended to be one page in length, and were 

not standardized across referral sources. Information could be 

illegible, variable, or missing.  

Qualitative analysis of nurse interview responses reached 

saturation with 11 interviews (no new patterns being 

identified). In Phase 1, a prevailing theme among interviews 

was the lack of information available for making decisions. 

This theme applied to the decision about the visit pattern 

decision for which data were not available on any document. 

Nurses anticipated acquiring needed information from the 
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assessment and talking to the patient during the first visit: “I 

have no idea how often I’m going to see the patient for until 

after I assess them.” (Nurse 3).  

Problems. Across the 12 admissions, all intake and referral 

documents contained patient problems. The 5 transition 

documents viewed in the home listed the problem(s). Two plans 

of care did not contain problems. Nurses replied to interview 

questions asking about the patient problem for 10 admissions 

in Phases 1 and 2, and for 7 admissions in Phase 3. Although 

intake and referral documents contained problems, nurses did 

not solely rely on these documents to identify problems to 

include in the POC. They also relied on the admission 

assessment at the first visit:  

We didn’t get any information yet and they just faxed that 

to me…so I only have like, 8 pages total on this patient 

and her history at all…We’ll just find out when we get 

there. (Nurse 6) 

Medication list/management. Related to medication accuracy, 

medication lists were not uniformly present in the documents 

available to nurses; medication management information was 

scarce. A medication list was not present in any intake 

document. It was in 8 of 12 referral documents and in 4 of the 

5 available transition documents viewed in the home. Nurses 

reported during member checking that they relied on the 

transition document because that medication list was more 

current. However only 5 patients had the transition documents 

available for the nurse. The POC did not contain a medication 

list. The list was documented in the medication reconciliation 

which appeared elsewhere in the EHR.  

Regarding medication management, data appeared in 1 of 12 

referral documents, 3 of 5 transition documents, and 3 of 12 

POCs. An OASIS question (M2020) about patient medication 

management was universally answered. Nurse responses 

related to medication management were present for 4 

interviews in Phase 1, 7 interviews in Phase 2, and 8 interviews 

in Phase 3. Nurses explained that they determined if a patient 

could manage medications if a patient demonstrated 

understanding the medications and when to take them, and had 

an organized pill box:  

I think he certainly is fine. He had that list printed out, his 

pill boxes were all filled for the week already. He’s 

definitely sufficient in monitoring that or managing that. 

(Nurse 1)  

Services. Intake forms universally contained services 

information whereas services information was contained in 

only 4 of 12 referral forms, 1 of 5 transition documents, and all 

POCs. Nurses replied to the services interview question for 11 

of 12 admissions in Phase 1, 9 admissions in Phase 2, and 5 

admissions in Phase 3. Nurses reported that skilled nursing was 

likely to be ordered for those referred from a SNF. Physical 

therapy was ordered if the patient needed to build strength. 

Occupational therapy was ordered for conditioning:  

“OT can teach…measures to conserve energy as far as 

when they’re getting dressed.” (Nurse 1).  

Social work was ordered for reasons including advanced 

directives, long term planning, alcoholism, and the need for 

community resources to provide more help in the home. A 

home health aide was ordered to provide assistance with 

activities of daily living due to the patient’s restrictions:  

Normally if the only diagnoses marked on here are 

orthopedic- like … the hip fracture- then typically the main 

service going in would be therapy…Home health aide, 

that’s kind of typical sometimes for that, just because of 

restrictions. (Nurse 1) 

Visit pattern. Visit pattern information was scarce on the 

documents nurses had access to in the patient home, yet it was 

universally documented in the POC. No intake forms contained 

visit pattern data. Visit information appeared on 2 of 12 referral 

documents. No transition document documented skilled 

nursing visit pattern, although one transition document did 

include visit pattern for other services. Nurses replied to the 

visit questions in 10 of 12 interviews in Phase 1, 9 interviews 

in Phase 2, and 7 interviews in Phase 3.  

In their visit pattern decisions, nurses reported that they 

considered a number of factors. One consideration was 

insurance constraints, as Nurse 6 stated:  

“Insurance will pay for us to go out every day, but if there’s 

someone else in home able to do it, they won’t pay for us 

to come out every day.” 

A second consideration was laboratory draw orders, according 

to Nurse 1, “It’ll impact our next visit if they want us to draw 

the labs in the home.” Nurses also incorporated wound care 

concerns in their decision making.  

Nurse 3: “I would say if she had a wound. Or a diabetic 

foot ulcer. Where we were coming out and we were treating 

that. Especially for the first couple weeks, I would want to 

see her three times a week, or even every day.”  

Nurses also thought about patient fragility. Nurse 4 said, “He 

looks like he’s pretty fragile so I think we’ll come out more to 

see him.” Nurses also considered visit patterns of other 

services. For example, Nurse 3 said: 

Physical therapy is coming out to see her. Occupational 

therapy is coming out to see her. We’re almost seeing her 

every day, but different disciplines. So I like to adjust my 

time so I’m not running into physical therapy all the time… 

so we keep our eyes on you, evaluating how well you’re 

progressing. 

Nurses rarely had visit pattern information in their 

documentation. After assessing the patient in the home, the 

nurse always documented the information in the POC. 

During member checking, nurses stated that their prioritized list 

of documents in terms of accurate and trusted patient data was: 

1) transition document, 2) intake, and 3) referral. Although the 

transition document was available less than half of the time, it 

was the nurses’ preferred source for the medication list. 

Quality of Documents and Interviews. Comparison of input 

and output for problem and services decisions involved 

documents and not interviews, as there were sufficient 

admission documents for analysis. However, medication 

management and visit pattern decisions were not available in 

documents: Inclusion of interview responses did not provide 

sufficient content for analysis due to few nurses having made 

these decisions when interviewed. 

Problems. Comparison of the number of problems listed among 

and between input documents and the POC indicates complete 

discordance. Input documents contained lists of problems with 

some overlapping and some unmatched problems. For 

example, the intake forms consistently contained more 

problems as compared to the referral documents for the same 

admission. Two intake forms contained problems not on the 

related referral documents. Intake forms tended to have fewer 

problems as compared to the related transition documents. 

Referral documents tended to have more problems as compared 

to the associated transition documents. The presence of lists of 

patient problems that lack agreement does not provide a clear 

picture to the nurse, as illustrated by the following exchange.  

Interviewer: “After you read through that [referral, intake 

documents], did you have any thoughts that there was more 

or less on the list of problems than what was noted there?” 

Nurse 3: “Not until I really get there. I have to actually ask 
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the person and assess.”  

In addition to mismatches among input documents, for each 

observation there was a mismatch between each input 

document and the POC. Referral documents consistently 

contained more problems as compared to the related POC. 

Three POCs contained one or more problems not included on 

the related referral document. A similar pattern was present 

when intake forms were compared to POC, with one exception: 

For only two admissions the problems on the intake form 

matched the problems on the POC. 

Medication management. Input document and Phase 1 

interview data (input) were present for 5 admissions. Data 

output, constructed from POC and Phase 3 interviews was 

present for 9 admissions. Of the 6 admissions for which both 

input and output medication management data were present, 

half had input that matched output.  

Services. Information was present on all intake forms. Data 

output regarding services from documents was present for all 

admissions. Of the 12 admissions with both input and output 

data, 3 did not have input that matched output. One admission 

had an additional service on the output and 2 admissions had 

one more service on the input as compared to the POC. 

Visit Pattern. Due to scarcity of visit pattern data among input 

documents, interview data were included as input data. Input 

document and interview Phase 1 (before home) data were 

present on 6 admissions. Output data were universally present. 

Of the 6 admissions included in the analysis, 2 did not have 

input that matched output: These admissions had fewer visits 

on the input document. 

In summary, data quality, when comparing input and output 

documents, was weak for patient problem and services 

decisions. Medication management and visit pattern decisions 

data quality was very weak due to frequent absence of data. 

Discussion 

This is the first study of the availability, content, and quality of 

information that a HHC nurse has at patient admission. The 

three input documents (i.e., intake, referral, and transition) 

available to nurses as they made the 4 clinical decisions had the 

same information source and referring facility/physician, and 

were intended for different audiences: clinicians, intake nurse, 

and patient (respectively). The availability, content, and quality 

of the documents were variable. Nurses’ identification of the 

transition document as the most valued and trusted source for 

medication information makes it the top priority when 

recommending improvements in data transfer. Missed 

medications, wrong doses, or wrong medications can lead to 

adverse events and unfortunately are too common during 

transitions in care.[9] 

The intake document had the patient problems listed, and 

tended to be the sole and consistent data source for services. 

During member checking, intake nurses stated that they 

controlled the telephone conversation with the referring facility 

to make sure the needed information was elicited. Referral 

documents tended to have a list of problems and a medication 

list. Agency management informed us they had strongly 

encouraged local SNFs and hospitals to send referral 

documents with the information needed during the admission.  

The mismatch of problems among all documents was 

unexpected. The POC contains far fewer problems as compared 

to input documents. This mismatch and decrease in the number 

of problems require further investigation regarding: (1) whether 

problems are missed; (2) whether and why nurses choose to 

address certain problems over others; or (3) whether national or 

agency policy restricts the types and number of problems 

addressed during an episode. Considering the poor quality of 

documents, it is unclear how the nurse decides which input 

problems to include or not include on the POC.  

Medication management input and output information was 

infrequently available which was problematic in light of nurses 

reporting the need for medication management information 

during admission [10]. Input documents (intake, referral and 

transition documents) rarely had medication management 

information available and infrequently had visit pattern 

information. Nurses relied on obtaining this information during 

the in-home patient assessment. Electronic transfer of this 

information could increase efficiency and decrease time spent 

collecting it. It also could alert nurses to patients likely to have 

issues with medications, a risk factor for readmission [11]. This 

unavailability calls for standardized measurement of cognition, 

physical function, and self-care ability to assist the next level 

of care in understanding what challenges may exist. 

Unfortunately, the Impact Act, which calls for a uniform 

comprehensive assessment across all post-acute care settings, 

does not include acute care settings, the most common referral 

source [12].  

Services input and output information was available for almost 

all admissions. Availability of services input information was 

due to the agency’s universal elicitation and documentation on 

intake forms. Despite this effort, quality of services data was 

not high. Considering that the source of intake information was 

the referral facility, nurses in HHC may assess information 

differently than staff in the hospital [1].  

Visit pattern had a paucity of input data and universal inclusion 

in the POC which indicates the importance of the patient 

assessment in obtaining information for the visit pattern 

decision. The low quality of visit pattern information is a hurdle 

for a HHC agency which strives to apply frontloading 

(provision of 60% of planned skilled nursing visits during the 

initial 2 weeks of the home health episode [2]) of skilled 

nursing visits for high risk patients to reduce 30-day hospital 

readmissions. The rationale is to enable nurses to identify and 

intervene on issues early in the episode before a readmission is 

necessary [13]. 

The low availability and quality of information needed for all 4 

important clinical decisions indicate an information deficit 

during the transition of care to HHC. As a result, nurses may 

rely on the patient or caregiver during the patient assessment 

for the missing information. However, the patient may not 

always be the most reliable historian and clinical information 

maybe incorrect or misunderstood by the patient [14]. From a 

human information processing perspective, adequate and 

accurate information is the basis for making subsequent 

appropriate clinical decisions [15], and providing safe patient 

care [16]. Further, nurses cannot determine which patients to 

visit early and often until after their first visit which may not 

occur until two or more days after hospital discharge.  

To address these information deficits we recommend 

improving interoperability capability and EHR design. 

Interoperability is supported with the international data 

standard, the Continuity of Care Document (CCD) [17] which 

summarizes and categorizes patient transition document 

information useful for transitions. The CCD is intended to be 

shared by SNFs, hospitals, and other health facilities as patients 

transition between settings. While the CCD is structured to 

contain problems and the medication list [5], it does not contain 

medication management, services, or visit pattern information. 

Our analysis indicates that nurses rely on patient assessment in 

the home to support medication self-management and visit 

pattern decisions. If this reliance is due to the nurse’s need to 

elicit this information in person,, including this information in 
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the CCD may not be an effective intervention. However, if this 

information seeking pattern is because this information has 

historically been unavailable and if the pattern is amenable to 

change, future research should address whether nurses would 

rely on input information if it were available. If so, the 

information should be considered for inclusion in the CCD. At 

a minimum, the referring clinician’s  recommendation 

regarding the timing of the first visit could be of great value. 

Screening tools indicating higher risk patients may help.[18]  

Regarding services data, communication of functional status or 

previous service use from the referral source would provide 

valuable information about the need for continued services. 

However, this information is not contained in the CCD.  

Anticipating that interoperability will replace the use of paper 

input documents, we provide EHR recommendations. First, the 

EHR should be redesigned to capture CCD data (i.e., problems, 

services, functional level) and, after nurse review and 

authorization, the data could populate the POC, eliminating 

nurse transcription of input data and reliance on transition 

documents. Further research is needed to ascertain whether, if 

additional information was included in the CCD, nurses would 

use this information and rely less on gathering information with 

the patient assessment.  

A second recommendation acknowledges the value of the 

intake document. The intake nurse should be able to record 

problems and services needed. Upon nurse authorization, the 

selected information input by the intake nurse could populate 

the POC.  

Research design is a strength of this study. The field study was 

designed to collect qualitative and quantitative data, to support 

our mixed methods analysis. Limitations of the study include 

the sample size (six nurses and 12 patient admissions) and the 

setting elements (we examined one rural home health agency 

that used one EHR). To improve the generalizability of 

findings, future work is needed that increases: (1) sample size; 

(2) heterogeneity of nurse and patient populations studied; (3) 

number of different EHRs examined, and (4) number and type 

of referring sources. 

Conclusions 

Home health care nurses at a rural agency who admitted 

patients relied on three paper documents for information to 

make four important clinical decisions included in the plan of 

care. Universally we found a mismatch in content related to the 

four decisions among input documents, between each input 

document and the POC, and between the set of input documents 

and the POC. None of the documents nor the POC contained 

structured, actionable, electronic data. EHR design 

recommendations include data interoperability from referring 

facilities, information incorporated electronically instead of on 

paper, and structured and actionable input and POC data. These 

recommendations address information deficiencies for 2 of the 

4 important clinical decisions which underscores the 

importance of the home visit for information elicitation.  
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Abstract 

In home health care, the patient problem list is an important 

component of the admission and care planning processes and 

determines the subsequent care received. We examined the 

information received from the referring facilities and its 

relationship with the final patient problem list generated at home 

health care admission. Researchers observed 12 admissions and 

collected available documents related to the admission and care 

planning process. Problems identified in documents provided to 

admission nurses (input documents) and in documents 

subsequently created by those nurses (output documents) were 

coded to form a standardized set of problem terms across the 

documents. Documents available, distribution of problems 

within the documents, and concordance between input and 

output documents were assessed. A varying number of the 17 

unique problems found across the documents were distributed by 

document type. Patients were referred to home health care with 

more clinical problems than were documented in the output 

documents.  

Keywords: Home Care Services, Decision Making, Nursing 
Informatics, Documentation 

Introduction 

An accurate, complete, and current list of patient problems is 
valuable for concisely communicating a patient’s clinical status 
among numerous and diverse clinicians and across care settings 
[1]. Annually, 12 million patients in the United States are referred 
from hospitals, skilled nursing facilities (SNF), and physician 
offices to home health care (HHC) [2]. HHC patients are 
typically older adults with multiple chronic conditions and have 
on average nine problems (health related needs that may benefit 
from clinical intervention) [3]. These problems are often 
associated with multiple chronic medical conditions that affect 
patient function, self-care management, and hospitalization risk. 
As some problems are chronic and stable, not every problem is 
addressed during a HHC episode. 

During the HHC admission, a nurse makes critical care planning 
decisions including identifying the problems to be addressed in 
the plan of care (POC) (i.e., orders for ongoing assessment, 
patient and caregiver education, case management, and 
performing procedures and treatments). Too often the HHC nurse 
conducts the admission visit with fragmented, incomplete, or 
inaccurate knowledge of the patient’s clinical condition [4],[5]. 
Inaccurate or incomplete problem lists could lead to 
inappropriate, missed, or delayed care [1]. In addition, 20% of 
HHC patients in the United States are readmitted to the hospital 
within 30 days of discharge [6]. An adequate transfer of 
information leading to accurate care planning may assist in 

providing higher quality care and preventing early readmission 
for a large and growing population of older adults [7],[8]. 

This paper presents findings from a field study examining the in-
formation received from the referring facility and its relationship 
to the final patient problem list generated at HHC admission. This 
examination is part of a larger mixed methods study characteriz-
ing HHC admission and care planning practices at the point of 
care. The overall goal is to develop recommendations to improve 
the HHC admission process and to identify opportunities for 
technology standards that support transitions in care to HHC via 
electronic health record (EHR) systems. 

Methods 

We conducted observations of the admission process and 
analyzed paper and electronic documents to examine the 
relationship between HHC admission documents and the 
problems in the problem list. The Drexel University Institutional 
Review Board approved this study.  

Setting. The research setting was a small, rural Pennsylvania 
HHC agency serving a majority white population with low socio-
economic status. Agency nurses used a laptop-based commercial 
EHR system from Allegheny Software Publisher, designed for 
use at the point of care. Nurses also received and reviewed paper 
documents from the referral facilities and generated additional 
paper and electronic documents. Six nurses volunteered for the 
study and provided consent for participation. Patients observed 
in the home provided consent. To facilitate data collection, the 
agency scheduled the nurses to return to the agency after visiting 
each patient in the home. The agency was reimbursed for the 
nurses’ time. 

Data Collection. The six nurses were each observed admitting 
two patients each (12 admissions total). Figure 1 highlights the 
admission process information flow from the referring facility to 
the admitting nurse documentation of problems in the EHR. 
Phase 1 includes the intake process where initial documents are 
prepared for the admission nurse. Typically, via a telephone call, 
the intake nurse collects information from the referring facility. 
The referral facility also faxes referral information. If the intake 
nurse determines that the patient is to be admitted, he or she 
documents patient information, including medical diagnoses, on 
a standardized paper intake form. The intake form and referral 
documents are added to the paper patient chart and the admission 
nurses thereby have access to them. 

Phase 2 of the admission process occurs in the patient’s home. 
Armed with the paper chart, the admission nurse visits the 
patient. If not part of the faxed referral, the nurse may ask the 
patient or caregiver for the Discharge Summary (also sometimes 
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referred to as discharge instructions) or Progress Note, called 
transition documents herein. With care instructions to reference, 
the documents are typically given to the patient at discharge from 
the referring facility.  

In the home, the nurse documents in the EHR, on paper, or both 
[9]. Electronic documentation includes: (1) the patient’s current 
health status recorded in the Centers for Medicare and Medicaid 
(CMS) mandated Outcome and Assessment Information Set 
(OASIS), [10] a standardized assessment instrument, and (2) a 
free text POC document with problems (nursing diagnoses) to 
resolve or support and related interventions, along with the 
patient’s health goals.  

Phase 3 is the completion of the admission and the creation of a 
team email. For this study and agency, this phase occurs at the 
agency and typically lasts approximately less than two hours. Not 
part of the EHR, the team email is a free text document 
summarizing the list of patient problems and the POC for the 
other nurses on the care team. Its purpose is to notify team 
members with timely, comprehensive information. This action 
avoids any delay in communication caused by inability to 
synchronize patient information on the laptop with the EHR 
database in a timely manner. 

Research team members photocopied or photographed available 
documentation generated by the nurses including the POC, 
problem lists, and team emails. 

The researchers, drawing on their HHC and nursing expertise, 
hypothesized that the intake document would paint the picture of 
the patient. They expected that additional problems would be 
added once the OASIS was completed. They also expected that 
the nurse would communicate all of the problems in the POC. 
The POC would then support problem prioritization. 

Data Analysis. To standardize the vocabulary and reduce 
variability, the team used line by line coding to map each 
problem (medical and nursing) to terms in the Omaha System 
Problem Classification Scheme (Omaha System) [11]. This 
scheme is a standardized terminology often used in home and 
community-based settings. The scheme is recognized by the 
American Nurses Association as a recommended terminology. In 
2007 it passed the Healthcare Information Technology Standards 
Panel (HITSP) Tier 2 selection criteria for Use Cases. It is 
integrated into the National Library of Medicine’s 
Metathesaurus, Logical Observation Identifiers, Names, and 
Codes (LOINC®); and the Systematized Nomenclature of 
Medicine Clinical Terminology (SNOMED CT®) [12].  

The Omaha System provides standardized signs, symptoms and 
problem labels for 42 problems organized in four domains (i.e., 
Environmental, Psychosocial, Physiological, Health Related 
Behaviors). Example problems include Cognition, Pain, 
Medication Regimen, Respiration, Circulation, Skin, Mental 
Health and Physical Function [13]. Omaha System expert, KB 
educated co-author NL about the Problem Classification Scheme 
definitions and problem signs and symptoms. Then the two co-
authors conducted the coding together for two cases to establish 
coding rules. They then coded separately. To reach consensus 
they discussed terms on which they disagreed or were unclear. 

For example, the OASIS assessment “Able to bear weight and 
pivot during the transfer process, but unable to transfer 
independently” was coded in the Omaha System as the problem 
“Neuromusculoskeletal Function”. 

Each specific problem from each paper and electronic document 
was entered as a unique row into an Excel spreadsheet. Columns 
included one document per column, ordered by phases. Both 
nursing and medical problems were included in the analysis. 
Counts by document type for each problem were calculated and 
matches across the columns were identified.  

Distribution of problems. After coding we identified the number 
of unique problems among the 12 admissions, regardless of 
which document contained the problem. We examined the 
overall distribution of problems among types of documents. We 
assessed which types of documents had more unique problems as 
compared to other documents. We calculated the median number 
of unique problems occurring on each type of document per 
admission.  

We investigated the distribution of specific problems among the 
types of documents to discern patterns in appearance of problems 
in documents. We identified whether specific problems tended to 
occur more often in certain types of documents (e.g., pain 
appeared mostly on POCs). We also identified the set of 
problems that occurred most often in each type of document to 
see whether problems co-occurred among documents. 

Concordance analysis. We assessed the concordance of 
problems documented (whether they matched across phases and 
documents) and discordance (whether they were missing from 
one or more phases or documents). We compared the content of 
the set of documents available to the nurse during the admission 
(input-referral, intake, transition document-discharge 
instruction/progress note) to the content of the electronic artifacts 
produced when documentation was completed (output-POC, 
team email). We determined whether either output document 
contained the complete set of problems that appeared across 
output documents. We conducted the same analysis for the three 
input documents. Then we compared the selected input 
document(s) and the selected output document(s) to determine 
concordance for problem sets between input and output. We 
identified problems that were matched between input and output 
documents.  

For the quantitative analysis, we calculated the total number of 
problems for each observation and the median across all 
observations. We used the above comparison of input problems 
to output problems for each observation to calculate the number 
of problems that appeared in: (1) both input and output; (2) input 
and not output; and (3) output and not input. For these three 
categories, we then calculated the total number and median 
across all observations.  

Case studies. We illustrate the analyses with two admission case 
studies. One case has all the documents. The second case lacked 
the transition document. We present the median number of 
unique problems on each document, the median number of 
problems on each dyad of input and output documents, and the 
total number of unique problems. 

Figure 1. Phases of Home Care Admission Processes and Documents Created and/or Available. 
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Results  

The documents varied in content, length and detail. They 
contained a variety of problem terms to describe the patients’ 
health needs. 

Assessment of documents. Referrals, intake forms, POCs, and 
team emails were available for all observations. Seven transition 
documents (discharge instructions or progress note) were 
available before the visit (as part of the referral documents): Five 
of which were also available during the visit (requested in the 
home). The data on these documents were not standardized 
across referral sources; the information on a few documents was 
illegible or missing. Patient problems were found in all types of 
documents among the observations. However, two POCs 
contained no problems; instead they contained plans for 
assessment and health promotion interventions.  

Identification of problems. Following standardization of 
problem terms to the Omaha System Problem Classification 
Scheme, we identified 17 unique problems across the documents 
and observations. Referral documents had the most problems per 
admission (median 7; 2-9) (Figure 2). Team emails had the next 
highest number of problems (4, 2-9). Intake and transition 
documents each had a median of 2 (ranges of 0-5 and 1-8 
respectively). The POC had the least number of problems (1; 0-
2). Overall, the median number of problems decreased from input 
to output. 

Distribution of problems. Documents tended to differ as to 
which of the 17 problems occurred most often or at all (see Figure 
2). Three problems occurred across all document types among 
the observations: “Skin” (occurred 28 times), “Respiration” (17 
occurrences) and “Communicable/ infectious condition” (21 
occurrences). 

Concordance analysis. A complete set of problems was not 
found in any of the input or output documents. Accordingly, we 
used all available input documents, and both output documents 
in our concordance analysis of input documents as compared to 
output documents. 

None of the 12 admissions had the same set of Omaha System 
problems on input documents as compared to output documents. 
All admissions had more problems on the input documents as 
compared to the output documents. For three admissions, the set 
of problems on the output documents was a subset of the 
problems on the input documents. The remaining nine 
admissions had one or more problems on the output documents 
that did not occur on the input documents, as well as having one 

or more problems missing on the output documents that were 
present on the input documents. 

Although the set of problems did not exactly match between 
input and output documents, admissions did have individual 
problems that were matched between input and output 
documents. Here we report the medians (and ranges). In general, 
for each admission, a total of 8 (4-12) problems occurred on input 
and output documents. Among these problems, 3 (2-6) matched 
between input and output for each admission. Also, 3 (0-5) 
problems appeared on the input documents and not on the output 
documents. And, 1 (0-3) problem appeared on the output 
documents and not on the input documents. 

Case studies. Analyses of two representative admissions are 
presented for further elucidation: an admission with all the 
documents, and an admission lacking the transition document. 
Admission 1 contained 8 problems on the referral, 4 problems on 
the intake form, 2 problems on the transition document, and 2 
problems on the POC, and 9 problems on the team email. Among 
the input documents, 2 problems on the referral also occurred on 
the intake form and not on the transition document. Two other 
problems on the referral did not appear on the intake form but did 
appear on the transition document. The referral had 6 problems 
that did not appear on the intake form nor on the transition 
document. The intake form had 2 problems that occurred on 
neither the referral nor the transition document. Therefore, among 
the three input documents, 10 problems appeared. No single 
problem appeared on all three documents, and no single 
document contained all 10 problems. The 2 problems in the POC 
appeared in the team email. The 5 additional problems in the 
email did not appear in the POC. Of the 10 problems on the input 
documents, only 7 problems appeared in both the input and output 
documents. 3 problems appeared only in the input documents and 
not in the output documents. The dropped problems were 
Personal Care, Communicable/infectious condition, and 
Digestion-hydration.  

A second example is admission 10 which lacked the transition 
document. This admission had 6 problems on the referral. Five 
of these problems also appeared in the intake form. No problems 
from the referral appeared on the POC; two problems did appear 
on the email. One problem on the referral did not appear on any 
other form. The POC problem, “Skin”, did not occur on any other 
document. The team email had two problems, neither of which 
appeared on the POC. One of these problems, 
“Neuromusculoskeletal Function”, did not appear on any other 
document. In summary, this admission had 8 problems; all but 
two of the problems appeared in the referral. Only 4 of the 8 
problems on the input documents appeared on the output 
documents. The dropped problems were Urinary Function, 
Circulation, Nutrition, and Communicable/infectious condition.  

Discussion 

We investigated the content of problem data that the HHC nurse 
had at patient admission and the content of problem data that the 
nurse documented in the EHR and communicated outside of the 
EHR to the care team. This study focused on the source and 
congruence between documents available to the nurses when 
formulating the list of problems for the POC that they plan to 
address during the HHC episode. This study, in a rural home care 
agency, is the first of which we are aware, to examine this 
question. Findings are intended to inform point-of-care HHC 
EHR design, and to inform policy decisions related to 
interoperability along the transition in care from referral source 
to HHC. 

Assessment of documents. The faxed referral documents 
contained the most problems compared to any other document. 

Figure 2. Occurrence of Actual Problems across Documents 
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The intake form, which was written by the home care agency 
nurse using information elicited from the referring facility, was 
universally available. The transition document was accessed in 
the patient home for less than half of the admissions. The team 
email, while universally present, was not part of the EHR. 
Instead, it was a communication work-around to address 
timeliness and information accessibility issues of the EHR. The 
POC, while universally present and part of the EHR, did not 
always contain problems and was in free text. 

None of the documents were uniform or contained standardized 
information. Without standardization information can be lost or 
hard to find as our findings indicate.  

Distribution of problems. The absence of any apparent pattern 
to the distribution of problems across documents provided no 
insight to nurse decision making. No document contained a 
complete set of patient problems. Thus, the initial referral 
document could not be relied on as the single source of problems. 
Others have reported that problem lists from hospitals and 
physician practices are likely to be inaccurate or out of date [1], 
[14], [15]. Further, these documents are often faxed from the 
referral source and contain multiple pages for a nurse to look 
through during the time constrained admission visit [16]. In 
addition, referral documents also contained both problems and 
interventions, especially for SNF patients, which puts further 
demands on the nurse’s time to sort through dissimilar 
information. Similar to the other input documents in this study, 
referrals were not digitized or structured so as to be available for 
data management (e.g., copied to structured data fields for 
viewing or computing).  

The intake form did not always contain the total set of problems 
appearing on the referral form. Intake forms matched the referrals 
in one admission and had fewer problems for the other 
admissions. The lack of completeness of the intake form and the 
occasional absence of the transition document suggest that 
neither could be relied on as a single source of patient problems. 

Neither output document, team email nor POC, contained a 
complete record of patient problems. The team email, among all 
the documents, was second to the referral for the number of 
problems. The team email did not contain all problems 
documented in the POC. Nurses inconsistently documented some 
of the same problems in both email and POC. Redundant and 
conflicting documentation may require unnecessary expenditure 
of time and effort by the nurse, as well as introducing opportunity 
for transcription error and omission. 

The POC, although part of the EHR, was not a complete source 
of problem information for the follow-up nurse. The POC 
unexpectedly contained fewer (or no) problems as compared to 
all other documents. Compared to team emails, the POC 
contained one quarter of the problems. For one quarter of the 
admissions, the set of problems on the POC did not match the set 
of problems on the team email. A potential reason for the 
mismatch may have been due to the fact that POCs tended to also 
contain interventions, evaluations, and health promotion 
activities, without a clear place designated where the nurse was 
required to document a finite problem list. Another potential 
cause for the mismatch is that the POC, being unstructured text, 
had problems which were not actionable: A nurse could not 
document against the problems when delivering care. As a 
consequence, the nurse was unable to determine if a patient 
problem was active or resolved. This data structure and flow do 
not support high quality patient care. 

Our analysis of the distribution of problems among documents 
found that patients tended to have on average 8.5 problems at 
admission, which concurs with the finding of 9 problems in a 
prior study [3]. Findings also indicate that the problems skin, 
infection, and respiration are seen as important to communicate 

across all documents. This finding was clinically resonant with 
the nurse expert on the team (KB).  

To the best of our knowledge, this is the first study to identify 
that patients are referred to HHC with more clinical problems 
(median 7) than are documented in the EHR plan of care (POC—
median 1) or informally communicated to the team by email 
(median 4.5). None of these documents were in the EHR as 
structured data. This finding that patient referral documents 
contain more problems than are communicated to the care team 
indicates that admission nurses make decisions of which 
problems in the referral documents to include in the patient’s care 
episode. 

Concordance. The admitting nurse had access to the referral 
document, an intake form and infrequently, the patient’s 
transition document. However, for no admission did the set of 
problems on the combination of these paper forms match the set 
of problems on the POC combined with the email.  

Nurse decision-making related to inclusion and exclusion of 
problems between input documents and POC is unclear. We 
observed a decrease in number and mismatch of problems 
between input documents and output documents. The mismatch 
between input and output may be due in part to new information 
the nurse gathered during patient assessment in the patient home. 
Also, the EHR failed to provide structured language for 
describing patient problems and tracking their status over time.  

EHR design recommendations. The decrease in number and 
mismatch of problems is an issue which could be addressed with 
EHR redesign and interoperability capability. Accordingly, we 
provide the following EHR design recommendations. 

First, the EHR should capture and communicate problem data 
from the referral source. This recommendation relies on 
interoperability, the electronic movement of structured data 
among EHRs. The international data standard, the Continuity of 
Care Document (CCD), supports this capability [17]. The CCD 
is expected to be shared by health facilities as patients transition 
between settings. Relevant to this analysis, the CCD is structured 
to contain a list of patient problems [16]. Accordingly, we 
recommend that problems from the referral source be structured 
as per the CCD. Following communication of problems from the 
referral source to home care, the homecare EHR should map 
referral problems to a nursing problem terminology. Preferably 
the nursing terminology should be a standard terminology, such 
as the Omaha System [11]. The patient problem list should be 
viewable by the nurse. The problem should cascade through the 
EHR to the POC, avoiding nurse transcription of input problem 
data and the risk of losing information across documents.  

Two recommendations are related to reducing redundant 
documentation. The software should enable the intake nurse to 
record problems viewable by the admitting nurse, and the 
problems should cascade through to the POC. In addition, the 
software should be designed to limit the number of times a 
problem is documented in the EHR, preferably to one. Our 
finding that the referral documents contained more problems as 
compared to the other documents, combined with our 
observation that referral documents tended to contain many 
pages [16] suggests the need to categorize referral problems to 
enable nurses to identify active problems. We suggest that 
problem modifiers such as resolved, actual, health promotion, or 
potential would be helpful to communicate the full array of 
patient issues [11]. Such descriptors would clarify the status of 
problems related to a hospitalization to retain the history of 
events and clarify which problems are resolved, are being 
actively worked on, or require preventive maintenance.  

A fourth recommendation supports nurse workflow. The 
problems should be documented as structured data and be 
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actionable such that a nurse can document interventions and the 
status of the problem against the problems.  

Two recommendations are related to eliminating the workaround 
of producing a team email to communicate the POC. We propose 
that the problem data should be readily viewable in a structured 
summary available to the care team, so as to eliminate the need 
to send the team email. Also, the EHR should be configured to 
support the timely update of patient information accessible by the 
care team. 

A strength of this study is the research design. The field study 
was designed to collect and analyze quantitative data, to produce 
quantitative findings. Study limitations include a small sample 
size of six nurses and 12 patient admissions as well as the setting 
elements of one rural home health agency that used one EHR. 
Future work to further the generalizability of the findings would 
increase heterogeneity and sample size of nurse and patient 
populations studied, and the number of different EHR systems 
investigated. 

The study was not designed to ask the nurse why selected 
problems were included in the POC and other problems were 
dropped. Future work to address this question would require near 
real time analysis of input and output documents and immediate 
review of this analysis with the nurse. In addition, future work 
could occur in acute care where a patient-centered assessment 
near discharge could identify patient problems from the patients’ 
perspectives to share with the HHC admission team. 
Transmitting that list to HHC and studying the effect of having 
this information ahead of time are next steps.  

Conclusion 

This rural HHC agency relied on 3 paper input documents from 
the same referring source, each containing different sets of 
problems. The variation in problems may be due to the different 
intended audiences for the communication: clinicians at the 
referring facility, clinicians at the HHC agency, and patients. 
Input documents contained almost twice as many problems as 
compared to the output documents. However, no input document 
contained a complete list of problems. Following the home visit 
and patient assessment, new problems appeared in the output 
documents, and some problems on the input documents were 
omitted in the output documents without explanation or 
documentation of such. This observation underscores the 
importance of the home visit and further EHR functionality. 
Assessing the patient in the home often produced additional 
problems beyond those communicated from the referral source. 
The important output documents were the plan of care and a team 
email both of which were outside the EHR. This study illustrates 
serious issues related to EHR design and problem lists. The team 
email contained far more problems as compared to the plan of 
care. The usage of the team email highlights EHR design deficits 
related to the plan of care and team communication. A lack of 
timeliness of information; lack of structured, actionable data; and 
lack of interoperability provide opportunities to improve the 
design of this EHR. 
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Abstract 

Care coordination has received attention as an opportunity to 

improve healthcare delivery. Current work to quantify provider 

coordination has primarily relied on identifying shared 

patients, but neglects to understand communication patterns. 

We applied social network analysis to electronic health record 

(EHR) secure messaging data to compare networks of 

providers who share patients and networks of providers who 

communicate about patients. We studied 2175 stage I – III 

breast cancer patients who received outpatient treatment from 

1758 providers at a large academic medical center in the 

southeastern United States. Patients in our cohort were 

involved in 94324 appointments and were the subject of 307144 

message threads. We found that 9.9% of provider-provider 

pairs that shared patients were mutually involved in electronic 

communication about their patients. EHR data sources can be 

used to evaluate provider communication across a clinical 

enterprise, which can help identify opportunities to improve 

collaboration and reduce provider burnout. 

Keywords:  

Transitional Care, Workflow, Communication 

Introduction 

Care coordination is a multidimensional concept involving care 

integration and information sharing across providers and 

settings. Care coordination has been recognized as an approach 

to deliver high-quality care [1]. Inadequate care coordination is 

common, often caused by lack of communication between care 

providers [2]. Without effective care coordination, patients 

often experience poorer outcomes and higher costs [3,4].  

Improving care coordination has been recognized around the 

world as an opportunity to improve healthcare delivery [1]. The 

United States [1], Australia [5], and many countries across Eu-

rope [6,7], have all implemented programs to improve coordi-

nation between care providers. One approach in the United 

Kingdom, Coordinate my Care, was implemented by the Na-

tional Health Service to improve information sharing for palli-

ative care patients [7]. Similarly, the SIKS project in Denmark 

aimed to integrate chronic disease care and improve care coor-

dination [8]. With the aging global population and onset of 

complex chronic diseases, care coordination has become in-

creasingly important as patients are required to receive care 

from multiple specialists across geographically distributed lo-

cations. 

Health information technology and clinical information 

systems are central to care coordination. Electronic health 

record (EHR) systems offer important collaborative 

functionalities such as clinical messaging and shared patient 

charts [9], which are used by individuals in various clinical 

roles to support the shared goal of providing optimal patient 

care [10]. Similarly, technologies such as patient portals and 

personal health records allow patients to collaborate virtually 

with their care team and coordinate care without a clinic visit 

[11]. Other technologies such as health information exchanges 

can allow providers from multiple institutions access to patient 

data at the point of care [12]. 

Studying care coordination and communication between 

individuals is a critical way to gain insights for process 

improvement and optimization. One approach to evaluate care 

coordination and communication is through analysis of the 

extensive clinical data stored in the EHR [13]. The secondary 

use of routinely collected data from clinical environments can 

offer valuable insights into the collaboration patterns and 

routines of clinical personnel.  

While the importance of care coordination is recognized, few 

studies have been conducted to quantify the scope of care 

coordination. Understanding provider communication patterns 

is a key first step to quantify care coordination. In our prior 

work, we found that medical oncologists treating breast cancer 

patients are connected to an average of 737 providers by a 

shared patient, and have as many as 114 new relationships per 

year [14]. In this study, we seek to advance the understanding 

of provider coordination by evaluating the scope of electronic 

communication between providers treating breast cancer 

patients at a single institution. 

Methods 

This study was conducted at the Vanderbilt-Ingram Cancer 

Center at the Vanderbilt University Medical Center (VUMC). 

VUMC is a large academic tertiary care center, located in 

middle Tennessee, with a large referral population from the 

Southeastern United Sates. This study was approved by the 

Vanderbilt University Institutional Review Board. 

Study Population 

We extracted data from the Vanderbilt University Tumor 

Registry on patients with stage I, II, or III breast cancer, who 

were diagnosed between January 1, 2011 and November 2, 

2016. The Vanderbilt University Tumor Registry collects 

diagnosis and treatment data on all cancer patients who were 

either diagnosed or received part of their first course of 

treatment at VUMC [15]. Data from the tumor registry included 

a unique patient identifier, date of diagnosis, and staging 

information. Similarly, for each respective patient, we extracted 

all outpatient appointment data corresponding to an 

appointment after cancer diagnosis. Appointment data included 

a unique patient identifier, a unique provider identifier, and an 

appointment date. Patients who had at least one outpatient 
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appointment in the six-months following their diagnosis were 

included in the study. We also extracted secure clinical 

messaging logs from the EHR to understand the scope of 

communication between providers after the patient’s diagnosis 

between January 1, 2011 and November 1, 2017. Messaging 

data included a unique provider identifier, message thread 

identifier, message date, and message length. In both the 

appointment and messaging data, we mapped each provider 

identifier to their unique national provider identifier (NPI) to 

determine specialty. 

Network Representation 

To understand physician relationships associated with the 

treatment of a patient in our cohort, we modeled the data as a 

social network. A social network consists of nodes, or entities 

between which a relationship occurs, and edges, a connecting 

tie between two nodes representing the existence of a 

relationship. Both nodes and edges can assume properties such 

as size or color to represent network features. To understand 

and compare relationships between providers, we create one 

network to represent potential coordination via outpatient 

appointments with a shared patient from our cohort, and another 

network to represent secure communications between providers 

regarding a patient in our cohort. We filtered the messaging 

network such that only provider-provider pairs who were 

connected by a shared patient were included. To  visualize the 

network, we assign node and edge colors by network inclusion.  

We created the outpatient appointment network using a method 

of temporal edge creation [14]. Temporal edge creation 

represents relationships that are likely to occur by treating a 

patient during overlapping time periods. To create the network, 

we start by extracting a list of all providers involved in the 

outpatient care of a patient in our cohort as the list of nodes. To 

create edges, we first order the list of all appointments by 

patient and appointment date. We iterate through the 

appointment list by patient, recording the first and last 

interaction between a provider and patient. For each patient, we 

record the list of provider pairs involved in the care of a single 

patient during an overlapping time period as our set of edges. 

We aggregate provider-provider pairs across patients by taking 

the sum of patients for whom both providers are involved in 

care over the same time period. 

Similarly, to create the clinical communications network, we 

begin by extracting the list of providers involved in a clinical 

communication thread about a patient in our cohort as the node 

list. We create edges by taking the pairwise combination of 

providers involved in a single communication thread about a 

patient. Provider-provider pairs are summarized by a count of 

unique message threads in which both providers were involved. 

Data Analysis 

To analyze relationships between providers, we created two 

types of networks: a network of all providers involved in the 

care of a patient in our cohort and a network of providers 

involved directly in breast cancer treatment and their immediate 

connections. We defined medical oncologists, radiation 

oncologists, surgical oncologists, and plastic surgeons as 

providers involved directly in breast cancer treatment due to the 

frequency with which they are involved in the first course of 

breast cancer patients’ treatment. We conducted all analyses 

using the igraph [16] package within R 3.3.1 [17]. 

To compare messaging between providers and patients, we 

calculated descriptive statistics. We assessed provider-level 

statistics by secure messaging involvement. To understand 

similarity between messaging and appointment networks, we 

compare node and edge sizes and analyze edge overlap. In the 

appointment network, we define edge size as the number of 

unique shared patients between provider-provider pairs; the 

node size is the number of unique patients treated by a provider. 

In the messaging network, edge size is defined as the number 

of shared message threads involving a provider-provider pair. 

We similarly quantify connectivity across the entire network to 

calculate network density. Network density is interpreted as the 

percentage of possible edges that are present in the network. For 

each individual provider, we calculated degree, or the number 

of direct relationships to a node. 

Results  

During our study period, there were 2267 patients diagnosed 

with Stage I – III breast cancer. 92 patients did not have an 

outpatient appointment within the six months following 

diagnosis, leaving 2175 patients in our study cohort. Table 1 

summarizes the messaging data. Patients in our cohort had 

94324 appointments with 1758 unique providers. There were a 

total of 625137 messages in 307144 messaging threads sent 

about patients in our cohort with an average follow-up time per 

patient of 32.9 months from diagnosis. 222168 (72.3%) 

message threads involved at least two individuals and 14484 

(4.7%) involved at least two billing providers who were 

involved in at least one appointment (appointment providers). 

1093 (62.2%) billing providers were involved in messaging 

about a patient in our cohort.  

Table 1 – Message Thread Statistics 

Table 2 presents statistics for the full network of providers. 

There were 2610 provider-provider pairs connected by a shared 

patient and message thread, which accounted for 9.9% of the 

Message 

threads 

Mean 

threads 

 per  

patient 

Mean 

threads  

per  

appointment 

Total 307144 142.3 3.7 

Involve:  

One individual 

88266 

(28.7%) 

41.1 0.45 

At least two 

individuals

222168 

(72.3%) 

102.8 1.13 

At least one  

appointment  

provider 

112460  

(36.6%) 

52.1 0.57 

At least two  

appointment  

providers 

14484 

(4.7%) 

7.5 0.07 

At least one can-

cer appointment  

provider

62856  

(20.5%) 

30.8 0.32 

At least two can-

cer appointment  

providers 

7371  

(2.4%) 

4.6 0.04 

Patient 

47496 

(15.5%) 

38.9 0.24 

Patient and an  

appointment  

provider 

16341 

(5.3%) 

14.9 0.83 

Patient and a  

cancer appoint-

ment provider 

6748 

(2.2%) 

8 0.03 
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total edges in the graph. There were 2610 provider-provider 

pairs involving 761 distinct providers who directly exchanged 

secure messages. Providers who sent messages communicated 

with an average of 6.9 other providers. Each provider-provider 

pair involved in messaging communicated an average of 5.7 

unique message threads. 34.6% of message threads were sent 

within one day before or one day after an appointment with the 

respective provider. In 9.4% of provider appointments, 

providers communicated through a message thread within one 

day before or after the appointment. 

Table 2 – Provider Network Statistics by Messaging Use 

Across the entire network, 25 providers were related directly to 

routine breast cancer treatment. These 25 providers were 

involved in 50.9% of all messaging threads between two 

appointment providers about our patient cohort. We present the 

messaging statistics for cancer specialists in Table 3. Surgical 

oncologists were involved in 6314 unique message threads, 

more than any other specialty. Likewise, each surgical 

oncologist, on average, was involved in 1064.2 unique message 

threads with 69.3 collaborators. Each medical oncologist, on 

average, communicated with 134.3 specialists, more than any 

other specialty. Across all four specialties, radiation oncologists 

had the fewest number of messaging threads (537) and number 

of provider-provider edges (91). 31.9% of all edges and 76.1% 

of all weighted edges involving a radiation oncologist were 

with another cancer specialist. Medical oncologists had 13.2% 

of edges with another cancer specialist, the fewest of any of the 

specialties involved directly in breast cancer treatment. 

However, when accounting for the volume of communications, 

64.6% of the total edge weights involved a medical oncologist 

and another cancer provider. This 389.4% increase from 

percent of edges to percent of weighted edges was the largest 

of any specialty. Surgical oncologists had the highest 

percentage of weighted edges with other cancer providers 

(83.2). Medical oncologists had the largest overlap between 

shared patients and shared message threads with another 

provider (18.5), followed by plastic surgery (11.5), surgical 

oncology (11.0), and radiation oncology (7.3). 

Discussion 

In this work we analyzed communication patterns between 

providers during their treatment of breast cancer patients. Using 

social network analysis and graph statistics, we were able to 

quantify collaboration between providers by comparing 

physician messaging connectivity to patient sharing through 

outpatient appointments. Other studies have applied 

quantitative methods to study provider connectivity, but these 

studies have commonly relied on appointment data or claims 

data, which do not necessarily indicate clinical coordination or 

collaboration. In our previous work, we conducted a social 

network analysis of data from the Vanderbilt University tumor 

registry to detect differences in breast cancer provider 

connectivity by patient stage [18]. Another study by Hussain 

and colleagues used SEER-Medicare data and found that 

increased patient sharing led to improved mortality in Stage III 

colon cancer patients [19]. Similarly, Landon and colleagues 

used Medicare claims data to identify networks of physicians 

who likely have close relationships [20,21].  

To our knowledge, this is one of the first studies to quantify 

provider collaboration using secure communications deployed 

throughout a clinical institution. Our quantitative approach is 

supported by the use of EHR messaging data. The EHR 

messaging functionality offers a secure and HIPAA compliant 

way for care team members to communicate about a patient’s 

care. EHR functions such as secure messaging have been 

identified as a means for care coordination in previous work 

[22]. For providers within the same EHR system, care 

coordination is enabled by this form of asynchronous 

communication. Our results demonstrate the substantial volume 

of clinical communications between providers treating breast 

cancer patients to coordinate care. This form of communication 

is not available to providers who do not share the same EHR 

and practice at the same institution, which likely limits their 

ability to sufficiently coordinate care. Our results highlight the 

baseline need to implement electronic tools to enable care 

coordination between providers, particularly as EHR 

messaging functions are not availabile to providers practicing 

at separate institutions.  

In our network, the 2175 patients in our cohort were the subject 

of over 222168 message threads between at least two 

individuals.  14484 of these threads involved at least two 

appointment providers. We found that each patient, on average, 

was the subject of 142.3 message threads. This staggaring 

number of communications represents  substantial work 

required of the care team that is outside of an appointment. Our 

results indicated that 9.9% of the total provider-provider pairs 

were involved in secure communication in addition to sharing 

patients. However, medical oncologists had a much higher 

overlap of 18.5% among all connections and 48.4% among 

other cancer providers. A 2016 study by Shanafelt and 

colleagues found that physicians who reported high amounts of 

EHR use such as secure messaging were at higher risk of 

professional burnout from the amount of time spent on clerical 

tasks [23]. From our oncology provider network, we found that 

medical oncologists are involved in nearly 960 message 

threads, with one provider involved in 1942 threads over our 

study period. In the early stage breast cancer treatment, such as 

the population that we studied, the medical oncologist is tasked 

to coordinate care between specialists. We hypothesize that 

providers involved in large amounts of messaging could suffer 

from collaborative overload, which limits performance and 

productivity [24]. 

Our approach to analyze provider communication is not without 

limitations. Our study compares two common clinical tasks 

supported by the EHR: patient appointments and provider 

messaging. We do not account for other forms of direct 

communication, such as tumor boards, in-person discussions, 

pages, phone calls, or email messages. However, at VUMC, 

EHR-based secure communications are the preferred method of 

provider-provider communication and are heavily utilized 

within our institution. Our method also does not account for 

methods of indirect communication between providers, such as 

viewing clinical documentation or sending encounter notes 

between providers. We could also analyze other EHR artifacts, 

such as the transaction logs of orders and clinical notes, to 

understand providers who are communicating passively.  

 
Appointment and 

View Messages 

Entire 

Graph 

Number of Nodes 761 1758 

Number of Edges 2610 26233 

Average Shared  

Appointments 

6.8 2.0 

Average Shared  

Message Threads 

5.7 3.9 

Network Density 0.90% 1.70% 

Mean Degree 6.9 29.8 
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Understanding communication patterns between providers 

affords the opportunity to identify clinicians who work together 

closely, such that we can begin to identify clinic models for 

long-term chronic disease treatment and follow-up. We found 

that provider-provider pairs who were involved in messaging 

shared more patients than provider pairs who were not involved 

in messaging. These results suggest that providers who share 

multiple patients work together more closely than providers 

who share fewer patients, as hypothesized in other studies [19]. 

We also found that nearly 35% of message threads were within 

one day of an appointment. Appointment providers were 

involved in secure messaging within one day before or after 

nearly 10% of appointments. Similarly, there were an average 

of 7.9 messages sent per appointment. Work from Reid and 

colleagues found that implementing a co-located medical home 

clinic model provided more time to coordinate care between 

specialists and reduced provider burnout [25]. We hypothesize 

that providers who communicate closely may benefit from a co-

located medical home clinic model by supporting inter-personal 

communication between specialists who collaborate frequently. 

Our results indicate that only 1.4% (25) of the providers in our 

network were cancer specialists, suggesting that patients 

receive care during their cancer treatments from a breadth of 

providers. Unsuprisingly for our patient population, 50.9% of 

the messages between appointment providers involved these 

cancer providers. Results from our oncology specialist 

messaging network indicate that medical oncologists and 

surgical oncologists had the largest degree, or number of 

provider collaborations, with 134.3 and 69.3  collaborations per 

provider, respectively. This finding reflects the importance of 

these two specialties in coordinating early-stage breast cancer 

care. Surgical oncologists had a greater percentage of edge 

weights with other cancer providers and the largest overlap 

among edges with other cancer providers, compared to the 

medical oncologist. The medical oncologists had a greater 

number of provider-provider communications with non-cancer 

providers than any other cancer-related specialty. Similarly, 

medical oncologists had a 18.5% overlap between 

communications and shared patients with other providers. 

These results suggest that the medical oncologist is highly 

important in coordinating care between specialists, while the 

surgical oncologist is integral in coordinating care between 

cancer providers during cancer treatments. 

Conclusions 

Cancer treatment is complex, requiring multiple modalities 

delivered by many care providers. Initiatives have been 

implemented to improve coordination between care providers, 

but there does not yet exist a quantitative approach with which 

to evaluate care coordination. Current studies to understand 

coordination between providers have utilized payor claims and 

appointment data to suggest potential collaboration by 

identifying shared patients between providers. We employed a 

social network analysis approach to compare provider-provider 

relationships through shared patients and provider-provider 

communication about shared patients. We found that 

approximately 10% of relationships through shared patient 

were also involved in secure messaging. We also found that 

medical oncologists had the largest overlap between networks 

across all specialties, suggesting that medical oncologists are 

key to coordinating care across all providers associated with a 

patient. Applying social network analysis to EHR secure 

messaging data allows us to identify highly collaborative 

provider-provider pairs that can be used to further evaluate care 

coordination and drive improvements to healthcare delivery. 

Table 3 – Appointment and Messaging Network Statistics for Physicians Involved Directly in Breast Cancer Treatment.  

  

Medical Oncology Surgical Oncology Radiation Oncology Plastic Surgery 

Number of Providers 8 9 3 5 

Appointment  

 
Number of Appointments 21597 12870 5451 9525 

 
Number of Provider-Provider Edges 4263 3648 1047 1412 

 
Mean Specialty Node Size (range) 444.5 (140, 957) 327.9 (47, 575) 274.25 (25, 904) 216.6 (76, 553) 

 
Mean Edge Weight (range) 8.1 (1, 686) 7.6 (1, 447) 8.8 (1, 622) 7.7 (1, 409) 

 
Mean Degree per Node (range) 480.5 (310, 731) 401.1 (120, 628) 229.8 (32, 636) 264.4 (143, 550) 

 
Edges with Cancer Provider (%) 285 (6.7) 246 (6.7) 131 (12.5) 158 (11.2) 

 
Edges with Non-Cancer Provider (%) 3978 (93.3) 3402 (93.3) 916 (87.5) 1254 (88.8) 

 
Edge Weight with Cancer Provider (%) 15742 (45.4) 13396 (48.0) 4808 (52.0) 5774 (53.4) 

 
Edge Weight with Non-Cancer Provider (%) 18944 (54.6) 14500 (52.0) 4433 (48.0) 5048 (46.6) 

Provider-Provider Messaging  

 
Number of Messaging Threads 5818 6314 573 805 

 
Number of Provider-Provider Edges 1047 594 91 184 

 
Mean Specialty Node Size (range) 959.5 (468, 1942) 1064.2 (243, 2668) 205.3 (14, 584) 180.6 (35, 386) 

 
Mean Edge Weight (range) 6.5 (1, 419) 12.4 (1, 1748) 7.5 (1, 80) 5.0 (1, 54) 

 
Mean Degree per Node (range) 134.3 (82, 217) 69.3 (37, 105) 31 (6, 78) 38.4 (22, 55) 

 
Edges with Cancer Provider (%) 138 (13.2) 144 (24.2) 29 (31.9) 78 (42.4) 

 
Edges with Non-Cancer Provider (%) 909 (86.8) 450 (75.8) 62 (68.1) 106 (57.6) 

 
Edge Weight with Cancer Provider (%) 4426 (64.6) 6146 (83.2) 516 (76.1) 658 (71.3) 

 
Edge Weight with Non-Cancer Provider (%) 2430 (35.4) 1242 (16.8) 162 (23.9) 265 (28.7) 

Percent overlap among all edges 18.5 11.0 7.3 11.5 

Percent overlap among edges with another  

cancer provider 

48.4 54.9 21.4 48.7 

Percent overlap among edges with another  

non-cancer provider 

15.8 9.5 4.5 5.5 
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Abstract 

This article illustrates the maturation process of innovative 
technologies in the healthcare domain.  

The role and the involvement of the stakeholders are explained, 
as well their interaction in the ecosystem. We focus on how the 
synergy between partners improves efficiency, boosts product 
development and accelerates market access.  

The spiral of the innovation concept is introduced to illustrate 
the different stages ensuring the correct development of a 
medical technology. This iterative cycle drives the product 
maturation, according to medical needs and feedback, and 
ensures the correct implementation of the innovation in the 
clinical framework. 

We finally illustrate how the innovation process is applied to 
successful drive the ongoing SERENE-IoT project: the spiral of 
innovation concept is specifically adapted to fit with the project 
requirements with the final ibjective to identify a panel of 
medico-economic indicators and to establish the medical 
service delivered and the opportunities in order to capture the 
full benefit of the proposed technology. 

Keywords:  

Delivery of Health Care, Medical Device  

Introduction: The Innovation in Healthcare 

The Clinical Investigation Center - Technological Innovation 
(CIC-IT) structures play a crucial and strategic role in the 
innovation process. The CIC-IT structures were established to 
accelerate the transfer of technological innovations in the 
healthcare domain to clinical practice: prognostic, diagnostic 
and therapeutic. One particular objective is to facilitate the 
translation from fundamental research to the industrial product 
[1]. To accomplish this mission, a CIC-IT must support the 
“Healthcare Innovation Technology” (HIT) as it matures [2, 3]. 
Thus, a CIC-IT will be able to support this innovation, either 
intermittently during one of the HIT maturation phases or in a 
more "exhaustive" way (i.e. accompanying the process of 
innovation maturation, from the genesis until the clinical 
evaluation).  

A CIC-IT is able to participate in the evaluation of: 

� The performance and safety of the proposed 
innovation,  

� The balance between benefits and risks for the 
claimed added value,  

� The usability prior to placing the HIT on the market, 

� The expected medical service improvement.  

However, in order to appreciate the potential contributions of a 
CIC-IT in the HIT maturation process, it is first necessary to 
describe this process and then identify the potential 
contributions of CIC-IT within it. 

A HIT can be categorized in the following way according to 
[4]:  

� “Breakthrough” innovation addresses a medical 
problem by “disrupting” the current state of the art, 
introducing ruptures in the area of usages and 
involving strong modifications regarding the 
indication or the use of a Medical Device (MD); 

� “Integration” innovation integrates new 
technological/scientific concepts to upgrade a MD, in 
response to a clinical need;  

� “Incremental” innovation is characterized by a 
significant improvement of a MD, without disrupting 
the conditions of use in the clinical practice.  

It also happens that a technological innovation, which was not 
created specifically for a medical need, can be used in the 
medical environment and can have strong benefits in the area 
of the healthcare. 

Regardless of the category, a schematic maturation process for 
innovation in healthcare technologies has to be clear in order to 
be helpful for its use in different contexts. The actors and the 
technical, scientific and medical aspects involved in this 
process, as well the regulatory, economical and industrial 
frames will be discussed in the next sections of this article. 

Stakeholders in the Healthcare Ecosystem 

Because the healthcare ecosystem has a particularly high 
number of stakeholders linked with complex interactions that 
vary depending on the countries, culture and local regulation, 
bringing innovation into this ecosystem is complex. Innovation 
in healthcare can impact all the stakeholders at various levels in 
the very complex ecosystem of health [5, 6]. Ideally all the 
stakeholders should take into account the many factors involved 
from the genesis phase and all along the maturation process [7]. 
We propose a generic view of the healthcare value chain 
(summarized in Table 1) distinguishing five key player roles. 

The Patient 

The patient (or user associations, or target population) is the 
first player concerned by innovation in healthcare. The 
innovation should bring a higher quality of health service and 
should improve the benefit/risk ratio of the diagnostic or 
therapeutic act involved. The patient is obviously central to the 
maturation process, both in the upstream phases of innovation 
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(identification of a specific need) and in the downstream phases 
(during clinical evaluations in order to evaluate the 
performance and the security of the MD and the delivered 
medical service). As an example, patient associations can 
contribute by identifying needs uncovered by routine practice, 
by providing expertise on the reality of needs and on the 
constraints of use. 

The Healthcare Professional 

Healthcare professionals are the professional stakeholders in 
primary contact with the patients. They are responsible for good 
patient care. All medical and paramedical specialties are 
concerned. All the actors in this category can contribute to the 
design and maturation of the innovation in their domain of 
competence, ideally from the earlier phases. Healthcare 
professionals are at the root of meeting medical needs: they 
provide the first answers to drive the future steps of maturation. 
The early involvement of medical experts along the medical 
maturation process will help to determine the relevance and the 
early adoption of the proposed innovation for its future 
implementation in the clinical framework. 

Other Healthcare Actors 

Other healthcare actors can be also identified:  

� Public Health Authorities are responsible for the 
evaluation of the healthcare benefit, the definition of 
the policies for reimbursement of the acts, the defini-
tion of the management and cost coverage of health 
products; 

� Other competent authorities are in charge of 
monitoring the safety of MD;  

� The local authorities and the healthcare insurance 
organizations. 

These stakeholder groups lead to the identification of priorities 
for the health of the population at the national level and can be 
involved in the regulations, laws and authorization for clinical 
investigations. In fact, the expertise of the High Authority of 
Health may lead to the reimbursement of the proposed 
innovation and then rapidly accelerate its deployment. 

The Researcher (or Innovative Technology Provider) 

The researcher, working in a public institution or in a private 
company, designs, develops, validates and implements the 
technological-scientific innovative solution. Ideally, this 
solution responds optimally to a previously identified medical 
need. In the case of pure technological-scientific 
“breakthroughs”, the proposed innovative solution can give rise 
to “clustered” innovations, made from and inspired by the first 
idea. 

The Industrial Manufacturer 

At the end of the successful maturation process, the industrial 
manufacturers will intend to commercialize the product 
resulting from the innovation. More generally, this stakeholder 
group represents all the economic actors that will contribute to 
the relevance of the innovation in the market.  

The industrial manufacturer is responsible for the quality of the 
innovation, from the prototype to the certified market product. 
This actor is the only one in charge to provide and distribute the 
MD in compliance with the quality assurance policy. 

The success of these actors is the result of early, close and well-
coordinated collaboration. 

Table 1� Stakeholder Analysis for Innovation in the 
Healthcare Ecosystem. 

Stakeholder Role Benefits Costs 
Patient Clinical 

need,  
Purchaser 

Improvement 
of life quality 

None 

Healthcare 
professional 

Clinical 
feedback, 
Purchaser 

Improvement 
of  practice 

User learning 

Researcher Innovator Intellectual 
property, 
dissemination 

Development 

Manufacturer Product, 
Market 
access 

Turnover Regulatory, 
Quality 

The Spiral of the Innovation 

The cycle of innovation represents the stages of the 
development of an innovative MD and identifies the 
collaboration and interactions among the stakeholders [8]. 
Different actions have to be anticipated from the idea (whose 
intellectual and industrial property has to be protected) until it 
achieves market penetration (which has to be planned, ideally 
from the beginning) and beyond. These actions will accelerate 
the availability of innovation responding to the unmet clinical 
need and can be described as a “spiral of innovation” cycle, as 
summarized in Table 2 [9, 10, 11, 12]. 

Table 2 � Stages of the MD Innovation Cycle. 

Stage Key phases 
Concept and 
Design 

Medical challenge, Needs, Methodology, 
Benefits/Risks 

Tests on pre-
product 

Users feedback, Usability, Maturation, 
Market study, Intellectual property 
analysis 

Clinical 
prototype 

Compatibility with clinical environment, 
Risk analysis 

Product and 
Marketing 

Clinical trials, European Conformity (CE) 
mark, Regulatory frame, Usability, Market 
access and product follow-up, Indicators 

Rigorous methodologies, specific to clinical trials of this 
domain, will be used to obtain the objective evidence, adapted 
to the degree of maturation of the innovation.  

Thus, the development of an innovative MD, compatible with 
first clinical uses, will enable the achievement of first 
evaluations in the current clinical practice. First evaluations 
may be undertaken within the legislative framework whatever 
the class of the MD, CE marked or not. This first biomedical 
research will determine the feasibility of the use of the 
innovative MD for the patients.  

A real process of maturation of the innovation will follow 
thanks to the validation within specific biomedical research, in 
order to obtain the evidence of the maturation degree of the 
innovation. In the case of an unmarked CE product, this 
research may contribute to demonstrating a favorable 
risk/benefit ratio in view of the CE marking application. 
Specific biomedical research will provide additional evidence 
that will impact future clinical studies in order to demonstrate 
the benefit. The implementation of biomedical research at a 
larger scale will generate the objective evidence (or not) of the 
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benefit for a target population, from which the public health 
benefit of the innovation can be estimated. 

SERENE-IoT (Secured & EneRgy EfficieNt 
healthcarE solutions using IoT technologies): A 
Successful Example of Innovation Process 

Context of the project  

Since the mid-2000s, connected devices have impressively 
increased their place in the market of Internet of Things (IoT) 
thanks to the widespread use of smartphones and numerous 
dedicated consumer applications. In particular, a new branch 
appeared in healthcare: the Internet of Medical Things (IoMT). 
Yole Development estimates that there are more than 45M 
IoMT devices today and that there will be more than 235M in 
the market in 2020 [13].   

This digital revolution is rapidly changing healthcare systems 
towards a new concept focused on smart health. The 
convergence of healthcare and high-tech mass-market 
ecosystems is coming to a point where things and people are 
increasingly connected, as with the IoT, and where healthcare 
is partly divided between hospital, private structure and home. 
This opens the gates to new technological challenges in order 
to ensure solutions in the domains of energy efficiency, data 
collection/transmission/storage security, connectivity and 
architecture and device management and configuration. In 
particular, these solutions have to be applied facing new 
European regulations (2016/679 – 2017/745 – 2017/746) which 
drive the development of MD (software included) and data 
privacy.  

The objective is to move from the existent smart watch model 
to a new smart health system. Benefits are multiple: the patient 
experience and follow-up are improved because of remote 
health personalized data monitoring that is able to detect 
abnormalities faster to alert healthcare professionals, device 
maintenance needs are optimized via remote configurations, 
healthcare professionals can remotely monitor patient health 
and treatment compliance and device performance far from 
their offices, patient families can help in the follow-up of 
patient wellness and healthcare systems reduce human errors 
and falsifications.  

The long term goal is to provide a global Big Smart Data 
platform to aggregate and correlate large volumes of data from 
disparate MD with health outcomes to deliver advanced insight 
on disease prevention and prediction. 

Objectives of the Project 

SERENE-IoT will consider the beneficial impacts for the 
patient with an increased quality of life and for the health 
system with an expected cost saving, while also increasing 
access to care for the population. SERENE-IoT addresses the 
needs of patients remotely followed by professional caregivers 
by developing advanced smart e-health IoT devices and 
architecture in Europe. 

Following the definition proposed in the Yole report [13], 
SERENE-IoT has the ambition to cover 4 market segments: 
implantable devices, self-monitored devices, professionally 
oriented devices and assistance devices for people lacking 
autonomy. 

 

The core values of the project are:  

� High quality of healthcare services;  

� High level of trust (security, safety, privacy, 
robustness);  

� Efficient execution of required operations and tasks; 

� Interoperable and compatible information technology 
systems;  

� Reduced costs compared to current traditional care. 

In this context, SERENE-IoT focuses on 3 medical challenge 
domains: 

� Domain 1: Remote Healthcare by moving care 
services from hospital to home; 

� Domain 2: Early detection of Methicillin-Resistant 
bacteria; 

� Domain 3: Fall Prevention. 

In line with the medical innovation cycle until the step “Clinical 
Prototype”, the goal is to develop 3 clinical prototypes of new 
MD supporting security, safety and privacy and their complete 
validation inside a secured end-to-end IoT system platform. 
With this, the project will contribute to the standardization of a 
healthcare data structure to ensure MD and system 
interoperability. 

Therefore, SERENE-IoT develops the following connected 
clinical prototypes (see Figure 1):  

� A low-power medical IoT module validated with two 
MD (class IIx) providing homebased remote 
healthcare service;  

� An early detection system (first low-power mobile 
detector) of Methicillin-Resistant Staphylococcus 
aureus bacteria;  

� A fully wireless insole for fall detection and gait 
monitoring. 

 

Figure 1 � Clinical Prototypes of the SERENE-IoT Project. 

In the 3.5 year timeframe of the project, the goal is to clinically 
validate these devices (with mono and multicentric studies) in 
the operative environment under the coordination and 
supervision of the Grenoble-Alpes University Hospital 
(CHUGA) and through the expertise and the “Medical 
Innovation Cycle” concept developed by the CIC-IT of 
Grenoble.  

The three demonstrators will be used to provide the necessary 
validation of advanced concepts needed by European industry 
for the development and manufacture of products and services 
in remote medical-care. Importantly, SERENE-IoT will 
contribute to the evaluation of a secure, end-to-end, IoT system 
platform in “real-life” scenarios (including the use of the 
proposed healthcare data structure), while demonstrating the 
resulting benefits. Certification and industrialization phases 
will follow the SERENE-IoT project. 
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Partnership (Consortium) 

The SERENE-IoT consortium (over three countries: France, 
Germany, Spain) aims to provide a balanced and holistic view 
leveraging different types of partners (large firms, SMEs and 
academics) covering the overall Health Innovation Technology 
ecosystem (from IDM/OEM to end-user service provider).  

Looking at Figure 2 below it is evident that none of the involved 
partners can cover the whole value chain and be successful on 
its own. Only a close collaboration of the different stakeholders 
will enable technological innovations, and then products, that 
support a real and qualified medical service validated by 
healthcare professionals to be achieved at the end. This is the 
key reason to assemble the SERENE-IoT partners in a single 
project sharing a common goal. SERENE-IoT should be 
considered as a business “seed” for the demonstrators, who will 
establish all the conditions to contin-ue later on though medical 
innovation up to the introduction of a product on the market in 
maximizing its chance of success. 

 

Figure 2 � Only a Close Collaboration Among the Various 
Stakeholders can Successfully Propose Technological 

Innovations. 

Role of STMicroelectronics 

STMicroelectronics is a global leader in semiconductors with 
the expertise and resources to propose disruptive 
microelectronics-based platform solutions to make a positive 
contribution to lives of people. As a large firm able to provide 
solutions to MD manufacturers, STMicroelectronics is in the 
strong position to assume the European coordination of 
SERENE-IoT across the healthcare value chain.  From this 
vantage point, STMicroelectronics can push disruptive 
technologies across the value chain to consolidate learnings to 
the next evolution of its portfolio. 

Project Flowchart and Short Description of the Tasks 

Figure 3 below shows the different model steps, starting from a 
medical problem expressed by health experts (H), industry (I) 
or research (R) entities always around the patient (P) and 
resulting in real needs, through placing the “Product” on the 
market.  

Based on our experience, the time scale for the complete cycle 
can be around 10 years while the time from the “medical 
problem + ideas” to “Clinical Prototype” is 3 to 4 years. Note 
that the blue/green area domain in Figure 3 includes the model 
steps (“Product concept”, “Technical Prototype” and “Clinical 
Prototype”) devoted to developing the technology needed to 
solve the identified medical problem. The remaining steps 
(“Pre-product” and “Product”) are devoted to clinical intensive 
evaluation/test and maturation to bring “Clinical Prototype” to 
a real and certified product in accordance with the protocol 
defined, having its certification and having followed the 
required industrialization phases. These two last steps are the 
unique responsibility of the industrial manufacturers 
developing the product and, because of the difficulty of 

performing this in a collaborative way, is not part of the 
SERENE-IoT project. 

 
Figure 3 � The Spiral of Innovation (resuming the main 

stages of innovation diffusion) Specifically Adapted for the 
SERENE-IoT Project. 

Role of CIC-IT Grenoble 

The role of the CIC-IT Grenoble in SERENE-IoT is to support 
and drive the project within the innovation cycle, with the aim 
to clinically validate the proposed devices at the CHUGA.  

The CIC-IT Grenoble has been involved in the early stages of 
the innovation cycle in order to share expertise in the clinical 
domain with the consortium, to accelerate the complete 
understanding of the medical need and to facilitate the 
definition of the functional and operational specifications of the 
proposed HIT via iterative feedbacks with the clinicians. This 
collaboration should contribute to shortening the HIT 
maturation process, from idea to demonstration of the benefit 
for the target population. 

The missions of the CIC-IT Grenoble in the SERENE-IoT 
project are: 

� To define user cases identifying the scenario for future 
implementation of the clinical prototypes in the 
hospital framework, in order to anticipate the possible 
drawbacks and to target the opportunities; 

� To work on the usability of the clinical prototypes, 
either in support of the parallel technological 
developments (for example, to define the software / 
hardware specifications as requested by the clinician) 
and to collect information on the device usage for the 
further optimization based on user feedback (i.e. 
patients, clinicians, medical and technical services); 

� To establish the clinical studies (i.e. writing of clinical 
protocols) to evaluate and validate the implementation 
of the clinical prototypes in a real environment. 

The outline of these missions for the CIC-IT Grenoble will be: 

� To demonstrate the feasibility of acquiring the 
relevant information through the IoMT devices 
developed in the SERENE-IoT project; 

� To understand the possibilities for future 
standardization of the proposed end-to-end chain; 

� To study the problem of deploying and integrating 
such architecture in a complex infrastructure; 

� To ensure the safety and the integrity of the collection, 
transfer and access of the patient data along the IoMT 
end-to-end chain in compliance with the current 
regulations, in particular with the General Data 
Protection Regulation (GDPR); 
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� To estimate the medical service delivered with the 
objective to optimize the care of patients, the work of 
caregivers and to identify medico-economic 
indicators; 

� To use the “big data” generated in the study in the 
development of diagnostic, prognostic and therapeutic 
predictive models. 

Conclusions 

In conclusion, innovation in the healthcare domain has an 
important multidimensional facet that involves the synergy of 
stakeholders at technical and scientific, juridical and regulatory, 
industrial and economic levels.  

The innovation, from the idea to the final product, involves 
different phases that can be resumed schematically in an 
iterative process. This innovation cycle has multiple 
consequences in terms of relationships between the consortium 
partners. With respect to a dynamic and efficient behavior, a 
proficient work emerges that ensures a beneficial agreement 
that gives sufficient incentives to market actors in order to 
constantly improve products and services in the healthcare 
system.  

In this paper, we demonstrated that the “the spiral of the 
innovation” concept can drive effectively a HIT. In particular, 
the maturation cycle of the SERENE-IoT project currently 
benefits from the contribution of the CIC-IT of Grenoble. First, 
the proposed MD will be developed faster than the current state-
of-art: the objective is to finalize the first clinical validation for 
the proposed prototypes in 3.5 years, the time of the project, 
compared to the 8-10 years, as reported in other projects. 
Second, the active involvement of the CIC-IT (via its support 
concerning regulation knowledge, its contribution in terms of 
clinical use cases, needs and feedback and the work on 
usability) allows the partners to improve the technological 
developments. Finally, the clinical studies will evaluate and 
validate the implementation of the clinical prototypes in the 
clinical frameworks.  

In the long run, this methodology will decrease the costs of 
innovation and increase the potential synergies of partners in 
healthcare domains. We consider that this represents a 
collective challenge and an opportunity that all players in 
healthcare must embrace in order to achieve a faster access to 
the latest innovative technologies providing a better and cost-
effective benefit for the population.       
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Abstract 

Recent advancements in mediated communication technologies 

enable unfettered communication between patients and their 

providers. We explore patients’ utilization of different direct 

and mediated communication modalities in a Direct Primary 

Care (DPC) clinic and the patient characteristics that predict 

their communication behavior patterns. Based on this 

knowledge, we developed 2 patient personas that explicate the 

nuances of patients who tend to prefer visiting the clinic in 

person versus those who use mediated modalities more often. 

We hope this study may inform future work in understanding 

and supporting patient-provider communication in a new 

technical environment. The results suggest that patients and 

their health team alike may be incentivized to voluntarily adopt 

and utilize multi-modality communication in a DPC setting.    

Keywords:  

Patient-Specific Computational Modeling, Patient 

Engagement, Primary Health Care. 

Introduction 

Patients living with chronic conditions ideally are expected to 

take on more responsibilities of their own care due to the 

limited resources (e.g., physician time) in traditional clinical 

visits [1]. Evidence has shown, however, that the long-term and 

nuanced nature of chronic conditions makes it more effective 

for physicians to involve in patients’ self-management actively 

[2; 3]. The direct primary care (DPC) model offers to address 

this conflict by allowing patients to have unfettered access, 

either in person or through mediated communication channels, 

to their physicians for everyday health decision-making tasks. 

It is hoped that the collaborative relationship between patients 

and their physicians facilitates the much-needed frequent 

shared decision-making and gives patients the tools and 

confidence to manage their health with the active support of 

their physicians. 

The advancement in medicated communication technologies for 

health, such as mHealth and patient portals, enables patients’ 

multimodality access to their physicians and medical records. 

Those technologies are especially relevant for patients with 

chronic conditions due to their need for long-term shared 

decision-making. A recent review investigated 47 tools for 

mediated communication between chronic patients and their 

health care team [4]. The authors noted great diversity in 

functionalities such as direct text-based communication between 

patients and care teams, the reporting of patient-generated data, 

and the delivery of behavior-related interventions [4]. Another 

recent study suggests that patient portal use is associated with 

improved glycemic control in patients with diabetes mellitus [5]. 

It is therefore important to explore factors associated with the 

usage of mediated patient-provider communication technologies 

and identify potential opportunities to promote engagement. 

With unprecedented freedom of choice for patient-provider 

communication, we are able to observe patients’ behavior 

patterns across multiple communication modalities and learn 

their preferences of different modality for various situations. The 

extraction of patient characteristics for communication patterns 

will further allow us to better reach different patient segments in 

health care settings, such as care management [6], public health 

[7], and community wellness [8]. For example, in the care 

management setting, understanding the behavioral characteristics 

of patients may help care managers evaluate intervention 

effectiveness [6]. The increased patient understanding will 

further enable targeted communication for coordination of care 

among and between patient and care team, which has been 

identified as one of the key success factors of care delivery 

models for high-need patients [7]. It is also expected to help 

design health communication campaigns for population health 

management. For example, the Center for Disease Control in the 

U.S. provides Health Communication Works toolkit [8], which 

leverages a previously developed risk communication model to 

identify patient persons and to offer an evidence-based approach 

to audience-centered messaging. 

Prior studies examining patient factors associated with mediated 

communication technology adoption found that diabetes patients 

who use mediated communication channels tend to be younger, 

male, with higher morbidity, and use more medications [9]. 

There is a paucity of studies on patients’ communication patterns 

beyond technology adoption and the usage of different 

functionalities, such as the number of messages in each 

conversation and how frequently they send compared to receive 

messages. Less is known about patient characteristics other than 

demographics as well as access to and acceptance of 

technologies, such as their health trajectory over time and 

medication types. 

In this paper, we answer the key research question: What are the 

patient personas for communication modalities use in a direct 

primary care setting? Communication modalities examined in 

this paper include office visits, secure messaging, video chats, 

EHR portals, and phone calls. Patient personas are collections of 

patient characteristics that describe a typical patient and their 

communication modality use behaviors. A simple example is a 

patient who goes to the clinic in person once a year and talks to 

her doctor through secure messaging infrequently may be a 

relatively younger, healthy person who lives further away from 

the clinic. We develop such personas for the purpose of clarifying 

the starting point for technology, intervention, and policy design. 
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Methods 

Research Site 

The research site of this study is a R-Health clinic based in New 

Jersey. The R-Health Direct Primary Care (DPC) model is a 

value-based model of care focused on delivering personal, 

convenient, and effective primary care to its members for a 

regular monthly fee. Providers are free from the typical 

incentives of volume-based fee-for-service primary care, and 

thus able to engage patients across multiple communication 

modalities. Members can use secure messaging, video chats, 

electronic health record (EHR) portals, traditional phone calls 

and office visits to communicate with their health care team. 

Since they are not required to ensure that interactions happen 

under a billable event, providers are free to engage with the 

patients in a manner that is most effective. Therefore, patient-

provider communication behaviors are mostly organically 

developed through long-term negotiation between patients and 

their healthcare team. By the end of October 2018, a total of 2427 

patients have visited the R-Health clinic and 2487 patients have 

communicated with their health care team through at least one 

mediated communication modalities.  

Data Set  

The data analyzed in this study is a comprehensive data set 

across all communication modalities available at R-Health. For 

in-person visits, the data set includes information such as date 

and time of visit, reason for visit (e.g., new patient visit, follow-

up visit, emergency visit), status of visit (i.e., canceled or not). 

For mediated communication, the data set specifies the 

communication medium, messages nested in conversations for 

text-based communication, and the type of conversation (e.g., 

support and standard). The data set also includes demographics, 

lab tests, vitals, medication forms and intake routes, medication 

intolerance statuses, medication fulfillment routes, allergy 

statuses, and Hierarchical Condition Categories (HCC) [10]. 

To assure meaningful data analysis, we processed the data set at 

the patient level by re-organizing multiple records per patient (e.g., 

records on mediated communication and vitals) into frequencies 

(for cases of categorical entries) or distribution (for cases of 

continuous entries). To avoid producing results due to recording 

inconsistency, we also constructed binary variables for those that 

reflect frequencies (e.g.,  whether they have allergies). All 

variables are then standardized to have a mean of 0 and a standard 

deviation (SD) of 2. This process improves the interpretability of 

results from clustering and regression by removing the effects of 

scales.  

Missing data are handled in two different ways. For variables that 

describe behavior counts (e.g., total number of conversations a 

patient is involved in), where missing data represent no behavior, 

missing data are replaced with 0s. For variables that describe 

properties (e.g., age) and where 0s stand for a meaningful state 

(e.g., interquartile range (IQR), median absolute deviation 

(MAD)), missing data are replaced with the variable median. 

Missing data are handled after the standardization of the dataset 

to avoid influences on the standardization process. 

The final dataset includes all 678 patients in the cohort and 224 

variables, including 103 features (i.e., independent variables), 

and 121 responses (i.e., dependent variables). Due to the large 

numbers of features and responses analyzed in this paper, 

traditional statistical methods (e.g., multivariate linear 

regression) are not able to capture the full picture depicted by 

the rich data set, and we adopted more sophisticated machine 

learning methods in an attempt to paint a more complete 

picture. 

Data Analysis 

We conducted data analysis in three steps. First, we explored 

the variable space with cluster analysis by partitioning cases 

around medoids (PAM) [11]. PAM is a more robust version of 

the k-means approach because it “minimizes a sum of 

dissimilarities instead of a sum of squared Euclidian 

distances”[11]. Then, we excluded the variables that yield the 

same medoids, which are less differentiable of personas. 

Excluding those variables enables the building of more concise 

machine learning models and subsequently more distinct 

personas. After that, we conducted cluster analysis again and 

performed multi-task regression with clustered structure 

(MTR_CMTL) [12] on the remaining 75% training and 25% 

testing data. We also performed the same regression on 

meaningful patient segments to provide in-depth insights into 

the nuances of different patient groups. 

Machine Learning Framework 

The goal of this study is to extract patient personas associated 

with various communication behavioral patterns in terms of 

modalities (e.g., office visit, secure messaging) and behavioral 

outcomes (e.g., frequency, intensity).  In addition, given a set of 

patient markers that include social determinants (e.g., distance to 

care), clinical characteristics (e.g., allergies, medication change) 

and health status based on vital signs (e.g., body mass index 

(BMI), blood pressure), the task of patient persona extraction is 

cast as classifying the communication behavioral patterns by 

simultaneously modeling all markers and their effects.  

Since some of these communication patterns might share a 

similar structure of patient markers, we adopt a multi-task 

learning framework, in which a multitude of patient 

communication behavioral patterns are modeled together to 

improve the accuracy of the classification from modeling each 

of them alone. Our dataset contains patient markers associated 

with communication patterns. The change of markers over 6 

and 12 months are coded as features to be incorporated into 

modeling. The classification of each communication pattern 

using all patient markers and marker changes is thus considered 

as a learning task.  

The objective of the multi-task learning framework is thus to 

learn the shared structure among the multiple learning tasks 

while minimizing the classification errors of each learning task.  

The formulation in Equation (1) combines both the objective 

value of empirical risk ����		and ���� from a convex form of 

k-means clustering, which places penalty to enforce a clustering 

of the weight vectors �
�
�s towards the mean of the cluster.   

 

                           ���
���

��� 	���� 	� 		����																					�
�		 

 

This formulation enables us to balance the need for finding the 

shared structures among the multiple learning tasks and for 

identifying the regression models that fit to the data empirically. 

The set of m learning tasks learn linear regression models over 

�	 � 	 
�
	 from pairs of input features (i.e., patient makers) and 

each output variable (i.e., continuous response indicating the 

occurrences of communication pattern), ��
�
� 	

�

� � � 
� � � � � �, 

where �
�
	 � 	� and 	

�
	 � 	�. X and Y are the sets of input 

features and continuous response output variables respectively, 

W is the set of weight vectors, and m is the number of tasks. 

We then experiment with how modeling multiple 

communication patterns together could improve prediction 

accuracy. The models learned this way can be further evaluated 
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with the error measures, e.g., root mean squared error (RMSE), 

mean average percentage error (MAPE). We also qualitatively 

assess the weights over the multiple learning tasks to better 

understand the reasonableness, the simplicity, and the 

usefulness of the model. 

Results 

Cohort  

The cohort involved in this study are patients between 19 and 

65 years of age (mean = 49.1, SD = 10.6) and with diagnosed 

obesity, hypertension, or high cholesterol. The cohort includes 

421 (62.1%) females and 257 (37.9%) males. The diagnoses are 

reflected in the ICD 10 codes available in the EHR, E66* 

(including .01, .09, .3, .8, .9), E78* (including .00, .01, .1, .2, 

.3, .5, .6, .9), R03, I10, I11.9, I12.9, I15.8, I15.9, I16.0. 

According to those criteria, 678 patients are included in this 

study. 

Modeling 

After the first round of cluster analysis with the PAM method, 

variables that produce the same medoids between groups are 

deleted. This process points to 63 (out of 131) variables for 

further analysis. Interestingly, the reasons for communication 

(e.g., follow-up visits), properties of treatments (e.g., the form of 

the medication), demographics (e.g., age, sex), and access to 

technologies (e.g., email, phone) are not among the variables that 

differentiate the groups. However, almost all variables that 

describe patient-provider communication patterns and patients' 

health status are preserved due to their ability to differentiate the 

groups.  

We then performed cluster analysis on the remaining variables 

and two distinct clusters emerged, describing two groups of 

patients with vastly different communication behavior patterns. 

The first group relies heavily on mediated communication (i.e., 

the mediated group), such as secure messaging, video chats, and 

phone calls, and the second group tends to visit the clinic for face-

to-face interactions more often (i.e., the direct group). Figure 1 

shows a 2D visualization of the two groups. Multi-task learning 

models further identify factors associated with the two different 

behavior patterns and enable the development of patient 

personas. However, the multi-task learning models fitted for the 

data in this study have a high error, as indicated by the root 

mean squared error (RMSE = 0.5977) and mean absolute 

percentage error (MAPE = 1.8148), considering the 

standardized data set used for analysis has a standard deviation 

of 2. The rest of the results section describes results from the 

two types of models. [13] 

Patient-Provider Communication Behavior Patterns 

Overall, patients in the mediated group made fewer appointments. 

When considering the possibility of recent enrollments, those 

patients also have fewer average appointments since their first visit 

to the clinic, whereas patients in the direct group make more 

appointments and have more average appointments per year. 

Patients in the mediated group tend to receive more messages 

from the clinic compared to patients in the direct group and tend 

to send more messages than receiving them. When examining 

distinct conversations that are comprised of multiple messages, 

we found that patients in the mediated group tend to be involved 

in more conversations as well. The two groups do not differ in 

terms of the average number of messages in each conversation. 

Interestingly, the distribution of the messages, but not the 

conversations, differs between the two groups. Patients in the 

mediated group have a consistent number of messages in each 

conversation, marked by their low IQR and MAD values, while 

patients in the direct group tend to exhibit a larger variance in terms 

of the number of messages in each conversation.  

When patients in the mediated group communicate with their 

providers, either in person or through mediated channels, those 

communication behaviors tend to occur after 9:00 am and their 

direct group counterparts tend to do so before 9:00 am, 

indicating a high likelihood of late night and early morning 

emergencies. In addition, patients in the mediated group tend to 

be transferred to other clinicians in the clinic’s network more 

often and those in the direct group tend to be referred out. The 

latter is common when the patients’ health condition requires 

specialists, and they tend to stay with the DPC clinic for 

ongoing care. 

Predictive Features of Communication Behavior Patterns 

The multi-task learning framework (more specifically, MTR-

CMTL) revealed that patients’ health status and its change are 

the best at predicting patients’ communication behavior 

patterns. Table 1 shows the top 7 features that contributed the 

most to each of the seven learning tasks of communication 

behavioral pattern classification.  

Overall, patients whose home address is closer to the clinic tend 

to communicate with the clinic more often across all modalities. 

Patients with more lab test records, medication dose changes 

and refills tend to visit the clinic more frequently and 

communicate with their health care team more frequently 

through emails and phone calls, but less often through secure 

messaging. 

However, this observation seems to be in contrast with those 

from the change in patient vitals. For example, patients whose 

weight, BMI, and body temperature increased over the last 6 

months and 12 months tend to be in contact with the clinic less 

often, either in person or through mediated communication 

channels. This observation may be a result of noises added from 

combining the two patient groups. Considering this possibility, 

we segmented the data from the two groups and performed 

multi-task regression on each group separately. The distinctive 

predictors now clearly have different effects on the two groups.  

Predictive Features of the Two Emerging Personas  

In the rest of this section, we report the results from the cluster 

analysis, enhanced by the two sets of multi-task regression. 

Table 2 shows the summary statistics and top predictive 

features of the two groups (i.e., the mediated and the direct 

group). 

According to the vitals taken at patients’ latest visit to the clinic, 

patients in the mediated group tend to have lower average body 

Figure 1 – A 2D visualization of 2 patient groups defined by 

multi-dimensional communication behavior patterns. The 2 

components explain 70.28%
1

 of the variation between the 2 

groups. 
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weight and higher blood oxygen percentage. However, a higher 

weight is associated with more direct and mediated 

communication. Patients in the mediated group are more likely 

to have reported an allergic reaction at least once and 

experienced more types of allergies compared to the direct 

group. Having reported an allergy at least once is associated 

with the increase in all communication behavioral patterns in 

the mediated group. Meanwhile, patients who have reported 

more different types of allergic conditions are more likely to 

use mediated communication channels less often. For the direct 

group, patients who have more allergic reaction reports are 

more likely to be associated with higher usage of all 

communication channels. 

Compared to the latest vitals and reports of allergies, features that 

have better predictive powers for communication behavior patterns 

are health status 12 months before patients’ latest clinical visit and 

their health status change over 12 months and 6 months. Patients 

in the mediated group tend to have lower body weight as well as 

higher diastolic and lower systolic blood pressure 6 and 12 months 

prior. Also, patients in the mediated group tend to experience 

decreased systolic and diastolic blood pressure and decreased 

heart rate over 6 and 12 months, while they are more likely to 

experience a slight elevation in body temperature during the same 

period. 

The direct group, in comparison, tend to experience increased 

blood pressure, weight and BMI over 6 and 12 months. For the 

mediated group, the decreases in blood pressure, weight, and 

BMI over 6 months and 12 months respectively are associated 

with a higher number of clinical visits. While the improvement 

in health status over 6 months for patients in the mediated group 

is associated with lower usage of mediated communication 

channels, the improvement over 12 months is associated with 

higher usage of mediated communication channels. For the direct 

group, increased body weight and body temperature are 

associated with decreased in-person clinical visits. 

Patients in the mediated group tend to change their medication 

less frequently but have more instances of refills, which can be 

achieved through mediated channels. Those in the direct group, 

on the other hand, tend to have more lab tests that have to be 

performed in person. Surprisingly, patients in the mediated group 

with home addresses further away from the clinic tend to contact 

the clinic less often both in-person and through mediated 

modalities. This observation is the same as the direct group. 

Those observations seem to suggest that patients in the 

mediated group tend to have better general health status 

compared to those in the direct group, as suggested by the proxy 

outcome measures relevant to their health condition. 

Discussion 

Cluster analysis and multi-task regression revealed two distinct 

patient personas with nuances in terms of factors that predict 

communication modality usage. Figure 2 illustrates the two 

personas, highlighting their major behavioral differences and 

the variables that predict the major differences. The personas 

offer guidance on the modalities care teams may prioritize to 

reach out to patients with different characteristics in the DPC 

setting. 

The results suggest that patients who frequently and more 

steadily use mediated communication modalities tend to be in 

better health and have improved health over time, vice versa for 

patients who more frequently visit the clinic in person. Due to 

the retrospective nature of the analysis, it is unclear whether 

more frequent mediated communication improved health or 

patients with better health have fewer needs for in-person 

clinical visits. Analysis over longer periods of time comparing 

patients’ health upon transferal to 6 months and 12 months after 

Table 1 – Top 7 features contributing the most to the 7 MTR-CMTL learning tasks, color-coded by the size and direction of coefficients.   

All the features are reported as after standardization.  Med_dose_change: medication dosage change; n_tests: number of lab tests; 

med_refill: the count of the person having had medication refills done as shown in EHR; 6month_temp_change and 

12month_temp_change: body temperature change in 6 months and in 12 months; home_clinic_dist: distance between the home zip 

code and the clinic; 12moth_hr_change: heart rate change in 12 months.   

 In-Person Behaviors Mediated Behaviors 

Features 1. n_appt 2. ave_appt 3. n_ex_msg 4. n_in_msg 5. heavy_convo 6. IQR_msg 7. MAD_msg 

med_dose_change 0.170 0.133 -0.002 -0.001 -0.023 0.047 0.044

n_tests 0.170 0.146 -0.004 0.002 -0.015 0.034 0.027

med_refill 0.139 0.116 0.018 0.016 -0.001 0.030 0.032

6month_temp_change -0.087 -0.058 -0.039 -0.029 -0.014 -0.046 -0.045

12month_temp_change -0.047 -0.023 -0.024 -0.018 -0.010 -0.036 -0.039

home_clinic_dist -0.021 -0.020 -0.037 -0.038 -0.034 -0.002 0.001

12month_hr_change 0.022 0.013 0.023 0.020 0.006 0.026 0.028

Table 2 – Top 7 features contributing the most to the 7 MTR-CMTL learning tasks segmented by two user groups, color coded by 

the size and direction of their coefficients. The numbers in the table heading correspond to the task names in table 1 (i.e., 1. 

n_appt, 2. ave_appt, etc.). The grey cells with white numbers are coefficients of top features that do not overlap between 2 groups. 

Additional features to be explained here. 6m_temp: body temperature in 6 months. 12m_o2: blood oxygen level at 12 months. 

12m_bp_s_change: systolic blood pressure changes in 12 months.   

 Direct Group (RMSE = 0.850, MAPE = 1.304) Mediated Group (RMSE = 1.065, MAPE = 1.401) 

Features 1 2 3 4 5 6 7 1 2 3 4 5 6 7 

med_dose_change .165 .120 -.020 -.019 -.015 .041 .047 .123 .082 .122 .112 -.090 .098 .065

n_tests .176 .146 -.010 -.012 -.014 .022 .019 .076 .090 .009 .053 -.003 .020 .031

med_refill .139 .114 -.004 .000 -.007 .019 .022 .093 .086 .225 .183 .026 .088 .083

6m_temp_change -.093 -.068 -.009 -.003 -.012 -.033 -.031 -.070 -.041 -.184 -.176 -.079 -.066 -.089

12m_temp_change -.038 -.016 -.025 -.022 -.033 -.028 -.032 -.055 -.033 -.048 -.025 .056 -.025 -.040

6m_o2_change .001 -.005 -.020 -.022 -.029 -.028 -.031 -.022 -.014 .088 .094 .232 .058 .019

6m_temp .001 .014 .019 .020 .022 .021 .034 .013 .017 .024 -.016 .006 -.013 -.010

12m_o2 -.004 -.003 -.017 -.016 -.019 -.019 -.026 -.019 -.008 .186 .136 .207 .014 -.014

home_clinic_dist -.031 -.028 -.002 -.003 -.001 .005 .007 -.012 -.013 -.268 -.270 -.243 -.050 -.041

12m_bp_s_change .019 .015 .010 .009 .011 .010 .006 .012 .005 .166 .184 .135 .033 .014
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transferal may produce a clearer picture with causal 

implications. 

Mediated communication modalities are widely used among R-

Health patients and have provided viable and valued alternatives 

to in-person visits, especially for patients who live further away 

from the clinic and need short and prompt consultations for 

emergencies and quick questions outside of normal business 

hours. This unfettered access to physicians tends to create a larger 

workload for the health care team in a traditional care delivery 

model [3], but in the flat-fee DPC care model physicians are 

incentivized to use whichever modality their patients prefer to 

assure frictionless interactions wherever and whenever necessary 

to deliver appropriate and effective primary care.  

The freedom of choice between multiple communication 

modalities also enhances patient engagement and satisfaction. 

This is supported by the patient satisfaction survey at R-Health 

in August 2018, where many patients expressed their 

appreciation of multi-modality communication with their health 

care team in the form of free text comments: “I love the personal 

care and attention. I get texts etc. from dr. I love it.”, “… the 

service is very convenient. I’m able to set appointments, see my 

test results, and consult with my doctor on my terms.”, “Can 

consult with doctor over phone and over portal.”. The personas, 

therefore, are a depiction of patients’ free choices of 

communication modality as suited to their preferences and 

situations.  

The personas emerged from the data used in this study do not 

completely agree with the literature. For example, prior studies 

found that diabetes patients who use mediated communication 
channels have worse health [9]. Another study on patients at a 

facility of Department of Veterans Affairs argued there is no 

significant association between health status and patient portal 

usage [14]. Our findings suggest that patients who prefer 

mediated communication tend to be in better health status. Also, 

we found that health status and health status change, more than 

the other factors examined in this study (e.g., demographics, 

reasons for visits), seem to have stronger associations with 

communication modality choice. These findings also add to the 

debate on other issues, such as whether demographics are 

associated with patients’ choices of communication modality ([9] 

suggests a connection, [14] and our analysis did not identify such 

connection). 

The results of this paper should be interpreted in the context of 

the reliability of the models we built. While the clustering 

model performs well at distinguishing between the two groups 

(i.e., explaining 70.28% of the variation of the data points in the 

two groups), the regression models are affected by high noise 

(i.e., RMSE = 0.5977). As a result, although the analysis points 

to two distinct groups of patients with different choices of 

communication modalities, confidence in the predictive 

features are low. Nevertheless, the results reported in this paper 

is one of the first on patient-provider communication modality 

choices and predictive features in the DPC setting to the best of 

the authors’ knowledge. The research team is compiling a new 

and larger data set with more variables and cases in order to 

build more robust models and reduce noise ratio. More recent 

results based on the new data set will be presented at 

MEDINFO 2019. 

Conclusions 

Patients who are members at R-Health Clinic use multiple 

communication modalities to connect with their health care 

providers in the DPC model. Our analysis suggests that there 

are two distinct groups in modality choices, including a direct 

group and a mediated group. Multi-modality communication 

seems to thrive in the DPC model, and mediated 

communication is highly utilized by both patients and their 

health care team. The unfettered access to care is expected to 

foster better patient-provider relationship. The increased level 

of patient understanding would further lend support to many 

downstream applications such as designing targeted care 

management and communication strategies and personalized 

care plans, as suggested by the U.S. National Academy of 

Medicine report [7]. More research is needed to explore the 

characteristics of patients who prefer different modalities and 

use this knowledge to better engage patients in primary care 

settings.  
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Abstract 

Health facilities are care centers that receive patients with 

different requirements. The management of patients falls to the 

clinical staff trained for this activity. However, given the 

demands of the population, the task of managing beds is 

sometimes too complicated when carried out manually. In this 

work, we propose the design and implementation of a 

technological platform that provides an improved optimization 

approach. It manages the patient-bed allocation efficiently, by 

considering hospital resources given the number of units and 

patient diagnosis. This tool was deployed in hospitals of the 

Atacama regional health service in Chile, boosting the work of 

the clinical staff of the health facility. 

Keywords:  

Beds, Health Facilities, Health Resources 

Introduction 

Recently, health facilities are approaching digitalization as a 

process of improvement to boost their services. They highlight 

this approach as a critical factor for the management of health 

resources and an increase in the efficiency of the clinical 

services. Informatics services such as Electronic Medical 

Record [1], traceability in clinical documents [2], medical 

examinations [3], among others, have taken health to the next 

level in order to enhance the quality of patient care. 

When we focus our efforts on improving patient care, we 

inevitably entrust ourselves with the task of offering the best 

available resource [4]. Here, we must define what tasks should 

performed by the clinical staff and also, we allocate resources 

to the patient. This decision is not trivial. For instance, what is 

the ideal bed for a patient? When answering this question, it is 

necessary to know patient requirements and both features and 

characteristics of available beds. For instance, patients may 

need complex clinical tests, specialized care, mandatory 

isolation, and more. Also, it is essential to be able to classify 

beds by aspects like age, gender, critical levels, and others.  

In the current literature, the patient bed assignment problem has 

been studied as a particular case of the scheduling problem 

[5,6]. It corresponds to a typical and recurrent task in hospitals 

or medical centers. It consists of finding an assignment of 

available beds for patients with critical medical assistance [7]. 

Studies have resolved this problem by using a structured 

mathematical model [8, 9]. Other works have used an efficient 

approximate algorithm to solve a linear programming model 

that uses soft and hard constraints but does not include critical 

medical information [10].  

In this work, we propose software supported by a new 

mathematical approach that improves the patient care process 

just in time when a bed is required. Our software works from 

emergency control to the hospitalization of the patient. In this 

process, the mathematical model uses features of patients for 

finding the best available beds. It generates a list of potenial 

beds, and the user decides which bed will be best for the patient. 

The software has been deployed in the health services of the 

Atacama, a region of Chile. During its use, we have detected 

that the patient care process has improved due to  users (nurses) 

having total visibility of available beds and the assignment 

process is more efficient.  

The remainder of this paper is organized as follows, first we 

detail the problem statement. Second, we present the proposed 

software. Finally, the conclusions of this work are detailed.  

Problem statement 

People demand more and better services, this is a fact. In many 

situations, these demands trigger a collapse in public health 

services, especially in hospitals and medical centers [11]. 

People arrive at hospitals, those who require admission need to 

be assigned a bed, and at this moment, they become in patients 

of the health service. According to their needs, each patient 

presents variables such as age, risk, gender, if they require 

isolation (or not), among others [12]. Furthermore, beds are a 

scarce resource that should be optimized, but this is not always 

the case. In Chile, this process is directed by a national policy. 

Therefore, we must respect it. Ministry of Health defines the 

protocol for receiving patient requirements for bed availability. 

The detail of this protocol is shown in Figure 1. 

 

Figure 1– Request protocol for bed availability. 

There beds are not always available, and those that are vacated 

must be treated correctly to satisfy the needs of patients. In 
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order to accomplish that, it is necessary to know the properties 

of each bed to ensure efficient assignment. The properties of 

beds are the type (basic, critical), classification (neonatal, 

pediatrics, adult, older people, etc.), gender, type of insulation, 

among others. All these properties must be considered when 

assigning a patient to the best available bed. However, what 

would happen if the only available bed is an adult type and a 

teen needs it? Current optimization models and mixed linear 

methods determine that it is not possible to assign it [13].  

To address this problem, we developed new software, boosted 

by a new binary model bed assignment problem, that minimizes 

the inter-movement of patients, and also considers constraints. 

There is exsisting work that takes a similar approach [14]. 

Search process 

When we designed the software, we defines a search process 

based on two-stages, as shown in Figure 2, and Figure 3.  

 

Figure 2– Internal Search Process (hospital). 

 

Figure 3– External Search Process (public health network). 

The first stage allows us to find the best bed into the hospital 

that belongs to the regional health service. If it is not possible 

to find this match, the next stage begins. We take the best 

available beds and we perform the assignment patient-bed 

searching in all public assistance network. We designed this 

process in order to initially reduce the search space, and to use 

potential solutions that exhibit good performance from the 

beginning. 

For the software to work correctly, we need to control the 

following aspects: 

• The configuration of hospitals and units (set of rooms) 

is known and this set does not change during the 

decision period. 

• Needs of patients will not change during the decision 

period. For example, if a patient needs isolation, their 

critical level is maintained during the phase of bed 

search. 

• Beds remain unavailable while in use by patients, until 

discharge.  

Decision variables 

To initiate the model, we describe the binary decision variables: 

bed (b). This variable is used to determinate if a bed is available 

or it is assigned to a patient: 1 if the bed b of a specific type and 

it belongs to a particular room is assigned to a patient, 0 

otherwise. In our case, all beds belong to a specified room, and 

they are defined by a type. 

Regional health service have several hospitals, and each 

hospital is characterized according to its complexity. If a 

hospital has intensive care units (ICU) or it has critical patient 

units (CPU), we can say that this hospital is defined as complex. 

Not every hospital is designated as complex because of limited  

resources/equipment. Complex hospitals and normal hospitals, 

both have basic beds available to assign. However, only 

complex hospitals have critical beds.  

Additionally, we use fr = 1 and mr = 1 if at least one woman and 

one man, respectively, is in room r, 0 otherwise. This value is 

computed after to search for an availability bed. Finally, we 

define ypl = 1 if patient p is consistent with age policy l, 0 

otherwise. 

Constraints 

Next, we present the following constraints that we should cover 

but could be violated. It is important to mention that hospitals, 

units, and rooms, have non-variable capacity during the 

resolution process. 

• c1: Assignment. Each patient is assigned to only one 

bed, and only one bed is assigned to a patient. 

• c2: Risk and dependence. It indicates the severity of 

the patient and it is classified into 3 categories: 

− Maximum risk is assumed for the patient. A 

critical bed must be assigned to the patient. In 

case that there is not one available critical bed, a 

normal bed will be equipped as a critical bed. 

− Medium risk is assumed for the patient. A 

critical bed will be found but if there is not, a 

normal bed will be assigned. 

− Minimum risk is assumed for the patient. A 

normal bed will be assigned to the patient. 

This constraint is extremely relevant, however, due to 

the shortage of critical beds, there is a high possibility 

that even being a critical patient the assigned bed will 

not be the critical type. Therefore, this constraint can 

be violated. Complexity hospitals can transform a 

normal bed into a critical bed. 

• c3: Isolation. In the health systems, contagious 

diseases develop that in some cases can be more 

serious than the disease originated abroad. This 

constraint may not be satisfied because hospitals 

follow internal protocols to modify a room using 
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special equipment. This process allows the patient to 

be “isolated” in a room with other persons. 

• c4: Unit policies. Each hospital offers a set of units 

that it groups a set of rooms. A patient-derived to a 

unit should be assigned to one bed of a room of this 

unit. However, if it is not possible finding one bed in a 

specified room, by default, he/she will be assigned to 

one bed into a general room. 

• c5: Gender policies. If a patient declares belonging to 

the male gender or the female gender, the assigned 

bed must belong to a room with this characteristic. 

This constraint may not be satisfied because it is 

possible to modify a room as in the isolation 

restriction.  

• c6: Age polities. This constraint considers the choice 

of the hospitalization area. Since the beds are 

heterogeneous according to the age range, it is 

possible to determine 4 types: neonatology, pediatrics, 

adult, elderly. If there is no available beds with the 

desired age feature, an adult bed will be assigned to 

the patient. A preliminary study conducted to there are 

more adult beds than any other type. Therefore, we 

can conclude that this constraint may not be covered.   

• c7: Distance. If a patient requires one bed and no beds 

are available at the current hosptial, it is necessary to 

transfer the patient to the nearest hospital. 

Nevertheless, the nearest hospital may not be the best 

alternative according to patient requirements. In this 

case, it is necessary for finding the best bed in another 

hospital that may not be the closest. This case can be 

violated. 

Resolution 

To give an efficient response to the model, we perform this 

model by using an approximate algorithm. This technique is 

known as bat algorithm. 

 

Bat algorithm was proposed Xin-She Xang [15, 16] and it is 

inspired by eco-localization behavior (biosonar) that belong 

microbats. Rules that led this algorithm are: 

 

1. All bats use echolocation to perceive the distance they 

have to objects or obstacles. They can differentiate 

between food, prey, or obstacles in their way. 

2. Bats randomly fly, with velocity �
�
 position �

�
. When 

they are looking for a prey they adjust their frequency 

�
�
 by changing their wavelength and volume �

�
. Bats 

can adjust their frequency and adjust the pulse 

emission radius� � 	
��
. 

3. The volume varies from a positive value �
�
 to a 

minimum value �
���

. 

 

The bat algorithm proposes the change of position using three 

equations:  

1. Calculate the frequency of the bat.  

�
�	

� 	 �
���

� ��
��	

� �
���	

�� (1) 

2. Calculate the speed of the bat considering the 

frequency as input data.  

�
�




�	 � �� � 	 �
�




�	� � ��
�




	� � ��



��

�
 (2) 

 

3. Calculate the new position of the bat. 

�
�




�	 � �� � 	 �
�




	� � �

�




�	 � �� (3) 

Updating position can alter the binary domain of the problem. 

However, the algorithm proposes an adaptation to the domain 

by using the sigmoid function and a probabilistic selection. 

Algorithm 1 describes the procedure to find a solution. 

Algorithm 1: Bat algorithm  

Input: Parameters of the problem 

Output: List of available bed.  

1. for all bat �
�
, ��

�
� ��� 	 � �
� do 

2.     for all dimension �,	��
�

� ��� 	 � �
� do 

3.         �
�

�
� ����	��
��
 

4.     end for 

5.     

�

� ����	��
��� 

6.     �
�

� ����	��
��� 

7.     �
�
�

� �	��������
	���
�
� 

8. end 

9. ��	����
� � �� 

10. while	� � � hacer 

11.     for all bat �
�
, ��

�
� ��� 	 � �
� do 

12.         ���� � ����	��
��� 

13.         if ���� � 

�
 the 

14.             

�

� �

�
 

15.             �
�	

� 	 �
�

���
�� � �

�	�
) 

16.         end 

17.     end 

18.     ��
��
�� �
�
����� � �
���
�� 

19.     if �
��
� � ��	����
� then 

20.         ��	����
� � �
��
�  

21.         ��
�

� �

������


�
 

22.     end 

23.     for all bat �
�
, ��

�
� ��� 	 � �
� do  

24.         � � ����	��
��� 

25.         ���� � ����	��
��� 

26.         if ���� � 	 �
�
 then 

27.             For all dimension �,	��
�

� ��� 	 � �
� do 

28.                 �
�

�
� �


̅  

29.                 ���� � ����	��
��� 

30.                 if ���� �

�

���
��

	then 

31.                     �
�

�
� � 

32.                 else 

33.                     �
�

�
� 
 

34.                 end 

35.             end  

36.         fin si 

37.         ���� � ����	��
��� 

38.         if ���� � 	 

�
 y si �
�

�
� ��	��
� then 

39.             �
�

� �

��

� ��

�


� �

��

�	� 

40.             for all dimension �,	��
�

� ��� 	 � �
� do 

41.                 �
�

�
� �

�

�
� ��

�

�
� ��

�
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�	
 

42.               �
�

�
� �

�

�
� �

�
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43.                 ���� � ����	��
��� 

44.                 if ���� �

�

���
��

	then 

45.                     �
�

�
� � 

46.                 else 

47.                     �
�

�
� 
 

48.                 end 

49.             end  

50.         end 

51.     end 

52.     � � � � � 

53. end 

54. retornar �� 

 

To find an optimal solution, it is usually necessary to combine 

the exploitation and exploration processes. In this context, the 
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variability of the solutions is given by the adjustment of the 

volume A and the radius r, as shown in equations (4) and (5). 

�
�	
�� � 1� � 	�

�	
��� (4) 



�	
�� � 1� � 	 


�
�� � 0�
1 � �

���
� (5) 

Software 

Finally, the implemented software has successfully been 

deployed in Government Regional Health Services. The user 

can access in http://www.sigicam.cl. Primary functions are 

described as follows:   

 

• Each user logins to the application by using a specific 

account. After login, the software alerts the user if 

patients have been  waiting more 12 hours for an 

available bed. At this moment, the users can see a 

“waiting list” (highlighted in red). 

 

Figure 4– After login. 

• From the “waiting list”, the user can assign a specific 

bed using a list of beds deployed in the “floor map”.  

 

Figure 5– Assign manually a bed. 

• When a patient is registered in the platform, the users 

can decide if it is the application itself who assign the 

best available bed or not. The system shows a list of 

best beds according to features or conditions of the 

patient. Here, the optimization model works to help 

users quickly find a bed. This list is rated. 

The software provides additional functions, such as internal 

movements, external movements (government hospitals or 

private health facilities), daily monitoring and update of risk-

dependence, statistical information, reports, among others.  

Finally. we can say that our software supports the nurse’s work, 

which in turn directly impacts the quality of patient care. 

Furthermore, the platform highlights bed occupation rates by 

the hospitals and shows how efficiently the beds are being used. 

This information includes the stay times of each patient and, 

above all, the waiting times that each patient suffers when there 

are no available beds. 

 

Figure 6–Semi-automatic assignment of beds. 

Conclusion 

In this work, we present new software to improve the patient 

care supported by a constraint-based model. The software can 

find the best available bed for patients and it alerts when one of 

them waits for more than 12 hours. For that, we design a 

constraint-based model using hard and soft constraints 

according to the needs of patients. Using those constraints, we 

implement the bat algorithm to optimize bed selection.  

SIGICAM is a web-based implementation that coverages the 

resolution of the model on-demand for expert users. This 

software includes the comunication between the optimization 

approach and the functional features of the software. 

As future work, we plan to develop a self-adaptive approach to 

the bat algorithm in order to improve the quality of the reached 

solutions. This self-adaptive approach will be based on the 

principle of the autonomous search, following the work 

conducted by Soto et. al. [17]. 
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Abstract 

This document describes the development of a Business 

Intelligence (BI) dashboard for tracking the drug-drug 

interaction (DDI) alerts implemented as Clinical Decision 

Support Systems (CDSS) in Electronic Health Records (EHR). 

CDSS are known for their potential to reduce medical error. 

The use of requirements in the development of BI dashboards 

is crucial to obtain successful software. In this work, the 

requirements were analysed using a score methodology, 

considering the relevance of the indicators and visualization 

methods. CDSS effectiveness and acceptance have been 

questioned, so it is fundamental to monitor their behaviour and 

performance. The dashboard was designed in order to satisfy 

the needed indicators. Using BI as a tool for monitoring the 

CDSS performance made it possible to operationalize the EHR 

content repository, maximizing the understanding in relation to 

the override and, by inference, to optimize the CDSS system by 

opening new lines of work. 

Keywords:  

Decision Support Systems, Clinical; Drug Interactions, 

Software  

Introduction 

Medical errors are a serious problem for the health system. The 

stages defined in the medication cycle are prescription, 

transcription, dispensation, administration, and monitoring. It is 

known that at least 50% of errors are generated during 

prescription. This can be due to lack of information about the 

medication used or the patient's background [1,2]. 

Clinical Decision Support Systems (CDSS) are recognized as a 

significant contribution to structured electronic prescription. 

They provide information about a specific need and responses 

that are similar to human reasoning. While there are no clear 

short-term benefits, previous work has shown that warning 

systems could reduce medical errors by 81% [3]. CDSS are able 

to identify up to 89% of medication-related errors and prevent 

23% of them [4]. 

Despite providing warnings about potential harm and the initial 

promising outcomes, users often do not adhere to CDSS 

messages, overriding 49% to 96% of the time [5–7]. Reasons 

for nonaderance are diverse and reflect the complexities of 

clinical practice, where usually there is more than one correct 

decision when managing a specific case. Moreover, design and 

implementation could lead to ineffective alerts. Redundant 

alerts and those with lack of scientific evidence or usability are 

usually overridden and cause alert fatigue [8]. 

It is widely recognized that CDSS are based on rigorous 

scientific evidence, so that the advice they provide is equal or 

superior to the average in a health care system. However, 

contrary to other analytic decision software that is part of a 

medical device (for example, automatic infusion pumps), 

CDSS have no regulatory standards, and like any other 

software, they have flaws [9]. 

In this context, it is necessary to deploy a monitoring system 

during the implementation and ongoing use of CDSS. Not only 

would such monitoring allow design validation, detection 

usability problems, and inconsistencies in the knowledge base 

and rules, but it also grants a cycle of continuous improvement 

in order to optimize the tool. 

In the last decade, there has been significant growth in the 

literature on the use of Business intelligence (BI) in the 

healthcare field. Electronic Health Records (EHR) contain 

massive clinical datasets. BI emerged as a technological tool 

with the potential to collect, manipulate, and analyse the dataset 

in the EHR repository in order to improve the evidence-based 

decisions and quality practices [10–12]. 

As was explained in our previously published report, CDSS of 

drug-drug interaction (DDI) alerts have been implemented in a 

Uruguayan healthcare network [13]. 

The purpose of this paper is to describe the development of a 

CDSS-DDI dashboard for a federated Health Information 

System (HIS) in Uruguay using Business Intelligence (BI) 

tools. 

Methods 

Definition of Key Progress Indicators 

Previous to the availability of BI tools, CDSS alerts were 

manually monitored by the medical informatics staff. Manual 

monitoring was based on the team objectives, the literature and 

their knowledge of CDSS use. Different Key Progress 

Indicators (KPI) of that manual monitoring using Microsoft 

Excel where then the basis for the initial BI dashboard. 

The objective of the KPI is to monitor the user's alert fatigue 

and alert adequacy, as well as design and usability aspects. 

DDI alerts provided by the Buenos Aires Italian Hospital 

(HIBA) web service have been used in our system for more than 

two years and have allowed us to successfully collect valuable 

data. However, due to the amount of information generated, 

conventional tools are inefficient for data analysis and 

reporting. 
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In 2018 with already defined indicators, we incorporated a BI 

tool, Tableau, for the CDSS dashboard construction. 

CDSS Dashboard Requirements 

The CDSS dashboard requirements were established in 

agreement with the BI developer. The requirements were 

designed regarding priority levels from 0 (not a priority) to 5 

(very high priority).   

System Architecture 

Our Healthcare Data Warehouse (DW) was built using Pentaho 

Data Integration (PDI) to extract the relevant data from the 

EHR and Enterprise Resource Planning (ERP). Both use DB2 

as a transactional database. For the DW a combination of 

Postgres and MySQL was used.  

The DataMart for CDSS alerts is a subset of this Data 

Warehouse. Each service, databases or Extract-Transform-

Load (ETL) tools, runs as a Docker Container in a cluster. This 

allows optimizing resource allocation during the ETL process. 

For the consumption of this DataMart, Tableau was chosen, 

which is based on VizSQL, a proprietary language that 

integrates SQL data consumption with graphical visualization 

grammar. This allows postponing the actual specification of the 

final use of a specific element. The advantages of Tableau 

Hyper were used in the memory data engine to speed up 

analytical query processing. A Drug ID could be used as a 

dimension or measure filter (distinct count) by the end user in a 

very intuitive way. No SQL, no MDX, no extra burden and no 

need to wait for a new logical cube modification. 

The validation of the cube and its data were carried out in 

iterative cycles with the medical informatics team and the BI 

developer, based on the comparison of previous results with 

some of the basic KPI obtained by queries and processed in 

Microsoft Excel. 

As an initial stage, it was defined that the dashboard should not 

be integrated with the Electronic Medical Record (EMR) 

application or in other medical management tools but that it 

would be accessed from Tableau by the medical informatics 

team. 

Results 

Definition of Indicators 

Some Key Progress Indicators (KPI) were previously defined 

and manually measured twice a year to monitor the clinician’s 

behaviour and CDSS performance. The established KPI were:  

• Number of CDSS-DDI alerts per 1000 prescriptions 

• Number of CDSS-DDI per 1000 patients 

• Number of CDSS-DDI per 1000 medical consults 

• % of overridden CDSS-DDI alerts  

Definition of Requirements 

Considering the KPI and other possible data to be retrieved such 

as medical specialities, alert incidence per DDI pair and 

override justifications, a list of requirements for the BI 

dashboard was developed. The requirements with priority level 

over 3 where covered in the dashboard. Table 1 shows a 

description of the requirements with their priority assessment.  

 

Table 1– BI dashboard requirements 

Priority 

(0 – 5) 

Requirement Description 

5 EHR as a 

source of 

information

Exporting data from EHR of 

three healthcare centres in 

Uruguay. 

4 Automatic 

update

Real-time update. 

5 Remote access Provide access to specified 

dashboards. 

4 Ad-Hoc 

Calculations

Related to the predefined 

indicators and metric.

5 Information 

retrieval

Data reporting based on dates. 

4 KPI 

visualization

Real-time display of KPI 

evolution.  

4 Advanced 

Chart Types 

Ad-Hoc report with the 

selection of multiple 

dimensions and metrics: 

number of alerts, override 

justifications, DDI pairs, 

override, medical specialities.

5 Dataset 

exploration

Explore one CDSS case to 

audit the EMR.

5 Data security Sensitive patient data should 

remain confidential.

Data Validation 

Data architecture issues such as semantics, integrity, and 

security were analysed. A semantic standard was established to 

define, for example, what was understood by “Consult,” what 

type of health professionals could be responsible for the 

consult, if it included a prescription or not, and if there was an 

alert or not. Regarding data integrity, all the components were 

evaluated, leading to the detection of some initially incomplete 

logs. For example, when the clinician decided to override the 

alert, the active drug information was not recorded in the data 

warehouse. For data security, data items that should be visible 

or editable according to the user´s profile and license duration 

were assessed. 

Design and Development of the Dashboard 

The requirements were embedded in the software as three 

modules: 

1. KPI 

2. Overall CDSS performance 

3. Detailed CDSS performance 

Module 1 was deployed as line charts. Module 2 (Figure 1) was 

developed in order to monitor the rate of prescriptions with DDI 

alerts, the rate of overridden or accepted alerts and the quantity 

and type of justifications for the override. Module 3 (Figure 2) 

was designed as an advanced chart to combine and visualize 

multiple dimensions and their relation (quantity of alerts, 

override percentage, medical specialities and DDI pairs 

involved).  
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Figure 1- Module 2: The figure shows prescriptions with (orange) and without (blue) CDSS alerts, overridden (in red) vs accepted (in 

green) alerts and the justification profile for clinician alert override (higher percentages in darker tones). 

 

 

 

Figure 2- Module 3: medical specialities are in the x-axis and DDI pairs in the y-axis.The quantity of alerts is represented in the size 

of the spheres. The override percentage is represented in a colour range from green (lower override %) to red (higher override %
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Discussion 

CDSS can reduce errors and prevent the harm caused by them 

by alerting the clinicians. However, their effectiveness and 

acceptance have been questioned. The recommendation to 

improve these issues respecting the five rights is: “CDSS 

should be designed to provide the right information to the right 

person in the right format through the right channel at the right 

time” [14,15]. In order to achieve the five rights, it is 

fundamental to monitor CDSS behaviour and performance. 

The EHR is a repository where the clinical data is stored, some 

structured and others unstructured. Data mining technologies 

are necessary to extract quality data and inference rules from 

the information stored in order to provide CDSS real-time 

monitoring. The benefit in employing BI is that it works with 

unstructured data while other tool doe not [16]. 

According to the literature, the use of BI technology with EHR 

allowed operationalizing the data warehouse of the EHR to 

improve the quality and safety delivered by the healthcare 

system [11,12,17,18]. This improvement is due to the potential 

of BI to support evidence-based practice and decision-making 

process [12]. 

To the best of our knowledge, there is no study regarding the 

use of BI for tracking CDSS. However, BI seems like a valid 

alternative to efficiently and effectively monitor CDSS. To test 

the integration of these technologies on a first pilot scale, a BI 

dashboard was developed for the previously implemented DDI 

alert system [13]. 

The BI dashboard for CDSS-assisted DDI alerts was developed 

as customized software. It was designed in order to satisfy the 

needed KPI. Before the dashboard, KPI were measured once or 

twice a month through a manual process that included 

Microsoft Excel spreadsheet calculations dependent on data 

requests to the engineer. The KPI were defined to track the 

prevalence of CDSS alerts and overrides. In order to have the 

number of alerts independent of the number of prescriptions, 

persons, and consults, CDSS prevalence was settled in relation 

to these attributes. The acceptance of the CDSS alerts was 

determined by the override percentage. 

The use of requirements in the developing of BI dashboards has 

been reported as a crucial issue to obtain successful software 

[19,20]. In this work, requirements were analysed using a score 

methodology [20], considering the relevance of the indicators 

and visualization methods. The requirement analysis was 

outlined with a mixed approach that considered the goal of the 

tool, the characteristics of the user, and the nature of the 

information. The chart types were selected to visualize several 

variables in the same chart in order to obtain a process 

behaviour overview. At the same time, it enables the evaluation 

of data below or above the specified threshold. 

BI is only useful if the information provided is built on quality-

assured data. Otherwise, logic and inference rules can be flawed 

[12,21]. Hence, data validation is a critical issue even though it 

is not always considered by software developers. During data 

validation for this project, incomplete logs in the data 

warehouse were detected, caused by the lack of knowledge of 

their relevance by the EHR developers. Semantics and security 

were also reviewed. When CDSS-DDI are implemented in 

multiple healthcare centres, it important to recognize that one 

data field can have several meanings, especially if the EHR has 

several types of users. Unless the data field has the same 

meaning, it is impossible to integrate or communicate 

efficiently across the organization(s). Regarding data security, 

it is relevant to consider that the information managed is related 

to the patients and, in this way, it is sensitive information. 

Previous reports have described techniques to adopt secure 

barriers for EHR [22]. For this dashboard, we adopted 

techniques such as access control and data encryption.   

In the current work, a modular approach was used to develop 

the DDI dashboard. Since it was important to have rapid 

visualization of the system behaviour, three modules were 

designed. The modules varried based on their level of 

specificity: the first is aimed for large-scale CDSS monitoring 

with KPI, the second provides in-depth analysis, and the last 

module mixes several variables in one chart to simultaneously 

convey large-scale and granular information. The indicators 

previously tracked manually, new indicators, and 

measurements that were previously unable to be processed 

manually were included in the development of the dashboard. 

The increased autonomy and flexibility of users to get 

information and the efficiency and quality of the reports are 

only some of the benefits of using the developed dashboard. For 

example, the dashboard enables detection of trends in alerts 

overridden by the clinicians so the usefulness of these alerts can 

be analysed. 

On the other hand, several challenges have been described in 

the literature for the appropriate integration of BI with the EHR. 

These were mainly non-technical factors such as organizational 

issues and lack of governance [23,24]. In this work, the most 

noticeable challenges were those related to data architecture. 

Limitations 

The current work has faced limitations related to data 

architecture. As mentioned above, initially, some crucial 

information for the dashboard was incomplete in the data 

warehouse. A second issue was to join data that, historically, 

were in separate data silos. 

Future Lines 

Considering the benefits obtained with this initial dashboard, 

the scope will be extended to other CDSS alerts and 

implemented in the EHR. Furthermore, based on the findings 

of this work, the data integrity of the EHR repository is being 

thoroughly reviewed. Based on last year's monitoring, a work 

line was initiated to optimize some drug pair rules in order to 

reduce the rate of overrides. Finally, the application of BI to 

other issues related to healthcare decision-making processes 

has been triggered. 

Conclusion 

The development of a BI dashboard for tracking CDSS-assisted 

DDI alerts in an EHR was described throughout this document. 

Alongside the definition of indicators and requirements, data 

architecture was crucial, the latter being the most challenging 

issue during development. 

Using BI as a tool for CDSS performance monitoring made it 

possible to operationalize the EHR content repository, to 

maximize understanding of overrides, and to optimize the 

CDSS. 

Acknowledgements 

We would like to thank Jose Abadie and Rodrigo Martinez for 

their assistance with the data warehouse in the EHR and Álvaro 

Tamborindeguy for supporting the development of the Business 

Intelligence area at Universal Soluciones Tecnológicas. We 

V. Teixeira et al. / Performance Evaluation of Clinical Decision Support Systems (CDSS)832



would also like to thank all the members of the Biomedical 

Informatics Department of Hospital Italiano de Buenos Aires.  

References 

[1] L.L. Leape, D.W. Bates, D.J. Cullen, J. Cooper, H.J. 

Demonaco, T. Gallivan, R. Hallisey, J. Ives, N. Laird, and 

G. Laffel, Systems Analysis of Adverse Drug Events. 

ADE Prevention Study Group., JAMA 274 (1995) 35–43. 

[2] L. Daniel, H. David, G. Schpilberg, Mónica Hernandez, E. 

Soriano, M. Martinez, A. Gomez, G. Cifarelli, and F. 

Bernaldo de Quiros, Validación de la base de 

conocimiento de un sistema notificador de interacciones 

farmacológicas, V Simp. Informática En Salud 31 (2002). 

[3] D.W. Bates, J.M. Teich, J. Lee, D. Seger, G.J. Kuperman, 

N. Ma’Luf, D. Boyle, and L. Leape, The Impact of 

Computerized Physician Order Entry on Medication Error 

Prevention, J Am Med Inform Assoc 6 (1999) 313–321. 

[4] D.W. Bates, A.C. O’neil, D. Boyle, J. Teich, G.M. 

Chertow, A.L. Komaroff, and T.A. Brennan, Potential 

Identifiability and Preventability of Adverse Events Using 

Information Systems, J Am Med Inform Assoc 1 (1994) 

404–411. 

[5] H. Van Der Sijs, J. Aarts, a Vulto, and M. Berg, 

Overriding of Drug Safety Alerts in Computerized 

Physician Order Entry, J Am Med Inform Assoc (2006) 

138–148.  

[6] A.B. McCoy, E.J. Thomas, M. Krousel-Wood, and D.F. 

Sittig, Clinical Decision Support Alert Appropriateness: A 

Review and Proposal for Improvement, Ochsner J 14 

(2014) 195–202. 

[7] K.C. Nanji, D.L. Seger, S.P. Slight, M.G. Amato, P.E. 

Beeler, Q.L. Her, O. Dalleur, T. Eguale, A. Wong, E.R. 

Silvers, M. Swerdloff, S.T. Hussain, N. Maniam, J.M. 

Fiskio, P.C. Dykes, and D.W. Bates, Medication-Related 

Clinical Decision Support Alert Overrides in Inpatients, J 

Am Med Inform Assoc 25 (2017) 476–481. 

[8] J.S. Ancker, L.M. Kern, E. Abramson, and R. Kaushal, 

The Triangle Model for Evaluating the Effect of Health 

Information Technology on Healthcare Quality and Safety, 

J Am Med Inform Assoc 19 (2012) 61–5. 

[9] E.H. Shortliffe, and M.J. Sepúlveda, Clinical Decision 

Support in the Era of Artificial Intelligence, JAMA. 320 

(2018) 2199–2200. 

[10] M. Reimers, Leveraging Business Intelligence to Make 

Better Decisions: Part I, J Med Pract Manage 29 (2014) 

327–30. 

[11] W. Zheng, Y.-C.J. Wu, and L. Chen, Business 

Intelligence for Patient-Centeredness: A Systematic 

Review, Telemat Inform 35 (2018) 665–676. 

[12] W. Bonney, Applicability of Business Intelligence in 

Electronic Health Record, Procedia - Soc. Behav Sci 73 

(2013) 257–262. 

[13] V. Teixeira, L. Rubin, R. Rebrij, A. Tamborindeguy, R. 

Martinez, J.C. Bacigalupo, and D. Luna, Implementation 

of an Outsourced Transnational Service of Clinical 

Decision Support System, Stud Health Techno. Inform 245 

(2017) 1384. 

[14] G.L. Alexander, Issues of Trust and Ethics in 

Computerized Clinical Decision Support Systems, Nurs 

Adm Q 30 (2006) 21–29. 

[15] C.B. Byrne, D.S. Sherry, L. Mercincavage, D. Johnston, 

E. Pan, and G. Schiff, Advancing Clinical Decision 

Support - Key Lessons in Clinical Decision Support 

Implementation, 2010. 

[16] J. Lamont, Business Intelligence: The Text Analysis 

Strategy, KM World 15 (2006) 8–10. 

[17] P. Brooks, O. El-Gayar, and S. Sarnikar, A Framework 

for Developing a Domain Specific Business Intelligence 

Maturity Model: Application to Healthcare, Int J Inf 

Manage 35 (2015) 337–345. 

[18] R. Gaardboe, T. Nyvang, and N. Sandalgaard, Business 

Intelligence Success Applied to Healthcare Information 

Systems, Procedia Comput Sci 121 (2017) 483–490. 

[19] N.H.Z. Abai, J.H. Yahaya, and A. Deraman, User 

Requirement Analysis in Data Warehouse Design: A 

Review, Procedia Technol 11 (2013) 801–806. 

[20] P. Rezaei-hachesu, T. Samad-Soltani, S. Yaghoubi, M. 

GhaziSaeedi, K. Mirnia, H. Masoumi-Asl, and R. Safdari, 

The Design and Evaluation of an Antimicrobial Resistance 

Surveillance System for Neonatal Intensive Care Units in 

Iran, Int J Med Inform 115 (2018) 24–34. 

[21] J. Jordan, and C. Ellen, Business Need, Data, and 

Business Intelligence, J Digit Asset Manag 5 (2009) 10–

20. 

[22] C.S. Kruse, B. Smith, H. Vanderlinden, and A. Nealand, 

Security Techniques for the Electronic Health Records, J 

Med Syst 41 (2017) 127.  

[23] J. Glaser, and J. Stone, Effective Use of Business 

Intelligence, Healthc Financ Manage 62 (2008) 68–72. 

[24] W. Yeoh, and A. Koronios, Critical Success Factors for 

Business Intelligence Systems, J Comput Inf Syst 50 

(2010) 23–32. 

 

 

Address for correspondence 

vania.teixeira@universal.com.uy 

V. Teixeira et al. / Performance Evaluation of Clinical Decision Support Systems (CDSS) 833



The Value of Teledermoscopy to the Expertise of General Practitioners Diagnosing Skin 

Disorders Based on ICD-10 Coding 

Esmée Tensen
ab

, Femke van Sinderen
ab

, Leonard Witkamp
ab

, Monique W.M. Jaspers
a
, 

Linda W.P. Peute
a
 

a
Amsterdam UMC, University of Amsterdam, Department of Medical Informatics, Amsterdam Public Health Research Institute, 

Meibergdreef 9, Amsterdam, Netherlands 

b
Ksyos Health Management Research, Amstelveen, Netherlands 

 

 

Abstract 

Early recognition of skin cancer is vital to enhance patient 

outcomes. Teledermoscopy (TDsc), a telemedicine service, 

supports general practitioners (GPs) in gaining fast access to 

dermatologists' feedback to detect skin cancer. This study 

aimed to assess if GPs gain expertise in diagnosing skin 

disorders after continued use of TDsc, based on diagnosis 

classification by the International Statistical Classification of 

Diseases and Related Health Problems (ICD-10). A 

retrospective study was conducted on TDsc consultations sent 

by GPs to teledermatologists in the Netherlands (July 2015 - 

June 2018). GP sensitivity and confirmed cases in diagnosing 

skin disorders slightly increased over time. However, the total 

positive predictive value showed a decrease. In three years, 43 

melanomas were diagnosed by the TD for which the GP did not 

provide a (correct) pre-diagnose. Though GPs appear to 

improve their expertise in skin disorder detection after 

continued TDsc use, TDsc remains imperative to early 

melanoma detection. 

Keywords:  

Skin cancer, telemedicine, ICD-10 

Introduction 

Melanoma, a malignant tumor of the skin, evolves fast and is 

currently recognized as the deadliest type of skin cancer [1,2]. 

Early recognition and treatment is essential in improving these 

patient outcomes. When diagnosed in the early phase, 

melanoma is almost always curable. General Practitioners 

(GPs) have a vital role in detecting and diagnosing melanoma 

early, as often the first care contact patients visit. However, 

literature shows that GPs expertise in detecting melanoma is 

insufficient [3-5]. Previous studies showed low agreement 

between GPs and dermatologists in diagnosing suspicious skin 

lesions [4,5]. In addition to the inadequacy in melanoma 

detection, long waiting times before consultation of a 

dermatologist also limits early melanoma detection. A 

telehealth service that supports GPs in diagnosing melanoma 

could be a solution to optimize early detection and access to 

specialist skin care services.  

Teledermoscopy consultation (TDsc) is a growing online 

service for melanoma detection. In TDsc, dermoscopic images 

(10-30x magnification) are sent via a secured internet 

connection to a (tele)dermatologist, who examines these 

suspicious skin lesions online.  The (tele)dermatologist then 

provides a patient's caregiver with an accurate diagnosis and 

advice on the need for referral based on the assessment of the 

dermoscopic images [6]. This service would thus provide the 

GP with direct feedback on the correctness of their pre-

diagnosis of a patient's skin disorder. Research has shown that 

GPs expertise in melanoma detection increases after training [3] 

and that fewer melanomas were missed by experienced and 

trained consultants [6]. It therefore remains a question, whether 

a telehealth service will also enhance GP expertise in melanoma 

detection after continual system use.  

Ksyos is a healthcare organisation in the Netherlands which 

provides TDsc consultation between the GP and 

teledermatologist [7]. While performing TDsc the GP takes an 

overview, detailed and dermoscopic picture of the suspicious 

lesion and sends it together with some patient characteristics 

and a pre-diagnosis in the Ksyos digital health record system to 

a teledermatologist (TD). The TD assesses the consultation and 

provides a diagnosis. Recording this diagnosis is mandatory for 

the TD but optional for the GP. Figure 1 gives an overview of 

this TDsc consultation process. Data from the Ksyos digital 

health record system shows that GPs indicate that they learned 

from the TDsc consultations and the total number of 

teleconsultations per GP is indeed decreasing over time. 

However, the question is if frequently diagnosing TDsc 

consultations and exposure to this service  increases the 

expertise of GPs in diagnosing skin lesions after continual use. 

 

Figure 1 – Overview of the teledermoscopy consultation process between general practitioner (GP) and teledermatologist (TD) 
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In the Netherlands, diagnoses given by the GP and TD within a 

TDsc consultation are classified to the corresponding ICD-10 

code. The International Statistical Classification of Diseases 

and Related Health Problems (ICD) is an international 

diagnostic classification standard for reporting health 

conditions and diseases released by the World Health 

Organization [8]. This ICD-10 code can be used to analyse, 

compare and monitor diagnoses worldwide. Since July 2015, 

classifying diagnoses in compliance to this ICD-10 code has 

been mandatory in specialized care for reimbursement 

according to the Dutch Healthcare Authority (Dutch: 

Nederlandse Zorgautoriteit, NZa). And since this date, the 10th 

revision of this standard (ICD-10) has also been used in the 

Ksyos digital health record system. However, the effect of 

TDsc on GPs expertise in diagnosing skin disorders, based on 

the ICD-10 codes in the Netherlands has not been 

systematically investigated. 

The aim of this paper is therefore to assess if, since the 

introduction of the ICD-10 codes in July 2015, GPs are gaining 

expertise in diagnosing (specific) skin problems conform ICD-

10 after one, two and three years of TDsc use. In our analysis 

we specifically focused on the development in the number, 

ICD-10 type and correctness of GPs in pre-diagnosing skin 

disorders compared to the TD diagnoses. In doing so, we aimed 

to address the added value of continued use of TDsc for GP 

melanoma detection.    

Methods 

Setting and study population 

We conducted a retrospective study in the Netherlands on the 

value of TDsc to GPs expertise in diagnosing skin disorders in 

three years' time. All TDsc consultations sent by affiliated GPs 

to TD between July 2015 and June 2018 and completed before 

the 18th of October 2018 were extracted from the Ksyos digital 

health record system.  

A cohort of experienced GPs was selected for inclusion in the 

data analysis. GPs were classified as experienced if they 

performed at least five TDsc consultations for each of the 

included years, respectively (July 2015 - June 2016, July 2016 

- June 2017, July 2017 - June 2018), and did not perform any 

consultation before January 2015. Unexperienced GPs were 

excluded in this study. The pre-diagnosis of the GP was 

compared with the diagnosis of the TD on the group level of the  

 

ICD-10 codes. Examples of group levels included are among 

others: C43-C44 Melanoma and other malignant neoplasms of 

skin, D00-D09 In situ neoplasms, D10-D36 Benign neoplasms,  

L20-L30 Dermatitis and eczema. The ICD-10 diagnosis of the 

TD was considered as the golden standard for the diagnosis 

confirmation. 

Statistical analyses 

The total percentage of cases a GP correctly diagnosed is 

calculated as the number of confirmed diagnosed GP cases by 

TD divided by the number of obtained TDsc cases minus the 

number of patients for which the TD did not provide a diagnose.  

To assess the surplus value of continuing use of teledermoscopy 

the GP sensitivity and GP positive predictive value (PPV) in 

diagnosing skin disorders were calculated overall (total) and on 

the ICD-10 diagnosis group level for three subsequent years. 

The 95% confidence intervals (CI) of the PPV was calculated 

according to the Wilson score interval method without a 

correction for continuity [9]. 

The 2x2 table in table 1 shows the formulas used to calculate 

the PPV for each diagnosis category separately. The PPV was 

calculated as the proportion of consultations where the ICD-10 

code was present according to the pre-diagnosis of the GP and 

confirmed by the TD divided by the total number of diagnosis 

scored within this group ICD-10 code by the GP. The 

sensitivity was calculated as the number of cases where the 

ICD-10 pre-diagnosis of the GP was confirmed by the TD 

divided by the total number of diagnosis scored within this 

group based on the ICD-10 codes of the TD.  

 

 

Figure 2 – Number of consultations 

Table 1 – 2x2 table to calculate sensitivity and positive predictive value 

 Diagnosis TD (golden standard) 

Diagnosis confirmed with ICD-10 

code of TD 

Diagnosis not confirmed with 

ICD-10 code of TD 

D
ia

g
n

o
si

s 

G
P

 

Diagnosis present according to 

ICD-10 pre-diagnosis of GP 
a b 

Diagnosis absent according to 

ICD-10 pre-diagnosis of GP 
c d 

a = True positives, Diagnosis present according to ICD-10 pre-diagnosis of GP and confirmed by TD 

b = False positives, Diagnosis present according to ICD-10 pre-diagnosis of GP and not confirmed by TD  

c = False negatives, Diagnosis absent according to ICD-10 pre-diagnosis of GP and confirmed by TD 

d = True negatives, Diagnosis absent according to ICD-10 pre-diagnosis of GP and not confirmed by TD 

 
Positive predictive value (PPV) of GP = a / (a+b) 
Sensitivity of GP = a / (a+c) 
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Results 

In total 7,649 completed TDsc consultation requests by 839 

GPs were extracted from the Ksyos digital health record system 

(figure 2). Overall, 314 GPs were active before January 2015 

and for this reason the corresponding 4,216 consultations in the 

study period were excluded. In addition, 512 GPs did not 

perform five or more consultations for each study year 

respectively and were excluded. After exclusion, thirteen 

experienced GPs and 659 consultations were analysed 

(minimum of 20, maximum of 157 consultations per GP). The 

total number of consultations performed by the included GPs 

for each year were 209, 228, 222 respectively and were assessed 

among 32 TDs.  

 

Sensitivity and PPV of GP in TDsc 

No diagnosis was provided by the TD in 26 (12.4%), 21 (9.2%) 

and 33 (14.9%) of the cases. These cases were excluded from 

the statistical analyses. As shown in table 2, the percentage of 

confirmed GP diagnosed cases is increasing over years from 6.0 

percent in year 1 to 13.2 percent in year 3. However, the GP’s 

PPV is slightly decreasing over time from 0.85 [95% CI 0.58-

0.96] to 0.74 [95% CI 0.57-0.85]. As presented in figure 3 the 

GP PPV though is increasing over time for diagnosis category 

L20-L30 Dermatitis and eczema.  The number of incorrect pre-

diagnosed cases by the GP is marginally increasing from 15.4 

percent in the first year to 26.5 percent in the third year.  

The sensitivity for all the diagnoses categories together 

increased from 0.07 in year 1 to 0.10 in year 2 and 0.14 in year 

3. The sensitivity for the diagnosis categories C43-C44 

Melanoma and other malignant neoplasms of skin, D10-D36 

Benign neoplasms, L20-L30 Dermatitis and eczema (figure 4) 

also increased. The sensitivity for melanoma (C43-C44) 

improved from 0 out of 12 cases confirmed (0.0%) in year 1, 3 

out of 22 cases (13.6%) in year 2, and 4 out of 16 cases 

confirmed (25.0%) in year 3 (total 7 out of 50 cases diagnosed 

as melanoma). The sensitivity for Benign neoplasms (D10-

D36) improved from 5 out of 65 cases confirmed (7.7%) in the 

first year to 13 out of 79 cases in the third year (16.5%).  

Added value of the teledermoscopy 

Thirty-four diagnoses were scored by the TD to fourteen ICD-

10 categories not chosen by the GPs (table 3). In these cases the 

GP did not fill in a diagnosis. Five consultations were scored by 

the TD as no assessment possible and for these cases no 

diagnosis was filled in by the GP as well.  

The number of diagnoses inserted by the GP increased over 

time from 13 (7.1%) to 27 (13.0%) and 34 (18.0%) in year 1, 2 

and 3 respectively. Conversely, this indicates to the added value 

of TDsc, which therefore starts out as relatively high as 92.9 

percent of diagnoses are provided by the TD and were not filled 

in by GPs starting with TDsc. This number then slightly 

decreases after GP’s continuing use of TDsc to 82.0 percent of 

the patients diagnosed by TD in year 3. 

In three years' time, TDs diagnosed the majority of the patients 

as benign neoplasm (year 1 35.5%, year 2 43.0%, year 3 41.8%) 

or other disorders of the skin and subcutaneous tissue (year 1 

37.7%, year 2 23.2%, year 3 33.3%).  

 

 
Figure 3 – PPV per diagnose category 

Table 2 – Number of (in)correct diagnosed GP cases and positive predictive value over three years' time 

 Obtained 

TDsc cases 

Not 

diagnosed 

by TD (%) 

Not diag-

nosed by 

GP* (%) 

Diagnosed 

by GP* (%) 

Confirmed 

diagnosed 

GP cases by 

TD (%) 

PPV  

[95% CI] 

Incorrect pre-

diagnosed by 

GP (%) 

Year 1 July 

2015- June 2016 

209 

 

26 (12.4) 170 (92.9) 13 (7.1) 11 (6.0)  0.85  

[0.58-0.96] 

2 (15.4) 

Year 2 July 

2016- June 2017 

228 21 (9.2) 180 (87.0) 27 (13.0) 19 (9.2) 0.70  

[0.52-0.84] 

8 (29.6) 

Year 3 July 

2017- June 2018 

222 33 (14.9) 155 (82.0) 34 (18.0) 25 (13.2) 0.74  

[0.57-0.85] 

9 (26.5) 

Notes: PPV is calculated as the number of confirmed diagnosed GP cases by TD divided by the number of total obtained TDsc cases minus number 

not diagnosed by TD and GP.  

* Total number = obtained TDsc cases minus the cases not diagnosed by TD 

CI= confidence interval; PPV= positive predictive value 
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In the first year, patients in TDsc were not diagnosed by the GP 

with the ICD-10 code Melanoma and other malignant 

neoplasms of skin (C43-C44). In the second year GPs diagnosed 

two consultations as benign neoplasms, while the TD diagnosed 

these patient cases as melanoma or other malignant neoplasms 

of the skin (C43-C44). In the third year one consultation was 

diagnosed as radiation-related disorder (L55-L59) by the GP, 

that was diagnosed as melanoma by the TD.  

Overall, 12 (6.6%), 19 (9.2%) and 12 melanoma cases (6.3%) 

were diagnosed by the TD in three years' time respectively and 

not or not correctly pre-diagnosed by the GP. This suggests that 

in 7.4 percent of the total TDsc consultations performed in three 

years' time melanoma was detected, which were not and/or not-

correctly pre-diagnosed by the GP. Also, 1 out of 3 (35.8%) of 

TDsc consultations were diagnosed as benign by the TD and 

not and/or not-correctly pre-diagnosed as such by the GP.  

 

Discussion 

We conducted a retrospective study in the Netherlands to assess 

the potential value of TDsc to GPs expertise in diagnosing skin 

disorders over three years' time. Overall, of the total number of 

cases included in the study, the GPs provided more pre-

diagnoses for each subsequent year from 7 percent in year 1 to 

18 percent in year 3. Our study shows that the total percentage 

of correct pre-diagnosed cases of GPs is low, but during 

continual use of TDsc it slightly increased over time from 6 

percent to 13 percent.  

However, the number of incorrect pre-diagnosed cases also 

increased over time from 15.4 to 26.5 percent. This corresponds 

to a decrease in the overall PPV for all diagnosis categories. A 

possible explanation might be that after continual TDsc use, 

GPs might select the more difficult cases for TDsc and handle 

the less complex cases themselves. GP PPV specifically 

increased over time for diagnosis category L20-L30 Dermatitis 

and eczema. This may indicate that GPs become more attune to 

correctly diagnosing patients with dermatitis and eczema over 

time.  

In general, GP sensitivity over all diagnosis categories showed 

a slight increase from 0.07 in year 1 to 0.14 in year 3. More 

importantly, GPs appear to become more sensitive in accurately 

pre-diagnosing skin disorders in the categories: C43-C44 

Melanoma and other malignant neoplasms of skin and D10-

D36 Benign neoplasms. As TDsc is especially important in 

early diagnosis of melanoma, these results are promising. When 

GP clinical expertise in recognizing melanoma improves, the 

sensitivity in melanoma detection increases. This finding is 

supported by a Cochrane review on accuracy of dermoscopy 

that shows that this sensitivity increases with more clinical 

expertise [6].   

What we know from a previous study is that 95.1% of the GPs 

learned from the TDsc [10]. TDsc provides the GPs with direct 

feedback on the correctness of their pre-diagnosis by the 

confirmation of the TD. However, the system does not provide 

any active feedback on the GP performance. Literature on audit 

and feedback mechanisms shows that feedback leads to minor 

improvements in professional practice, but the effect is 

influenced by the way which the feedback is delivered [11]. 

New studies on analysing and advancing the effect of the 

feedback mechanism incorporated in TDsc consultations might 

lead to a higher GP learning curve.  

Due to the rising number of correct pre-diagnosis of GPs, the 

percentage of TDsc in which the TD provides the GP with ICD-

10 diagnoses decreases over time from 93 percent in the first 

year to 82 percent in the third year. This decrease might imply 

advancement in GP skin disorder diagnosing expertise. 

However, of the total TDsc consultations included in this study, 

in the subsequent three years 6.6%, 9.2% and 6.3% were 

diagnosed as melanoma by the TD for which the GP did not 

provide a (correct) pre-diagnose. In addition, two consultations 

which were pre-diagnosed by the GP as a benign neoplasm and 

a radiation-related disorder, were classified by the TD as 

melanoma or other malignant neoplasm of the skin (C43-C44). 

The high number of incorrectly diagnosed cases by GPs, 

indicates that the added value of TDsc after three years is still 

very high. However, these cases were not histopathological 

proven. Also, fourteen ICD-10 diagnosis categories were given 

by the TD which were not pre-diagnosed by GPs at all. This 

could indicate that GPs are unfamiliar with these diagnoses. 

The results of this study reveal a potential learning effect of 

TDsc on GP skin disorder diagnose expertise. An increase in 

the number of pre-diagnosed consultations by the GP, an 

increase in diagnosis sensitivity and a modest increase in 

positive predictive value after three years for specific diagnose 

categories of TDsc usage were seen. However, overall, GPs 

pre-diagnose expertise of skin disorders appeared low in this 

study. Especially Benign neoplasms (D10-D36) and other 

disorders of the skin and subcutaneous tissue (L80-L99) appear 

difficult to diagnose by the GPs since a pre-diagnosis for these 

disorders was often lacking.  

In this study GP were not obliged to fill in a pre-diagnosis, but 

the number of provided pre-diagnoses appears comparable to 

normal practice. In the study of Rijsingen et al. they assessed 

the quality of referral letters of GPs to the dermatologist of 

patients with skin tumours [4]. Their study showed that GPs do 

not always provide a diagnosis for suspicious lesions in referral 

letters to the dermatologist. A diagnosis was missing in 18.3% 

of the cases. In addition, only two out of eight melanoma were 

correctly pre-diagnosed in the GP referral letters. In our study, 

GPs detected 14 percent of all melanoma diagnosed by TDsc. 

The positive predictive value of GPs in melanoma detection for 

both studies was equal, 0.67.  

Figure 4 – Sensitivity per diagnose category 
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One of the limitations of this study is that in Dutch GP practice 

diagnoses are registered according to the International 

Classification of Primary Care (ICPC) and recorded according 

to SOAP notes (Subjective, Objective, Assessment, Plan). The 

ICD-10 classification of diseases was thus a new classification 

method where GPs were unfamiliar with, when it was 

implemented in 2015.  GPs becoming more familiar with ICD-

10 coding might therefore have contributed to the increase in 

the number of (correct) ICD-10 pre-diagnoses registered by the 

GPs in our study. Hence, in this study we only included GPs 

who started with TDsc after the ICD-10 was implemented in 

the Ksyos system, to research how their pre-diagnosing patterns 

changed according to the ICD-10 coding in three years' time. 

Also, GPs might use TDsc in general practice to fasten the face-

to-face consultation with the patient and not solely for support 

in diagnosing. If a GP correctly pre-diagnosed the patient, but 

did not fill-in this diagnosis in the system, this would affect the 

GP PPV in diagnosing skin disorders. During the time of our 

study it was not mandatory for the GP to fill in the ICD-10 code 

in the system and this would thus not be seen in our data. 

Though this study has several limitations, the strength of the 

study is that we had a large database available of TDsc users 

and were able to include only GPs who started with TDsc when 

the ICD-10 coding system was first implemented in the Ksyos 

system and had continued and frequent use of the system in the 

past three years. We could therefore accurately address their 

progress in expertise in pre-diagnosing skin disorders based on 

ICD-10 coding. 

Conclusions 

TDsc supports GPs in assessing suspicious lesions of patients 

and their need for referral to a dermatologist. Continual use of 

TDsc over the years appears to slightly enhance GP sensitivity 

in diagnosing skin disorders based on ICD-10 coding. 

However, GPs PPV for the main ICD-10 codes showed a 

decrease over the years. Though GPs become more perceptive 

in recognizing benign neoplasms (D10-D36) and melanoma 

(C43-C44), TDsc detected a high number of melanoma not 

correctly pre-diagnosed or otherwise not detected by GPs in this 

cohort. Hence, TDsc has the potential to enhance GP expertise 

in skin disorder diagnosing, but remains essential in early 

melanoma detection even after GP continued and frequent 

TDsc use.  
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Table 3 – Diagnosis categories chosen by Teledermatologist (TD) and not by General Practitioner (GP) 

Category Description 

B00-B09   Viral infections characterized by skin and mucous membrane lesions

B35-B49   Mycoses 

C81-C96  Malignant neoplasms, stated or presumed to be primary, of lymphoid, haematopoietic and related tissue  

D65-D69  Coagulation defects, purpura and other haemorrhagic conditions  

D70-D77  Other diseases of blood and blood-forming organs  

H60-H62  Diseases of external ear   

I80-I89  Diseases of veins, lymphatic vessels and lymph nodes, not elsewhere classified  

L00-L08  Infections of the skin and subcutaneous tissue  

L40-L45  Papulosquamous disorders   

L60-L75  Disorders of skin appendages   

M30-M36  Systemic connective tissue disorders 

O94-O99  Other obstetric conditions, not elsewhere classified  

Q80-Q89  Other congenital malformations   

T08-T14  Injuries to unspecified part of trunk, limb or body region  

 No abnormalities 
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Abstract 

Collection and management of clinical data for administration 

and analysis is a time-consuming and complex task, especially 

when multiple data providers been involved. Even if people are 

willing to take on the burden for it, there is still no mature 

solution to protect data privacy for distributed data providers. 

Distributed ledger is an emerging technology that supports 

decentralized data sharing and management. Based on this, we 

present a platform which enables distributed and truthful data 

collection and serves privacy-preserving needs in clinical data 

management. Our system, built on Hyperledger Fabric, used 

smart contract to execute data aggregation and provide basic 

analysis methods. The system used ledger and world status to 

record data access history and other metadata. This 

decentralized platform enables data providers to proactively 

share and protect their data, Thus can simplify clinical data 

collection procedure and promote efficient collaboration 

between providers. 

 

Keywords:  

Data Sharing, Clinical Data Analysis, Decentralized Data 

Management 

Introduction 

Data analysis of electronic medical records has shown its great 

power in risk prediction, new treatment or cure detecting, and 

precision medicine [1]. To validate results and reduce bias, 

collecting data from multiple sources is a desired approach in 

such clinical research. However, since medical data are mostly 

isolated and stored with different healthcare providers, data 

collection and sharing for analysis is usually a time-consuming 

and complex task. 

Even if people are willing to take on the burden for such tasks, 

traditional centralized data collection still has some 

weaknesses. First, data leaks may occur during the data sharing 

and consumption process; technically, data providers have no 

idea on who accessed the data. Second, the data authenticity and 

quality cannot be guaranteed. It is difficult to detect in a timely 

manner if the dataset has been modified or faked. Finally, the 

centralized approach sometimes prevents data providers from a 

fair collaboration, and the contributions of different providers 

are not traceable. Hence, a more transparent and trustful way 

for clinical data collection, sharing, processing, and analysis is 

highly desirable. 

The emerging distributed ledger technology may offer a 

solution for the above issues. Derived from Bitcoin [2], 

distributed ledger technology, such as blockchain, is now 

widespread in both financial and non-financial areas. 

Popular blockchain frameworks, like Hyperledger Fabric [3,4] 

and Ethereum [5,6], allow people to build 

customized blockchain networks with self-defined smart 

contracts. The possibility of using blockchain for healthcare 

data management has recently gained more attention in both 

industry and academia [8, 9, 10, 11]. However, how to 

leverage blockchain to build a decentralized, privacy-

preserving platform for clinical data sharing and analysis still 

remains to be explored. 

In our work, we present a prototype platform which enables 

distributed and truthful data collection and serves privacy-

preserving needs in clinical data management. We build our 

platform based on Hyperledger Fabric [4], which allows data 

providers to join the network by loading their data to a local 

peer. To guarantee data security and privacy, source data will 

not be exposed to a public network. Data consumers can only 

use the predefined smart contract to get access to the data, and 

all the data transmissions in our system will be encrypted. The 

ledger stores the metadata, access APIs, and access control 

policy of all datasets. All data access will be recorded to the 

ledger, which can be easily traced and verified. In addition, 

since the contributions of the distributed datasets can be defined 

and calculated, reward mechanisms can also be devised to 

encourage data providers to collaborate with each other. The 

decentralized nature of the proposed platform makes it easy to 

be deployed and scaled up in practice. 

Methods 

Compared to other medical data management systems [1,7,8], 

the proposed platform provides a secure, trustful, and 

convenient way for clinical data sharing and analysis. The 

framework of the proposed platform can be found in Figure 1. 

As shown in Figure 1, the distributed data are integrated into 

the proposed platform in the data storage layer. The data 

providers, such as hospitals, keep their data on local databases 

and provide secure connections for local peers. The database 

servers are not part of the blockchain network, and thus cannot 

be accessed by other peers from other origins.  

  

Figure 1– Framework of clinical data sharing platform 
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Data stored in the local databases will follow a common 

schema, so we can use unified data access APIs to query the 

data. Data providers are free to join or leave the network, and 

their data can no longer be accessed after they leave the 

platform. 

The ledger layer can be generally regarded as the permissioned 

blockchain services, which is the main component of our 

platform. In our platform, ledger services are customized for 

different purposes. First, we use the ledger to store the metadata 

and APIs. After loading their dataset to the local databases, data 

providers need to invoke a transaction to record the metadata to 

the ledger, which contain the data schema and basic information 

of the loaded data. Each kind of data schema is associated with 

a list of APIs, which are predefined and announced with the 

data schema. Metadata and APIs are represented as the World 

States in our HyperLedger Fabric [3,4] implementation, and 

stored in CouchDB [4]. The ledger also record the authorization 

policy for the dataset. Access control can be managed by 

channel, by organization, or even by a certain peer. When a user 

invokes a query in our platform, the smart contract will verify 

the authorization of the user from the ledger. When transactions 

are successfully executed, the transaction information, such as   

transaction invoker, accessed datasets, and results will be 

recorded to the ledger, which can be used for auditing and 

contribution calculations. Thanks to the irreversibility and 

undeniability of blockchain, all the data recorded in the ledger 

are trustful. The final results can also be associated with a list 

of ledger transactions, which can be easily used to verify the 

data provenance and the analysis process. 

Based on the distributed ledger layer, we offer two kinds of 

computing engines by different smart contracts. The centralized 

computing engine requires the driver to send sub-queries to 

different data provider peers, aggregate the query results, and 

return final results to the requester. It is similar to 

the MapReduce [12] computing framework. The decentralized 

computing engine is used to manage data providers’ own 

information, executes typical blockchain transactions 

happened inside the local peer, and directly records the results 

to the distributed ledger. 

We also provide two kinds of data services targeted to two 

types of demands. Instance level data services support ad hoc 

queries over row-level data records, and can be dispatched and 

executed in a local dataset. The analysis services contain fine-

grained statistical APIs and predefined modeling pipelines 

which are more complicated and may involve multiple datasets. 

With the common data schema, a list of APIs, for both instance 

level data services and analysis services, are published to all the 

providers. The data provider does not have to accept all the 

APIs; they can choose the APIs that they would like to support 

during the dataset register, and disable some APIs if they have 

any concerns. 

Results 

Our prototype is easily implemented and receptive to 

adaptations and extensions in practice. Here we demonstrated 

an implementation on HyperLedger Fabric, upon which we 

simulated a research pipeline using a real-world dataset. 

Implementation 

The key components of our implementation include a 

permissioned blockchain network and functional smart 

contracts. First, we built a Fabric network to grant all the 

healthcare stakeholders the ability to join the platform. Then we 

write Chaincode as Smart Contracts to manage the data access 

APIs and providing data services on our demands. 

Network Setup 

Generally speaking, a clinical data collection and sharing 

platform has three kinds of stakeholders: 

• Data provider. This can be a hospital or other 

healthcare providers who has the medical records and 

is willing to share the data with authorized users for 

research purposes. The data provider stores the source 

data and takes the responsibility for the data privacy 

and security. 

• Data consumer. This can be a researcher who needs 

real-world clinical records for research, such as an 

insurance company or a pharmaceutical company for 

a business need, or a healthcare administrator for 

public health surveillance. A hospital can also be a 

data consumer. A data consumer uses the data and 

needs to pay for data services. 

• Miner. This is a trustful third party who does not keep 

any data and only provides computing services, A 

miner can be a cloud service provider or other 

powerful server nodes.  

Accordingly, our blockchain network consists of three kinds of 

nodes:  

1. Data peer nodes, which store ledger data and maintain 

a connection to their local databases;  

2. Miner nodes, which store ledger data, have the access 

to query or write the ledger data, but cannot access the 

source data; and  

3. Client nodes, which provide data services, receive data 

query requests, and invoke transactions with miner 

nodes.  

Each node has a unique identity, which cannot be faked by 

others. For security purposes, a network can have many 

channels, and each channel can share the same ledger. It is 

possible to isolate data access records by ledger. To build a 

Fabric network, we need to first generate the channel 

configuration, then create encryption materials and certification 

for the origin of each peer. 

Smart Contracts 

Smart contracts are the business logic of a blockchain network. 

In our platform, metadata and the access APIs are regarded as 

the data provider’s assets. Smart contracts need to specify the 

data schema design, define what kind of assets the data provider 

should providing, and release a list of associated APIs. A smart 

contract also contains a detailed scoring or charge mechanism. 

As mentioned above, there are many different kinds of smart 

contracts serving different functions (also known as chaincode 

in Hyperledger Fabric framework): 

• Data chaincode. This is installed and run on the data 

provider peer and has direct access to the source data. 

Each data provider installs their unique data 

chaincode, which holds the connection for its local 

dataset. 

• Service  chaincode. This is installed and run on the 

miner peer and acts as the central service. It receives 

queries from clients, sends transaction proposals to 

data chaincode, aggregates data, and returns final 

results to the client. Service chaincode uses a 

“chaincode invoke chaincode” way to execute a 

client’s query and only return final results to the 

requester. Intermediate data will not be shown to the 

client side. Many miners could be equipped with the 

same chaincode. 

• Miner. This is installed and run on every peer. It 

controls the dataset register and manages assets and 
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access records for audit purposes. The whole channel 

using the same management chaincode. 

Transaction Flow 

At the beginning, each data provider should load its datasets to 

the platform. Before registration, all the data providers should 

reach an agreement on the data schema, which can be defined 

based on standard practices or by some authoritative 

organizations. The common data schema would then be 

released to the platform. 

Figure 2 shows a typical dataset registration transaction flow, 

which includes the following steps: 

1. Data schema holder (could be any user) connects to 

network through Client/SDK. 

2. Client/SDK proposes a request to management 

chaincode to create new schema. 

3. Management chaincode creates a new table and updates 

it to the ledger. 

4. Data provider formats their local datasets accordingly 

upon notification of the schema. 

5. Data provider proposes a transaction request through 

Client/SDK to register an new dataset. 

6. Data chaincode creates connection for local databases 

and updates metadata of the local datasets to the ledger. 

 

 

Figure 2– Transaction flow of dataset register 

 

After loading the dataset, some predefined query can be 

executed on our platform. A common query workflow is shown 

as in Figure 3, which includes the following steps: 

1. Data requester connects to network through Client SDK. 

2. Client SDK proposes a request to service chaincode. 

 

 

Figure 3– Transaction flow of query 

3. Service chaincode obtains all the available data 

chaincodes and proposes child query transaction to 

them. 

4. Data chaincode answers the transaction proposal and 

returns query results to the service chaincode. 

5. Service chaincode aggregates all the intermediate data, 

and returns final results to the requester. 

Simulation 

To demonstrate the use of our prototype, we simulate a use case 

using a real dataset. The medical record data was independently 

collected from three hospitals (below referred to as data 

centers) and organized based on the same data schema. 

In this scenario, we create a channel with four organizations, 

include three data provider organizations and a data service 

organization. Each data provider has one peer node in the 

network. When the data provider detects a new data schema in 

the ledger, it first loads its own data to the local database 

(relation database such as MySql), and then registers the dataset 

with a secure connection to that database server via its peer. 

This peer will run a data chaincode after dataset registration, 

which is used to interact with the local database. Besides, we 

have another peer that provides data query and analysis 

services. That peer installs a server chaincode to call data 

chaincode and aggregates the results. 

 

Table 1– Execution time for sample queries 

Query Parameter Result 

Avg. 

Execution 

Time (s) 

getSum Null 26974 3

count mace=1 955 3

getRowdata age<60 {rowdata} 12 

getAvg Age 67.3 3

getColumn mace {column 

data} 

10 

getLrModel x_xolumns, 

y_xolumns  

{model 

weight} 

300 

evaluate model auc:0.862 5 

 

Table 1 shows the execution time for some sample queries. 

Here three kind of basic queries as well as LR model training 

and evaluation is used for testing. GetSum is use to compute the 

sum of all the dataset. Count is used to count the total records 

that satisfy the given constraint. GetRowdata is used to query 

instance level data and returns all the row data that satisfy the 

given constraint. GetAvg returns the mean value of a given 

column. GetLrModel performs the training process of a logistic 

regression model on the given columns. Evaluate applies a 

given model on the whole dataset, and returns the AUC score 

as the model evaluation result. 

As we can see from the table, basic statistical queries could be 

performed with relatively low latency. But the performance was 

worse when the data processing logic became more 

complicated, such as complex instance level data services or 

modelling tasks. Considering the source data are scattered in 

multiple distributed data sources, a couple of minutes for a 

model training task should still be acceptable for typical use 

cases. 
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Conclusions 

In our work, we present a prototype platform which enables 

distributed and truthful data collection and serves privacy-

preserving needs in clinical data management. Through this, a 

researcher can easily collect the data they want, and the data 

provider will get fair payment and also keep their source data 

safe. Once we have enough datasets and performed further 

research on the platform, we can also use our platform as an 

audit system for clinical research reports. 
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Abstract 

The number of patients with multimorbidity has been steadily 

increasing in the modern aging societies. The European C3-

Cloud project provides a multidisciplinary and patient-

centered “Collaborative Care and Cure-system” for the 

management of elderly with multimorbidity, enabling 

continuous coordination of care activities between 

multidisciplinary care teams (MDTs), patients and informal 

caregivers (ICG). In this study various components of the 

infrastructure were tested to fulfill the functional requirements 

and the entire system was subjected to an early application 

testing involving different groups of end-users. MDTs from 

participating European regions were involved in requirement 

elicitation and test formulation, resulting in 57 questions, 

distributed via an internet platform to 48 test participants (22 

MDTs, 26 patients) from three pilot sites. The results indicate 

a high level of satisfaction with all components. Early testing 

also provided feedback for technical improvement of the entire 

system, and the paper points out useful evaluation methods.  

Keywords: 

Multimorbidity; Evaluation Studies; User-computer Interface. 

Introduction 

The World Health Organization estimates that 63% of all 

annual deaths (~36 million people) is attributable to non-

communicable, chronic diseases [1] and the number of people 

with multiple comorbidities has  increased considerably for 

some years, mainly due to the ageing of the population [2]. 

Elderly patients with multimorbidity (i.e., having at least two 

chronic diseases) [3] are at higher risk of safety incidents [2]. 

These could include incidents such as delayed diagnosis, no 

recommended treatment, drug side effects, drug interactions, 

over/under dosage of drugs, complications, infections, etc [2,4]. 

Increased risks in patient safety, in this context, may be 

explained by many reasons. Firstly, patients with 

multimorbidity are often polymedicated, with a potential 

                                                           

1

 http://C3-Cloud.eu, Federated Collaborative Care Cure Cloud archi-

tecture for the needs of multi-morbidity and managing poly-pharmacy. 

decrease in treatment adherence and a possible increase of drug 

side effects. Secondly, patients may receive contradictory 

advice or treatments, due to the application of different 

guidelines that are designed to manage only single disease 

pathways. Thirdly, patients with multimorbidity are often cared 

for by several health and social care (HSC) professionals, who 

are not always coordinating and communicating throughout the 

patients’ journey. For example, there is often a lack of 

communication between general practitioners (GPs) and 

secondary care specialist centres. Finally, these patients are 

often more vulnerable than others, due to their multiple diseases 

and their advanced age, which makes the care process even 

more complex.   

C3-Cloud
1

 is a European Commission supported Horizon 2020 

research and innovation project, which aims at improving the 

provision of integrated care to patients with multimorbidity via 

enhanced ICT solutions. The research aims at resolving 

guidelines’ conflicts (by reconciliation of varying 

recommendations from individual disease guidelines), 

supporting clinical decision making through clinical decision 

support services, and facilitating communication among  

multidisciplinary care team (MDT) members through an 

interoperable platform, which integrates patients’ health 

records from existing Electronic Health Record (EHR) systems 

[5]. The project mainly focuses on elderly patients (65+) with 

diabetes, heart failure, renal failure and depression in different 

comorbidity combinations. Three European pilot sites are 

involved in the study: Osakidetza (Basque Country, Spain), 

RJH (Region Jämtland Härjedalen, Sweden) and SWFT (South 

Warwickshire NHS Foundation Trust, UK). 

The C3-Cloud system consists of a variety of components:  

• Coordinated Care and Cure Delivery Platform 

(C3DP),  

• Patient Empowerment Platform (PEP), 

• Clinical Decision Support Modules (CDSM), 
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• Interoperability Middleware, which includes modules 

of technical and semantic interoperability, as well as 

privacy and security. 

All these components constitute the solution that will be used 

for the technological trial of the C3-Cloud application. 

Following a user-centered development (UCD) approach [6], 

the solution has to be evaluated iteratively during its life cycle; 

during development and implementation with a restricted 

number of participants, during deployment with a larger 

number of users as well as during the routine phase for 

prospective cost-benefit analyses and real impacts.  

The objective of this study is three-fold: the report of the user-

centered functionality testing, the conclusions to further 

improve the C3-Cloud system and, for the community, to 

present useful methods among the UCD evaluation methods 

often used in health informatics. 

Methods  

This evaluation consisted of a number of questionnaires to 

collect user feedback regarding system functionality. The 

questionnaires were created based on a Delphi approach [7]. In 

the context of the project, a total of 51 pilot application 

requirements (PARs) and 72 use cases were defined covering 

the scope of all high level C3-Cloud components to depict 

expected functionality. Three different types of users interact 

with the system: multidisciplinary team members (MDTs) also 

known as health and social care professionals; patients; and 

informal care givers (ICGs), and are accordingly studied. This 

is in line with previous informatics research, e.g. 

OLD@HOME[8–10]  and more recent research regarding 

patient access to health information [11–13]  

This qualitative inductive study directly separated the demands 

or requirements with the use cases needed. For example, “as a 

patient, I need to access drug interaction information” is a PAR 

for the pilot sites and “Enabling patients to access self-

management material” is a use case of the PEP component. A 

full list of user scenario descriptions and PARs is presented in 

deliverable D8.1 [14]. 

Evaluation Procedure 

Following the Delphi approach [7], the evaluation framework 

was developed: 

Brainstorming: Formulation and Evaluation of an Initial 

List of Relevant Questions  

Based on an analysis of 51 PARs and 72 use cases, the first step 

was to formulate a list of questions, starting by a simple 

mapping (1 PAR to 1 use case) to identify possible links 

between the PARs. Secondly, the questions were grouped by 

profiles identified during the PARs’ analysis process, in order 

to define one questionnaire per user profile. The workflow was 

based on a C3-Cloud key scenario linked to a use case and 

defined by application testing criteria. 

Refining and Prioritization: Internal Review Based on a 

Cognitive Walkthrough by Experts 

The initial questions were reviewed by the three pilot sites as 

well as by the technical partners of the C3-Cloud project. The 

results of the cognitive walkthrough [11] by five IT and clinical 

reviewers, allowed us to validate, modify, delete or add 

questions based on the updated PAR list and covered system 

functionality. Based on the review from the aformentioned 

experts, although addressing different professionals and 

individuals, the questionnaires could be appropriated to, two 

user profiles: 1) MDTs and 2) Patients & ICGs, as grouped 

respondents of the questions.  

Think Aloud 

During the test sessions, the think aloud method [11] was 

encouraged and the pilot site managers, who moderated the 

sessions, noted all comments of the participants. Feedback from 

the different pilot sites could be complementary. If feedback 

was raised more than once, it was reported only once. 

Examples, issued from the feedback, and how they were 

handled by technical partners to improve the C3-Cloud 

components, are reported in the Result section.  

Evaluation Set-Up 

We implemented an online application that allowed participants 

to answer questionnaires. The application site is available at 

https://c3cloud.irsan.eu. In the questionnaire, participants 

responded with [Yes], [No] and [NA] (for functionality, which 

was Not Available). When the response was [No], both MDTs 

and Patients/ICGs had the opportunity to specify and explain 

the problem faced by writing free text comments. 

Participants  

Overall, 26 elderly patients (> 65 years) and 22 MDTs from the 

three pilot sites: Osakidetza, RJH, and SWFT; participated in 

the testing. At the time of testing, only an English-language 

demonstrator and materials were available, and local sites 

considered this when recruiting test participants. 

Test Sessions 

The participants received login credentials for the online 

demonstrators of the C3DP (for MDTs) and the PEP (for 

Patients/ICGs) as well as training materials including a 

walkthrough that guided them through certain activities on the 

demonstrators. For the Osakidetza and RJH pilot sites, a 

language facilitator moderated each session, and was available 

for translation of the material and any other question raised by 

the participants. Think aloud notes taken during the test 

sessions generated a summary report. 

Results 

Overall 57 questions were formulated; 33 for MDTs and 24 for 

Patients & ICGs. Below, detailed results of the application 

testing for MDTs and Patients/ICGs, respectively, are reported, 

as well as examples of the questions in the questionnaires. 

Evaluation by MDTs 

Questions were categorized by the following main topics: Care 

Plan; Decision Support Module; Patient Data; Communication; 

and Notifications. The MDT responses [Yes], [No] or [NA] are 

reported, in percentages, in Table 1.  

Table 1– Summary of MDTs average response rates  to C3-

Cloud application testing 

MDTs’ Response rates 

C3DP Categories [Yes] [No] [NA]

Care plan 94 % 4% 2%

Decision Support Module 72% 0% 28%

Patient Data 75% 6% 19%

Communication 79% 3% 18%

Notification 89% 5% 6%

Questions related to Care Plan received the highest amount of 

[Yes] responses, 94%. The following questions received 

positive responses by all (N=22) participants:  
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• “Are you able to create a new specialized care plan 

for the patient?” 

• “Are you able to define new or update the planned 

intervention?” 

• “Are you able to define new or update self-care 

activities (like exercise recommendations)?" 

The question “Are you able to update an existing care plan?” 

scored: [Yes] 82%, [No] 9% and [NA] 9%. The [No] responses 

were complemented with MDT comments, revealing that some 

update functionalities were missing. For example:  

• “I can update some elements of the plan as goals and 

activities and training material, but I cannot update 

the health conditions of the patient.” 

From the free text feedback, further details about “health 

conditions,” in a new care plan creation, were considered, 

together with improvement proposals from MDTs and 

responses from the technical partners. For example: 

• MDT proposal: “When creating a new care plan 

‘Addressed Conditions’ may need rephrasing. It is 

also unclear how it is decided what conditions the list 

here suggests. The list can be very long if many 

conditions apply or are possible.” 

• Technical partner improvement feedback: 

“Addressed conditions will be removed, the 

SNOMED-CT codes of the 4 main diseases will be 

added.” Regarding the Decision Support Module, an 

average of 72% of the participants provided [Yes] 

answers to questions such as:  

• “Does the Clinical Decision Support Module give 

you advice about treatment options such as i) new 

safety, treatment or lifestyle? ii) starting/stopping of 

medication, based on the most recent context of the 

patient including changes in recent remote 

monitoring results?” 

There were zero [No] answers and [NA] responses were rated 

at 28% on average, meaning that all accessible functionalities 

were approved by the participants. 

For Patient Data, average responses were [Yes] 75%, [No] 6% 

and 19% for [NA]. There were highly rated [Yes] responses 

>90% for questions such as: 

• “Are you able to access patient data after the Care 

Plan Manager approved your membership to the 

Multidisciplinary Care Team?” 

• “Are you able to review the patient’s Health 

Records?” 

 A lower percentage of [Yes] responses were received, for 

example, regarding questions like: 

• “Are you able to access the readings, that have been 

uploaded by patients manually or via remote 

monitoring systems such as wireless medical sensor 

devices?” with [Yes] 55% respective [NA] 36%. 

• “Are you able to follow-up patients’ activities, such 

as complications, side effects via questionnaires?” 

68% responded [Yes] and 18% [No] which were 

completed with MDT comments like “Not recorded” 

and “Did not find them...” 

• “Are you able to access information completed by the 

patient such as files uploaded via the PEP?” 64% 

responded [Yes] and 32% responded [NA]. 

Communication questions were related to message exchange 

between the MDT members or invitations to another specialist 

to join the care team. On average, 79% responded [Yes], 3% 

[No] and 18% responded [NA]. Questions regarded, e.g.: 

• “Messaging - Are you able to send messages to other 

members of the MDT via asynchronous messaging?” 

• “Invitation - Are you able to invite another specialist 

to join the patient’s Care Team?” 

Finally, responses related to Notification functionalities 

received an average of 89% [Yes], with questions such as  

• “Are you able to notify the existence of the updated 

care plan to Care Team Members and to the patient?” 

• All participants (100%) answered positively on  

• “Can you see the upcoming activities in your 

calendar and in the Activities section of your 

dashboard?” 

Evaluation by Patients and ICGs 

For the Patient Empowerment Platform (PEP), Patient and ICG 

responses were categorized in the following main topics: Care 

Plan; Patient Empowerment; Patient Data; Notifications and 

Communication. The responses [Yes], [No] or [NA] are 

reported, in percentages, in Table 2.  

Table 2 – Summary of Patients & ICGs average response 

rates to C3-Cloud application testing 

Patients and ICGs Response rates 

PEP Categories [Yes] [No] [NA]

Care plan 87% 4% 10%

Patient Empowerment 68% 8% 24%

Patient Data 48% 4% 48%

Communication and 

Notification

32% 5% 63% 

Questions related to the Care Plan received average responses 

of 87% [Yes], 4% [No] and 10% [NA]. Examples of questions:  

• “As a Patient or Informal Care Giver, are you able to 

access the care plan?” 96% of participants responded 

positively, and 4% responded [NA] 

• “Do you receive enough advice and support about 

how to follow the care plan?” 

[No] responses were provided, with comments such as: 

• Not clear how to work through the system.  

• Not obvious what needs to be done, when and how.  

Some guidance notes would be helpful. 

• More time is needed.  

• Needs to be more simple with clear single click 

pathways trough each of the components for the 

patient. A lot of the technical material in each patient 

activity is not needed by the patient and therefore 

confusing. 

Patient Empowerment average responses were 68% of [Yes], 

8% of [No] and 24% of [NA]. Example of questions: 

• “Do you think that the information given could help 

you to improve your health and wellbeing?”  

• 85% responded [Yes], 15% responded [NA].  

• “Are you able to learn about treatment options 

through the PEP?” 61% [Yes], 8% [No], 31 %[NA]. 
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• “Are you able to learn about drug benefits through 

the PEP?” 58% [Yes], 11% [No], 31 %[NA]. 

• [No] responses were completed, with patients’ 

comments as: - Not recorded, - Depends on which 

materials are presented, - I have not 

stopped/answered. 

Patient Data gathered average response rates of 48% for [Yes], 

4% for [No] and 48% responded [NA]. Some examples  

• “Are you able to access the readings uploaded to the 

system from remote monitoring systems (e.g., 

wireless medical sensor devices) from the PEP?”  

• 42% responded [Yes], 8% responded [No], 42% 

lacked the functionality with [NA] responses. 

• “Are you able to upload documents, such as a 

picture, to your PEP?” 54% responded [Yes] and 

46% [NA]. 

• [No] responses were completed, with patients’ 

comments such as: “Not available”, “I have not tried 

it”. 

Communication and Notification average responses were 

32% [Yes], 5% [No] and 63% [NA]. Example of questions: 

•  “Messaging - Are you able to contact MDT 

members via messaging from the C3-Cloud 

Platform?” 58% [Yes], 0% [No], 42% [NA] 

• “Video calls - Are you able to join a video 

conferencing session with MDT members?” 8% 

[Yes], 92% [NA] 

• “Notifications - Are you able to schedule an 

appointment with your Primary Care Provider?” 16% 

[Yes], 15% “No and 69% [NA] 

Proposed Actions Based on the Evaluation  

Based on the technical partners’ feedback regarding the 

overall responses from participants, below is a summary of 

issues to be handled to improve the first version of the C3-

Cloud system. These issues are currently being followed up 

in the project in relevant work tasks. 

 

• Bugs – errors related to the expected functionality 

should be fixed. 

• Training needs to be improved – related to the 

uncertainty of users regarding the functionality of the 

system, next steps, scope. 

• Local configuration – local customizations need to be 

implemented during deployment. 

• Evaluation questionnaires – More time to complete the 

tests and a way to report issues repeatedly.. 

• Language – issues related to native language usage on 

the platform, both for local configuration and content. 

• Feature improvement – issues related to aspects such 

as unclear labels, layout, etc. Some comments for 

features could be out of scope but noted for future 

recommendations. 

− Incomplete/unclear specification – insufficient 

information to implement the improvement, for 

example: Care plan content, and concept issues 

– specific issues relating to care plan 

clarifications are required. 

− New feature – a new feature requested. 

− Visual guideline – information missing 

regarding visual guidelines or available 

accessibility settings.  

− Test data unrealistic – value ranges incorrect: 

can be improved with realistic test samples as 

provided by pilot sites. 

− Scope clarification – the  scope of the project 

needs to be clarified [to 

whom?/technicians/developers/?] in order to 

implement improvements. 

Discussion 

Our findings indicate that with the help of a user-centered 

design methodology [6] it was possible to define the functional 

ICT requirements for the C3-Cloud project and further refine 

them through an early application testing by end-users. A 

combination of different techniques that complement one 

another should preferably be used as their collective application 

will be more powerful than applied in isolation [11]. Therefore 

we used different evaluation methods. 

The first approach used, inspired by the Delphi method, 

permitted “to obtain the most reliable opinion consensus from 

the group of experts by subjecting them to a series of 

questionnaires in-depth and interspersed with controlled 

opinion feedback”[7] . The development of the questionnaires 

for application testing was therefore preceeded by and based 

upon the creation of pilot application requirements which were 

matched with the use case scenarios, and later reviewed by both 

IT and clinical experts. However, we are aware that a second  

review round by the experts may have improved the 

formulation of the questions. 

During the test sessions, we observed some limitations 

regarding the contextual coupling and synchrony between the 

test enviroments that were based on PARs and case scenarios 

and the perceived relevance of some items of the 

questionnaires. This was highlighted by some of the responses 

from the participants such as: “not finding the option”; “not 

knowing”; “not been informed about it”; “not clear how to work 

through the system”; “not obvious what needs to be done”; 

“more time needed”. Although we encouraged the think aloud 

method during the application testing, in some cases feedback 

was too vague to be interpreted. For example, such feedback 

included statements such as “Depends on which materials are 

presented” and “I have not stopped/answered”. In such cases, 

participants need to be more specific about the problem they 

face, and the observers need to make sure they fully understand 

what the user means at that specific moment.  

The analysis of feedback also highligted that it would have been 

advantageous to apply a shorther questionnaire that addressed 

some site-specific smaller discrepancies of the C3-Cloud 

platform and the language-related barriers. Most notably, the 

prerequisite of a good command of English caused both 

limitations regarding the recruitment of participants and an 

accurate understanding of nuances in the non-English speaking 

countries. Additionally, some participants felt that the 

questionnaire was not sufficiently detailed to allow them to 

express all their concerns with the C3-Cloud platform. 

Specifically, some suggested that it would have been more 

efficient to answer questions directly in the evaluation 

walkthrough document, which in turn would have enhanced 

their understanding of the entire test module in advance. 

Further, two participants did not feel that they wanted to use the 

patient empowerment platform in its current format at all. 
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Notably,  as the majority of the participants were elderly, early 

testing  in the development is crucial, as one could expect that 

such users would experience difficulties with the 

comprehension and adaptation of the novel C3-Cloud platform, 

but it could be hard to know in advance where in the system the 

unintended effects arise. This finding is in line with current 

research on evaluation methods in health IT, used for early 

detection an addressing of the unintended consequences of IT 

usage [12]. However, the overall response of the participants 

was that the system has great potential to simplify and enhance 

their engagement in and understanding of the care process. This 

was reflected by the high overall rate of positive [Yes] 

responses. 

This study also demonstrated that with a multi-faceted user-

centered design methodology it was possible to perform an 

early evaluation of a complex ICT infrastructure, involving 

different groups of end-users from three different pilot sites (in 

Spain, Sweden, and the United Kingdom), which in turn further 

consolidated the European-wide collaboration within the C3-

Cloud project. This constructive evaluation was performed at 

an early stage of the development to achieve a fast improvement 

of the C3-cloud system. The results summarized in the section 

“Proposed Actions Based on the Evaluation”  were 

communicated as user feedback to the techical partners, who 

have reconfigured and updated the C3-Cloud components 

accordingly. Incorporating the end-user’s requests for change 

and modification has been completed before the pilot 

application deployment. The C3-Cloud platform, which has 

been developed by the results of this evaluation, will be 

subjected to further and more rigorous testing based on real life 

experience, with actual MDT members and patients/ICGs in the 

three pilot sites during the planned pilot study starting in April 

2019. 

Conclusions 

This study demonstrates how an integrated application can be 

tested against the requirements, as elicited through an extensive 

European collaboration, to improve care for the elderly with 

multiple diseases. Mainly, application testing was performed 

without any adverse incident. The online platform worked well 

throughout the application testing sessions. The aim of this 

evaluation was not only to appraise the system’s functionality, 

but also to investigate how to improve the C3-Cloud application 

and its implementation further. The results obtained reflect 

insights from MDTs, patients and informal care givers for both 

user-facing components: C3DP and PEP. Overall, this 

application testing is an early evaluation exercise in order to 

adapt the system, where needed, and to get the first users’ 

feedback for further development. Integrating the questions 

into the evaluation walkthrough document, so that participants 

can answer the questions as they are testing the relevant 

sections, would make it simpler for the participants. 
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Abstract 

Interest in sleep has been growing in the last decades, 
considering its benefits for well-being, but also to diagnose 
sleep troubles. The gold standard to monitor sleep consists of 
recording the course of many physiological parameters during 
a whole night. The human interpretation of resulting curves is 
time consuming. We propose an automatic knowledge-based 
decision system to support sleep staging. This system handles 
temporal data, such as events, to combine and aggregate 
atomic data, so as to obtain high-abstraction-levels contextual 
decisions. The proposed system relies on a semantic 
reprentation of observations, and on contextual knowledge 
base obtained by formalizing clinical practice guidelines. 
Evaluated on a dataset composed of 131 full night 
polysomnographies, results are encouraging, but point out that 
further knowledge need to be integrated. 
Keywords:  

Sleep Stages, Expert Systems, Semantics 

Introduction 

In the last decades, sleep has been considered more and more 
seriously either for wellness reasons, or for diagnosing sleep 
troubles. Its impact on quality of life and on health is henceforth 
well known. To diagnose a sleep trouble, the gold standard 
sleep exam is the polysomnography, which  consists in 
recording, during sleep, the course of a set of physiological 
signals and then observe the brain activity, recorded by 
electroencephalography (EEG), the eye movements, recorded 
using electrooculography (EOG), and the muscle tone recorded 
using electromyography (EMG). 
Sleep staging is a fundamental preliminary step to the diagnosis 
of sleep troubles. During this task, a sleep expert visually 
browses the polysomnographic curves in 30-second epochs, to 
assign one of the five sleep stages defined, since 2007, by the 
American Academy of Sleep Medicine in their international 
guidelines [1]. A sleep stage is assigned by considering 
different criteria observed on EEG, EOG, and EMG curves, and 
by considering the dynamics of sleep. Guidelines for visual 
scoring of sleep staging define, firstly, for each sleep stage, a 
set of criteria that need to be met for a sleep stage to start to be 
scored (“transition rules”). Secondly, another set of criteria is 
defined for a sleep stage to continue to be scored (“continuity 
rules”). Five sleep stages are defined: W (Wakefulness), N1 
(Non-REM 1), N2 (Non-REM 2), N3 (Non-REM3) and R 
(REM). N1 and N2 correspond to light sleep; N3 corresponds 
to deep sleep; REM stands for Rapid Eye Movements. Even if 
software dedicated to sleep scoring include automatic scoring 

functionalities, they are not used in routine practice, since sleep 
physicians are not satisfied by their results [2]. 
Common approaches found in litterature for automatic sleep 
stages are based on machine learning techniques. Features, 
extracted from the acquired signals, are used to feed a classifier, 
that will be able, after a learning step, to make a decision on 
new samples. Many of these approaches use a single channel – 
generally a single EEG channel – to make the decision. Using 
an open dataset, they might not be compliant with the current 
guidelines, but with older ones, defined by Retschaffen & Kales 
in 1968 [3]. Machine learning approaches mainly ignore the 
domain of knowledge; moreover, sleep dynamics are 
unsufficiently integrated into the decision, since epochs are 
considered independantly from each other (through the 
segmentation of the analysis and decision).  
Alternatively, semantic approaches are seen as satisfactory 
solutions to have a formal description of knowledge on a 
domain without ambiguity. Based on a formal modelisation of 
concepts and relationships of the field, they allow reasoning. 
This formalization results in semantic networks, conceptual 
graphs or, more often, in ontologies. They might be seen as a 
description of a state of the universe at one time, focusing on 
one interest domain, listing concepts and specifying 
relationships between them. However, the dynamic aspects that 
make the universe change from one state to another remain an 
issue to be modelised. From one time to another time, the world 
changes; thus concepts and relationships between them change 
also. The description of the universe at one time is different to 
the description of the universe at another time. 
Expert systems are decision support systems composed of an 
observations base and a knowledge base. The observations base 
contains facts and events observed in the current state of the 
universe. Knowledge base contains inference rules allowing the 
system to make sense or assemble existing observations and 
facts and generate new events or new facts that will then be 
added to the observations base. Expert systems are knowledge-
based systems and can be designed without any data. In the 
medical field, we benefit from existing knowledge that needs to 
be formalized into compliant inference rules.   
In this paper, we present a dynamic expert system, using a 
formal representation of obervations using conceptual graphs 
and formalizing rules governing sleep-stages transitions and 
sleep events occurrences. The next section will focus on 
methods. Then, results will be presented and be followed by a 
discussion. Finally, we will give our conclusions in the last 
section. 
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Methods 

An expert system with four modules 

Our expert system is composed of four different modules: 
(1) the events vector, a time vector containing all events 
observed during sleep; (2) the sleep stages vector, a time vector 
containig all sleep stages assigned to each epoch during sleep; 
(3) the events fusion knowledge base, a knowledge base 
containing fusion strategies to fuse events (4) five contextual 
sleep stage assignment knowledge bases, five knowledge bases 
containing inference rules to apply in five different sleep 
contexts. 
All these modules can be considered as an expert system. The 
observation base is composed of the events vector and sleep 
stages vector, composed each of facts of, respectively, low and 
high abstraction level. The knowledge base is composed of the 
events fusion knowledge base, and of the five contextual sleep 
stages assignment knowledge bases. 
Events vector 

All events observed during sleep are gathered in a time vector, 
where each event is identified by an identifier and a label. The 
vector captures the semantic type of each event, given by the 
identifier, but also its start and end. If necessary, other useful 
information can be added to the event; for instance, the lowest 
value of the saturation can be specified and attached to a 
desaturation. Each event is then formalized as a conceptual 
graph, giving its label, its start, its end and all other information 
that might be useful for the final decision.  
Each event is represented by a conceptual graph. Conceptual 
graphs are a formalism that was introduced by John F. Sowa in 
1984 [4]. Semantic concepts are linked by labelled 
relationships. Fusion algorithms have been defined to combine 
several conceptual graphs that share concepts. 
For example, Figure 1 shows an event vector with all events 
occurring during the epoch. Representations of event 1 and 
event 2 are given on Figure 2.  
 

 
Figure 1 – Events vector 

Figure 2- Conceptual graphs of Event 1 and Event 2 

Sleep Stages vector 

All sleep stages assigned by the expert system are stored in a 
sleep stages vector. Sleep stages are considered as high-
abstraction-level information, obtained by combining and 
fusionning atomic information observed on other channels. 
This vector is initialized by specifying that, just before the start 
of the exam, i.e. the last epoch before the start of the exam, the 
patient was awake. Thus, we initialize the sleep stages vector 

with the W sleep stage assigned to the last epoch preceding the 
start of the exam. 
An example sleep stages vector is given in Figure 3. Each cell 
represents a 30-s epoch. The vector starts with seven epochs of 
N2, followed by 15 epochs of N3, followed by eight epochs of 
R, followed by 2 epochs of W and ends with 2 epochs of N1. 

 
Figure 3 – Sleep stages vector 

Events fusion knowledge base 

Considered separately, events observed on each acquired 
channel may not be sufficient to asisgn a sleep stage. However, 
they may be different observations of the same physiological 
event. To be combined, it is hence necessary to fuse conceptual 
graphs to get a new conceptual graph representing a higher-
abstraction-level event. Initially, they are separated; it is 
necessary to formalize the causal relationships that link them. 
Abstraction rules, combining all linked events to generate the 
physiological fact, can be applied to add the physiological fact 
to the observation base (the events vector). 
Each rule of the events fusion knowledge base is formalized as 
a conceptual graphs fusion strategy. Fusion strategies follow 
the principles of the maximal join operator. Criteria required to 
fuse two conceptual graphs are defined. The resulting 
conceptual graph is entirely defined, on the basis of the 
concepts – and their values – of the fused conceptual graphs.  
Figure 4 illustrates an example of fusion rules using conceptual 
graphs. Event 1 and event 2 are fused into Event 12, starting at 
starting date of Event 1, and ending at ending date of Event 2. 
Criteria to fuse these two events could be defined on start dates, 
end dates, or on the lowest value of event 2. 
 

 
Figure 4 – Example of events fusion 

Five contextual sleep-stage assignment knowledge bases 

Depending on the current sleep stage in the previous epoch 
beeing considered as a sleep context, rules to assign a sleep 
stage to the current epoch are different, when applying the 
guidelines of the AASM. As a consequence, five different 
knowledge bases were defined, each containing the rules to 
apply in a given sleep stage. Depending on the current stage, 
each knowledge base contains rules to start a new sleep stage 
and rules to apply to continue scoring the current sleep stage. 
For each knowledge base, sleep stages are ordered. The 
inference step evaluates whether rules of a given sleep stage are 
met or not, testing all sleep stages successfully until one given 
sleep stage can be assigned. Ordering sleep stages allows to 
formalize priority rules, defined in the guidelines. 
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Rules to assign a sleep stage are based on binary criteria. Each 
criterion is met whether a high-abstraction-level event is met, 
or not.  
Figure 5 illustrates an example of the five contextual 
knowledge bases. Depending on the sleep stage assigned to the 
previous epoch, a knowledge base is selected. Then, criteria are 
evaluated until one is met. It allows to assign a sleep stage to 
the current epoch. 
 

 
Figure 5 – Contextual Decision knowledge bases 

Decision algorithm 

Previously of the decision process, it is required that following 
steps have been done : (1) split the recording into 30-second 
epochs, (2) extration and recognition of low-abstraction-level 
atomic events, (3) representation of all extracted events by 
conceptual graphs, consistantly to a defined terminology. 
Figures 6 shows a flowchart of decision process. It is composed 
of four steps. 

1 - Move to the next epoch 

A decision is made for each epoch of the recording, starting 
from the first to the last, moving from one epoch forward at 
each step, once a decision has been made and a sleep stage has 
been assigned to the epoch. At each step of the decision process, 
a “reading head” is moving to the next epoch. 
 

 
Figure 6– Flowchart of decision process 

2 – Fuse events 

We assume that events extracted previously to the decision 
process are low-abstraction-level events. To be able to make a 
decision, we need high-abstraction-level events. These events 

are obtained by events fusion using fusion strategies [5,6]. 
Fusion strategies used to fuse events are defined and formalized 
into the events fusion knowledge base. Representing events by 
conceptual graphs allows to fuse delayed events observed in 
different channels, which is necessary in physiological 
processes. Using events fusion, it is possible to abstract events 
from a given abstraction level to a higher abstraction level; it is 
also possible to integrate literal data to get a semantic event; it 
is finally possible to aggregate, or combine, events. This step is 
based on an expert system. 

3 – Select contextual knowledge base 

Depending on the sleep stage assigned to the previous epoch, 
we know the sleep context of the subject at the start of the 
current epoch. Regarding this context, the right knowledge base 
can be chosen, in order to select the right rules to apply to make 
the decision and assign the sleep stage.  

4 – Assign a sleep stage 

Having identified which knowledge base to use, and regarding 
events of the low- and high- abstraction levels oberved and 
inferred on the events vector, the system is able to assign a sleep 
stage to the current epoch. To achieve this task, ordered criteria 
are evaluated. Each criterion is defined as a logical combination 
of high-abstraction-level events observed. Rules are evaluated 
following a predefined order until a criterion is met. This allows 
to assign a sleep stage. Criteria are ordered according to priority 
rules. 

Example 

According to the guidelines, the N2 sleep stage should be 
assigned to an epoch, if a K-Complex, not associated to an 
arousal, is the first half of the current epoch.  
Firstly, K-complexes and arousals need to be scored (manually 
or automatically). Then, K-complexes and arousals are fused, 
to classify K-Complexes into 2 categories: K-complexes 
associated to an arousal, and K-Complexes not associated to an 
arousal. In the next step, given an epoch, the right time period 
is observed to check whether a “K-complex non associated to 
an arrousal” was observed. For those epochs where this 
criterion is met, the N2 sleep stage is assigned. Otherwise, the 
criteria of other sleep stages are tested. 

Results 

Description of the dataset 

The dataset used for evaluating our method was already used in 
[7]; Gathering 131 full night polysomnographies, it is 
composed of 148,407 epochs (1,237 hours). The first subset is 
composed of 101 polysomnographic recordings of patients 
suspected of suffering from Sleep Apnea Syndrome; the second 
subset is composed of polysomnographic recordings of ten 
control subjects having spent three consecutive nights at the 
hospital. Polysomnographic recordings were performed in the 
sleep pathologies unit of La Pitié-Salpêtriére Hospital (AP-HP, 
Paris, France) using the Grael HD- PSG TM device which is 
produced by Compumedics Limited® from Australia. All 
recordings have been fully scored by a sleep expert in 
accordance with AASM guidelines [1] using Profusion Sleep 
TM Software from Compumedics®. All 131 recordings were 
visually scored by two experienced sleep experts, in accordance 
with the clinical practice guidelines defined by the AASM, 
without using the automatic pre-analysis functionality. This 
scoring is used as gold-standard for our work.  
Each recording is composed of more than 30 channels for the 
full-night polysomnography. In this study, we only need some 
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channels to be compliant with the clinical practice guidelines 
defined by the AASM: the EEG, the EOG and the submental 
EMG. Six EEG channels were recorded, following the 
international 10–20 system with a sampling rate of 256Hz: O1, 
C3, C4, Fp1, A1, A2. 2 EOG were recorded with a sampling 
rate of 256Hz: Left EOG and Right EOG; One channel of the 
submental EMG was recorded with a sampling rate of 256Hz. 
As recommended in the clinical practice guidelines defined by 
the AASM, EEG and EOG channels were filtered using a 0.3–
35 Hz bandpass filter; EMG submental channel was filtered 
using a 10–100 Hz bandpass filter.  
This study was approved by The Committee for the Protection 
of Human Research Participants, Paris VI (Comité de 
Protection des Personnes Ile-de-France VI, Paris, France).  
Control subjects were received by a physician to be informed 
in detail about the purpose and the procedure of the research 
study. Informed consent was provided and signed by all 
subjects. A sleep physician performed a physical examination 
and a questionnaire to validate that they had no suspicion of a 
sleep disorder.  
All subjects signed an informed consent form. All individuals 
included in our database followed instructions to refrain from 
alcohol and caffeine ingestion and to avoid engaging in 
prolonged and/or strenuous exercise before sleeping. All 
polysomnographies were recorded in a quiet, darkened room.  

Measures 

To evaluate the performance of our automatic sleep slating tool, 
we used different measures.  
Agreement rate is a measure used to assess the results of the 
automatic analysis globall, i.e. including all sleep stages. It is  
defined as the ratio of epochs scored with the same sleep stage 
by the expert and the automatic analysis for each recording.  

 

Because sleep stages have an unbalanced number of epochs, 
Cohen’s kappa was also used. This measure takes into account 
that some epochs are scored identically by the automatic 
analysis and by the expert by chance 

 

Where  is the relative observed agreement among raters 
(identical to agreement rate); and  is the hypothetical 
probability of chance agreement. 
Other measures are defined  to assess results obtained for each 
sleep stage. These measures are defined for binary 
classifications. All of them are defined considering the 
following confusion matrix 

Table 1 – Confusion Matrix 

 Automatic analysis 
C Not C 

Expert 
analysis 

C TP FN 

Not C FP TN 

 
TP refers to True Positive elements. Both expert and automatic 
analysis have classified these events in the class of interest C. 
TN refers to True Negative elements. Both expert and 
automatic analysis classified these events as not belonging to 
the class of interest C. 

FP refers to False Positive elements. Classified as belonging to 
the class of interest C by the automatic analysis, they were 
classified as not belonging  by the expert.  
FN refers to False Negative elements. These events were 
classified as not belonging to the class of interest by the 
automatic analysis, whereas they were classified as belonging 
by experts. 
Recall and precision are widely used in the field of machine 
learning. Recall is the ratio of elements belonging to the class 
of interest, that were correctly identified by the automatic 
analysis. Precision is the ratio of elements belonging effectively 
to the class of interest among all elements that were considered 
as belonging to the class of interest by the automatic analysis. 
Recall and precision are defined by following formulas: 

 

Sensitivity and specificity are used in the medical field to 
evaluate a diagnosis test. Sensitivity allows to know the 
performance of the test to identify sick individuals (=positive 
elements). It is equal to the predefined recall. Specificity allows 
to know the performance of the test to identify healthy 
individuals (=negative elements). Sensitivity and specificity are 
defined by following formulas: 

 

To balance recall and precision, the F Mesure was proposed, 
defined by the following formula: 

 

To give more weight to recall than to precision, the F2-Measure 
was proposed as an extension of the F-Measure, with the 
following formula: 

 

Results 

On the dataset of 101 polysomnographic recordings of patients 
suspected to suffer from sleep apnea syndrome, the obtained 
average agreement rate was 51.5; the average kappa was 0.36. 
All measures for all sleep stages are detailed in Table 2. 
Considering the control subjects, we obtained an average 
agreement rate of 56.55 and an average κ of 0.43 (see Table 3). 

Table 2 – Measures obtained on Sleep Apnea Syndrome 
patients dataset 

Measure W N1 N2 N3 R MVT 
Recall / 
Sensitivity 

54.3 30.3 58.6 44.4 54.4 0.0 

Precision 75.3 21.1 54.0 51.6 53.4 0.0 
Specificity 92.64 86.26 73.86 91.4 91.6 99.5 
F Measure 58.8 22.3 53.4 42.9 50.3 0.0 
F2 
Measure 

54.5 25.3 55.8 42.5 51.6 0.0 
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Table 3 – Measures obtained on control subjects dataset 

Measure W N1 N2 N3 R MVT 
Recall / 
Sensitivity 

54.9 32.7 63.2 54.4 61.8 0.0 

Precision 72.8 24.1 59.9 50.4 69.5 0.0 
Specificity 92.7 86.4 74.9 86.1 91.6 96.7 
F Measure 60.4 25.1 60.5 49.0 63.7 0 
F2 Measure 56.6 28.1 61.9 51.4 62.2 0 

As we can see, there are some differences between results 
obtained on the patients dataset and on the subjects dataset. This 
can be explained by the quality of the signals to process. 
Because of sleep troubles, signals from patients are very noisy, 
which make signal processing methods less efficient. 
Moreover, sleep troubles generated a highly disturbed sleep 
with many transitions; and as discussed by Thomas Penzel [8], 
transitions between sleep stages present the biggest source of 
differences between human sleep scorers. 

Discussion 

Our results may appear to be less performant than other results 
published in recent literature. All these works are mainly based 
on machine learning algorithms, and ignore, during the 
evaluation step, the intra- and inter-raters concordance. It was 
assessed by Danker-Hopfe et al. in 2009 [9]. Inter-raters rates 
are given by sleep stage in Table 4.  

Table 4 – Inter-rater agreement rate (kappa) 

W R N1 N2 z N3 
0.8608 0.9054 0.4608 0.7188  0.7285 

As we see, most of results given in recent published works 
claim to have a higher concordance that what another human 
sleep expert would obtain. It means that their results are 
obtained by overfitting, which is not suitable. 
On the contrary, our approach follows rules of practice 
guidelines. Our results show that these rules still need to be 
improved and expanded. Knowledge base might be enriched 
with transitions rules or experience knowledge.  
The performance of identifying atomic events remains also to 
be evaluated. 
Weaknesses of our approach include a relaince on the need to 
formalizing a complete knowledge base of rules to be applied 
to score sleep stages; medical knowledge is often incomplete, 
and knowledge acquired from experience is hard to formalize.  
Strengths of this approach include its robustness, its flexibility, 
and its upgradeability. Its ability to use easy time-based rules 
helps contextualize decisions. Semantic reasonning is fully 
understandable and customizable by experts. Furthermore, in 
absence of formalized knowledge it can be hybridized with 
machine learning approaches. 

Conclusion 

In this paper, we present an approach representing  information 
by semantic concepts. Temporal aspects are taken into account 
by reasonning on a dedicated framework, inspired by the Turing 
machine. Sleep stages are assigned by using different expert 
systems, one for each sleep context considered. 
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Abstract 

Patient weights can be entered incorrectly into electronic health 

record (EHR) systems. These weight errors can cause 

significant patient harm especially in pediatrics where weight-

based dosing is pervasively used. Determining weight errors 

through manual chart reviews is impractical in busy clinics, 

and current EHR alerts are rudimentary. To address these 

issues, we seek to develop an advanced algorithm to detect 

weight errors using supervised machine learning techniques. 

The critical first step is to collect labelled weight errors for 

algorithm training. In this paper, we designed and preliminarily 

evaluated a visual annotation tool using Agile software 

development to achieve the goal of supporting the rapid 

collection of expert-annotated weight errors. The design was 

based on the fact that weight errors are infrequent and medical 

experts can easily spot potential errors. The results show 

positive user feedback and prepared us for the formal user-

centered evaluation as the next step.    

Keywords: 

Electronic Health Records, Data Curation, Patient Safety 

Introduction 

A child’s weight is a vital parameter in pediatrics, with its 

importance ranging from general development to precise 

medication dosing. The latter is particularly important since 

many drug doses are weight-based. According to previous 

studies, about 20% of pediatric medication errors resulted from 

“improper dose/quantity,” which is a much higher rate than that 

in the adult setting [1,2]. Consequently, weight errors can lead 

to under- or over-dosing and further cause patient harm [3]. 

Pediatric weights are recorded incorrectly in various ways: 

typing errors, conversion errors (e.g. scale in pounds, system in 

kg), and weight estimations instead of actual measurements. 

Capturing weight errors with high sensitivity and specificity, 

however, can be very difficult. Manual chart reviews are often 

required and they are time-consuming and impractical to 

comply with in busy clinical routines. Moreover, capturing 

weight errors is especially difficult in neonates and growing 

children in which age and gender only provide a rough estimate 

of the expected weight range. A myriad of medical conditions, 

both acute and chronic, can also drastically change weight 

patterns. Given that it is in these more complex cases that drugs 

are often prescribed, detecting incorrect weights and 

administering proper weight-based dosing are critical.    

There has been previous research in developing informatics 

solutions to detect weight errors. One approach is based on z-

scores, a score that indicates how many standard deviations an 

element is from the mean. Error detection methods using this 

approach are often rule-based and tend to use empirical cut-offs 

to determine weight errors based on age and gender. One well-

known example is the program provided by the Centers for 

Disease Control and Prevention (CDC) of the United States [4]. 

These rule-based systems are efficient and good at capturing 

outliers, but often have low performance in subtler and/or more 

complex charts.  

Our literature review shows a lack of automated algorithms to 

detect weight errors with high performance – both 

retrospectively and in real time. The closest we can find is the 

method developed by Dymont et al., which is based on 

exponentially weighted moving averages of standard deviations 

with rule-based decision [5]. This method was developed for the 

purpose of cleaning research data and identifying implausible 

values in growth data. While this method took personal weight 

history into account and can be optimized in individual datasets, 

it was not derived from training on all weight patterns in a 

dataset and therefore may fail to detect weight errors in more 

complicated patterns. Another limitation of this method is that it 

requires data after the point of interest to perform analysis (i.e., 

in a retrospective manner) and may not be very useful in real-

time detection of weight errors as a clinical decision support 

tool.  

To address this gap, we aim to develop an advanced algorithm 

with supervised machine learning techniques to detect pediatric 

weight errors, which can retrospectively detect weight errors 

and be deployed as a real-time clinical decision support tool. To 

achieve this goal, a critical first step is to collect a large body of 

expert-annotated weight errors. However, there are three 

challenges in collecting such an annotated dataset: 1) the low 

prevalence of weight errors (less than 5%) [6], 2) the 

tremendous amount of time required to manually review patient 

charts to identify true errors [7,8], and 3) various weight 

patterns with limited information. To overcome these 

challenges, we developed a web-based annotation tool utilizing 

visual analytics principles and human-computer interaction 

techniques to efficiently and effectively annotate pediatric 

weight charts. With this tool, weight data are converted into a 

set of growth charts and presented in an interactive user 

interface to support rapid collection of expert annotations. In 

this paper, we report the design and preliminary evaluation of 

the visual annotation tool. 

Methods 

Clinical Setting and Weight Data 

The raw weight data were collected from the electronic health 

record (EHR) system of the Cincinnati Children’s Hospital 

Medical Center (CCHMC) between January 2010 and June 

2018. CCHMC is an urban, quaternary children’s health system 
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in Cincinnati, Ohio in the United Sates with more than 600 

inpatient beds and over 33,000 admissions as well as 1.2 million 

patient encounters annually. Each weight record consisted of an 

identifier, gender, and weight value (in kg) plus timestamp of 

each measurement. The patient identifiers were anonymized, 

and the timestamps were converted into the age in days when 

the weight was taken (with decimals to incorporate time of day). 

The data was stored in a file-based (SQLite) database to support 

downstream data manipulation and analysis. The weight data 

were summarized statistically to understand the distribution of 

key characteristics, including age, gender, and weight 

variability.  

Pediatric Growth Chart 

The display of weight data in our visual annotation tool was 

informed by the clinical growth charts developed by the World 

Health Organization (WHO) and the Centers for Disease 

Control and Prevention (CDC) in the United States [4]. This 

visualization of child’s weights has been routinely used in 

practice both in paper-based charting and EHRs. The growth 

charts come with age-matched percentiles based on the 

distribution of the general population. In our design, the 

percentiles were adjusted based on gender and age groups. 

Specifically, each patient has two sub-charts: one from birth to 

age two (0 - 24 months) and the other from age two to eighteen. 

The reason of this split was due to practical considerations 

where following up on patient weights in the infant period (0 – 

24m) often has much higher variability. Plotting weight points 

in the infant period with other points in childhood on the same 

growth chart would be impractical and may introduce 

challenges in our annotation tasks. Figure 1 shows an example 

of a growth chart for boys between 2 and 20 years old as 

reproduced from the CDC paper [1].  

 

Figure 1 – CDC Growth Chart Example [4] 

System Design and Evaluation 

Our visual annotation tool was developed following the 

principles of the Manifesto for Agile Software Development 

[9]. The development focused on end users (medical experts) 

and their interactions with the software. The research team 

provided a working prototype over time to collect user feedback 

and respond to the changes. Specifically, the visual annotation 

tool was designed and evaluated in three phases: 1) Design of 

core functionality and user interface, 2) Iterative refinement 

through group discussion, 3) Experimental workflow and pilot 

testing. The detail of each phase is described in the following 

sections.   

Phase 1 - Design of Core Functionality and User Interface 

In the first phase, a focused group of clinical informaticians 

(PVC, SAS, and DTW) worked closely together to brainstorm 

the core functionality and user interface of the visual annotation 

tool., This group searched the literature and reviewed known 

data visualizations to inform the design of the tool with the goal 

of supporting effective and efficient collection of expert-

annotated weight errors. In this phase, only the facial validity of 

the tool was evaluated. That is, the system was presented to and 

reviewed by the three group members to check if it had the 

potential to achieve the design goal.     

Phase 2 – Iterative Refinement through Group Discussion 

In the second phase, the visual annotation tool was refined in an 

iterative process by a larger group called “decision support 

analytics workgroup” (DSAW) at CCHMC. This group of 

clinical informaticians and medical experts met weekly to 

collaborate on projects and regularly discussed the weight error 

detection project and reviewed our visual annotation tool. The 

iterative refinement through group discussion lasted for several 

weeks, and an informal usability testing was conducted at the 

end of this phase when the visual annotation tool was functional 

enough. In this information usability testing, user feedback was 

collected and categorized, and the changes were made to 

generate the first stable version of the tool.  

Phase 3 – Experimental Workflow and Pilot Testing 

With the stable version of the tool, the research team developed 

a protocol to conduct a formal user study to examine the 

relationship between different combinations of tool settings and 

the efficiency and effectiveness of annotations on the weight 

data. The visual annotation tool was enhanced in two ways to 

support this user-centered evaluation and data analysis. First, it 

was able to record every click made by the user and produce 

usage logs. Second, it had an administration interface to manage 

users, assign datasets, and control tool settings.     

To prepare for our formal user study, the protocol for the 

experiment was tested to refine the workflow. A small group of 

medical experts and clinical informaticians was recruited. Each 

participant spent an hour with the research team. In each 

session, a short introduction of the weight error detection 

project was given, followed by a brief tutorial to the visual 

annotation tool. Then, the participants were assigned two 

datasets, each containing 225 patient charts. The patient charts 

were randomly selected from the weight data (the charts with 

4+ data points) and verified by the research team. After 

finishing the annotation tasks, the participants were asked to 

provide feedback on the interface design and workflow through 

a structured survey with open-ended questions. Specifically, the 

usability of the tool was measured by the Systems Usability 

Scale (SUS), a 10-question survey with a modified Likert scale 

from one to five with five being the highest [10]. After filling 

out the SUS survey, a short, structured interview was conducted 

to collect detailed feedback that was not captured by the SUS. 

In terms of data analysis, the composite SUS scores were 

calculated based on the guideline, which range from 0 to 100. A 

system with a SUS composite score of 68 or above is 

considered as having “above average” usability. In addition, the 

time of task completion was calculated based on the usage logs. 

This experiment protocol was reviewed and approved by the 

University of Cincinnati Institutional Reviewed Board (#2017-

2075).  
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Software Implementation 

The application was developed using Shiny in R-studio. Shiny 

is a framework that supports the quick development of 

interactive web applications straight from R. This deployment 

has benefits in easy access with no extra client software 

installation. While Shiny has several benefits and can save 

much programming time, it has limitations like any other 

framework and libraries. Some inline JavaScript and jQuery 

were added to provide additional, optimized user experience. 

The visual annotation tool was hosted on an internal Shiny 

server behind the firewall and could only be accessed through a 

web browser by users at the University of Cincinnati (UC) and 

CCHMC in order to protect the weight data with the highest 

standard.  

All chart annotations and usage logs were stored in a separate 

SQLite database. This allowed the original weight data to be left 

untouched and only a minimal data to be stored. The annotated 

patient charts and the process of annotation can be recreated by 

combining the data from both sources. As mentioned in Phase 

3, an administrative interface was created as a separate Shiny 

application to support the workflow. The design and 

functionality of this administrative interface are out of the scope 

of the present paper.  

Results 

Weight Data 

Table 1 shows the descriptive statistics of the weight data. Over 

600,000 patient and their weight data points were extracted 

from CCHMC’s EHR system. Maximum number of weights 

per patient and weight value taken were 2312 times and 632.2 

kilogram, respectively. 47% of the patient (N=283,971) had at 

least four weight points, accounting for 88.6% of the individual 

weights (N=4,193,008). Random charts selected out of this 

subset were used to explore the graphical representation of the 

weight data and support the tool evaluation.  

Table 1 – Statistical Summary of Weight Data 

Characteristics All  

Patients  

Patients with 

4+ data points 

Number of Records 4,733,317 4,193,008

Number of Patients 604,147 283,971

Number of Females 291777 136404

Num. of 

Weights per 

Patient 

Min 1 4

Median 3 8

Average 7.8 14.8

Max 2312 2312

Weight 

Value (kg) 

Min 0.0 0.0

Median 23.2 23

Average 33.1 32.9

Max 632.2 632.2

Phase 1 - Design of Core Functionality and User Interface 

Three core functions of the visual annotation tools are described 

in the following sections, including 1) individual patient chart 

display and annotation, 2) multiple charts in a grid, and 3) 

annotation flow.  

Individual Patient Chart Display and Annotation 

The display of individual patient charts was designed based on 

the CDC examples. Weight data were converted into growth 

charts with the x-axis being the age in days and the y-axis being 

the weight values. Digital display of weight charts had several 

benefits compared with their paper-based counterparts. First, the 

display was designed to automatically crop the x-axis to reflect 

the proper age range of the weights recorded. Second, the 

population percentiles were automatically adjusted based on age 

and gender. Next, the display always kept the upper (97
th
) and 

lower (3
rd

) percentiles in a chart, allowing the trend of the 

weights being interpreted correctly so that changes in weights 

would not be over- or under-estimated. Finally, users can zoom 

in a certain area of a chart and zoom out if needed. Figure 2 

shows 4 patient charts with likely complex underlying 

pathology resulting in atypical weight patterns. 

 

 

Figure 2 – Patient Charts with Complex Weight Patterns 

Another core functionality of the tool was to label incorrect 

weight points (a.k.a. annotation), which was implemented using 

color coding. Users can click each weight point to indicate its 

error type. All the weight points were colored in blue by default. 

The first and the second click of a point turned the color into red 

and orange, respectively, and a third click brought it back to 

blue. The color indicated different error type: Blue:) a point is 

not an error (default setting), Red) a point is definitely an error 

with high clinical importance and likely causes patient harm 

(e.g. medication errors), and Yellow) a point may be an error 

with medium or low clinical importance. This color coding 

allowed users to focus on potential weight errors and quickly 

annotate patient charts.  

In the cases where the weights in a patient chart were too 

confusing or too complicated to annotate, two additional 

checkboxes were provided to indicate such issues for the 

research team’s information.  

Multiple Charts in a Grid 

Annotating individual patient charts one-by-one can be very 

time-consuming. As such, the idea of displaying multiple charts 

at once in a grid was introduced. Due to the fact that the 

majority of patient charts did not contain a weight error, it is 

expected that human eyes can scan through the charts very 

quickly and identify weight errors based on the trend. That is, 

patient charts containing errors or with complex weight trends 

would stand out visually and then could be viewed and 

annotated in the individual chart display. The grid size was 

designed to be adjustable (i.e. 3x3 or 5x5) through the 

administration interface. An example of the grid display is 

presented in Figure 3. 

Annotation Flow 

The individual patient charts can be annotated in two ways. One 

way was to annotate a chart immediately after clicking it in the 

grid. The other was to first go through the whole dataset in the 

grid views and select all charts of interest, and then annotate the 

selected charts one-by-one as a second step. The former is 

called “one-step annotation” (1SA), which was implemented by 

creating a pop-up of the individual patient chart when it is 

clicked in the grid (as shown in Figure 3). The latter is called 

“annotation” (2SA), where clicking a chart in the grid would 

only highlight it without a pop-up. After browsing thought all 

grids (whole dataset), the selected charts were displayed one-

by-one as individual patient charts for annotation. 
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Figure 3 – Overview of the Main User Interface in One-step 

Annotation: a) Multiple Charts in Grid (5x5) and b) Individual 

Patient Chart Display as a Popup after User Selection. 

Phase 2 – Iterative Refinement through Group Discussion 

After the core functionality and user interface of the tool were 

created, the visual annotation tool was reviewed and iteratively 

refined in the DSAW meetings for several weeks. This phase 

was ended by the informal user testing with eight DSAW 

members. The user feedback was summarized in Table 2 in four 

categories. The overall feedback was positive, especially on the 

intuitiveness and the grid display of the charts, which confirmed 

our design to support rapid annotation. Improvements were 

made in annotation, interpretability, navigation, and system 

performance to produce the first stable version of the visual 

annotation tool.  

Table 2 – User Feedback from Informal Testing in Phase 2 

Category Description Action taken 

Annotation 

 

Points sometimes 

difficult to select 

Radius for selection 

increased 

No easy way to reset 

annotation in a  

graph 

Create a “remove all 

annotation” option 

Interpret-

ability 

Get more detail 

about certain points 

Hovering will display 

a point’s weight and 

the time and weight 

difference with the 

previous one 

Navigation 

 

Instructions very 

limited 

Tutorial mode and 

help button 

implemented 

Button to go to next 

page not intuitive 

Button redesigned 

System 

Performance 

Large grids update 

very slowly 

Mark chart instead of 

updating whole grid 

When new grid is 

loading, it seems  

that the app is  

frozen 

Loading message  

now displayed  

Errors for accessing 

the app 

With help of IT 

access now easier 

over network 

Phase 3 – Experiment Workflow and Pilot Testing 

In the pilot testing, five participants (two medical experts and 

three clinical informaticians) were recruited. Following the 

experiment protocol, each of them was assigned two datasets 

(225 charts per set) and provide feedback after completing the 

tasks. The average time to complete the first and the second 

dataset was 8.15 min (standard deviation, or SD: 2.8) and 6.3 

min (SD: 2.1), respectively. There was a 2-minute decrease in 

completing the second dataset, which was due to the learning 

curve as reported by the participants, although the change was 

not statistically significant (p=0.097). The average SUS score 

was 78.5 (SD: 10.6), which confirmed the system to have above 

average usability. Additional feedback through the structured 

interview was positive, especially on the ease of use with 

intuitive user interface and fast learning curve. The workflow 

was confirmed to be reasonable and required no changes.  

Discussion 

In this paper, we reported the design and pilot evaluation of a 

web-based visual annotation tool to support the rapid annotation 

of weight errors. The tool was easy to use and has configurable 

settings (grid size and annotation flow), allowing users to 

optimize their annotation based on personal preferences. The 

intuitive design originated from the traditional growth charts 

and utilized a set of visual analytics techniques, providing 

expert users with a familiar yet enhanced chart review 

experience to identify pediatric weight errors.  

At the time of completion of the current study, Conlen et al. 

published a paper at the Special Interest Group on Computer-

Human Interaction in the Association for Computing Machinery 

(ACM CHI conference) about design principles for visual 

analytics in operations contexts [11]. This paper lists seven 

design principles that support and justify many of our design 

ideas of the visual annotation tool as discussed below. Principle 

1 and 2 state that data must come with context and relationships 

between points must be shown. In our design, the adoption of 

digital growth charts with population percentiles provided a 

familiar experience for the annotators to interpret weights based 

on all other weight points in a chart (the context). Moreover, 

additional time and weight change information to the previous 

point can be viewed by hovering above a point of interest (the 

relationships). The context and relationships provided in our 

visual annotation tool were sufficient enough for experts to 

annotate weight errors in nearly all cases with high confidence, 

requiring no additional EHR data for interpretation, which may 

be hard to get and can slow down the annotation process. 

Principle 3 states that users should be able to travel through the 

data along the most important decisional dimension. In our 

design, the most important decisional dimension is the weight 

trend as a function of age in days and weight values. Given that 

abnormal weight patterns are rare but easily screened by 

medical experts, the individual patient charts were organized in 

grids so that users can easily page through the dataset to check 

the weight trends. Moreover, our design of displaying multiple 

instances at the same time in a resolution that preserves the 

overall pattern greatly increased the annotation speed, which is 

directly linked to Principle 7, where data should be shown at the 

resolution for the task at hand. In this two-level design (grid 

view versus individual charts), users can first identify 

suspicious patient charts and then annotate individual weight 

points as two distinct tasks. Principle 4 recommends that the 

user interface be flexible and able to adapt to the user’s input. In 

our design, the grid size and annotation flow (1SA or 2SA) can 

be configured based on user preferences using the 

administration interface. Principle 5 indicates the need to 

surface issues early, which was done in our development 

process through the Agile Manifesto. Principle 6 requires that 

no data are removed, even if they are not used. By separating 

our input database (weight data) from the annotation database, it 

is ensured that only relevant input data was retrieved and never 

got overwritten or changed.  

a

b
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In addition to our effective design, the pilot testing confirmed 

the smoothness of our workflow and prepared us for the formal 

user-centered evaluation. In the pilot testing, participants were 

able to annotate 225 charts in less than 9 minutes. As reported 

by the participants, learning curve was quick since the 

participants were able to spend less time (2 minutes less) 

annotating the same amount of records. Extrapolating the 

results, 1500 charts may be annotated in 60 minutes, which 

indicates the achievement of our design goal to support rapid 

collection of expert-annotated weight errors.  

One limitation in the pilot evaluation is the inability to validate 

the accuracy of annotation given that there was no “gold 

standard” (or ground truth) of weight errors. However, the gold 

standard may not be required in this case since we are focusing 

on the clinical importance of the errors, that is, whether 

abnormal weights can cause patient harm and subsequently 

require clinician’s attention in busy clinical routines. We 

believe a reference standard generated by medical experts is 

sufficient for the development of an advanced algorithm to 

detect weight errors. Another limitation is the lack of formal 

user testing with a larger sample size. We have planned the next 

phase of the evaluation where 40 medical professionals will be 

recruited to further validate the visual annotation tool. Since our 

pilot testing has confirmed the smoothness of the experimental 

workflow, we are ready to move on to this next phase.  

Once the tool is formally evaluated, we will use it to collect at 

least 15,000 patient charts as the reference standard, upon which 

machine learning algorithms will be trained to detect weight 

errors. The large amount of annotated patient charts enables the 

discovery of interesting and hidden patterns from the data using 

machine learning techniques, rather than predefined rules or 

thresholds. Our future work also involves developing a visual 

annotation tool as a generalized self-service tool for annotating 

time-series data since the concepts and process in the current 

scenario can be applicable to the datasets that are imbalanced 

(very few positives) and have temporality as a key dimension.    

Conclusions 

In this paper, we presented our design and pilot evaluation of a 

visual annotation tool to rapidly collect expert-annotated weight 

errors for the training of machine learning algorithms. The 

design and evaluation were rolled out in three phases, namely, 

Design of core functionality and user interface, Iterative 

refinement through group discussion, and Experimental 

workflow and pilot testing. The results showed positive user 

feedback and confirmed the achievement of our design goal to 

support effectiveness and efficient expert annotation. The pilot 

experiment prepared us for the formal user-centered evaluation 

in a lab setting as the next step. We will continue this research 

investigation with the ultimate goal of developing an advanced 

clinical decision support tool to alert clinicians with erroneous 

weight values and subsequently prevent adverse events and 

patient harm in clinical practice. 
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Abstract 

Clinical Decision Support Systems (CDSS) utilize 
computerized Clinical Practice Guidelines (CPG) to deliver 
evidence-based care recommendations. However, when 
dealing with comorbidity (i.e., patients with multiple 
conditions), disease-specific CPG often interact in adverse 
ways (e.g., drug-drug, drug-disease interactions), and may 
involve redundant elements as well (e.g., repeated care tasks). 
To avoid adverse interactions and optimize care, current 
options involve the static, a priori integration of comorbid 
CPG by replacing or removing therapeutic tasks. 
Nevertheless, many aspects are relevant to a clinically safe 
and efficient integration, and these may change over time—
task delays, test outcomes, and health profiles—which are not 
taken into account by static integrations. Moreover, in case of 
comorbidity, clinical practice often demands nuanced 
solutions, based on current health profiles. We propose an 
execution-time approach to safely and efficiently cope with 
comorbid conditions, leveraging knowledge from medical 
Linked Open Datasets to aid during CIG integration. 

Keywords:  

Practice Guideline, Decision Support Systems, Clinical; 

Comorbidity 

Introduction 

Clinical Practice Guidelines (CPG) are disease-specific and 

evidence-based recommendations to guide diagnosis, 

prognosis, and treatment [1]. By computerizing CPG as 

Computer Interpretable Guidelines (CIG), they can be utilized 

by Clinical Decision Support Systems (CDSS) to deliver 

evidence-informed care recommendations. While CDSS can 

effectively manage a single, complex condition, they often 

cannot cope with multiple illnesses in a single patient (i.e., 

comorbidity). Indeed, managing comorbid conditions in a 

patient is a complex problem, and requires avoiding adverse 

interactions (e.g., drug-drug or drug-disease), by tailoring or 

adding new therapeutic interventions; and optimizing care and 

resource utilization, by eliminating redundant investigations. 

Hence, the direct, concurrent application of multiple disease-

specific CIG is considered neither a safe nor efficient option.  

A possible approach for managing comorbidity involves 

reviewing existing, disease-specific CPG, and manually 

integrating their workflows to yield a single, clinically safe 

and resource-optimized clinical workflow. Examples include 

the England and Wales NICE (National Institute for Health 

and Care Excellence) CPG [2], which manages kidney disease 

combined with hypertension, lipids and hepatitis C; and Abidi 

[3] performed a manual, ontology-based integration of CIG 

for Congestive Heart Failure (CHF) and Atrial Fibrillation 

(AF). Nonetheless, this solution is considered impractical, 

since it is not feasible to apply it to every possible 

comorbidity. In line with his, a range of computer-based 

approaches have been proposed to semi-automatically 

integrate comorbid CIG [3-7]. These approaches tend to focus 

on the a priori integration of comorbid CIG to realize a single, 

static clinical workflow. Nevertheless, we observe that 

execution-time aspects driving clinical workflow execution—

i.e., lab test outcomes, medical resource availability, care 

delays, and the dynamic patient’s health profile—also affect 

the clinical safety and efficiency of comorbid CIG integration. 

Due to runtime delays, test outcomes or changes in the 

patient’s health parameters, integration decisions may need to 

be applied, adapted or reverted. Hence, we argue that a 

comorbid CIG integration approach should incorporate the 

execution-time flexibility to dynamically apply or revise 
previous integration decisions, in light of evolving clinical 

profiles and operational aspects. Below, we introduce 3 

running examples (based on illness-specific CPG) which will 

be used to illustrate our work: 

- OA-Diabetes comorbidity: both osteoarthritis (OA) and 

diabetes guidelines recommend Non-Steroidal Anti-Inflam-

matory Drugs (NSAID), such as aspirin and ibuprofen. Since 

NSAID increase the risk of bleeding in OA patients, this type 

of drug should only be described once for a comorbid patient. 

- AF-CHF / COPD-PE: many illnesses require imaging scans, 

ECG and other tests (e.g., spirometry) at a point-of-care or 

healthcare facility. With many of these illnesses often 

occurring comorbidly, such as AF-CHF and Chronic 

Obstructive Pulmonary Disease (COPD) – Pulmonary 

Embolism (PE), grouping these tests into a single visit will 

improve the patient’s quality of life and reduce incurred costs.  

- HTN-Diabetes: thiazide diuretics such as Methyclothiazide 

are often prescribed for treating hypertension (HTN). 

However, they may worsen glycemic control for diabetes 

patients. In regular cases, the dose of thiazide diuretics should 

be reduced; when creatinine clearance is low and volume 

control is needed, it should be replaced by loop diuretics.  

We present a knowledge-driven, execution-time approach for 

integrating comorbid CIG into a clinically safe and efficient 

comorbid clinical workflow. To cope with execution-time 

aspects and clinical pragmatics, our approach supports (1) 

refining or reverting integration decisions as more data be-

comes available—such the outcomes of medical tests, unfore-

seeable runtime delays, or limited hospital resources; and (2) 

defining alternative CIG integration decisions, which are con-

ditional on the patient’s health profile and other clinical 

events. Our approach involves a CIG Integration Framework, 
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which employs a Semantic Web based approach to CIG repre-

sentation, integration and execution. To support the identifica-

tion of adverse interactions, we leverage various Linked Open 

Datasets (LOD), including the SNOMED CT ontology
1
, the 

Drug-Drug Interactions Ontology (DINTO)
2
, the Drug Ontol-

ogy (DrOn)
3
 and Bio2RDF DrugBank ontology

4
. 

Methods 

Our approach supports a practitioner in (a) identifying the set 

of clinical tasks, called CIG integration points, which could 

result in loss of clinical safety or efficiency in comorbid 

sitations; (b) given these integration points, instantiating 

appropriate CIG integration policies that ensure clinical safety 

and efficiency of the integrated CIG. In particular, a CIG 

integration policy is instantiated to deal with a particular 

comorbid patient scenario: e.g., to cope with drug interactions 

in a HTN-Diabetes comorbidity, a policy is instantiated to 

adjust dosages of Methyclothiazide. 

The CIG Integration Ontology (CIG-IntO) defines the core 

terms for representing, integrating and executing CIG. We 

note that the SNOMED CT taxonomy is integrated into our 

CIG-IntO ontology, with an extended mapping to other 

ontologies (DrOn, DINTO, DrugBank). As we will illustrate 

in the paper, by leveraging knowledge from these datasets, our 

CIG framework can aid the practitioner in discovering CIG 

integration points. 

A CIG integration policy is responsible for coordinating the 

execution-time integration of comorbid CIG; which is done by 

operating on a multi-level state machine. At runtime, these 

state machines manage the lifecycles for integration points. 

We elaborate on these lifecycles, and the available integration 

operations, below. Next, we discuss the high-level semantics 

of our proposed CIG integration policies. 

Clinical task lifecycles 

Workflow-related task lifecycle 

Fig. 1 shows the workflow-related clinical task lifecycle.  

 

Figure 1– State machine for the CIG task workflow lifecycle. 

During regular execution, a CIG task travels from inactive to 

active when it is next in line for execution. This may occur 

when its associated pre-conditions are satisfied and/or the pre-

vious task was completed. The practitioner selects an activat-

ed task for execution at their discretion, thus moving it to the 

started state. Finally, an activated task moves to the completed 

state when a practitioner marks it as complete, or when indi-

cated by an external system (e.g., lab information system). 

Below, we exemplify the CIG execution semantics [8] (using 

OWL2 DL [9]) that move inactive tasks to the active state: 

�������	
��� ∩ 
��������������	���������� ∩            (1) 

∃�����	�����. �����	�	�
��� ⊂ ∃����	�
�������	. !����	 

An InactiveTask with a satisfied pre-condition (TaskWithSatis-

fiedCondition class) and a prior, completed workflow task 

(hasPrevious relation), will be assigned the new Active state. 

                                                           

1
 http://browser.ihtsdotools.org/  

2
 https://bioportal.bioontology.org/ontologies/DINTO  

3
 https://bioportal.bioontology.org/ontologies/DRON  

4
 http://bio2rdf.org/  

To coordinate the integration of comorbid CIG, an integration 

policy can apply integration operations, which move a clinical 

task to the delayed or discarded state, or replace a task in the 

CIG workflow. To ensure continuing clinical safety and effi-

ciency in light of changing execution-time circumstances, our 

approach supports reverting these operations as well. 

 

Figure 2– Integration operations on clinical tasks (CIG-IntO). 

The transit relation indicates a transit operation on a CIG task 

(CIGTask) to a particular state (CIGTaskState). To support 

reverting the operation, the transitFrom property keeps the 

original from state. The revert operation is represented by the 

revert relation, indicating the state that the CIG task should be 

reverted to. The replace relation indicates the clinical task 

(subject) to be replaced and the replacement task (object). The 

causes for transit and revert operations are kept as well. 

Outcome-related task lifecycle 

Various outcome-related information, including medical test 

results or physician/patient choices, will only become availa-

ble as the clinical workflow progresses. When faced with such 

new execution-time information, additional integration opera-

tions may be needed, while previous operations may need to 

be adapted or reverted. To that end, CIG tasks additionally 

feature an outcome-related lifecycle: 

 

Figure 3– Integration operations on clinical tasks. 

A clinical task is in the pendingChoice state when no choice 

has yet been made at the nearest preceding decision node; i.e., 

it is still unknown whether the task will be executed. After a 

choice is made, all tasks in the “chosen” branch travel to the 

chosen state, up until the next decision node; and tasks in the 

non-chosen branch(es) travel to the notChosen state. In other 

words, tasks in the chosen state are in line for execution, while 

notChosen tasks will not be executed. 

CIG Integration Policies 

We present an initial set of CIG integration policies to safely 

and efficiently integrate comorbid CIG at execution-time. We 

formalize their high-level semantics in terms of the CIG Inte-

gration Ontology (CIG-IntO) and First-Order Logic (FOL) 

rules. These integration semantics are informed by, and oper-

ate on, the multi-level state machine introduced previously.  

EquivTasksPolicy 

A practitioner creates an EquivTasksPolicy instance to cope 

with equivalent tasks: e.g., both OA and diabetes guidelines 

recommend NSAID, but this type of drug should only be pre-

scribed once, since it increases risk of bleeding. To that end, 

the practitioner identifies the integration points and instanti-

ates an EquivTasksPolicy as follows (using Turtle syntax
5
 with 

CIG-IntO as default namespace): 

:NSAID_equiv a :EquivTasksPolicy ;                (2) 

 :equivTask :task_OA_NSAID ; 

                                                           

5
 https://www.w3.org/TR/turtle/  
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 :equivTask :task_Diabetes_NSAID ; 

Here, the equivTask relation indicates the equivalent tasks, 

i.e., prescribing the NSAID medications, as integration points. 

Below, we elaborate on how these integration points may be 

identified, and the concrete integration semantics. 

- Finding equivalent tasks 

In CIG-IntO, many workflow tasks are attached to SNOMED 

procedures; which, if applicable, is further linked to the pre-

scribed medication (Turtle syntax, “sno” is the SNOMED 

namespace). For instance, in the OA CIG: 

:task_OA_NSAID a :WorkflowTask ;         (3) 

    :involves :presc_OA_NSAID. 

:presc_OA_NSAID a sno:Prescription; sno:drugUsed sno:NSAID. 

Since the relevant workflow tasks from both the OA and dia-

betes CIG are linked to a Prescription (subclass of Procedure) 

of the same drug (drugUsed), the system flags the (potential) 

comorbidity issue to the practitioner, indicating the two clini-

cal tasks as integration points. Based on their medical 

knowledge and expertise, the practitioner may then proceed by 

instantiating an appropriate CIG integration policy. 

- CIG integration semantics 

An informed execution-time choice should be made on which 

equivalent task will be kept, and which one(s) will be discard-

ed. Simply discarding an arbitrary task at design-time may 

negatively affect CIG execution, as shown in Fig. 4. Here, task 

T1 was discarded at design time (Fig. 4.a) since it would have 

been executed last under normal circumstances. However, due 

to execution-time delays, task T1 is executed first; meaning 

that the following tasks, such as T2, which rely on task T1 or 

its equivalent (i.e., TA) having been executed, need to be de-

layed until TA is executed (Fig. 4.b). 

 

 (a) (b) 

Figure 4– Integration operations on clinical tasks. 

Our execution-time approach purposefully introduces a race 

condition; whichever task is reached first (i.e., activated) dur-

ing execution will be retained. In Fig. 4, this means that T1 

will be retained instead of TA, meaning that both workflows 

are able to proceed without delay. 

These execution-time integration semantics can be represented 

using the following state-transition rule: 
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Once any integration point (intPt) is activated (t1), any other 

integration point (t2) part of a chosen branch, i.e., in line for 

execution, and not yet discarded or completed, will be moved 

to the discarded state (transit operation). The origin state 

(transitFrom) and cause (transitCause) are recorded as well. 

To simplify the formulation of integration semantics, we de-

fine complex OWL subclasses of CIGTask; e.g., InactiveTask 

class includes tasks with value inactive for property state. 

ReplaceTasksPolicy 

A ReplaceTasksPolicy instance is created to replace one or 

more tasks by safer and/or more cost-effective task(s). For 

instance, the thiazide diuretics prescribed for HTN may wors-

en glycemic control in case of HTN-Diabetes comorbidity. In 

clinical practice, solutions for such interactions are often nu-

anced, and depend on the patient’s dynamic health profile. For 

normal cases, the dosage of thiazide diuretics should be re-

duced; but when creatinine clearance is low and volume con-

trol is needed, loop diuretics should be prescribed instead. 

This can be formulated as follows: 

:thiazide_diuretics_diabetes a :ReplacePolicy ;      (5) 

   :toReplace :thiazide_diuretics          

   :replacement [  

     :condition cond:default ; 

     :element :low_dose_thiazide_diuretics ] ; 

   :replacement [  

     :condition [  

       cond:operand :low_creatinine_clearance ; 

       cond:conn cond:and ; 

  cond:operand :volume_control_needed 

     ] ;  

     :element :loop_diuretics ] . 

The toReplace relation indicates the integration point(s), i.e., 

the clinical task(s) to be replaced. The replacement relation 

indicates the conditional substitutions for the CIG task, mark-

ing (a) the condition (condition relation), which refers to the 

patient profile; and (b) the replacement task (element relation). 

The default substitution, i.e., with “default” condition, pre-

scribes low dose thiazide diuretics; the second substitution 

prescribes loop diuretics in case volume control is needed and 

low creatinine clearance is observed.  

Using our CIG framework, the practitioner can leverage LOD 

to identify such integration points. To that end, the 

:thiazide_diuretics task is linked to the related medication 

(e.g., see (3)). Based on this knowledge, there are multiple 

ways for the CIG framework find potential interactions: 

- Finding drug-drug interactions (DDI) 

Searching the DINTO and Bio2RDF DrugBank ontologies, 

the system discovers multiple DDI between Methyclothiazide 

and different types of insulin—if the patient was prescribed 

insulin for managing glucose levels, the system will flag these 

DDI to the practitioner together with the integration points. 

E.g., DrugBank encodes the DDI in question as follows: 

drb:DB00232 dcterms:title "Methyclothiazide"@en ;                (6) 

    drb:ddi-interactor-in db:DB00030_DB00232 . 

drb:DB00030_DB00232 a drb:Drug-Drug-Interaction . 

- Finding drug-illness interactions (DII) 

The system finds that Methyclothiazide is a type of Thiazide 
Diuretic (SNOMED CT), which are categorized as Hypergly-
cemia-associated Agents (DrugBank); whereas Diabetes is a 

type of Disorder of Glucose Metabolism (SNOMED CT). 

Based on a DII knowledge source, which encodes adverse 

interactions between agents and disorders of that type, the 

system flags the DII and integration points to the practitioner. 

- CIG integration semantics 

When multiple tasks need to be replaced, as before, a choice 

needs to be made on which task to discard (see Fig. 4). In that 

case, a transition rule similar to (4) will be applied—which 

additionally ensures that other task(s) (i.e., t2) are only dis-

carded when a replacement was actually applied (see (7)). 

When only a single task is to be replaced (as in (5)), the toRe-
place task is simply discarded when it becomes active.  

Based on the patient’s current health profile, a substitution 

will be selected at execution-time, after which the toReplace 

task will be replaced in the CIG workflow (NotApplied en-

sures that a replacement is applied only once): 
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SimulTasksPolicy 

To simultaneously execute certain clinical tasks, the practi-

tioner creates an instance of SimulTasksPolicy. For instance, 

many comorbid illnesses involve imaging scans, ECG and 
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other tests (e.g., spirometry) at a point-of-care or healthcare 

facility; by grouping such medical tests together in time, we 

may improve the patient’s quality of life and reduce healthcare 

costs. This can be encoded using SimulTasksPolicy as follows:  

:simult_siteofcare_tests a :SimultTasksPolicy ;      (8) 

  :simulTask [ 

    :involves [ 

    a sno:Evaluation_Procedure ; 

      sno:placeOfTesting [ a sno:SiteOfCare ] 

] ] . 

In the above case, the policy aims to group in time any clinical 

task that involves any procedure of type of Evaluation Proce-

dure, and with any placeOfTesting of type SiteOfCare. In 

SNOMED CT, medical tests such as ECG, MRI scans, spi-

rometry are all subtypes of Evaluation Procedure; whereas 

SiteOfCare has subtype Hospital, among others. Based on the 

policy definition, the CIG integration framework identifies 

concrete integration points for the SimulTasksPolicy. Below, 

we exemplify such an integration point: 

:task_AF_ECG a :WorkflowTask ;             (9) 

    :involves :proc_ECG_monitor . 

:proc_ECG_monitor a sno:ECG_Monitoring ; 

 sno:placeOfTesting sno:Hospital . 

- CIG integration semantics 

To group the identified integration points at execution-time, a 

SimulTasksPolicy will delay any activated simulTask until the 

other simulTasks have “caught up” (i.e., have also been acti-

vated)—at least, as long as it is clinically safe to do so.  

In particular, the max. (overall) delay of the active task shows 

the max. period the task may still be delayed while safeguard-

ing clinical safety. Hence, as long as the max. delay exceeds 

the (estimated) activation time of an inactive task, it will make 

sense, and not violate clinical safety, to delay the active task: 

 

Figure 5– Example workflows for SimulTasksPolicy. 

Here, the max. overall delay for T1 exceeds the estimated acti-

vation time of TA, meaning that T1 can be safely delayed until 

TA catches up. The following should hold: current + maxO-

verallDelay1 ≥ estimActiveA, which is formalized as follows: 
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The maxOverallDelay property is calculated based on (a) the 

initial max. period that workflow tasks can be delayed while 

ensuring patient safety; and (b) any already incurred delays 

during execution, as well as the impact of discarded and re-

placed tasks. The estimActive property is calculated recursive-

ly from the prior task’s estimActive time and duration.  

The integration semantics are represented as follows: 
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In case the delayCondition holds for an active task (t1) and at 

least one other integration point (t2), which is part of a branch 

with a pending decision or a chosen branch (PendingOr-

ChosenTask), the active task will be delayed. 

As the CIG execution progresses and more information be-

comes available, integration decisions may need to be adapted 

or reverted. When the delay condition no longer applies, the 

delay operation should be reverted: 
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In case the delayCondition no longer holds for a delayed task 

and the reason for the delay (transitCause), the delay opera-

tion will be reverted. Note that, at execution time, the delay 

condition could become valid again at any point; in that case, 

the delayed state transition (10) would be triggered again. 

Secondly, when the operation’s transitCause, i.e., reason for 

the delay, eventually becomes part of a non-chosen branch 

(NotChosenTask), it becomes pointless to delay the clinical 

task any further, and the delay operation will be reverted: 
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Once the previously inactive task has caught up (i.e., is acti-

vated), task t1 no longer needs to be delayed: 
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When multiple medical tests need to catch up, an active medi-

cal test will be delayed multiple times. By keeping the causes 

of task operations (transit/revertCause properties; Fig. 2), the 

integration algorithm reverts an operation only once all its 

causes are reverted; as discussed in the next section. 

CIG Integration Algorithm 

In this section, we discuss how the CIG integration algorithm 

applies the CIG task operations inferred by the integration 

semantics. We assume an underlying reasoner that is loaded 

with the rules representing the integration semantics. The CIG 

integration algorithm is called whenever dataset changes may 

lead the reasoner to fire one or more rules:  

• Any tasks’ state changes caused by the CIG execution 

algorithm (see Workflow-related task lifecycle). 

• External events indicating execution-time delays (e.g., 

from scheduling software), which affects the 

estimated times (e.g., maxOverallDelay, estimActive). 

The performIntegration function iteratively applies task 

operations and reverts until no more operations are inferred: 
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The performTaskOperations function calls the 

performTransitOperations and performReplaceOperations 

function (not shown). We show the former function below: 
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For each inferred transit operation, the function retracts the 

task’s current state, and asserts its new state, keeping its origin 

state and transit cause. Below, we show performTaskReverts: 
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For each inferred revert operation, the “reverted” cause is 

retracted (e.g., see (11)-(13)). When no more transit causes 

are left, the task’s current state is retracted and its original 
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state is asserted. We note that, by only reverting a transit 
operation once all its causes are reverted, we support scenarios 

where e.g., a medical test is delayed multiple times (see (10)).  

The CIG Client (not detailed here) features a UI that visualizes 

the current state of comorbid CIG as a workflow, and allows 

clinicians to make decisions on task execution and integration.  

Results 

When deploying execution-time, comorbid CIG integration at 

a point-of-care, there is an expectation of timely 

recommendations. Hence, we evaluate our approach by 

measuring the performance of the CIG integration algorithm. 

To that end, we (a) modeled the comorbid CIG; (b) 

instantiated suitable CIG integration policies; and (c) executed 

the CIG integration algorithm to perform execution-time 

integration for a number of comorbidity scenarios. 

We executed each experiment 10 times on a PC equipped with 

8GB of RAM and an Intel® Core™ i7-3520 CPU. Table I 

shows the average performance results. Loading the comorbid 

CIG and integration policies took avg. ca. 270ms; calculating 

dynamic properties (e.g., estimActive) took avg. ca. 180ms. 

Table 1 – CIG Integration Performance Results 

Comorbid CIG Integration Scenario performance (s) 

EquivTasksPolicy 

(OA-diabetes) discard second NSAID 0.79 

ConditionalReplacePolicy 

(HTN-Diabetes) in regular cases, reduce dosage; 

when creatinine clearance is low and volume 

control is needed, replace with loop diuretics. 

0.94 

SimulTasksPolicy 

group tests concurrently at health facility 0.9 

Discussion 

Table 1 shows that integrating comorbid CIG takes between 

0.7 – 0.9s. We note that, since performance is mostly 

determined by the underlying reasoner (in our case, Apache 

Jena), selecting a more performant reasoner would improve 

performance. Nevertheless, we already consider these 

acceptable performance times for a consumer-grade PC. 

To the best of our knowledge, the work by Anselma, Piovesan 

and Terenziani [4, 10] presents the first approach to focus on 

the temporal dimension for comorbid CIG integration. 

Analysis facilities allow a practitioner to analyse CIG for 

adverse interactions and identify solutions. To emulate our 

execution-time approach, the practitioner would need to 

frequently utilize these facilities for any set of relevant 
actions, and manually apply, adapt and revert integrations 

when needed. Wilk et al. [7] support a form of execution-time 

integration by repeating the integration process whenever new 

patient data becomes available. But the authors do not 

consider reverting integrations, and only supply two temporal 

revision operators. Zamborlini et al. [11] propose a rule-based 

approach that identifies repeated, alternative, and 

contradictory actions, and leverages external sources. In 

comparison, our work currently includes limited support for 

identifying adverse interactions by leveraging LOD.  

Another aspect of our approach, not elaborated here due to 

space limitations, involves resolving conflicts between 

integration policies themselves. In future work, we aim to 

study more types of integration policies, and look into a global 

optimization scheme—currently, integration policies focus 

solely on their integration points, and disregard the global 

effect of their actions; e.g., a SimulTasksPolicy could delay a 

task that jeopardizes the success of more “important” policies. 

Conclusions 

We presented an execution-time approach and framework for 

comorbid CIG integration, which dynamically (a) applies CIG 

integrations, based on a priori defined integration policies and 

the latest execution-time data; (b) refines or reverts previous 

integrations, as more information becomes available at 

runtime. To provide solutions in line with clinical practice, 

alternative CIG integration decisions can be defined, which 

are conditional on the patient’s up-to-date health profile. By 

leveraging knowledge from LOD, our framework helps 

practitioners in identifying adverse comorbid interactions, and 

formulating suitable integration policies. 
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Abstract 

Assisted Ambient Living (AAL) focuses on self-sufficiency, 
assisting disabled people to perform activities of daily living 
(ADL) by automating assistive actions in smart environments. 
Importantly, AAL provides opportunities for dynamically 
guiding patients with a cognitive decline through an ADL. 
Activity recognition is a pivotal task since it allows detecting 
when an ADL is started by recognizing its constituent 
activities. When dealing cognitive decline, activity recognition 
should also be able to detect when activities are performed 
incorrectly—e.g., performed out-of-order, at the wrong 
location or time, or with the wrong objects (e.g., utensils)— 
which is nevertheless not a common goal in activity 
recognition. Moreover, it should be able to cope with non-
uniform ways of performing the ADL that are nevertheless 
correct. We present a novel knowledge-driven activity 
recognition approach, which employs semantic reasoning to 
recognize both correct and incorrect actions, based on the 
ADL workflow as well as associated environment context. 

Keywords:  

Artificial Intelligence, Activities of Daily Living  

Introduction 

Improving the quality of life for cognitively disabled patients, 
given the current trend of aging populations, reduces the 
burden on healthcare systems since patients would be allowed 
to remain self-sufficient as long as possible. Assisted Ambient 
Living (AAL) that utilizes “smart” environments outfitted 
with objects with sensing, actuating, computing, and 
communication features, is a promising solution to assists 
disabled people in performing daily living activities. “Smart” 
hardware is available off-the-shelf; whereas software 
frameworks [1] for interacting with smart environments, and 
ontologies (e.g., SOUPA [2], DogOnt [3]) for describing a 
context in smart homes, have been developed. Concurrently, 
consumer smartphones and smartwatches have become 
affordable and ubiquitous adding personal sensors 
(movement, activity, location) and communication 
capabilities to a smart home. 

When dealing with cognitive decline, AAL supplies a unique 
opportunity to pro-actively assist patients: alerting them about 
overdue ADL, guiding them through an ADL while they 
perform it, and correcting their activities if needed. In this 
setting, accurate, comprehensive, and fault-tolerant activity 
recognition is paramount, as it enables the detection of ADL 
by recognizing their constituent activities, in a robust way that 
copes with incorrect actions performed by cognitively 
disabled patients. Data-driven and machine-learning based 
techniques have proven their usefulness in achieving high-
accuracy activity recognition, but they require a large training 
dataset (cold-start problem), and the learned activity model 
cannot be reused for other individuals or environments. 

Knowledge-driven methods for activity recognition, using 
Semantic Web technologies, rely on semantically modeling 
the AAL environment and the activity’s workflow [4]. 
Although this is initially complex and labor-intensive, 
knowledge-driven activity recognition is shown to offer 
greater flexibility and reusability to infer other ADL activities 
[5]. 

Research in knowledge-driven activity recognition, especially 
ADL recognition, has pursued two main issues: the 
representation of the ADL workflow to support recognition 
and resolving uncertainty in recognizing an activity due to 
noisy sensor input and non-uniform individual behavior. 
Knowledge-driven activity recognition methods typically 
model high-level ADL in terms of their constituent tasks  [6], 
possibly including their sequential order [7]; or as a 
qualitative temporal model, based on Allen’s temporal logic 
[8]. For instance, Chen et al. [6] perform activity recognition 
by utilizing semantic reasoning to classify unknown activities 
into a known, high-level activity class. Knowledge-based 
activity recognition methods have dealt with uncertainty by 
employing variations of ontological reasoning; such as log-
linear DL [7], to assign a belief value about activity based on 
the sensor observations. In contrast, we aim to address 
uncertainty in the form of flexible, semantics-based ADL 
representations that, by design, deal with uncertainty caused 
by non-uniform individual behavior. Indeed, many correct 
ways typically exist to perform an ADL. An individual should 
be able to perform an ADL in their idiosyncratic way, as long 
as it is in line with the general workflow. Moreover, when 
dealing with cognitive decline, activity recognition should 
detect when necessary ADL is not being performed, or being 
performed incorrectly including actions that are out-of-order, 
at the wrong time or location, or utilizing the wrong objects 
(e.g., utensils). To the best of our knowledge, this goal is not 
addressed by current knowledge-driven approaches, and 
requires (a) built-in support by the activity recognition 
method; (b) comprehensive annotation of the ADL workflow 
with context information, including the needed objects (e.g., 
utensils, foodstuff), and an appropriate location and time; and 
(c) comprehensive context awareness in smart homes. 

In this paper, we present a novel approach to computerizing 
complex ADL workflows, using an OWL ontology to 
represent ADL tasks and their temporal relations; and apply 
these constructs to perform knowledge-based activity 
recognition. Important goals include (a) dealing with 
uncertainty caused by non-uniform behaviors, i.e., 
idiosyncratic ways of doing things which are nevertheless 
correct; (b) coping with mistakes while executing ADL, as 
they are performed by individuals with cognitive decline; and 
(c) prompting to perform ADL at appropriate times and 
contexts. To support these goals, we utilize Semantic Web 
ontologies for annotating ADL workflows, such as the 
DogOnt Ontology [3]. We formally define the semantics of 
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our ADL workflow constructs, which are inspired by general 
(e.g., BPMN) and specialized (e.g., Clinical Practice 
Guideline) workflow languages. The paper is based on prior 
work [9], which we extend here with context-awareness, 
personalization towards the individual, and a more flexible 
ADL workflow notation and semantics. 

Methods 
Modeling Workflows for Activities of Daily Living 

To model ADL workflows that meet our goals, we drew 
inspiration from formalisms for general-purpose workflows 
(e.g., UML activity diagrams, BPMN), computerizing Clinical 
Practice Guidelines (CPG), as well as high-level UI-design 
task models. Workflow languages typically include constructs 
to indicate start- and endpoints, and sequential and parallel 
(e.g., split and join) relations between tasks. CPG workflow 
languages typically support grouping multiple sub-tasks into 
high-level clinical tasks, as well as pre- and post-conditions. 
Also, tasks may be explicitly assigned to a patient or 
physician. In the UI design domain, Paterno et al. introduced 
ConcurTaskTree method for designing high-level UI task 
models, which similarly employs a hierarchical structuring of 
tasks and a set of temporal relations, among others [10]. In 
general, grouping subtasks into high-level or hierarchical 
tasks and the availability of diverse temporal relations suits 
our needs. ADLs are often decomposable into multiple levels 
of tasks, and temporal constraints may bind the correct 
performance of an ADL. At the same time, to cope with non-
uniform behaviors, an ADL needs to encode the multitude of 
different ways in which activities can be performed ideally, 
without explicitly including all task permutations. Based on 
the state of the art, we proposed six workflow relations for 
modeling ADL: 

� Grouping tasks: grouping lower-level tasks into a 
high-level, composite task that is complete once all of 
its (non-optional) constituent tasks are complete.  

� Order independent: if no workflow relation is 
indicated between tasks, they may be executed in any 
order.  

� Sequential (T1 >> T2): ordering the operands; the 
second task (T2) cannot be begin before the first (T1) 
is completed, where the completion of T1 enables T2 to 
take place. We present the following subtypes:  

� Timeout-sequential (T1 >><timeout> T2): once T1 is 
completed, T2 only starts once timespan passes. 

� Conditional-sequential (T1 >>[condition] T2): once 
T1 is completed, T2 may only start once the 
condition is met.  

� Alternative (T1 [] T2): either task can be chosen; once 
a choice is made, the other task can no longer be 
started. We further introduce the following subtype:  

� Conditional-alternative (T1 [condition] T2): if 
the condition is satisfied, T1 is performed; else, 
T2 is performed.  

� Iterative (T{n, m}): task is fulfilled between n, m times 

� Optional ([T]): task may be skipped (n=0, m=1).  

In Figure 1, we show an example of ADL for making tea 
using a kettle. When a task was assigned to the smart home, it 
was annotated with “smart home” icon. The StartFilling 
composite task involved the GetKettle and OpenTap atomic 
tasks. These might be performed in any order; depending on 

individual’s idiosyncrasies (and wastefulness!). Users might 
choose first to get the kettle or open the tap. Regardless, both 
tasks needed to be completed before moving on to 
StopFilling; and only after 3-5 seconds, or until the kettle is 
half-full (depending on the sensing/actuating capabilities of 
the smart home). Similarly, StopFilling task included the 
order-independent PutKettleOnStove and CloseTap atomic 
tasks. TurnStoveOnMax may be performed in any order (e.g., 
getting the kettle, turning on the stove, opening the tap). 
Although multiple degrees of freedom were introduced to 
allow idiosyncratic behavior, the workflow enforced a correct 
performance of the ADL. For example, an individual cannot 
get the kettle and put it on the stove without filling it first with 
water. We noted that GetCup and GetTea might be performed 
at any point, and were prerequisites for PutTeaInCup. 

 
Figure 1– MakeTea ADL. 

Once all PrepareBoiling subtasks were completed, after 2 
minutes or once the water was boiling (depending on sensing 
capabilities), the individual could proceed with DoneBoiling 
subtasks. The task GetKettleFromStove was a prerequisite for 
PourWaterInCup, together with GetCup that must be 
completed first. The GetTea and PutTeaInCup might be 
performed at any point in the beginning; while the kettle was 
boiling; or after the water was poured in the cup. Moreover, 
individual might perform the optional up to n times that 
involved GetFavouriteIngredient and PutIngredientInCup. 
Finally, TurnStoveOff might be performed at any time.  

Using our ADL ontology, the MakeTeaWithKettle ADL was 
encoded using RDF. Below, we discuss how this semantic 
ADL description can be extended with environment context. 

Annotating Tasks with Environment Context 

By associating ADL tasks with context, such as the required 
objects (e.g., utensils, foodstuff), and location and time where 
it should took place, the system can achieve the following: 

� Guidance: inform the individual on which objects are 
needed, and where they are found (e.g., kitchen 
cupboard), together with the task’s location and time. 

� Troubleshooting: correlate the specified objects to the 
utilized objects with their time and location, and 
highlight mistakes. 

� Prompting: based on the current task and time, prompt 
the individual to perform the (next) task. 

Below, we illustrate how tasks from MakeTeaUsingKettle 
were annotated to support such features (Turtle notation, “do” 
represents DogOnt1, “adl” is our custom ADL ontology): 
adl:MakeTeaUsingKettle adl:todoAt time:around4pm ;    (1) 

                                                           
1 Since DogOnt was designed for home automation, we extended it 
with e.g., support for non-automated devices (e.g., kettle, water tap). 
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    adl:requires [ a do:Kitchen ] ;   
adl:GetKettle adl:requires [ a do:Kettle ] . 
adl:PutKettleOnStove adl:requires [ a adl:Kettle ] . 
adl:OpenTap adl:requires [ a do:WaterTap ] . 
adl:CloseTap adl:requires [ a do:WaterTap ] . 
These context annotations supported the adaptation to the 
current context and the individual’s profile. Using blank 
nodes as existential variables, these context annotations 
represented a query over the environment context, including 
the location model (i.e., the layout of rooms and their 
contents), which is collected by the smart home sensors and 
the profile. Once resolved, these annotations would indicate 
concrete locations and objects, as well as the latest context 
state. For instance: 
do:ikeaKettle a do:Kettle ;         (2) 
 do:initiallyAt do:kitchenCupboard1 ; 
 do:currentlyAt do:stove1 . 
do:kitchenCupboard1 do:alwaysAt do:kitchen ; 
 do:image do:img1927202 . 
In our case, the blank node expression in lines 2-3 (code 1) 
resolved the kettle activity; which specified do:initiallyAt in 
do:kitchenCupboard1 and provided its latest detected location 
(do:currentlyAt) do:stove1. The cupboard was do:alwaysAt 
the kitchen, with an image illustrating its location. The 
detection of do:currentlyAt depended on the smart home’s 
capabilities (e.g., a “smart” kettle with RFID tag that can be 
read by the stove). Using this concrete context, the system 
indicated necessity of a kettle for the second and third task 
(code 1) and the location of the kettle (guidance), alerted 
when the wrong item was used for boiling water 
(troubleshooting), and prompted the individual when tea-time 
is due (prompting). 

ADL Workflow Semantics 

Figure 2 shows the SmartAssist Ontology. Each 
TemporalRelation (e.g., sequential, alternative) had a left and 
right operands; whereas a WorkflowTask might act as the left 
or right operand for any number of temporal relations. A Task 
could be either an AtomicTask or CompositeTask. The former 
included tasks assigned to individuals (PatientTask) and the 
smart home (SmartHomeTask); and the latter included ADL 
themselves. The TemporalRelation class included a subclass 
for each type of temporal relation; with SequentialRelation 
and AlternativeRelation including subclasses for their 
conditional (and timeout) versions. Further, a Task could be 
associated with one or more Context (see code 1). To support 
the formal semantics of ADL workflows, each Task had an 
associated State (inactive, active, started, completed, or 
error). These states and the transitions between them, are 
shown in the form of a state machine in Figure 3. 
Each task was initially in the inactive state. A task became 
active when it was next in line for execution, as determined by 
the ADL workflow (multiple tasks may be active at the same 
time). Inversely, inactive meant that the task should not be 
executed at this time. The completed state indicated that the 
task was successfully executed, and was marked either by the 
individual or the smart home, depending on its sensing 
capabilities. In case an error was detected with regards to the 
task’s execution, the state would transition to the error state. 
Orthogonal to these states, a task might also be in the ready 
state, meaning that their required-context had been met; or the 
todo state, meaning that their todo-context was met (i.e., at 
which the task should be done). For instance, 
MakeTeaUsingKettle (code 1) required the individual to be 
inside the kitchen (requires-context), and the task should be 
done at around 4 pm (todo-context); whereas GetKettle 

required first retrieving the kettle from the kitchen cupboard 
(requires-context). Although a task could be in multiple states, 
the inactive state was retracted once a task moved to the 
active state. 

 
Figure 2– SmartAssist Ontology. 

 
Figure 3– Task states and transitions between them. 

The formal semantics of an ADL workflow was defined in 
terms of state transition rules that governed the transitions 
between task states. We listed them below using Description 
Logics (DL). To simplify the DL expressions, we assumed 
that each Task was assigned a type based on its current state. 
A task in the completed state was assigned the Completed 
type; a task in any other state was assigned Incompleted; 
operands for the optional relation were members of Optional. 
(a) Any  Ready 
(a.1)  

An ADL task was moved to the ready state once all its 
required context was active—e.g., in case the individual 
retrieved the ikeaKettle for making tea (see code 1, 2). 

(b) Inactive → Active 
Any ADL task for which any higher-level composing task 
(subTaskOf property) was active, was considered for 
transitioning to the active state (as indicated in the rules 
below). 
(b.1) 

 

Tasks not acting as the right operand for any temporal relation 
(b.1) were moved to the active state. For instance, GetTea and 
GetCup would become active once the ADL was active. 

Note that this means that any ADL will always be activated as 
well, since they are not related to higher-level composing 
tasks, nor act as operands for temporal relations.  
(b.2)  

 
 

 

 
Regarding the right-hand operands of sequential relations, for 
all incoming sequential relations, the left operand must be 
either Completed or Optional, before the task was moved to 
the active state. In case of the conditional or timeout version, 
the condition or timeout also needed to be satisfied, 
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respectively, before moving to active. For example, 
PutTeaInCup only moved to active once GetCup and GetTea 
were activated; and StopFilling only became active once the 
StartFilling task was completed and 3-5s had passed or “half-
full” was satisfied (depending on the capabilities). 
(b.3) 

 
Any operand of default-alternative directly moves to active.  

(b.4) 

 

For the conditional-alternative version, in case its condition 
was not met, the right operand would move to active. 
Otherwise, the left operand task would simply remain active, 
due to the rule in (b.1) that activated all left- (or non-) 
operands. 

(c) Active → Inactive 
(c.1) 

 

In case the conditional-alternative relation’s condition was 
not met, its left operand would move to inactive.  

(d) Active → Complete 
(d.1) 

 

An ADL task acting as operand for an alternative relation 
would be completed once one of the other operands were 
completed. The user might only execute one alternative task. 
(d.2)  

A composite task would be moved to the completed state once 
all its subtasks were completed. For instance, the StopFilling 
task would move to complete once its subtasks 
PutKettleOnStove and CloseTap were completed. 

(e) Completed → Inactive 
(e.1)  

 
Any completed task that is part of a completed ADL 
(transitiveSubTaskOf property) will move back to the inactive 
state.  

(f) Completed → Error 
(f.1)  

Regarding erroneous performance, a task that was completed 
while inactive would move to the error state since it was not 
executed within ADL workflow. For instance, CloseTap task 
would move to the error state if it was completed in the 
inactive state and before completing StartFilling composite 
task. 
(f.2)  

In case a completed ADL task was not Ready, i.e., its 
requiredContext had not yet been reached (a.1), it would be 
moved to the error state such as completing GetKettle with a 
different item (e.g., glassware). 

(g) Active → Todo 
(g.1)  

An active task with active todoAt context would move to the 
todo state—e.g., MakeTeaWithKettle at around 4 pm. 

Note that, for brevity, we did not consider cases where a task 
acts as the right operand for different types of temporal 
relations (it is not needed in our example). This required 
correlating the number of active state transitions to the 
number of types of incoming temporal relations. 

Knowledge-Driven Activity Recognition 

Based on the ADL workflows and detected user actions (i.e., 
atomic tasks), a semantic reasoning process applied the 
proposed task state transition rules to recognize the current 
states of ADL activities. In doing so, we realized knowledge-
driven activity recognition, where the start and completion of 
ADL were recognized, based on the execution of their 
constituent, lower-level tasks; and erroneously performed 
tasks were marked (error state), based on workflow relations 
and associated context. Importantly, it supported non-uniform 
behavior during ADL completion, allowing individuals to 
perform the ADL in an idiosyncratic way as long as they 
adhere to the core ADL constraints. Our approach dealt with 
multiple, simultaneous ADL when the individual perform 
constituent tasks in any interleaved way that adheres to the 
individual ADL. 

To detect the atomic actions that drove knowledge-driven 
activity recognition and detected current context, we relied on 
sensor data processing techniques, as elaborated by Van 
Woensel et al [9]. Each time an atomic action or new context 
was detected, the semantic reasoning process was executed. 
Activity recognition results were passed to any top-level 
component (e.g., knowledge-driven pro-active assistance). 

Knowledge-Driven, Pro-active Assistance 

We supplied three features for pro-active assistance: 

Guidance 

Assistive acts were issued to guide a patient through their 
daily ADL routines. Once the start of an ADL was 
recognized, guidance kept the patient apprised of the current 
progress in the workflow. For example, when a patient 
performed a cooking activity, assistive acts provided 
information about the activity’s progression (current subtask) 
and its current state (instructions, location of utensils and 
ingredients, etc.) on nearby devices (e.g., TV, smartphone, 
tablet). If the smart home was connected to devices, some 
tasks could even be performed automatically, such as the 
TurnStoveOnMax and TurnStoveOff tasks (Figure 1). The 
system could offer guidance by leveraging context 
annotations such as showing that a kettle was needed for a 
task (code 1) and the location of kettle (code 2). 

Troubleshooting 

Troubleshooting involved alerting the individual about 
detected errors during ADL execution and explaining the 
correct workflow. Our novel activity recognition process 
detected when a task was inconsistent with the ADL 
workflow (rule f.1). Further, our system detected when a task 
was done in the wrong context (e.g., wrong item, location; 
rule f.2). An error would also be raised when an activated task 
(e.g., GetKettle) was not completed within a reasonable time.  

Prompting 

When an ADL was overdue, as inferred from its associated 
context (see code 1; rule g.1), the system would prompt the 
individual with increased urgency until the ADL is carried 
out—ensuring their daily routine continues as expected. 
Corresponding to this increasing urgency, we applied an 
evolving notification lifecycle [11], where interactions (e.g., 
icons, audio & haptic feedback) increased in obtrusiveness 
overtime, together with frequency, until the complete.  

Results 

We implemented a system prototype to evaluate the feasibility 
of our activity recognition approach. Uutilizing the Hermit 
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reasoner (v. 1.3.8.4) for reasoning over the DL transition 
rules:  

� Ontology loading: utilizing the Hermit API to load the 
ontology, state transition rules and ADL workflow. 

� Initialization: running semantic reasoning after 
loading. 

� Detected action: performing the semantic reasoning 
step after detecting an atomic action or new context.  

Using this prototype, we performed a preliminary evaluation 
of our activity recognition method, executing 10 simulated 
scenarios for the MakeTeaWithKettle ADL (Figure 1), where 
the individual performed different permutations of 13 atomic 
tasks (5 correct, 5 incorrect performances). We ran the 
experiments on a Lenovo Think-Pad T530 laptop running 
Windows 7, with an Intel Core i7-3520M CPU (2.90 GHz) 
and 8Gb of RAM. We ran each scenario 10 times and 
retrieved the average performance results of each operation 
(Table 1). The prototype was able to properly detect each of 
the incorrectly performed actions in the simulated scenarios. 

Table 1– Activity Recognition Performance 

Operation Average processing time (ms) 
Ontology loading 31 
Initialization 299 
Detected action 374 

Discussion 

Table 1 shows that the semantic reasoning process, which 
underlies our knowledge-driven activity recognition, takes 
between 0.3 and 0.4 seconds. While performance is mostly 
determined by the reasoner (in this case, Hermit), these seem 
acceptable performance times for a consumer-grade PC. 

In contrast to data-driven activity recognition, which train an 
activity model based on a collected dataset, knowledge-driven 
activity recognition relies on an a priori designed knowledge 
artifact. A subset of knowledge-driven works applies logical 
reasoning to infer high-level activities from detected atomic 
actions. Chen et al. [5] performed activity recognition by 
classifying an unknown instance, with sensor observations 
attached as properties, as an activity class with constraints 
defined on properties (e.g., hasContainer) and values (e.g., 
cup). This approach is unable to cope with tasks being 
performed incorrectly, or in the wrong temporal sequence, 
since this would lead to an incorrect classification. Helaoui et 
al. [6] represented activity models using log-linear DL, and 
proceeded similarly to Chen et al. In case of incompatibilities 
due to noisy sensor observations, the most probable activity is 
inferred based on confidence values. However, their approach 
only considers a sequential temporal relation. Okeyo et al. [8] 
incorporates composite, interleaving and concurrent task 
relations based on Allen’s temporal logic. However, the 
approach does not support conditional, alternative, or optional 
relations, and does not focus on dealing with incorrect actions. 

Future work involves studying how to deal with uncertainty 
resulting from faulty sensor observations (e.g., utilizing 
Probabilistic Description Logics [12]). We also aim to 
investigate automatic generation of ADL using automated 
planning, based on the required context of tasks. Further, we 
aim to utilize our method to determine non-compliance to 
health activities in behavioral self-management.  

Conclusions 

We proposed a novel approach to knowledge-driven activity 
recognition, based on a formal semantics in the form of state 
transition rules. Properties of our method include: (a) coping 
with uncertainty, caused by non-uniform behaviors; and (b) 
robustness towards mistakes during ADL performance. Based 
on recognized activities, a pro-active assistance process 
provides features such as guidance, i.e., keeping the patient 
appraised of their progress; troubleshooting, i.e., correcting 
the patient’s actions, if needed; and prompting, i.e., informing 
the patient when an ADL is required. We further linked ADL 
with environment context. Future work involves accounting 
for more types of variation in which people complete their 
tasks—e.g., heating water using the microwave instead and 
personalizing the utilized modalities for pro-active assistance. 
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Abstract 

The quality of software is high in medical devices due to the 
strict regulatory requirements and their implementation in the 
software development processes through the use of the IEC 
62304 standard. The goal of this standard revision project 
was to extend the scope of the standard to all health software 
and also to bring the requirements of the 12 year old standard 
back to the state-of-the-art including provisions for 
cybersecurity. The joint IEC/SC62A and ISO/TC215 project 
team revised the standard and adapted its risk management, 
usability, and security requirements to serve both the medical 
device industry and the overall health software industry. The 
resulting second version of the standard has gone through a 
multistage global voting process to achieve a consensus of the 
requirements to serve both these communities. The resulting 
standard has potential to have a major impact on the quality 
of software used in health care globally.  

Keywords:  

Standards; Health Care Technology; Software Engineering  

Introduction 

The quality of software in medical devices is very important 
because a failure in medical device software can have fatal 
consequences to the patients in some cases. A classic example 
of this is the case of the Therac-25 radiation therapy machine 
in the 1980’s [1]. The weaknesses in the production processes 
of the software to this device resulted in undetected 
programming errors which led to massive radiation overdoses 
in at least six accidents and three dead patients. It is a well-
known fact in the software engineering field that the testing of 
the software does not alone ensure sufficient quality of the 
software, but the production process of the software needs to 
be of high quality, as well. Few, if any other documents have a 
greater impact on how the software development processes 
have been arranged in the medical device industry than the 
IEC standard 62304 Medical device software – Software life 
cycle processes [2]. This standard is recognized by the Food 
and Drug Administration in the USA. It is also on the list of 
harmonized standards under Directive 93/42/EEC for Medical 
devices in the European Union; although, it does not 
necessarily cover all the requirements of the Directive 
2007/47/EC for medical devices [3]. The medical device 
industry applies this standard because it may be the easiest 
way to demonstrate the conformity of the company’s medical 
device software production process with the regulatory 
requirements. The regulatory requirements suggest that the 
standard is typically used in conjunction with the quality 
system standard ISO 13485 [4], the risk management standard 

ISO 14971 [5], and the medical device usability standard IEC 
62366-1 [6], which are harmonized standards as well. The 
standard has a three class software safety classification A, B, 
and C of which class C represents the highest risk class 
software. 

The growing needs to improve the quality of all the software 
used in health care has led to the idea to extend the scope of 
the 62304 standard beyond medical devices to all health 
software. The term health software is defined to include all 
software used for managing, maintaining, or improving the 
health of individual persons, or the delivery of care, still also 
including the software in medical devices. In the regulatory 
meaning, the medical device software can be embedded to a 
device or it can be a medical device as such, so-called 
Software as a Medical Device (SaMD). Software with a health 
purpose runs as a service, e.g. in a cloud service, could be a 
medical device if it fulfills the definition of a medical device, 
but if not, it is still covered by the definition of health 
software. This independence of the hardware platform means 
that this definition and the new version of the 62304 standard 
cover the popular mobile health apps. 

After the approval of the revision proposal, the work on the 
second edition of the 62304 standard was (re)started in 
October 2014. The revision work was carried out in a project 
team of the Joint Working Group seven (JWG7), which is a 
co-operation working group between IEC subcommittee 62 A 
Common aspects of electrical equipment used in medical 
practice (IEC/SC62A) and ISO technical committee 215 
Health Informatics (ISO/TC215) because both committees are 
interested in contributing to this work. The project team 
consisted of experts nominated by the national standards 
bodies of the member countries of these standardization 
committees. 

The health informatics standards are not very well-known by 
the health informatics research community, partly because the 
standards are relatively expensive. For this reason, it is 
important to introduce the new version of the 62304 standard 
here also to the scientific community, because health 
informatics researchers may later face it anyway if they want 
to commercialize their research results. 

Methods 

Design Specification 

The work began by defining the target of the second version 
of the standard. The highlights of the planning were: 
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� The scope of the standard would be extended from 
medical device software to cover all health software 

� The standard would remain a life cycle standard in 
contrast to being a product standard 

� The software maintenance process requirements 
would remain in the standard 

� The same software safety classification would remain 
in the standard and the required rigor to the safety 
class C software would be preserved 

� Significant changes to the requirements should be 
avoided unless there is a compelling motivation for 
the change 

� The new version of the standard should be applicable 
to fulfill the regulatory requirements of medical 
device software 

The expansion of the scope to all health software expands the 
user base of the standard significantly to new audiences. The 
designers of non-medical device health software have often 
not applied equally strictly controlled processes as the medical 
device manufacturers and the required level of rigor may 
come as a surprise to these companies when their customers 
begin to require the use of 62304 ed. 2 in the software 
production. 

Keeping the standard as a life cycle standard instead of a 
product standard leaves out two main activities of the 
standard. A product standard such as the IEC 82304-1 [7] 
contains also software use requirements and the validation that 
the use requirements are met but these are out of the scope of 
this standard. 

The need to keep essential changes minimal comes from the 
high costs that major changes could cause to the industry 
when they would have to change their processes and train the 
personnel for the changes. Major changes might also make it 
more difficult for the regulatory bodies to accept the standard 
as a way to fulfill the regulatory requirements, particularly if 
the changes are considered to result in less safe software than 
before. 

Literature Review 

When the revision was started, a literature review was carried 
out as well. For a standardization project, other related 
standards are the most relevant literature, because a standard 
can refer to other standards normatively if the other standards 
contain material that is not feasible to repeat in the current 
standard. As the list of potentially relevant standards spans a 
few pages, only a small subset of them is mentioned here. An 
earlier version of the ISO/IEC/IEEE 12207 [8] standard was 
used in the drafting the first version of 62304. Its latest 
developments were checked to maintain a certain level of 
compatibility to general software development standards. The 
IEC 60601-1 standard [9] contains requirements for medical 
device software and they were compared to the requirements 
in 62304. The risk management subclauses of 62304 were 
checked against ISO 14971 [5] and its draft versions under 
development. A similar comparison was carried out with ISO 
13485 [4]. ISO 90003 [10] was checked as an alternative to 
ISO 13485 for health software which is not classified as a 
medical device. In addition to the harmonized usability 
standard IEC 62366-1 [6], the corresponding medical device 
standard IEC 60601-1-6 [11] was also considered. 

The IEC 61508-3 functional safety of programmable 
electronic systems standard [12] was checked for comparison 

although its field of application is not in the medical domain. 
The ISO/IEC TR 29110 series [13] was identified to contain 
recommendations for software life cycle management in small 
organisations but its requirements were not sufficiently strict 
for high risk medical device software production. SWEBOK 
V3 [14] was used as the latest state-of-the-art document for 
software engineering. 

During the course of the work, it became apparent that the 
cybersecurity issues in medical devices and health software in 
general became more and more important. A cybersecurity 
problem in a medical device can develop into a patient safety 
problem too, if the problem is in a safety critical device. 
Previously, when medical devices were isolated to their own 
networks, the cybersecurity issues could be rather safely 
ignored by the medical device community, but in today’s 
interconnected world, their addressing has become mandatory. 
Regulatory cybersecurity guidance for manufacturers of 
medical devices has been published and already revised in the 
USA [15] and corresponding guidance is expected from the 
European Commission as well. Moreover, the health software 
which is not embedded in a medical device is typically at risk 
of cybersecurity attacks as personal medical data is more 
valuable to cybercriminals than credit card numbers [16]. 

A large number of security-related standards have been 
identified by the project team members. The NIST 
Cybersecurity Framework [17] can be taken as the starting 
point for improving security in software development but 
other alternatives exist too. The project team investigated the 
applicability of several security standards. The ISO 27799 
health informatics security standard [18] refers to the general 
ISO/IEC 27002 standard [19] but they are not very much 
related to the software life cycle processes. The IEC/ISO 
80001 series of standard documents [20] and particularly TR 
80001-2-2 [21] and TR 80001-2-8 [22] are also relevant 
because they inform the health delivery organizations how to 
manage security risks with networked medical devices which 
run software developed according to 62304. These standards 
introduce security requirements to software which need to be 
addressed in the software development life cycle. The IEC 
62443 series of standards, particularly the IEC 62443-4-1 [23] 
from the industrial automation field is a good reference source 
for secure development life cycle requirements. The Microsoft 
Security Development Lifecycle model [24] is an alternative 
security-aware software design model from the general 
software development field. Finally, the ISO/TR 17791 [25] 
contained a survey of standards for enabling safety in health 
software; thus, the project team had a good comprehension of 
the existing literature to be considered. 

Working Method 

At the outset of the work, the project team had the draft 
amendment [26] of the 62304 standard in its disposal. It 
updated parts of the first version of the 62304 without the 
scope extension to health software. The project team began to 
introduce changes to the document based on the design 
specification and also on the feedback received from the field 
in the application of the 62304. 

The work was carried out in a series of meetings. In between 
the meetings, the core project team members formulated new 
paragraphs of text to the subsections to be revised. The project 
team has produced three drafts of the standards, which have 
been circulated for voting in the both standardization 
committees IEC/SC62A and ISO/TC215. The national 
standardization bodies have collected the comments of each 
member country, and they have been delivered to the project 
team for handling. The project team is responsible of 
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addressing each one of the comments and either (partially) 
approve the comment or reject it with sufficient motivation. 
For example, the most recent vote resulted in about fifty pages 
of comments to be considered, indicating great interest in the 
contents of the standard. The governing working group needs 
to accept the project team’s disposition of comments before 
the draft standard can proceed to the next stage. When all the 
comments have been addressed, the standard draft is sent to 
the Final Draft International Standard (FDIS) vote, which 
decides the approval of the document as an international 
standard. This is the normal working method of the 
international standardization organizations like IEC and ISO. 

Results 

At the time of writing, the latest draft addresses around 95 per 
cent of the received comments in agreement of the 
stakeholders. The scope has been extended to all health 
software and the necessary changes relating to this change 
have been implemented to the standard. The draft 62304 
second edition standard covers now the following stages for 
the software development process: 

1. Software risk management process 

2. Software development planning 

3. Software requirement analysis 

4. Software architectural design 

5. Software detailed design 

6. Software unit implementation 

7. Software integration and integration testing 

8. Software system testing 

9. Software release 

10. Software configuration management 

11. Software problem resolution 

The software maintenance process is similar to the 
development process, but the stages 2 and 3 have been 
replaced with the establishment of the software maintenance 
plan and the problem and modification analysis. 

Both the old and new versions of the 62304 require the use of 
a quality management system in the software production. The 
old version of the standard required that the manufacturer 
applied a risk management process complying with ISO 14971 
[5]. The new version requires the conformity to ISO 14971 
only when a software failure can contribute to a hazardous 
situation, which in turn can lead to injury or damage to the 
health of people, or damage to property or the environment. 
The new risk management process must also manage risks 
associated with security. The new version does not make any 
security standard mandatory, but it suggests some that can be 
used. 

The new version makes the requirement to apply a usability 
engineering process explicit. The use of the IEC 62366-1 [6] 
is not mandatory but it is given as an example of how to 
demonstrate the conformity to the usability design 
requirement. 

The software safety classification still has the three classes, A, 
B, and C. The assignment of the software to these classes has 
be clarified. The procedure can be seen in Figure 1. 

 

Figure 1. The Procedure to Assign the Safety Class to 
Software. 

Legacy software is software that was produced before the new 
version of the standard was published, and it was therefore not 
possible to produce the software according to this standard. 
The new version has provisions how to demonstrate the 
compliance of the legacy software with respect to the new 
version. 

The changes in the requirements for the software development 
process are relatively minor. There are a few additional 
requirements for the software system test record contents, but 
otherwise the changes are not very significant. 

Similarly, the changes in the requirements for the software 
maintenance process are few. The new version requires that 
the change requests are analyzed also with safety class A 
software, which was not a requirement before. 

The software risk management process has new requirements. 
More potential causes of contributions to hazardous situations 
must now be identified, including those related to 
cybersecurity.  
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The changes to the software configuration management 
process are again minor. The same applies to the changes in 
the software problem resolution process. 

Over half of the document contains rationale and guidance in 
the implementation of the standard. Much of the text has 
remained the same or has been revised for additional clarity. 
The extended risk management sections now include new 
material which explains IT risks too. The relationships 
between the software safety classification and risk 
management are explained in more detail as well. The risk 
management of legacy software contains also additional new 
information. 

The informative Annex C about the relationship to other 
standards has been partially rewritten. New standards are 
introduced to the table of standards to be considered. 
Accordingly, the bibliography now contains references to 
updated sources. 

Discussion 

The new version of the 62304 software life cycle processes 
standard extends its scope to all software production for health 
purposes while maintaining the current user base of medical 
device software producers. It remains to be seen, how widely 
the new audiences begin to use the standard voluntarily, 
because its implementation to the processes of a software 
company can be a significant effort. This is particularly the 
case with small software companies that have not produced 
regulated software before. Larger software companies with 
established quality systems may have an easier task in 
adjusting their processes.  

The benefits of beginning to apply the revised 62304 standard 
to a company which has not applied a standard-based process 
before are the following: 

1. The planning, programming, testing, and the 
documentation of the software becomes more 
controlled 

2. As a result of the above, the final product will have 
fewer errors 

3. The company will have a well-structured process to 
handle software updates, planned or corrective 
updates 

4. The reputation of the company improves because the 
audited proof of high-quality software production 
processes is not so easy to achieve 

For the customer, the benefit is that the products produced 
under the state-of-the-art software production standard are 
likely to be of higher quality than those produced without this 
methodology. 

When the health software buying organizations hear about the 
completion of the second edition of the 62304 standard with 
its extended scope, they may decide to use it in procurement in 
order to improve the quality of the software they buy. When 
this happens, software companies wishing to stay competitive 
need to begin to apply this standard. The national regulators of 
health software in developed countries may also recognize 
their opportunity to improve the health software quality in 
their countries by requiring conformity to this standard. This 
would ensure the success of this standard in the field. 

The additional requirements regarding cybersecurity do not 
lengthen the standard much, but their inclusion demands 
changes in the organizations applying the standard. The many 

publicly well-known cybersecurity incidents have probably 
triggered most members of the industry to react to the threats 
even without the requirements from this standard. 

As the new standard has not yet passed the final vote, all the 
details of the standard have not been frozen. There is still 
discussion about the requirements regarding risk management, 
but the discussion will converge to a conclusion which the 
majority of the national standards bodies can approve. 

The update of a standard causes consequences in other 
standards, as well. At least documents like IEC 82304-1 [7] 
and IEC/TR 80002-1 [27], and IEC/TR 80002-3 [28] need to 
be partly revised. 

It is interesting to note how little direct impact the scientific 
literature actually has in the final version of this kind of a 
standard. The standard preparation work needs to consider 
other closely related standards more than the scientific works. 
Additionally, comments from the national ISO member 
country votes need to be considered in order to reach 
consensus. In this process, new radical ideas from the research 
community can easily get lost. 

Conclusions 

This paper presented the goals, methods, and results of the 
IEC 62304 Software life cycle processes standards for health 
applications. The revision of the standard brings the standard 
to the state-of-the-art in software production including 
provisions to cybersecurity and extends its potential user base 
to all health software producers. Thus, it has potential to have 
a major impact to the quality of software used in health care.  
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Abstract 

Poor communication of medication administration instructions 

is a preventable cause of medication nonadherence. The 

Universal Medication Schedule (UMS) framework improves 

adherence by providing a simplified set of dose timing rules. 

However, this framework does not readily generalize to 

individuals with varying daily routines. We propose a point-of-

care solution for enhancing guideline-based electronic 

prescribing and personalizing dose schedules. We describe a 

JSON-based approach to encode and execute standard 

treatment guidelines to support electronic prescribing as well 

as an algorithm for optimizing medication administration 

schedules based on a patient’s daily routine. We evaluated the 

structure and accuracy of our JavaScript Object Notation 

(JSON) formalism focusing on Kenya’s hypertension treatment 

guidelines. Our experiments compare the medication schedules 

generated by our algorithm with those generated by 

pharmacists. Our findings show that treatment guidelines can 

be efficiently represented and executed using the JSON 

formalism, and that different medication administration 

schedules can be generated automatically and optimized for 

patients’ daily routines. 

Keywords:  

Drug Administration Schedule, Clinical Decision Support, 

Medication Adherence 

Introduction 

Despite the known benefits and advancements in treatments, 

medication nonadherence remains one of the most significant 

healthcare challenges. The World Health Organization 

estimates that 50% of patients on long-term therapies are 

nonadherent, with direct consequences on patient health 

outcomes and increased healthcare costs [1]. Although the 

causes of medication nonadherence are multifactorial, patient 

misunderstanding of prescription drug label instructions is an 

important contributor to the situation, and patients who use 

multiple medications and with lower literacy levels are 

disproportionally affected [2–4].  

Research has shown that the manner in which prescriptions are 

written and in which medications labeled are important 

underlying factors responsible for patient misunderstanding of 

their medication instructions [5–8]. Vagueness and unnecessary 

complexity of prescriptions result in variability of pharmacy 

interpretations of the prescriptions and subsequently makes it 

difficult for patients to know when to take their medications [6], 

and many dispensing labels emphasize drug characteristics 

rather than dosing instructions [7]. For example, in a study of 

446 United States veterans, only 42% were able to correctly 

interpret a prescription with the directions “take one tablet daily 

with meals” [9].  

In 2008, the United States’ Institute of Medicine (IOM) 

introduced the Universal Medication Schedule (UMS) concept 

to simplify medication administration instructions for patients 

and their caregivers with the goal of improving patient 

understanding and medication adherence primarily to solid 

dosage forms used daily [10]. More than 90% of multi-drug 

regimens are dosed four or fewer times per day [11], and as a 

result, the UMS standardizes administration instructions to 

provide explicit timing with four standard dose periods 

(morning, noon, evening, bedtime). Evidence supporting the 

use of UMS instructions indicates that patients are 33% more 

likely to interpret medication instructions correctly when using 

the UMS [12]. Since the inception of the framework, 

researchers have investigated its potential for adoption in other 

settings such as the United Kingdom [13], and have expanded 

it to non-solid dosage forms [14] with considerable promise. 

However, there is a scarcity of literature on generalizing the 

framework to accommodate persons with different routines.  

We posit that application of the UMS without the promotion of 

rational prescribing, and also considering daily routines of 

patients, may not sufficiently solve the problem of 

nonadherence and inaccurate use of medications. We believe 

that interfacing guideline-based prescribing with customized 

medication schedules based on the UMS would result in better 

understanding of medication instruction and lead to improved 

adherence. Our approach supports recent advances in health 

information technology decision-making aids, which have the 

potential to transform prescribing and dispensing practices by 

intelligently incorporating prescribing guidelines and 

medication scheduling. 

We developed a point-of-care solution for enhancing guideline-

based electronic prescribing and personalizing dose schedules. 

This involves generating electronic prescriptions based on 

patient parameters and existing care guidelines 

recommendations for some common chronic diseases 

(Hypertension, Diabetes, and HIV), and subsequently 

predicting the most appropriate dose periods, given the 

patient’s drug regimen and routine (e.g., meals schedule and 

sleep schedule). The output of this process is an optimized 

medication schedule for guideline-recommended drug 

regimens. The solution can be integrated with a medication 

adherence reminder system to further enhance the appropriate 

use of medications.  

In this paper, we describe the development of a guideline 

implementation and execution engine using the JSON 

formalism as well as an algorithm for dosing schedule 

optimization. We also provide the preliminary intrinsic 

evaluation of the accuracy and performance of the solutions and 

discuss our plan for their extrinsic evaluation.  
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Methods 

Guideline Implementation and Execution 

In this sub-section, we describe the approach used to encode 

and execute treatment guidelines (available as text-based 

flowcharts) using the JavaScript Object Notation (JSON) data 

structure format. Clinical practice guidelines are a critical 

component of care delivery because they standardize care 

across different settings, making it possible to sustain the 

quality of care in disparate contexts. Such contexts may be 

defined by several factors including demographic, diagnostic, 

environmental, and individual patient-level factors. Standard 

treatment guidelines provide evidence-based knowledge about 

treatment regimen options for patients with particular diseases 

and comorbidities. In personalized medication scheduling, 

clinical guidelines are critical for reducing variations in 

prescribing and dispensing of medication, as well as 

determining medication administration instructions that would 

be optimized to better fit the patient’s daily routine. 

Furthermore, implementing standard treatment guidelines 

electronically would help meet the information needs for the 

care provider at the point-of-care, and also provide a means of 

data collection for determining guideline deviation in the care 

delivery process.  

Guideline Encoding 

The encoding process involves breaking down the guideline 

into individual steps, determining the data needed to execute 

the guideline, and writing the logic that consumes the data. 

First, we began by analyzing the guideline to determine and 

extract all the data items, referred to as parameters, that are 

needed to execute the guideline. These were then represented 

as a JSON data structure that specified the description of each 

data item (e.g., “age”) and the data item’s data type (e.g., 

“integer”). All data items are required upfront before execution 

begins. We preferred this approach over requesting data from 

users at every step as the user experience would be affected. 

Second, we manually extracted the steps in the guideline 

flowchart and represented these as nodes. Each node contains 

the following components: 

1. Identity: Unique identifier for the node. 

2. Description: Human readable information on what the 

node does. 

3. Children: A list of all the child node identifiers, 

represented by set N = {n0, … , nn}. 

4. Type: Node type, represented by set T = {t0, t1} where 

t0 is a condition type and t1 is a recommendation type. 

A node can be of type t0, t1 or both. 

5. Action: A set of procedures that need to be taken by a 

caregiver,  A = {a0, …, an}, where an can be null. 

6. Function: A pointer to a machine executable logic. 

This logic is typically written by the encoding expert 

using a machine-readable language. 

7. Fired: A flag that is set from false to true when the 

node is visited. Its role is to provide information on the 

traversal that led to a specific recommendation.  

Third, we represented the guideline as a network graph G = {N, 

E} with the set of nodes N, and the edges, E, where an edge e  

∈	E is represented by the relationship e (nm, nn) where nm is the 

parent and nn is the child. Each node is a group of key-value 

pairs represented as JSON objects. We selected the network 

graph data structure over the tree data structures because it 

supports connected subgraphs and multiple parents per child 

node, which is common in flowcharts for treatment guidelines. 

We do not, however, support traversal from a child to its 

immediate parent because of the nature of this problem. For 

example, for nodes N = {n0, n1, n2} where nn is the child of nn-

1, the edges e(n1, n0) and e(n2, n1) would not be allowed while 

traversing the network.  

Guideline Execution 

A sample guideline snippet is shown in Figure 1. Guideline 

execution begins with the root node. Once parameters are fed 

to the root node, the associated logic is retrieved and executed 

using a subset of the parameters. The root node function 

includes skipping logic for procedures that are long term.  For 

example, when monitoring a condition for three months, the 

execution will skip from the root node to the node 

corresponding to the third month, all factors held constant. 

When a node is visited, its logic is retrieved from the logic 

repository. In this implementation, logic is represented as Java 

methods whose identifiers are similar to the node identifiers, 

providing a mapping between a node and the logic functions. 

Each node has only one logic function. Once the logic is 

retrieved, it is executed to determine the action to perform. This 

action can either be a traversal to one of the child nodes or a 

termination of the execution. If the action is a termination, the 

node involved returns recommendations which correspond to a 

procedure to be conducted. 

Dose Schedule Optimization 

We describe our approach that extends the Universal 

Medication Schedule (UMS) [10] to enable the provision of 

customized medication administration instructions to persons 

with different daily routines. The UMS is crucial in simplifying 

dose schedules. It is equally critical to consider patient routines 

in order to improve their medication experiences. However, 

manually determining the right schedule for the patient may be 

cognitively tasking and time-consuming. We propose a dose-

schedule algorithm to automatically determine and rank dose 

schedules given patient regimens and routines. This would help 

dispensing staff develop more suitable medication 

administration plans for their patients.   

Algorithm Description 

Our dose-schedule algorithm computes the most optimum dose 

periods given a patient drug regimen and routine. The output of 

this algorithm is an optimized schedule for the patient’s drug 

regimen. Each patient has a single optimized dosing schedule 

that can be integrated with a medication adherence reminder 

system or a patient health wallet to enhance appropriate use of 

medications. The inputs to the algorithm are as follows: 

Figure 1 – Guideline snippet showing nodes activated based 

on input parameters 
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1. Prescription Information: The algorithm requires 

medication administration instructions such as dose 

frequency, dose quantity, total pills prescribed, 

recommended time of day, and meal restriction (e.g., 

“with a meal”, “without a meal”, “with or without a 

meal”) for each drug in the patient’s prescription. 

2. Dose Intervals: The algorithm requires the dose 

intervals for medications given more than once a day. 

Based on the UMS, we set acceptable dose interval as 

8 to 12 hours for medications administered two times a 

day, 5 to 8 hours for medications administered three 

times a day, and 5 to 6 hours for medications 

administered four times a day. 

3. Patient’s routine: This includes the time to wake up, 

breakfast time, lunch time, dinner time, and sleep time 

to the nearest hour. 

4. Active Medication Schedule: If the patient has an 

active medication schedule, the algorithm uses this 

information along with the patient’s new prescription, 

to generate a new medication schedule. 

The dose schedule optimization process consists of several 

steps. These are described as follows: 

1. Compute the total number of hours that the patient is 

awake based on sleep and wake times inputs. 

2. For each drug in the prescription, compute all possible 

dose periods given the dosing interval and the output of 

(1). 

3. Apply a meal constraint to the output of (2) i.e., for each 

drug in the prescription, check the meal restriction and 

constrain dose periods to hours that support this 

direction of use. 

4. For each drug, constrain the output of (3) with any 

administration instructions that specify a specific time 

of day for taking a drug. For example, drugs which are 

recommended to be taken at bedtime will be confined to 

bedtime hours. 

5. Repeat steps (2) to (4) for all drugs in the prescriptions. 

6. Compute all possible combinations of the output of (5) 

along with present active medication schedule. This step 

is accomplished using recursion. 

7.  For each combination	� in (6), compute scores based on 

the number of dose periods 	�
��

, number of pills per 

dose period �
�
, and the distribution of interval durations 

between dose periods �
���

. In this paper, these scores 

were obtained as follows: 

− Dose period score: The dose period score �
����

 

for each combination	� is calculated as the 

normalization of the number of dose periods 

�
����

	using the smallest score �
������

	and 

largest score �
�����	

. Each �
����

 is between 0 

and 1, where larger values are preferable. In this 

formulation, combination of medications having 

the higher number of dose periods are more 

heavily penalized. 

�
����

� 	



����

	�	

������



������

	�	

������

� �          (eq1) 

− Pill score: The pill score �
���

 for each 

combination	� is calculated as the normalization 

of the number of pills �
���

 using the smallest 

score �
�����

 and the largest score �
����	

. Each 

�
���

 is between 0 and 1 where larger values are 

preferable. In this formulation, combination of 

medications having the higher number of pills 

are more heavily penalized. 

�
���

�



���

	�	

�����



�����

	�	

�����

� �          (eq2) 

− Interval Score: The coefficient of variation �

��

 

for the distribution of the duration of intervals 

between dose periods �
�����

�

��
�������

� � � �
�������

� for each combination	� is 

calculated as the ratio of standard deviation and 

the mean of the distribution. The interval score 

�
�
��

 for each combination	� is then calculated 

as the normalization of the coefficient of 

variation �

��

 using the smallest coefficient of 

variation �

����

 and the largest coefficient of 

variation �

���	

. Each �
�
��

 is between 0 and 1, 

where larger values are preferable. In this 

formulation, combination of medications having 

the lower coefficient of variation are more 

heavily penalized. 

�
�
��

�

�
	��

	�	�
	����

�
	����

	�	�
	����

                             (eq3)   

8. The scores in (7) are weighted by a) minimizing the 

number of dose periods per day, b) minimizing the 

number of pills per dose period, c) maximize time 

intervals between dose periods. 

�
�

� 	
�

	 �
����

� 	
�

	 �
���

� 	
�

	 �
�
��

          (eq4)      

Where 	
�

	is a weight and 	
�
 + 	

�
� 	

�
� � 

9. The weighted scores 	�
�

 for each combination	� from 

eq4 are ranked and used to select the medication 

schedule (combination) with the best score.  

We implemented the algorithm using Java. The inputs to the 

algorithms were collected using a mobile app that we built to 

automate the data entry process, while the prescriptions and 

existing schedules were queried from the patient’s electronic 

health record. The output of the algorithm is shown in Figure 2.  

Experiments and Results 

To evaluate the JSON-based guideline system, we encoded a 

treatment protocol for the management of hypertension among 

adults in primary care that was endorsed by the Kenya Ministry 

of Health and the Healthy Heart Africa project [15]. This 

resulted in a total of 14 nodes covering non-hypertensive, mild 

hypertension, and chronic hypertension. 50% of the nodes were 

terminal nodes, meaning they resulted in therapy 

recommendations. Patients who have been on the therapy get 

reviewed every 4 to 6 months. Accuracy was determined by 

selection of a parameter set that covered all the seven terminal 

nodes. This was then fed into the guideline for execution and 

both the recommendations and the execution path were 

evaluated against human results. Lastly, we compared the 

attributes of the JSON formalism with those of popular 

guideline encoding platforms. 

The guideline execution took 1ms on average. This is accounted 

by the fact that the guideline logic comprised of simple 

comparison arithmetic. This execution resulted in the correct 

execution path and recommendations for all the parameters 

tested. Table 1 shows the comparison of GLIF 3 [16], 

PROforma [17], GLIDES [18], and the JSON formalism 

presented in this paper. The guideline format compares the 
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representations such as XML, RDF, and JSON which can be 

used interchangeably, and for which there exists parsers for 

mapping one structure onto another. Both GLIF 3 and 

PROFORMA have graphical tools for encoding guidelines. 

This, however, requires an expert such as a knowledge 

engineer. GLIDES approach consists a hybrid of a graphical 

tool and natural language  approach  where a free text guideline 

is mapped onto an XML structure [19]. 

To assess the performance of the dose schedule optimization 

algorithm, we began by generating synthetic prescriptions from 

existing hypertension and HIV clinical guidelines and drug 

labels. This process involved specifying the medication 

instructions for single medications. Each instruction consisted 

of the clinical drug, dose, frequency, and food restriction tuples 

e.g., “Amlodipine 10 mg Oral Tablet”, “1 tablet (10 mg)”, 

“once daily”, “with or without food”. Next, using information 

from the guidelines, we generated all possible combinations of 

single medications that formed known regimens for the 

treatment of hypertension or HIV. Examples of this include 1 

Calcium Channel Blocker (CCB) + 1 Angiotensin Receptor 

Blocker (ARB) for the management of hypertension and 2 

Nucleotide Reverse Transcriptase Inhibitors (NRTIs) + 1 Non-

nucleoside Reverse Transcriptase Inhibitor (NNRTI) for HIV 

treatment. At the same time, we created random patient 

routines, each describing different sleep times, wake times, 

breakfast times, lunch times, and dinner times. These two sets 

of data (regimens and routines) were used to randomly select 

100 regimen-routine combinations that were processed by the 

algorithm.  The output of this process was 100 optimized dose 

schedules along with the time taken to generate each. We 

evaluated the average time taken to generate each optimized 

regimen, and compared the output of the algorithm to the output 

generated by two pharmacists for a random sub-sample of 23 

prescriptions. The two pharmacists worked together and did not 

make changes to the prescriptions. 

The mean dose optimization time was 498.4 ms (IQR: 453 ms 

to 508 ms). Of the 23 randomly selected prescriptions, the 

algorithm and the pharmacists had 18 common optimized 

regimens, implying that the algorithm is approximately 78% 

accurate against human experts. Inspection of the 46 individual 

medication instructions in the 23 prescriptions revealed that 43 

instructions (93%) were correctly determined by the algorithm. 

This suggests that the algorithm performs better when 

optimizing dose schedules for individual drugs but its 

performance deteriorates when combining information from 

individual drugs to form a regimen. 

Discussion 

This study describes an approach for implementing standard 

treatment guidelines for electronic prescription generation and 

subsequently personalizing the medication administration 

instructions, through a dose-schedule optimization algorithm, 

in the prescription based on the patient’s routine. To the best of 

our knowledge, our study is the first to attempt to formalize 

standard treatment guidelines as JSON data structures. This 

study showed that the rate-limiting step, which is the recursive 

dose scheduling optimization step, takes less than a second for 

a single prescription optimization process. This implies that the 

solutions proposed in this study could be adopted at the point-

of-care to enhance prescribing and dispensing as well as 

improve the patient’s medication adherence. 

Several approaches have been used for creating computerized 

guidelines for clinical decision support including the Arden 

Syntax, GLIF, and PROforma [20]. JSON formalism is a 

programmatic approach where functions containing the 

guideline logic are written using an object-oriented 

programming language. Consequently, it can be executed by 

any system that can interpret the object-oriented language 

chosen. These factors and the fact that it is available via an 

application programming interface make it easily scalable once 

the encoding has been done. The other guideline approaches 

require specialized execution and sharing platforms.  

There is a dearth of literature on using technology to optimize 

medication administration schedules as a means of promoting 

medication adherence in the outpatient setting. The review by 

Choi et. al. [21] reveals that whereas many mobile applications 

have been developed in an attempt to improve medication 

adherence, a majority consist of similar alerts and drug 

information access functions. A similar review by Ahmed et al. 

[22] found that three strategies utilized by developers of mobile 

applications for medication adherence include reminders  (e.g., 

alerts and SMS), behavioral approaches (e.g., patient tracking 

and gamification), and patient education. Interestingly, Stawarz 

[23] demonstrated that adherence to long-term therapies could 

be improved by taking into consideration the patient’s context 

such as daily routine events, locations, and objects. However, 

currently available reminder applications do not support 

patients in adopting daily routines, while behavioral 

applications tend to ignore the importance of contextual cues 

[23]. Accordingly, it is critical that personalized medication 

scheduling solutions such as the one proposed in this study are 

developed and studied to complement existing approaches for 

enhancing medication adherence.   

Figure 2 – Example output of a personalized dosing schedule

Table 1. A Comparison of different guideline formalism by 

Format, Encoding Methodology, Execution Approach, and 

API Availability 
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Conclusion and Future Work 

We presented a point-of-care solution that combines guideline-

based electronic prescribing and personalized medication 

scheduling. This was achieved through a JSON-based approach 

for encoding and executing clinical guidelines, and also by 

extending the Universal Medication Schedule to fit different 

patient mealtime and sleep routines. The findings of this work 

suggest potential in the combination of guideline-based 

prescribing and the customization of drug administration 

instructions to improve medication adherence. 

A key limitation of this work is the lack of adequate evaluation 

of the proposed solutions, and the lack of real data from a 

clinical setting for the evaluation. We intend to address these in 

a pilot study with real patients and care providers. Our plan for 

the pilot includes rigorous evaluation of the accuracy, 

acceptability, and completeness in the transformation of clinical 

care guidelines concepts into the JSON formalism. We will also 

compare the performance of this approach to existing 

formalisms. We plan to compare the accuracy and similarity of 

the dose schedules produced by our algorithm to those 

produced by a committee of human experts. Furthermore, we 

would like to extend the functionality of our tool to detect and 

react to patients who deviate from, or violate, their medication 

schedules. Natural Language Processing (NLP) techniques can 

be adapted to make this possible, and this technique can also 

aide in the processing of guidelines. Finally, we will add checks 

for drug-drug interactions in the prescription orders to improve 

prescription safety. 
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Meta-Analysis of the Sensitivity of Decision Support Systems in  

Diagnosing Diabetic Retinopathy  
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Abstract 

Diabetic Retinopathy (DR) is one of the most common 

microvascular complications presenting by patients 

diagnosticated with diabetic diseases. Uncontrolled 

hyperglycemia may manifest as visual impairment and blindness. 

The early detection of DR is essential to minimize the risk and 

consequence of visual diminishing.  The standard gold diagnoses 

tool relies on different imaging modalities and requires a 

judgment of expert photographers, which are not available in 

most of the primary care centers or remote location. In that 

scenario, an automate or semiautomated DR screening systems 

can contribute to improving the accuracy of the diagnostic. Thus, 

we performed a Systematic Review and Meta-Analysis to 

evaluate the Decision Support Systems (DSS) in diagnosing DR. 

The overall Diagnostic Odds Ratio was 73.15 (95%CI: 37.54-

142.50), sensitivity was 97.70 (95%CI: 97.50-97.90) and 

specificity was 90.30 (95%CI: 90.00-90.60). Our results 

corroborate with the concept of usefulness of DSSs in early 

diagnosis, screening and preliminary evaluation of suspicious 

images of DR. 

�������	
��

Decision Support Systems, Clinical. Meta-analysis. Diabetic 

Retinopathy.  

Introduction 

The World Health Organization (WHO) indicate that Chronic 

diseases such as Diabetes Mellitus (DM) are experiencing a fast 

increase in rates worldwide. In 1997, were diagnosticated 124 

million people with diabetes, where 97% corresponded to Type 

2 [1]. The number of individuals already exceeded 317 million 

 in 2012 and could reach 300 million in 2015. The prevalence  

of type 2 diabetes mellitus (DM2) increased in the last 25 years 

[2, 3]. 

Diabetic Retinopathy (DR) is one of the most common 

microvascular complications of the diabetic disease and has been 

responsible for the majority of cases of visual impairment and 

blindness in adults between 20 and 74 years [4]. The prevalence 

of patients with complication reaches more than 40% in the age 

group over 40 years [5]. According to the Center for Disease 

Control and Prevention, about 4.2 million Americans have 

Retinopathy In the United States, of which 655,000 have a high 

risk of vision loss [6].  

The symptoms of DR are nonspecific in the early stages and 

relies on regular and precise screening for early detection. The 

delayed diagnostic and consequent delayed treatment will be 

ineffective to avoid the progress of the loss vision [7, 8, 9]. 

However, the actual standard gold diagnosis tool relies on 

different imaging modalities and requires a judgment of expert 

photographers, which are commonly not available in most of the 

primary care centers or remote location. 

Techniques in image processing and segmentation of retinal 

vasculature are necessary for an accurate interpretation of 

acquired patient images. In that sense, health Informatics 

approaches, as Decision Support Systems (DSS), can be  

defined as an intervention that can offers health professionals 

with additional clinical knowledge and specific information 

which has the potential to increase the accuracy of care  

decisions [10].  

In order to reduce the DR numbers, health studies are regularly 

carried out. Previous studies have investigated methods to 

support the diagnosis and screening of Diabetic Retinopathy [11, 

12].  

Some studies have shown that Decision Support Systems, when 

used as reminders, improve preventive care, increase diagnostic 

accuracy, clinical performance [13], influence clinical  

decision-making [14, 15] and significantly improve decision 

quality [16, 17]. 

Despite all the investment, the accuracy of Decision Support 

Systems in diagnosing Diabetic Retinopathy still an unclear 

matter. Therefore, in this research, we aimed to provide  

evidence on the subject, which may collaborate in the 

development of strategies for early detection of peripheral 

diabetic neuropathy, and contribute to more effective glycemic 

control. We evaluated the accuracy of Decision Support  

Systems in diagnosing Diabetic Retinopathy through a 

Systematic Review and Meta-analysis. 

Materials and Methods 

The search strategy was carried out by means of an exhaustive 

search in the following 10 databases, including Medline via 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
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Pubmed, Embase, and Gray Literature, by relevant publications 

made from 1970 to 2018. 

The databases were searched using the descriptors presented in 

the Medical Subject Headings (MeSH), in the Emtree dictionary 

provided by Embase, and synonyms, and included the following 

terms, "Diabetic Retinopathy", and synonyms, which were 

associated with evaluation technology "Clinical decision support 

system" (and synonyms). 

The "*" symbol was also used, and its syntax presents small 

differences in the database used to retrieve all variations with 

suffixes of the source words. The terms above were combined 

using the Boolean operators "AND," "OR" and "NOT." 

The search was limited to studies in humans, but there was no 

language restriction. Reference lists of all primary studies 

retrieved were verified. Besides, references cited in relevant 

studies were also verified. The authors of articles that published 

studies with incomplete information were contacted. 

Four researchers carried out the initial search of the abstracts  

and titles identified from the research strategy in the databases 

mentioned above independently. Disagreements on the  

inclusion or exclusion of each study were resolved by  

consensus. 

Diagnostic accuracy studies were used to support the diagnosis 

of Diabetic Retinopathy (target condition) through the Decision 

Support Systems (test under evaluation). Thus, the diagnostic test 

under evaluation consisted of the result provided by the Decision 

Support Systems (positive or negative). 

We analyzed studies that considered patients with Diabetic 

Retinopathy and evaluated by the gold standard (fundus 

examination or funduscopy). And we included patients with type 

1 diabetes mellitus or type 2 diabetes mellitus,  and were 

excluded patients with any other specific types of diabetes 

Data were extracted from the included studies and the year of 

publication, country and continent (from the research), type of 

Diabetes Mellitus, study design, results of the system (and 

respective diagnostic categories), and demographic data such as 

age and sex, as well as the number of individuals with Diabetes, 

number of individuals with Diabetic Retinopathy and number of 

DSS correct answers. 

In addition to the previously mentioned information, it was 

verified whether the gold standard (fundoscopy) was used as a 

confirmatory examination, besides the description of the 

techniques associated to DSS, techniques used in the processing 

of the images and resolution of the images used. Four reviewers 

independently abstracted the data cited above. Disagreements 

were resolved by consensus. 

Each reviewer calculated the pre-test probability of Diabetic 

Retinopathy among subjects with diabetes, sensitivity, and 

specificity, and Odds Ratio Diagnostic (DOR) [18] of the 

primary studies. Studies that did not present the necessary data 

for the construction of the 2 x 2 contingency table were excluded. 

The 2x2 contingency table was constructed in each selected 

study, for which all gold standard and DSS results were classified 

as either positive or negative. Sensitivity, specificity  and DOR 

were calculated. 

In the studies in which only one of the cells in the 2 x 2 

contingency table presented the value 0 (zero), the value 0.5  

was added in all cells in order to do the calculations feasible, 

however, in those cases where the value 0 (zero) occurred in 

more than two cells, exclusion of the study was performed in  

the analysis [19].  

The evaluation of the methodological quality was performed 

according to the Quality Assessment of Diagnostic Accuracy 2 

(QUADAS-2) tool [20, 21].  

In order to produce a combined pooled estimate of the of the 

studies, a meta-analysis was developed in R software version  

3.6.0 (Comprehensive R Archive Network, http://cran.r-

project.org/) [22], and Review Manager (RevMan) version 5.3.5 

(developed at The Nordic Cochrane Center, Copenhagen, 

Denmark) [23]. 

Bivariate analysis was used to calculate combined estimates of 

sensitivity, and specificity, with 95% confidence intervals (CI)  

to estimate the summary values presented in the meta-analysis 

[24, 25, 26]. The measures were summarized by the 

DerSimonian and Laird random effect model (which takes into 

account the presence of heterogeneity in the studies) and we 

calculated all global means weighted with 95% CI) [27]. The 

graphical representation of the results was made using forest 

plots [26]. 

The heterogeneity in the different studies was analyzed by 

Cochran Q test, I
2
 inconsistency test, and the variation between 

the studies by τ
2
 [28].  

Due to the identified heterogeneity, sensitivity analyses were 

performed to identify the associated co-factors responsible for 

heterogeneity. Potential cofactors associated with heterogeneity 

were also analyzed using meta-regression. Thus, as the results 

showed heterogeneity, it was decided not to elaborate the 

Summary Receiver Operating Characteristic (SROC) [29]. The 

Preferred Reporting Items for Systematic Reviews and Meta-

Analysis (PRISMA) guidelines were followed in reporting 

(http://www.prisma-statement.org/). The pilot study with initial 

results was reported in Medical Informatics Europe Conference 

(MIE) [30].  

Results 

Primarily, 581 citations were identified in the databases  

searched as potentially employed the DSS in diagnosing  

Diabetic Retinopathy. Based on the titles and abstracts we 

retrieved  85 complete articles from the initial 581 citations. In 

the end, 18 primary studies met the meta-analysis inclusion 

criteria [8, 31-47] and were considered eligible for our Meta-

analysis.  

�

Figure 1– Flowchart of paper selection  

Thirteen studies described the image quality used as input to the 

DSS. We found 2 studies [35, 44] labeled as poor resolution 

inputs and 11 considered with high resolution inputs [8, 31, 32, 

33, 34, 37, 38, 39, 40, 41, 42]. 

Diabetic Retinopathy was found in 11446 cases (pre-test 

probability of 24.33%), while 35,608 (75.67%) presented normal 

images. Table 1 presents the pooled information of all studies 
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included in the meta-analysis, including True Positive (TP), False 

Positive (FP), False Negative (FN), True Negative (TN), 

Sensitivity, Specificity and Diagnostic Odds Ratio (DOR). 

Table 1 – Pooled contingency table 

�

The overall sensitivity was 97.7% (95% CI: 97.5%-97.9%) and 

the specificity was 90.3% (95% CI: 90.0%-90.6%), as shown in 

the Figure 2 and Figure 3.  

�

Figure 2 – Forest plot of the sensitivity 

The overall DOR showed in Table 1 and Figure 4 (ln(DOR)) was 

73.15 (95% CI: 37.54-142.50) which means that considering the 

use of DSS the probability of a positive result among subjects 

with Diabetic Retinopathy is 73.15 times greater than the 

probability of a positive result in individuals with normal retinas 

images. 

�

�

Figure 3 – Forest plot of the specificity 

The heterogeneity was medium (I
2
=68.53%; P<0.001; τ

2
=1.456)  

[28].  

�

�

�

Figure 4 – Forest plot of the DOR 

We performed several subgroups and sensitivity analyzes due to 

the heterogeneity presented. Though, the heterogeneity remained 

high. Based on our meta-regression analysis including clinical 

and technological co-factors, we did not observe evidence that 

any cofactors represented the cause of the observed 

heterogeneity. 

Discussion 

The American Diabetes Association along with the American 

Academy of Ophthalmology formulated Guidelines for Diabetic 

Retinopathy screening with annual Eye Fund examination for 

qualify patients [48, 49, 50, 51]. The early detection has the great 

potential to prevent visual loss since the retinal disease has a pre-

symptomatic state [48, 49, 50, 51]. 

The agreement between ophthalmoscopy and photographs can 

vary from 61.9% to 86.3%; showing that digital images have the 

sensitivity of 78% and specificity 86% [52]. When comparing 

images through the stereoscopic, the ophthalmoscopy presents a 

sensitivity of 34% and specificity of 100% when compared with 

the reference standard – stereoscopic [52].  

The DSSs based on images may be superior to fundoscopy in  

the classification of lower levels of Diabetic Retinopathy. It  

may present as an adjuvant method in diagnosis such as 

technologies have not been as effective in visualizing other 

pathologies related to Diabetic Retinopathy, such as cataracts and 

glaucoma [8].   

Despite the limitation of medium heterogeneity, found among the 

studies included in our meta-analysis, the accuracy of decision 

support systems was high in support of the diagnosis of diabetic 

retinopathy. Although, the subgroup analyses and sensitivity 

revealed that the cofactors presented in the studies could not 

explain the heterogeneity origin. 

Conclusion 

The use of Decision Support Systems in diagnosing Diabetic 

Retinopathy has the potential to noninvasively improve the 

quality of the management of diabetes patients and contribute to 

the reduction of cases of visual impairment and blindness. The 

analysis by QUADAS-2 revealed the high methodological 

quality of included studies. The high sensitivity and medium 

specificity points towards to the interpretation of an improvement 

in the accuracy promote by the DSSs when compared with the 

high rates of false positives found. The medium heterogeneity 

observed in the study could not be explained by the cofactors 

presented. Finally, our results corroborate with the concept of 

usefulness of DSSs in early diagnosis, screening and preliminary 

evaluation of suspicious images of Diabetic Retinopathy. 
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Through the above, we suggest that our findings be interpreted 

with caution and that future researchs investigate the causes of 

the presented heterogeneity. 
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Abstract  

Patient safety events (PSEs), or medical errors, are major 

impediments to healthcare system safety. Health information 

technology (HIT) is expected to promote quality of care. 

Nonetheless, HIT also creates unintended consequences that 

concern patient safety consolidating a high-quality database of 

HIT events is essential to understanding their nature. Previous 

studies demonstrated  the potential to use FDA Manufacturer 

and User Facility Device Experience (MAUDE) database  to 

extract HIT events. In this study, we utilized classic and CNN 

models to extract HIT events from MAUDE. Both individual 

and combined models were evaluated on the test set, where the 

best model identified HIT events with ~90% accuracy and 

achieved a ~.87 f1 score. This model was capable of identifying 

HIT events in an HIT-exclusive database and serving as a 

quality and error check tool during event reporting. Moreover, 

the strategy of HIT event identification may scale in developing 

other PSE subtype-specific databases. 

Keywords:  

Patient Safety; Medical Errors; Information Storage and 

Retrieval 

Introduction 

Patient safety events (PSEs) are defined as “any event or action 

that leads to or has the potential to lead to a worsened patient 

outcome related to the event or action” [1]. Many PSEs can be 

attributed to medical error� - unintentional and preventable 

adverse effects due to poor care. Medical errors are the third 

leading cause of death in the United States, responsible for 

approximately 251,000 deaths annually [2]. In response, the 

Institute of Medicine published “To Err is Human,” a 

paradigm-shifting report calling on states to provide public, 

standardized, and mandatory reporting systems [3]. 

Nonetheless, current practices of incident reporting are 

imperfect. While report collection has been heavily 

emphasized, little effort has been directed to analyzing reported 

events [4]. This is especially troubling because identification of 

common themes is crucial in identifying relevant issues to 

improve patient safety.  

The adoption of health information technology (HIT) is critical 

in reducing medical errors [5]. The U.S. Department of Health 

and Human Services defines HIT as “the electronic systems 

health care professionals – and increasingly, patients – use to 

store, share, and analyze health information.” HIT includes, but 

is not limited to, electronic health records (EHRs), personal 

health records (PHRs), and electronic prescribing systems [5]. 

HIT-enabled care yields improved data collection, data 

availability, cost efficiency, coordination of care, and risk 

analysis, thus reducing extraneous care and medical errors [6]. 

Hugely beneficial to healthcare, reliance on HIT is not without 

its faults. HIT unavailability, malfunction, and improper use 

may increase the likelihood of adverse events. Listed in the top 

10 technology-hazards for healthcare by the Emergency Care 

Research Institute and comprising one sixth of all PSEs, 

reducing HIT errors will maximize patient safety [7, 8]. 

Collecting HIT events is the first step in identifying causes and 

preventing recurrence. The Agency of Healthcare Research and 

Quality (AHRQ) has spearheaded this task and has standardized 

PSE reporting, including HIT event reporting, in the Common 

Formats (CF). However, because the CF includes HIT as a set 

of contributing factors rather than as an event category, very 

few HIT event reports were archived [9]. As a result, most HIT 

events remain uncategorized or insufficiently categorized under 

only broader categories such as device or medical/surgical 

supply. In addition, many reporters leave fields blank due to the 

extensiveness and challenges in knowledge of patient safety 

reporting. These limitations make data collection on HIT events 

difficult. Therefore, an HIT-exclusive event database is in an 

urgent need.  

The FDA MAUDE database is an extensive, online, and public 

resource with great potential for extracting HIT events. 

Updated once a month, the MAUDE searchable database 

contains a wealth of information, including manufacturer 

information, adverse event information, device information, 

and patient outcomes [10]. Although only an estimated 

0.46~0.69% [11] of MAUDE reports are HIT-related, MAUDE 

contains over 6 million total reports from mandatory reporters 

(i.e. importers, manufacturers, and device user facilities) and 

voluntary reporters (i.e. patients and healthcare professionals) 

as of Aug 2018. This proportion produces challenges in the 

identification of HIT events [12]. The key problem is that 

standard classification algorithms are less effective on 

imbalanced datasets and that data pre-classification is necessary 

for suitable training [13]. This study expands on our previous 

study that generated a database containing 97% HIT events by 

using term frequency-inverse document frequency (TF-IDF), 

and biterm topic modeling (BTM) [14].  

In this study, to improve on the low F1 score of our prior study, 

we upgraded the identification method by applying four classic 

classification algorithms (i.e., Logistic Regression, SVM, 

Bernoulli Naïve Bayes, and Random Forest), and a 

convolutional neural network (CNN). Both combined models 

and individual models were assessed to identify HIT events 

from MAUDE reports for database generation. An HIT specific 

database, the product of our model, will be helpful in 

identifying, preventing, and learning from HIT events. The 

identification strategy may also be scalable to other PSE 

subtypes.  
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Methods 

Data pre-processing 

A pre-filtered dataset of MAUDE reports was expert-reviewed 

to determine if the reports were HIT-related [11]. We then 

randomly categorized the reports to achieve a standard 70/10/20 

training/validation/test set split.  

Tokenization and word embedding 

For the CNN model, Keras API with tensorflow backend was 

used to tokenize the unstructured text fields of each MAUDE 

report, and tokenized sequences were then padded to a 

maximum sequence length of 1,000 words [15]. For most deep 

learning text-classification models, word representation 

through feature vector classification is essential in maximizing 

accuracy [16]. Due to the absence of a large unsupervised 

training set to initialize word vectors, we used publicly 

available pre-trained word vectors provided by Global Vectors 

for Word Representation (GloVe). Based on word co-

occurrence, GloVe word vectors are highly effective in 

characterizing word similarity. Our model used trainable 

GloVe vectors with a dimensionality of 50 [17].  

For the classic models, the unstructured text fields of each 

MAUDE report were interpreted into a TF-IDF matrix using the 

scikit-learn python package [18]. TF-IDF weights word 

importance by calculating an inverse proportion of word 

frequency in a particular document and the percentage of all 

documents in which the word appears. TF-IDF is calculated 

through the following formula where wi,j  is the TF-IDF weight,  

tfi,j is the number of occurrence of term i in document j, and N 

is the total number of documents. 
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The words with higher TF-IDF weights are rarer, signifying 

greater importance in the document [19].  

Classic model architecture 

Following TF-IDF word embedding, four popular machine 

learning algorithms –SVM, Bernoulli naïve Bayes (BNB), 

random forest (RF), and logistic regression (LR) – were 

constructed using the sci-kit learn python package to classify 

the weighted text [18].  

CNN model architecture 

The CNN architecture was inspired by Kim’s work [20]. We 

used Keras API with tensorflow backend to build our model 

[15]. After GloVe word embedding, we applied three 1D 

convolutional layers with kernel size 2, 3, and 4 respectively. 

Each 1D convolutional layer has 256 filters and was followed 

by a max-pooling layer to produce 256 features. To minimize 

overfitting, we applied 30% dropout to the max-pooled layer. 

The three outputs were then concatenated and flattened into a 

single layer that was fed to a dense layer of 1024 units with 

rectified linear units (relu) activation followed by 50% dropout. 

The output layer had one unit and was activated by a sigmoid 

function. Hyperparameters were tuned according to the model 

performance on the validation set. 

  

Figure 1: Illustration of CNN architecture for text 

classification. The figure depicts the three convolutional filter 

sizes (2, 3, and 4), max-pooling, concatenation, and final 

output layers used to classify a single document. 

Combined model architecture 

Among the five individual models, three with the best 

performance were applied to produce combined models. In 

each combined model, the probabilities of individual model 

were averaged to compute the probabilities of the combined 

model. If the averaged probability that the event is an HIT event 

equals or exceeds 50%, the combined model guesses 1 (HIT 

event), and if not, the model guesses 0 (non-HIT event). 

Results 

Dataset statistics 

The dataset, containing 5,588 MAUDE reports, was generated 

by applying a keyword filter to recent nine-year MAUDE data 

(2008-2016) [11]. The dataset was relatively balanced between 

HIT - 2,192 (39.2%) and non-HIT – 3,396 (60.8%) PSEs. For 

model training, this balanced proportion is preferable to the 

0.46~0.69% HIT event proportion in the MAUDE database as 

a whole [11]. In addition, we extracted 18,132 individual tokens 

from the 5,588 total reports.  

CNN hyperparameter tuning 

We tuned numerous CNN hyperparameters including batch 

size, learning rate, dropout, kernel size, max-pooling pool size, 

embedding dimensions, maximum token number, and 
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maximum sequence length. Increasing maximum token number 

and sequence length improved model accuracy. Thus, a 

maximum sequence length of 1,000 and maximum token 

number of 20,000 were used to incorporate as much training 

data as possible. Multiple dropout layers of 30-50% performed 

optimally, and max-pooling the product of each convolutional 

filter to an output of length 1 outperformed smaller max-

pooling pool sizes. We found that batch size and learning rate 

had a negligible effect on model performance. Increasing 

embedding dimensions beyond 50 failed to improve model 

performance while increasing training time as well.  

  

 

Figure 2: Training and validation accuracy of the CNN model 

over 6 epochs 

While training the CNN model, we found that the rate at which 

validation accuracy improves decreases significantly around 

the 2
th

 epoch, and fails to improve consistently past the 6
th

 

epoch (Figure 2). Moreover, training accuracy continues to 

improve past the 6
th

 epoch, signifying overfitting of the training 

data. We found that the CNN model performed best on the test 

set when trained for 6 epochs.  

Individual and combined model performance 

Table 1: Accuracy, Precision, Recall, and F1-score of each 

individual and combined model on test set 

Methods Accuracy Precision Recall F1 

SVM+LR+CNN .9012 .8796 .8606 .8700 

SVM+LR .8965 .8838 .8413 .8621 

SVM+CNN .8901 .8595 .8534 .8564 

LR  .8895 .8828 .8366 .8591 

LR+CNN .8864 .8582 .8438 .8509 

SVM .8860 .8584 .8584 .8584 

CNN .8836 .8463 .8522 .8493 

BNB .8529 .8033 .8440 .8232 

RF .8467 .8690 .7186 .7885 

*SVM = support vector machine, LR = logistic regression, CNN = convolu-

tional neural network, BNB = Bernoulli naïve Bayes, RF = random forest 

As shown in Table 1, combined models generally outperformed 

individual models by all metrics. LR+CNN was an exception to 

this trend. LR, the best performing individual model, 

outperformed LR+CNN.  Among the other three combined 

models, SVM+LR+CNN outperformed SVM+CNN by all 

metrics and outperformed SVM+LR on all metrics except 

precision. Differences in the classification algorithms behind 

individual models may explain why the combined models 

performed better. One model may misclassify reports 

accurately classified by another model. Thus, averaging 

probability predictions can help mitigate the erroneous 

predictions of individual models by factoring in other models 

as well. 

Effect of data size on model performance 

  

Figure 3: Improvement in test accuracy as number of training 

samples increases 

Given a larger dataset, we believe that the CNN model and 

combined models involving the CNN will improve. Shown in 

Figure 3, CNN test accuracy improves steadily as the number 

of training samples increases. In contrast, classic machine 

learning methods such as logistic regression and SVM are less 

sensitive to training sample count   

Discussion  

Related work 

Beyond the FDA MAUDE database, analysis of 48 PSE 

databases revealed significant technological limitations (i.e. 

insufficient interoperability, lack of report quality validation) 

that limit data entry quality. Providing embedded validators, 

enabling feedback review, and improving interoperability are 

areas of potential database improvement [21].  

Substantial precedent exists in the using machine learning 

models to extract PSE subcategories. A hybrid CNN and 

bidirectional long short-term memory (LSTM) autoencoder 

model has been used in the detection of bleeding events from 

electronic health record notes with an overall F-score of 0.938 

[22], and an artificial neural network (ANN) was used to 

identify variables which were analyzed via logistic regression 

to classify fall events from a nursing PSE database from a 

Taiwan medical center [23].  

Growing and using an HIT event database 

In our previous study, the models were trained on a small 

dataset with 490 MAUDE reports (312 HIT, 178 Non-HIT), 

and reached up to 88.6% accuracy, performing similarly to the 

classic models in this study [14]. However, we did not have an 

individual test set in the previous study due to the limited data 

size, which made the model suffer from severe overfitting. In 

addition, to obtain high precision, we traded off recall in the 

previous models. In this study, we used an upgraded dataset 
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from 9 years (2008-2016) of keyword-filtered MAUDE reports 

while the previous study only used reports from 2015 [11, 14]. 

We also upgraded the classifiers and proposed the SVM+LR 

model for HIT event identification. With an accuracy of ~90% 

and f1-score of ~.87, the SVM+LR+CNN model outperforms 

previous models and holds promise in growing an HIT event 

database. 

To extract contextually relevant themes and topics regarding 

HIT events, we can use the database to process a high quantity 

of HIT reports at a time. Natural language processing (NLP) 

techniques may be the best method for identifying connections 

between HIT events. Such connections will provide experts 

with the information necessary to address the root causes of 

HIT events. Developing effective solutions to prevent future 

HIT events is the final step of this process. As HIT becomes 

increasingly influential in healthcare, utilization of the 

constantly updated HIT database will help ensure that HIT 

functions accordingly to ensure patient safety.  

Importance of an HIT event database  

The inappropriate use, design, and implementation of HIT are 

profoundly detrimental to patient safety. However, identifying 

and fixing relevant HIT issues is challenging without an 

organized database of HIT events. Many seemingly 

insignificant events may signify deeper issues, which, without 

a broader database, are difficult to identify. A database will 

allow for the detection of broader trends indiscernible from 

individual documents. Identifying such trends is crucial to 

fixing HIT issues and preventing future accidents. The fact that 

the nature of HIT events differs from PSEs as a whole further 

necessitates the accumulation of an HIT event database. For 

instance, contributing factors to HIT events such as 

equipment/device function and data availability do not exist for 

non-HIT events. The prevalence of certain contributing factors 

differs between PSE subtypes as well. While poor staff 

communication is a contributing factor in an estimated 40.0% 

of HIT events, it only factors into 24.8% of non-HIT events 

[24]. The uniqueness and impact of HIT mandates the HIT 

event database construction. 

Probability outputs as a reporting aid 

Screening the quality of new entries into PSE databases is 

another means of improving event reporting. Our model can 

interpret the unstructured text of PSE reports during reporting 

and continually update the reporter on the probability that the 

report is HIT or non-HIT. This yields numerous benefits. First, 

if the reporter writes a report description but has difficulty 

categorizing the report, our model can help inform their 

decision on whether or not to check the HIT-related box. 

Conversely, if the reporter erroneously labels a report, 

probability predictions may better inform the reporter on what 

label the report should be. This functionality will help reporters 

avoid labeling/entry mistakes. Finally, if the reporter is certain 

that the PSE is clearly HIT or non-HIT but unsure of how to 

write the report, the model’s probability prediction could help 

guide the reporter into writing narrative text that best coincides 

with the report category. The overarching benefits of improved 

report descriptions, fewer mistakes, and more accurate labeling 

are that HIT-event extraction will be easier in the future, and 

more high-quality data will be available for analysis.  

Tracking HIT changes 

In 2015 alone, the U.S. Patent and Trademark Office granted 

17,596 patents for new medical devices [25]. HIT is constantly 

changing, and we must adjust our model to captures such 

changes. As new PSE and HIT events are added to the MAUDE 

database, we can update our model. Alternatively, we could 

completely retrain our model on new data each year to avoid 

incorporating out of date HIT events. Meticulously choosing a 

training set that balances the inclusion new HIT events and 

exclusion of irrelevant, old HIT events is key to constructing a 

model reflective of the present nature of HIT.   

Challenges of identifying HIT events with machine 

learning 

NLP is limited in its capability to account for word context, 

sentence meaning, and typographical errors [26]. Generalized 

NLP and GloVe word embedding provide substantial infor-

mation on individual word frequency and meaning, but cannot 

discern differences due to word context. Numerous factors such 

as individual writing style, interactions between different doc-

ument sections, and accidental errors cannot be accounted for 

by NLP and machine learning models. Manual review may re-

main a useful supplement in the classification of reports poorly 

identified by NLP and machine learning.   

Limitations 

Missing, duplicated, and non-standardized entries were 

common in the MAUDE database. Out of 1,103 medical device 

reports, 64 reports with duplicated information and 6 reports 

referring to multiple patients were found. The investigation also 

identified the varying quality and completeness of reports is 

another issue [27]. Despite its flaws, the MAUDE database is 

the only publicly accessible database suitable for the extraction 

of HIT events.  

Future work 

Optimizing and improving our model 

Deducing the quantity and precision of HIT reports desired for 

database construction is crucial. Because our database must be 

HIT-exclusive, false positives are more unfavorable than false 

negatives. Precision takes precedence over recall, and 

increasing the threshold needed to label an event as HIT beyond 

50% without significantly reducing recall would be optimal.    

Other deep learning models may perform better than classic 

models or the CNN. We will apply a recurrent neural network 

(RNN) for HIT event classification. Bidirection, hierarchical 

models, and attention may also improve RNN performance 

[28]. Recurrent CNN (RCNN) also offers potential for HIT 

event classification [29].  

Application to other categories of PSEs 

While PSE databases already exist for certain PSE subtypes 

such as medication error, two additional PSE subtypes that lack 

a specific database are patient falls and administrative error 

[30]. Applying a keyword filter to the MAUDE database can 

help isolate training data for database generation and 

probability outputs with the proposed SVM+LR+CNN model.  

Conclusion 

Our strategy to extract HIT events from MAUDE reports for an 

HIT event database construction bests prior models by all 

significant performance metrics. Database generation is an 

essential first step in identifying themes, causes, and solutions 

to HIT events. Moreover, our model has great potential in 

improving the quality and accuracy of HIT event reporting.  
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Abstract 

Postpartum depression (PPD) is one of the most frequent 

maternal morbidities after delivery with serious implications. 

Currently, there is a lack of effective screening strategies and 

high-quality clinical trials. The ability to leverage a large 

amount of detailed patient data from electronic health records 

(EHRs) to predict PPD could enable the implementation of 

effective clinical decision support interventions. To develop a 

PPD prediction model, using EHRs from Weill Cornell 

Medicine and NewYork-Presbyterian Hospital between 2015-

17, 9,980 episodes of pregnancy were identified. Six machine 

learning algorithms, including L2-regularized Logistic 

Regression, Support Vector Machine, Decision Tree, Naïve 

Bayes, XGBoost, and Random forest were constructed. Our 

model’s best prediction performance achieved an AUC of 0.79. 

Race, obesity, anxiety, depression, different types of pain, 

antidepressants, and anti-inflammatory drugs during 

pregnancy were among the significant predictors. Our results 

suggest a potential for applying machine learning to EHR data 

to predict PPD and inform healthcare delivery. 

Keywords: 

Depression, Postpartum; Electronic Health Records; Machine 

Learning 

Introduction 

Postpartum depression (PPD) is a nonpsychotic depressive 

episode that begins one year within childbirth[7]. The 

prevalence of PPD is reported to be 13% in high-income 

countries [21] and 15% in low and middle-income countries[9]. 

PPD is one of the most frequent and serious maternal 

morbidities after delivery [26]. It not only interferes with 

mothers’ emotional wellbeing [5], but is also associated with 

infant morbidity, and children’s poorer cognitive and 

behavioral skills later in life [28].  

Despite the serious adverse consequences of PPD, there is a 

lack of consensus and evidence on PPD screening and treatment 

from high-quality clinical trials [22]. A number of key 

predictors have been identified from previous meta-analysis 

studies, including a history of psychiatric illness, prenatal 

depression, stressors and illness during pregnancy, poor social 

support, poor self-esteem, and lower socioeconomic status [1, 

23]. Few studies found a significant association between 

prescription drug use during pregnancy with PPD [20].  

Although risk factors were reported from previous studies, 

effective interventions against them and identification of at-risk 

women still need further evaluations [22]. A number of 

screening and preventative measures were proposed previous 

studies with varying outcomes [22]. For example, prior PPD 

prediction studies were prospective studies conducted with 

small sizes [14,26]. Features used in these predictive models 

often included questionnaires measuring psychological statuses 

such as demographics, education level, self-esteem, and social 

support, but not current diagnoses and medications. A 

commonly used questionnaire for perinatal depression 

screening is the Edinburgh Postnatal Depression Scale (EPDS) 

[10,26], although its effectiveness in screening has been 

questioned in previous studies [27].  

The current knowledge gap on PPD contributes to substantial 

variations across clinical practices in screening and information 

collection [22]. Addressing these challenges, it has been 

pointed out by the US Preventive Services Task Force 

(USPSTF) that electronic health records (EHRs)-based tools 

may be considered in implementing PPD-related interventions 

[22]. EHR data are routinely collected and contain a detailed 

history of health and health services utilization [8]. Moreover, 

models developed using EHR data can be potentially integrated 

within the EHR system as clinical decision support (CDS), 

allowing effective screening for expectant mothers at risk of 

developing PPD.  

In this study, we propose that machine learning algorithms can 

be applied to EHR data, containing information from the full 

three trimesters of pregnancy period to delivery, to construct a 

predictive model for PPD outcome. We performed a pilot study 

using six machine learning algorithms featuring longitudinal 

clinical information and patients’ socio-demographic 

characteristics. The overarching goal of this study is to 

demonstrate that machine learning models can be used to 

predict PPD, and to carefully evaluate the risk factors identified 

from EHR data. 

Methods 

Data 

In this study, we used EHRs from Weill Cornell Medicine and 

NewYork-Presbyterian Hospital from 2015 to 2017 as the data 

source. The study data are represented using Observational 

Medical Outcomes Partnership (OMOP) common data model 

[19] and include patient socio-demographics, timestamped 

outpatient and inpatient diagnoses, and timestamped 

medication prescriptions. 

Study population 

Pregnant women with a fully completed antenatal care 

procedure at the hospital and with a singleton birth were 

included in the study. The exclusion criteria were: (1) those 

with unknown pregnancy length of gestational weeks, (2) those 
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with missing information from at least one trimester during 

pregnancy. 

Outcomes and Predictors 

Clinical assessment of PPD was used as the outcome in this 

study. The main outcome was defined based on the Statistics 

Canada [3] and International Classification of Diseases, 10th 

Revision (ICD-10-CM) codes O99.3 and O99.34 as well as 

their ICD-9-CM equivalents for a diagnosis of PPD within 12 

months after childbirth.  We considered patients’ birthdate, 

race, maternal status, average body mass index (BMI), 

gestational week, and delivery type as time-independent 

predictors, and medication prescriptions and diagnoses at each 

clinical visit as the time-dependent predictors.  

Age was calculated as baseline age at the first visit of prenatal 

care. Marital status was extracted from unstructured clinical 

notes and categorized as single (unmarried, divorced and 

windowed), married, and unknown. Race groups included 

White, Asian, American Indian or Alaska Nation, Black or 

African American, Other combinations not described, and 

Unknown. We included Native Hawaiian, Other Pacific 

Islander, and other racial combinations as "Other combinations 

not described." Gestational weeks were computed using the 

delivery dates and gestational checkup weeks. The specific 

trimester of medication prescription and diagnoses were 

identified by the time interval between each event and delivery. 

We defined trimester of pregnancy as follows: first trimester (0-

12 weeks), second trimester (13-28 weeks), and third trimester 

(29 weeks- gestation). All diagnoses were represented as 

Systematized Nomenclature of Medicine-Clinical Terms 

(SNOMED-CT) codes. Medication and dosage were 

standardized by Anatomical Therapeutic Chemical (ATC) 

Classification System. 

In order to perform variable selection for the prediction model, 

we first selected the variables above the median frequency for 

all variables. Then, univariate logistic regression (LR) analyses 

were performed, in which factors with p-values below 0.05 

were assigned as potential predictive factors.  

Prediction model 

In this study, six machine learning models, including Support 

Vector Machine (SVM), Random Forest (RF), Naïve Bayes, 

L2-regularized LR, Extreme Gradient Boosting (XGBoost) and 

Decision Tree were used to build PPD prediction models. We 

evaluated each model’s performance using the area under the 

receiver-operator curve (AUC) in 10-fold cross validation. All 

machine learning and statistical analyses were performed with 

R version 3.4.3 (R Foundation for Statistical Computing, 

Vienna, Austria). 

SVM is a classifier which transforms input data into a 

multidimensional hyperplane using kernels to discriminate two 

classes [12]. RF is an ensemble learning method that operates 

by constructing a multitude of decision trees and outputting the 

class that is voted by a majority of the trees [4]. Naïve Bayes 

classifier uses the Bayes Theorem to predict membership 

probabilities for each class by assigning a class with the highest 

probability as the most likely class [33]. LR is a regression 

model with a binary dependent variable [2]. L2-regularized LR 

tunes and generalizes the model in order to balance the bias-

variance trade off [32]. XGBoost is a scalable tree boosting 

algorithm which trains a sequence of models to minimize errors 

made by existing models [24]. Lastly, Decision Tree predicts 

class membership by inferring decision rules from the training 

data. For all models, we applied an oversampling method to the 

training data as our outcome was imbalanced (see Table 1).    

Oversampling is a popular method in dealing with class 

imbalance problems, which changes the training sets by 

repeating instances in the minority training set [17]. 

Feature Importance 

In order to provide more interpretability to our model, we 

examined the association of predictors categorically with PPD. 

We compared models with different feature compositions (see 

Table 3). First, we examined the temporality of the features by 

grouping medication prescribed by trimesters. Then, we 

examined feature categories by building models with socio-

demographic information only, medication information only, 

diagnostic information only, and medication combined 

diagnostic information. Lastly, we built a model with only 

variables selected using the univariate LR. The Pearson 

correlation of variables was tested to prevent multicollinearity. 

If the correlation coefficients were greater than 0.8, variables 

were combined. Only variables whose associations with PPD 

were statistically significant were selected. Odds ratios with 

95% confidence intervals (CI) and p-values are presented in 

Table 4. 

Results 

Demographics 

Table 1 shows the characteristics of pregnant women with and 

without PPD. Results are presented as the mean ± standard 

deviation for continuous variables and N (%) for categorical 

variables. A p-value less than 0.05 is considered statistically 

significant in statistical analyses. Among the studied 

population, 9,980 episodes of pregnancy were identified. There 

was a significant difference in age between two groups using a 

student t-test. The mean age was 33.92 (SD 4.51) years old in 

non-PPD group and was 34.36 (SD 4.61) years old in the PPD 

group. The pre-pregnancy average BMI in PPD group is higher 

than that in non-PPD group. There were significant differences 

in race between the PPD and non-PPD groups using a Fisher 

exact test. The number of single mothers is higher in the PPD 

group than non-PPD group (23.15% vs. 15.96%). 

 

Table 1- Baseline Characteristics of Pregnant Women.�

Variables Non-PPD PPD 

N 9211 769

Age, years
*

33.92 ± 4.51 34.36 ± 4.61

Pre-pregnancy BMI, kg/m
2*

 23.61 ± 4.41 23.93 ± 4.99

Race
*

 

White 4801(52.12) 478(62.16)

Asian 1455(15.80) 62(8.06)

American Indian or Alaska 

Nation

30(0.33) 3(0.39) 

Black or African American 492(5.34) 45(5.85)

Other combinations not 

described

1067(11.58) 90(11.70) 

Not known 1366(14.83) 93(12.09)

Marital Status
*

 

Single 1470(15.96) 178(23.15)

Married 4610(50.05) 416(54.10)

Not known 3131(33.99) 175(22.76)

Cesarean section
*

 

No 8352(90.67) 679(88.29)

Yes 859(9.33) 90(11.70)

*
Significant statistical difference found between two groups. 
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Prediction Model Performance 

Table 2– Prediction Results. 

Machine learning 

technique 

AUC Sensitivity Specificity 

SVM 0.79 0.894 0.580

L2 LR 0.78 0.887 0.594

RF 0.78 0.959 0.391

Naïve Bayes 0.78 0.867 0.616

XGBoost 0.77 0.915 0.527

Decision Tree 0.69 0.986 0.386

 

In this study, prior to variable selection, 256 variables were 

extracted including socio-demographic characteristics, disease 

diagnoses, and medications across 3 trimesters. We then 

identified 98 potential predictors using univariate LR analyses. 

Among the selected variables, 71 variables were diagnoses and 

22 were medications. Results from the 6 machine learning 

models using all 98 predictors are shown in Table 2. AUC for 

different classifier was the highest with SVM (0.79), followed 

by L2-regularized LR (0.78), RF (0.78), Naïve Bayes (0.78), 

XGBoost (0.77), and the lowest was 0.69 for the Decision Tree. 

We further computed the sensitivity of different models. The 

Decision Tree had the highest sensitivity (98.6%), followed by 

the RF (95.9%), XGBoost (91.5%), SVM (89.4%), LR (88.7%) 

and naïve Bayes (86.7%). The specificity was highest for naïve 

Bayes (61.6%), followed by L2-regularized LR (59.4%), SVM 

(58.0%), XGBoost (52.7%) and Decision Tree (38.6%). 

Feature Importance 

Using SVM, the best performing model, we investigated model 

performance using different feature compositions, presented in 

Table 3. The AUC for the model using only 1st, 2nd and 3rd 

trimester information was 0.66, 0.64, and 0.65, respectively. 

The AUC for the model with variables in both 1st trimester and 

2nd trimester, 2nd trimester and 3rd trimester was 0.69 and 

0.72, respectively, both of which lower than the complete 

feature set. In addition, the AUC for the model with only 

demographic variables was 0.60. The AUCs for the diagnoses 

model or medication classes model were 0.72 and 0.65, 

respectively. When we combined medications and diagnoses 

together, the AUC increased to 0.76.  

 

Table 3– Prediction Results in Different Variable 

Combinations. 

Predictors AUC Sensitivity 

 

Specificity 

 

Trimesters  

1
st
 0.66 0.855 0.428

2
nd

 0.64 0.831 0.424

3
rd

 0.65 0.867 0.424

1
st
 +2

nd
 0.69 0.908 0.307

2
nd

 +3
rd

 0.72 0.854 0.524

   

Categories  

Demographic 0.60 0.551 0.609

Diagnose 0.72 0.850 0.560

Medication 0.65 0.882 0.389

Diagnose+ 

Medication 

0.76 0.875 0.577 

   

Logistic-selected 0.76 0.892 0.588

 

The univariate LR identified 26 predictors out of the 98 

predictors whose associations with PPD have significant and 

meaningful odds ratios for PPD (Table 4). The AUC using 26 

important features were lower than using the whole features. 

None of the reduced models performed as well as the full model 

(Table 3).  

 

Table 4– Association between Predictors and PPD.

Variables 

 

 

OR(95%CI) 

 

P 

 

Marital status  

Single REF 

Married 0.82(0.65,1.04) 0.096

Not known 0.58(0.45,0.76) <0.001

Race

White REF 

Asian 0.54(0.39,0.74) <0.001

American Indian or 

Alaska Nation

0.54(0.07,2.34) 0.475 

Black or African Ameri-

can

0.68(0.43,1.04) 0.084 

Other combinations not 

describe

0.82(0.62,1.07) 0.158 

Declined 0.95(0.71,1.25) 0.713

Diagnose

Anxiety 1
st
 10.49(6.22,17.75) <0.001

Depressive 

disorder

1
st
 18.58(9.73,35.93) <0.001 

Mental disorder 1
st
 4.04(1.34,12.02) 0.013

Obesity 1
st
 1.75(1.03,2.85) 0.031

Threatened 

miscarriage

1
st
 1.72(1.15,2.51) 0.007 

Abnormal weight 

gain

2
nd

 2.84(1.22,5.98) 0.010 

Anxiety 2
nd

 4.08(2.27,7.28) <0.001

Depressive 

disorder

2
nd

 4.35(1.30,15.71) 0.021 

Diarrhea 2
nd

 2.78(1.28,5.54) 0.006

Mental disorder 2
nd

 6.87(2.36,20.41) <0.001

Premature labor 2
nd

 5.20(1.92,12.75) 0.001

Muscle pain 2
nd

 3.74(1.35,9.05) 0.006

Vomiting of 

pregnancy

2
nd

 2.43(1.02,5.47) 0.037 

Anxiety 3
rd

 9.52(5.67,16.00) <0.001

Abdominal pain 3
rd

 1.71(1.08,2.62) 0.018

Backache 3
rd

 3.68(1.67,7.41) 0.001

Hypertensive 

disorder

3
rd

 3.24(1.49,6.76) 0.002 

Mental disorder 3
rd

 2.84(1.29,6.16) 0.009

Major depression,  

single episode

3
rd

 5.49(2.30,12.78) <0.001 

Palpitations 3
rd

 2.38(1.010,5.022) 0.033

Medication

Antidepressants 1
st
 13.47(7.58,24.13) <0.001

Antidepressants 2
nd

 10.84(4.86,25.08) <0.001

Antidepressants 3
rd

 24.21(12.39,49.20) <0.001

Anti-inflammatory 

agents

2
nd

 16.64(1.73,158.16) 0.009 

*SNOMED code: anxiety (48694002/197480006/21897009/ 

247808006/198288003), depressive disorder (35489007/ 

94631000119100), mental disorder (74732009/267320004/ 

199257008/199261002), obesity (414916001/171000119107/ 

415530009/238136002), threatened miscarriage (54048003/ 

73790007/75933004), abnormal weight gain (237288003), diarrhea 

(62315008), premature labor (282020008/6383007/ 49550006), mus-

cle pain (68962001), vomiting of pregnancy (90325002/422400008), 

backache (161891005), hypertensive disorder (38341003), major de-

pression,  single episode 
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(70747007/36923009/79298009/15639000/251000119105/43085200

1/76441001), palpitations (80313002).�

In Table 4, amongst factors related to diagnoses during 

pregnancy, obesity, anxiety, depressive disorder, and mental 

disorder, threatened miscarriage in 1st trimester; abnormal 

weight gain, anxiety, depressive disorder, diarrhea, mental 

disorder, premature labor, muscle pain, vomiting in 2nd 

trimester; and anxiety, abdominal pain, backache, hypertensive 

disorder, mental disorder, palpitations, major depression, and 

single episode in 3rd trimester were found to be associated with 

increased odds of PPD. Among medications, the use of 

antidepressants during pregnancy, and anti-inflammatory 

agents in 2nd trimester were associated with increased odds of 

PPD.  Among the predictors, hormone use had no associations 

with PPD, despite their mention in previous literature [30]. 

Discussion 

In this study, we employed 6 machine learning models to 

predict PPD using EHR data. Experimental results 

demonstrated the feasibility of our approach for PPD risk 

prediction based on information available during prenatal care 

in an EHR. We found several disease diagnoses and 

medications during pregnancy that potentially contribute to the 

prediction of PPD.  

The performances of the model using variables in one specific 

trimester only, both 1
st
 and 2

nd
 trimesters or both in 2

nd
 and 3

rd 

trimesters were not as good as using variables in whole prenatal 

care. Thus, our findings potentially suggest that screening 

should consider health and health service utilization throughout 

the pregnancy period. When we separated the variables into 

demographic variables, diagnoses variables, and medication 

variables, disease diagnoses had the best performance in 

predicting PPD. Although, using the combination of disease 

diagnoses with medication improved the performance in 

predicting PPD than using disease diagnoses alone. Again, 

more comprehensive information provides more improved 

prediction performance. 

Our data set included multiple features in EHR data. Although 

SVM had the best performance, the difference across the 

performance of SVM, L2-regularized LR, RF, Naïve Bayes, 

and XGBoost was minimal, although differences existed with 

respect to sensitivity and specificity. The AUC of the decision 

tree model was the lowest compared with the other five models. 

This may be explained by the tendency of the decision tree to 

depend on single variables in generating decision rules [13].  

Several associations found in our study are consistent with 

previous studies. These include race [16] as demographics and 

threatened abortion [6], prenatal mental disorder [15], in 

particular, diagnoses such as depression disorder, anxiety, and 

single episode major depression, backache in the 3
rd

 trimester, 

and muscle pain in 2
nd

 trimester [6]. Pain is often expressed as 

symptoms of depressive disorder [6]. Thus, our results indicate 

that there is a strong need for perinatal interventions to focus on 

expectant mothers’ mental health as prevention for PPD. 

Correspondingly, we found that antidepressant use across three 

trimesters is a strong predictor of PPD. The treatment of women 

with depression or other psychiatric diseases during pregnancy 

or postpartum is a complex clinical challenge [25]. A previous 

study reported that women who had antidepressant treatment 

during pregnancy were less likely to report postnatal depressive 

symptoms, compared with the nonmedicated counterpart [18]; 

however, discontinued antidepressant medications during 

pregnancy was a risk factor for PPD [11]. On the other hand, 

antidepressants used during pregnancy might be associated 

with gestational hypertension and preeclampsia [31]. We did 

not find analgesic as an independent risk factor for PPD, 

although its association was reported in previous literature [29]. 

We recognize that this is a pilot study and there are certain 

limitations in our current work. First, since we combined 

medications by ATC classes, we were not able to differentiate 

drug use by specific dosage levels. In future studies using larger 

data sets, we will identify and combine different sources of 

disease diagnoses, and consider the dose-response relationship 

with medications and PPD. Second, the machine learning 

methods used in this study are standard methods, and the 

oversampling method used to handle our imbalance data may 

have contributed to overfitting and impacted model 

performance [17]. More advanced machine learning methods 

such as the neural network models will be used to improve 

AUC in future work. Third, since we used EHRs from a single 

health system, our data may miss mothers diagnosed with PPD 

outside of our health system, as well as information on those 

who were seen by clinicians outside of our health system before 

their pregnancy. Future studies will try to leverage multi-site 

dataset to minimize missing and erroneous data points. Lastly, 

in this study, we aimed to predict PPD rather than evaluating 

the causal relationships between variables in the pregnancy 

period and PPD. Future studies will use causal inference 

methods to control for potential and time-dependent 

confounders. 

Conclusions 

In this pilot study, we demonstrate promising PPD prediction 

results using a machine learning approach with information on 

patient demographics, diagnoses, and medications available 

from EHRs. Our goal is to create an accurate PPD prediction 

model to identify risk factors for PPD and facilitate effective 

screening of mothers who may require early intervention for 

PPD using an EHR. We envision that the model may be 

integrated with the EHR system for a provider-facing CDS or 

with a mobile or web platform to be used as a patient-facing 

CDS in a future phase of the study. 
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Abstract 

This team has had prior successful production efforts in the 

use of Second Life to implement a virtual reality world into 

both nursing education and practice. Our current efforts 

center around a virtual reality application that provides 

learners with the opportunity to master competencies in the 

use of ultrasound technologies, which have surfaced in many 

nurse practitioner certifications as a necessary skill. Using the 

authoring tool of CenarioVR™, and capturing video footage 

of a nurse practitioner using the ultrasound equipment, 

students can don a VR headset for an immersive experience. 

This ultrasound equipment is expensive, and allowing learners 

to learn skills in a virtual environment poses less risk to both 

the equipment and the patients.Future production efforts in 

augmented and mixed reality applications are described to 

engage others in cutting edge use of VR. 

Keywords:  
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Introduction 

Healthcare educators, both in academic and practice settings, 
continue to seek the most realistic simulations for their 
students. With the rising cost of healthcare equipment, along 
with an increased attention to patient safety, these simulations 
have taken on even more importance.  Clinical placement sites 
do not always have the opportunities to practice certain skills, 
and have become more difficult to obtain along with seasoned 
preceptors. 

In this article we will describe the development of an 
immersive virtual reality simulation to teach nurse practitioner 
students how to effectively use ultrasound equipment. This 
competency has recently been added for certification in many 
of the nurse practitioner specialties in the United States. 

Simulation is an educational technique which aims to mimic 
elements of the real world to help achieve specific goals 
related to learning [1]. When using the term “simulation,” 
most nursing faculty and students think of the typical 
simulation environment comprised of lower level task trainers 
to high fidelity simulators. This type of simulation has been 
around for the last 40 years, but is expensive, difficult to 
schedule, and takes up physical space [2]. Simulation teaching 
methods have expanded to include peer-to-peer learning, 
standardized patients, screen-based computer simulations, and 
virtual reality. 

Virtual reality (VR) is a high-level computer-based interactive 
and multimedia technology that offers virtual objects and 
environments that represent actual environments [3]. Virtual 
simulations have been used to train users in various skills such 
as bronchoscopy, colonoscopy, laparoscopy, and endoscopic 
procedures, and in disaster triage [4]. It is fully immersive, 

which tricks your senses into thinking you are in a different 
environment or world apart from the real world [5]. The 
unique contribution of VR is its ability to provide spherical 
full motion video. The user is placed in the center of a sphere 
with the capability to look up, down, right, and/or left. This is 
in contrast to 360° video where the user can only look left and 
right. VR can also be contrasted to 3D video, typically on a 
flat plane, which gives a stereoscopic view with depth 
perception of the scene. 

Three of the authors of this article have completed projects 
using the VR world of Second Life (SL). SL is a 3D virtual 
world, created by its residents. The world is driven by the 
interactions of real-world individuals and their avatars. Thus, 
for every avatar one encounters in SL, there is a live person 
somewhere in the world who is directing that avatar’s actions, 
emotions, words, dress, etc. 

The SL environment was built as part of prior funded grants 
from the U.S. Department of Health and Human Services 
Administration (Grants #D80HP11271 and #U1KHP1296). 
These grant activities have been reported in prior international 
informatics conferences [6,7,8]. The purposes of these grants 
were to provide nursing faculty the opportunity to manage 
clinical simulations while advancing in their own competency 
and proficiency levels of simulation management while in the 
SL virtual world. Synchronous sessions were provided by 
master teachers, after an orientation to SL had been completed 
by the users. Initial findings demonstrated that faculty 
participants thought that the programs met or exceeded their 
learning needs and would be directly applicable to their 
teaching. Project barriers were the time spent in development 
of this complex environment and the technology support 
needed to successfully run the developed scenarios. Those 
users who were technophobic had difficulties in learning to 
move their avatars as needed, which distracted them from the 
overall learning experience. On a more positive note, the 
replicated Eskind Diabetes Center created in SL was used as 
the basis for nurse practitioners to provide care to diabetes 
patients while both were avatars. Finally, this patient care 
example was presented as a method to better engage patients 
in their own care.  

SL has been used by other nursing educators over the last 
decade. Trangenstein, Weiner, Gordon and McNew completed 
a literature search that reviewed 29 nursing educational virtual 
environments and discovered that nursing educators used SL 
as explorers and developers [9]. Explorers used SL for a 
support group, networking,and uncovering health-related sites. 
The developers were associated with land ownership and were 
involved in distance learning and simulation activities. Seven 
unique simulations for nursing education were identified. This 
type of virtual simulation environment has been generally well 
received and evaluations of its used in educational settings has 
been positive [10]. 
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Augmented reality overlays digital information on real-world 
elements [5]. Pokémon Go is a widely known example. In 
augmented reality applications, the real world is central but 
enhanced with other digital details, thus supplementing your 
reality or environment. Mixed reality brings together real 
world and digital elements [5]. Mixed reality allows the user 
to see and immerse oneself in the world around the user while 
interacting with a virtual environment. It combines the ability 
to be in a real world enhanced by an imaginary place or image 
therefore offering an experience that is not possible in the real 
world alone.  

The purpose of this article is to describe the development 
process used in an immersive VR simulation aimed to teach 
ultrasound skills to nurse practitioner students. While 
evaluation data will not be available until the actual 
presentation, the structure of the evaluation will be discussed. 
In addition, future applications using both augmented reality 
and mixed reality will be described. 

Methods 

Ultrasound has been described as the stethoscope of the 21st 
century.  Evans and Evans demonstrated that with some 
training, health care professionals can successfully use the 
ultrasound machine to identify common pathologies [11]. 
They also claim it can shorten patient waiting time, lower 
costs, improve diagnoses, and reduce the pressure on other 
radiography lists.  

Portable ultrasound technology is increasingly used in the 
diagnosis and management of critically ill patients (See Figure 
1). As an easily accessible and frequently used bedside tool, 
ultrasound has the potential to improve patient safety; 
however if untrained providers use the equipment, the result 
could be harmful [12].  

 

 

Figure 1 – Ultrasound Machinee 

The charge then becomes to educate large numbers of students 
on how to successfully setup and use the ultrasound machine 
on various pathologies. This project was selected for several 
reasons. First, the typical ultrasound machine demonstration 
works best for the few students in the front and poorly for 
those in the back unable to see everything that is transpiring. 
Such an approach is not scalable to the numbers who need the 
training. Secondly, many of our nursing specialties want to 
teach how to use the device but because of the expense, we 
only have two machines to split among all of the specialties. 
Each machine was purchased with university discounts but 
with accessories averaged $85,000 US. These machines have 
sensitive electrodes, so moving the equipment around the 
building is also not a desirable option. By simulating the 
machine and watching an expert complete the ultra sound 
examination, the students save valuable time when using the 
actual machine because they will have already been taught 
how to use it. A seasoned nurse practitioner who has mastered 
these skills and uses them frequently becomes their expert role 
model. Students receive consistent quality controlled 
instruction and learn how to use the machine effectively and 
safely without risk to patient.  Finally, the topic itself is highly 
visual, making Immersive VR a highly appropriate tool to 
teach how to setup and use the ultrasound machine. 

 

Format of the Project 

The ultrasound application lends itself to VR video 
development. It is very visual and the technology supports 
training users how to use the ultrasound device. 

The application was divided into two components. The first 
component simulates the setup and configuration of the 
machine. The student can select their phenomena of interest, 
identify the correct probe to use, set the depth, brightness, 
contrast, and color desired for the correct exposure (see Figure 
2). Finally, the student can enter in the patient information and 
have that stored in a database just as it is on the real device.  
 

 

Figure 2 – Positioning the Probe 

Data elements are entered in the simulation on a standard 
computer screen, identical to the screens of the actual device 
itself. 

Once the ultrasound machine is configured properly and the 
appropriate data entered, the student enters the second 
component. They are told to download the Immersive VR 
application, launch it on their cell phone, and insert the phone 
into the VR headset.  When the student puts on the headset, he 
or she is positioned in the middle of the sphere, called a scene, 
directly in the room looking over the patient so that the 
student can see everything the clinician is doing in a virtual 
3dimensional experience. By looking around, the student can 
see where and how the clinician is placing the probe. 
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The student can view actual output of the ultrasound projected 
above the patient’s head simply by looking up above the 
patient’s head. This technique also amplifies the output for 
easier viewing (see Figure 3). 

 

 

Figure 3 – Ultrasound Output 

The student can also view the facial expressions and non-
verbal communication of the patient and clinician. The student 
has the illusion of actually being in the room with only the 
clinician and the patient. Unlike group viewing situations 
where views might be obstructed by other students and the 
output too small to see by everyone, this method provides for 
a quality-controlled experience.  

The student can pause the scene, rewind it, and turn his or her 
head to view the actual ultrasound output in real time 
corresponding to the probe positioning and movement (see 
Figure 4).. At various points in the exam, the instructor can 
pause and ask a question or even ask the student the next 
position for the probe. 

Figure 4 – Identifying Probe Position 

Student responses can be recorded and stored in a learning 
management system (LMS) for later review and performance 
evaluation. Feedback to the student can be textual, oral, or 
video branched to another sphere. 

Development Tools Selected 

A software authoring environment needed to be chosen. 
CenarioVR is an easy to use immersive VR development SaaS 
(Software as a Service) tool, developed by the Trivantis 
Corporation, that allows the developer to create photo and 
video spheres and incorporate them into a learning 
environment. The product can be played on a computer screen 
in HTML5 using mouse controls for movement or placed on a 
small mobile device that is inserted into a VR headset (such as 
Google cardboard, Daydream, or Oculus Go) for the full 
immersive experience (see Figure 5). When used immersively, 
the student has the sense of actually being in the room 
participating directly with the activities. The video can be 
paused, rewound, or branched to other spheres, called 
“scenes”.  Artifacts such as the actual ultrasound output can be 
inserted anywhere in the sphere and reflect the output of the 
actual exam in real time on the video sphere. Questions can be 
asked, and answers recorded and shared to the learning 
management system (LMS) through xAPI or SCORM. The 
students can then be graded on the quality of their work in the 
environment. 

Figure 5 – VR Headsets 

The video was collected using a spherical camera. The GoPro 
Fusion camera was selected along with Fusion Studio software 
on the PC (see Figure 6). Control of the camera was initiated 
through the GoPro phone application.  The camera was 
positioned close to the patient, opposite from the clinician. 
Care was taken to make sure the clinician’s hand positioning 
was fully visible to the camera and not eclipsed by the 
patient’s body. A portable DVR was attached via HDMI to the 
ultrasound device to capture the video output from the 
ultrasound device.  

Figure 6 – The  DVR Video Capture Device and GoPro 

Fusion Camera 
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The spheres were assembled into equirectangular format and 
downloaded through the Fusion studio application, then 

compressed in the software application, Handbrake. The 

resulting scenes were brought into Adobe Premiere on the 
main track.  The video of the output of the ultrasound was 
downloaded onto the PC and placed into a separate track in 
Premiere. It was aligned so that the video of the output 
matched with what the clinician was doing on the patient.  

Using the VR tools in Premiere, the ultrasound output video 
was sized large to view and positioned over the head of the 
patient. It was as if a very large screen monitor was displaying 
the output over the head of the patient.  It should be noted that 
placing video inside a sphere in Premiere requires a minimum 
of 1GB of video ram.  We selected an Alienware 15 i7 laptop 
with 32GB of memory for its graphics processing capabilities 
(see Figure 7).  

 

Figure 7 – Video Processing Using Alienware 15 i7 

At specific points the video of the sphere was paused and 
questions asked. Successful selection of the answer started the 
video again. 

Results 

The project will be implemented with acute care nurse 
practitioner students during the 2019 spring semester. A short 
video of the use of the project will be shown during the 
conference as a video. 

Evaluation results will also be presented. Participating 
students will be asked to complete the National League for 
Nursing’s Simulation Design Scale and the Student 
Satisfaction and Self –Confidence in Learning [13]. Both tools 
have had prior testing with Chronback’s alpha measures of .92 
for presence of features, .96 for the importance of features, .94 
for satisfaction, and .87 for self-confidence [13].  

In addition, an evaluation checklist will be developed based on 
the Ultrasound Guidelines developed by the American College 
of Emergency Physicians [14]. The checklist created by 
Patrawall et al., [12] will be consulted in evaluating 
competencies for critical care ultrasound. 

Discussion 

This work is original due to the fact that ultrasound training is 
not available in a format that offers a scalable solution. 
Academic and practice settings suffer in their ability to be able 
to provide enough training equipment that can be used for the 
amount of time needed for skills mastery in an area that is 
becoming more important for nurses to administer correctly. 
Once students or practitioners have passed the competencies 
using the VR solution, the time to use an actual machine to 
demonstrate mastery should be substantially reduced. 

It is anticipated that there will be positive results from the 
evaluation data submitted by students. It has been difficult due 
to the number of students needing to use the machine to have 
such an opportunity. In addition, one-on-one faculty 
supervision is not always available, and group teaching lends 
itself to situations where viewing is not feasible by all in the 
room, and students may miss important details such as 
placement of the probes. An ultrasound simulation allows for 
both individual use, but also allows for the repetition that 
might be needed for some students. 

Additional innovations now seem feasible to implement 
within our facility. The Vanderbilt University School of 
Nursing has just completed a $23.6 million building 
expansion. The result is a new five-story building; an atrium 
connecting all School of Nursing building; a state-of-the-art 
simulation lab; student service office;, a virtual classroom; 
technology advanced classrooms, conference, offices, and 
seminar rooms; a green roof terrace; and outdoor green space. 

An augmented reality way-finding application is currently 
being developed. Once users see the interactive maps on the 
large video walls in the atrium, additional wayfinding graphics 
can be transferred to their smartphones so that they can follow 
directions to their destinations. Rather than having to record 
directory details, the directions will be transferred directly to 
their phones. 

A second planned application will be for a mixed reality 
project using the Microsoft HoloLens. Authoring with Unity, 
we plan to build holographic images of hearts so that various 
cardiac abnormalities and treatments can be explored among 
faculty and students as they engage with this digital content 
and the world around them. 

Conclusions 

VR offers one solution to expand the teaching-learning 
environment. Any strategy that allows learners to practice 
without added stress and with increased confidence can only 
lead to increased quality outcomes. In a time when clinical 
placements are becoming more difficult, the chance to practice 
skills in a safe environment that leads to skill mastery is an 
added plus. This ultrasound application has the potential to 
meet all of these requirements. As other clinical specialties 
require the use of these skills, this VR application will become 
even more popular. 

The development team has also been able to extrapolate two 
other augmented and mixed reality applications that could 
benefit our programs. Innovation has become an expected 
requirement for our students, so faculty and staff must 
continue to think of useful innovations. 
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Abstract 

The evaluation of the validity of a knowledge-based system is 

of great importance during its development. It determines 

whether the system represents the experts’ knowledge cor-

rectly. This is highly important, but also particularly difficult, 

if the expert knowledge is not explicit, but only implicit and 

tacit. In the following the validity’s evaluation of a system for 

education of caregiving relatives is presented. To evaluate the 

system's knowledge delivery strategy against the experts’ opin-

ion, several fictious characters were created. The evaluation 

revealed inconsistencies in the knowledge base. After resolving 

these, the experts’ opinion is represented to a large extent by 

the system. Nevertheless, the used evaluation approach is not 

capable of detecting all inconsistencies. Therefore, a strong 

need of a system’s learning capacity to integrate feedback from 

a larger group of real caregiving relatives exists. In addition, a 

rule-based component, representing disease specific 

knowledge, should be implemented. 

Keywords:  

Knowledge Bases, Nursing Informatics, Evaluation Studies 

Introduction 

Approaches in the field of artificial intelligence divide into two 

main fields: soft computing and symbolic approaches. While 

the data driven soft computing approaches use existent data to 

learn how to solve a problem, the implementation of knowledge 

driven symbolic artificial intelligence systems involves the ex-

plicit formalization of the subject-specific experts’ knowledge. 

This enables artificial intelligence engineers to model the 

knowledge in a machine interpretable representation language. 

The necessary cooperation within an interdisciplinary team dur-

ing the explication and formalization process is a challenging 

task for multiple reasons. One reason is, that the practitioners 

of interdisciplinary studies lack a coherent, defensible sense of 

their purpose [1]. This often manifests itself in communication 

problems. Even more, the experts’ knowledge ordinarily is not 

explicit, but implicit and tacit. “Compared to explicit 

knowledge, tacit knowledge is subjective, personal, and con-

text-specific. It is difficult to describe, examine, and use” [2], 

which results in an even harder explication and formalization 

process. To ensure that the developed knowledge-based system 

represents the experts’ knowledge and behaves in the inten-

tional way, a sophisticated evaluation must be performed. 

Therefore, the evaluation of the validity of a knowledge-based 

system is of great importance during its development, because 

it determines whether the system represents the experts’ 

knowledge correctly [3]. 

In [4], a wider methodology for the evaluation of knowledge-

based systems is introduced. Here, a comprehensive approach 

is presented, which covers not only the validity of the system 

used, but also the functionality and impact of the complete sys-

tem. The approach structures into four phases. In the first phase, 

early prototypes are created using rapid prototyping or require-

ments specifications. The second evaluation phase estimates 

the systems validity. Therefore, the inference mechanism, as 

well as the knowledge base must be evaluated. The knowledge 

base can be analyzed in a static or dynamic way. Static analysis 

refers to procedures where no system execution is required, 

such as internal consistency checks. On the other hand, dy-

namic analysis incorporates system execution to detect incor-

rect parts and presents them to the experts. Furthermore, the 

knowledge base needs to be evaluated against a set of cases dif-

ferent from those used during the system’s development, which 

act as a kind of gold standard. Here, multiple methods like tra-

ditional error rate, top down correlation or receiver operated 

characteristics could be used. The third phase evaluates the sys-

tem’s functionality, which incorporates user interaction, user 

interface and reasoning efficiency, but is not limited to these. In 

the last phase, the systems impact is evaluated. Therefore, the 

outcome of the system’s application is compared to the current 

state. Depending on the system’s purpose, various measures can 

be applied, such as benefits of the expenses. 

This approach is used to evaluate a knowledge-based system 

for education of informal caregivers, which are mostly caregiv-

ing relatives. For many relatives the care situation involves ex-

tensive burden [5], which is caused, among other things, by a 

lack of knowledge. Against this background, a system for per-

sonalized education of caregiving relatives is developed. The 

methodology of the system was introduced and three prototypes 

were evaluated in [6]. Here, statistical approaches are utilized 

to calculate scores for each knowledge resource to be delivered, 

based on experts’ weighting of profile items. The aim of our 

research work for this paper was the evaluation of our system’s 

validity. Therefore, the results of the second evaluation phase, 

which covers the validity of the system, will be presented and 

discussed. Since the third approach from [6], which utilizes dy-

namic weights, performed best during prototype testing, it is 

only further evaluated. 

Methods 

Before testing with real human users, the system’s knowledge 

delivery strategy on which the validity depends must be evalu-

ated. As stated above, the validity evaluation involves two 

steps: the evaluation of the inference mechanism and the eval-

uation of the knowledge base. In particular, the inference mech-

anism consists of the mathematical formula for calculating the 

score, while the knowledge base consists of the experts’ weight-

ings of profile items for all 82 knowledge resources. Typically, 

the inference algorithm could be evaluated using software 
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validation techniques [7]. But these limit the evaluation process 

to models, where an explicitly expressed requirement or gold 

standard can be formulated and are not applicable to validate 

the expatiating process itself. The method described in [6] was 

created to expatiate the tacit experts’ knowledge and therefore 

cannot be evaluated against an explicit formalization alone. 

Here, the validity of both, inference mechanism and knowledge 

base, depend on each other and can hardly be observed individ-

ually. In consequence, good validity can only be achieved by 

good results in both components. Considering that a completely 

new statistical approach was used to formalize the tacit 

knowledge and not a representation language, an automated 

static evaluation of the knowledge base is not possible. Hence, 

a dynamic analysis was performed. In a first step, a selection of 

21 knowledge resources, including important and unimportant 

knowledge resources, are evaluated against an expert’s order-

ing. For evaluating the entire knowledge base, the total number 

of 82 knowledge resources must be considered. In this setting, 

experts are not able to order all knowledge resources for multi-

ple test settings. Accordingly, the calculated orderings were 

submitted to the experts for evaluation.  

Evaluation against experts ordering 

A fictious character was created by the experts in nursing sci-

ence. Johanna is 74 years old and intensively cares for her 76 

years old husband Peter. Peter has been suffering from the con-

sequences of a stroke for 2 years and is hemiplegic. Due to hem-

iplegia, he can no longer walk without support, cannot dress 

alone and needs support in tasks of daily living. He is already 

fallen several times. For Johanna it is a matter of course to take 

care of her relatives. She supports intuitively and has little in-

formation about the disease progression, possible "care tech-

niques" and possible support services. She feels overwhelmed 

in many things and therefore suffers from sleep deprivation. Jo-

hanna has become increasingly isolated and receives no support 

from third parties, such as outpatient nursing services. For the 

evaluation, the experts selected a subset of 21 knowledge re-

sources, divided into five highly important, three less important 

and 9 unimportant knowledge resources. The ordering of the 

system is compared with the order obtained by the experts. For 

the system’s ordering knowledge resources with a score greater 

than 0.5 are regarded as important. All others are considered as 

unimportant. 

Evaluation of the complete knowledge base 

For the evaluation of the knowledge base, it is not sufficient to 

regard only a subset of knowledge resources. However, order-

ing the total amount of 82 knowledge resources by the experts 

is a very time-consuming task and cannot be performed for mul-

tiple test settings. Therefore, a dynamic evaluation process is 

performed in which the experts judge a given ordering calcu-

lated by the system. Thus, the authors created 7 fictious care-

givers by regarding the weighting of one or multiple themati-

cally very proximal knowledge resources as the caregiver’s pro-

file. As a result, the used knowledge resources will be top 

ranked in the system’s ordering. The system’s ordering was cut 

at a threshold of 0.5. Everything below was excluded for a sim-

ulation of the later system behavior, in order to not disturb the 

later real users with unimportant knowledge resources. Addi-

tionally, resources not fitting the disease of the care recipient 

were excluded as well. In order to qualify, whether the experts 

are just marking everything as correct, unimportant knowledge 

resources were interspersed to the correct orderings (without 

the experts’ awareness). This results in three completely im-

portant orderings, two completely unimportant ones and two of 

mixed importance. These orderings were evaluated by the ex-

perts for a second time approximately four weeks later, yet with 

the knowledge, that unimportant resources were interspersed. 

In the following, the descriptions and orderings to be evaluated 

by the experts are presented. The unimportant resources are 

marked.  

Klaus and Gerda 

Klaus cares for his 75 years old mother Gerda. He himself is 53 

years old and works as an architect. Gerda suffered a stroke one 

year ago. Since then, she is partly aggressive towards him and 

insults him very harshly. Such behavior has never occurred be-

fore the stroke. Furthermore, Gerda is frequently sad and de-

pressed. This imposes a great burden on Klaus. Due to the bur-

den he is commonly exhausted. Klaus wishes to be able to with-

draw from the care situation but feels ashamed for such 

thoughts. 

1. Changes in personality after a stroke 

2. Detecting and preventing depression 

3. How does the sense of taste change with age? 

Charlotte and John 

John (67) cares for his demented partner Charlotte. She is 70 

years old. Charlotte needs help with dressing and other activi-

ties. She is overextended with everyday decisions, but concur-

rently cannot admit that she is dependent on help. This makes 

John sorrowful and enraged. When her children come to visit, 

John is embarrassed about the way Charlotte is dressed. This 

often leads to an argument. 

1. Clothing 

2. Bladder training (unimportant) 

3. Psychological changes in dementia 

4. Restlessness - sources and handling (unimportant) 

Mareike and Matthias 

Mareike is 60 years old and works as an office clerk. She takes 

care of her demented spouse Matthias. Due to Matthias disori-

entation at night, Mareike sleeps poorly. Matthias is capable of 

changing his position in bed independently, which frequently 

awakens Mareike. She feels emotionally and physically ex-

hausted due to the care.  

1. How does sleep behavior change with age? 

2. Suggestions for a restful sleep 

3. Sources of sleeping problems 

4. Coping with stress 

5. Restlessness in the evenings 

6. Dealing with nocturia 

7. Detecting and preventing depression 

8. Kinaesthetic - definition and relief in care 

9. Exhaustion 

Hannes and Jana 

The pensioner Hannes takes care of his partner Jana. He does 

not get enough sleep because he must take care of Jana con-

stantly, even at night. Jana is temporally and locally disoriented 

and frequently walks through the apartment without a destina-

tion. Two months ago, Jana was diagnosed with dementia. 

1. Physical activity (unimportant) 

2. Course of dementia (unimportant) 
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3. Kinaesthetic - definition and relief in care (unim-

portant) 

4. Financial relief for day and night care (unimportant) 

5. Structuring the toilet calls (unimportant) 

6. Finger food (unimportant) 

Alina and Charlie 

The 42 years old Charlie has the feeling that his mother is in-

creasingly dependent on support due to problems in communi-

cating her needs. He also has to cut her food into small pieces. 

Recently, Alina accidentally caused a grease fire while cooking. 

Charlie was barely able to prevent the worst. His mother is un-

aware of this incident’s severity. 

1. Drinking – when, how much and what? 

2. How does the sense of taste change with age? 

3. Changes in motion patterns (unimportant) 

4. Biography work used correctly (unimportant) 

5. Swallowing and swallowing disorders 

Anton and Marie 

Anton is cared by his 40-year-old daughter Marie, as he needs 

help with basic everyday tasks. Anton is demented, often diso-

riented and struggles with multi-step actions. Additionally, he 

has difficulties communicating his needs. Marie supports him 

with his meals. 

1. Handling incontinence material (unimportant) 

2. Changes in motion patterns (unimportant) 

3. Dealing with nocturia (unimportant) 

4. Assistive devices - everyday relief (unimportant) 

Dieter and Helga 

55-year-old Dieter cares for his mother Helga. Helga needs as-

sistance with everyday tasks such as washing, positioning, 

dressing and undressing. She is able to take meals herself, yet 

has become urinary incontinent and has been increasingly 

dependent on help since the last six months. Dieter wishes for 

support. 

1. Assistive devices - everyday relief 

2. Constructional changes 

3. What is fecal incontinence? 

4. Handling incontinence material 

Results 

Evaluation against experts ordering 

Comparing the orderings obtained by the experts and by the 

system (Table 1), seven knowledge resources were assigned to 

different levels of importance. Five unimportant knowledge re-

sources in the experts’ ordering are rated with a score above 0.5 

and therefore are regarded as important by the system. These 

are What is a tendency to run?, Dealing with refusal to eat, Fin-

ger food, Tips for washing demented persons and Dealing with 

nocturia. One important knowledge resource from the experts 

ordering (Communication with people after a stroke) is re-

garded as unimportant by the system and Fall prevention actu-

ally is not within the systems ordering, since it is not repre-

sented in the knowledge base. The ordering of unimportant  

 

knowledge resources is meaningless, since these knowledge re-

sources are not displayed to the user. Regarding this, the two 

orderings have a Kendall rank correlation coefficient of 0.31, 

where the missing knowledge resource Fall prevention was ex-

cluded to obtain orderings of the same length. This indicates a 

weak positive correlation between the two orderings. 

Table 1 - Orderings by importance obtained by the experts 

and by the system 

Experts’ ordering Systems ordering 

Fall prevention Kinaesthetic - definition and re-

lief in care (1.0)

Kinaesthetic - definition 

and relief in care

The concept of Bobath (1.0) 

The concept of Bobath Restriction of movement after a 

stroke (1.0) 

Restriction of move-

ment after a stroke

Tips for washing demented per-

sons (1.0) 

What is urinary inconti-

nence?

Kitchen aids after a stroke 

(0.833) 

Structuring the toilet 

calls

What is fecal incontinence? 

(0.833) 

What is fecal inconti-

nence?

Drinking – when, how much and 

what? (0.833) 

Drinking – when, how 

much and what?

Constructional changes (0.833) 

Communication with 

people after a stroke

Dealing with nocturia (0.75) 

Detecting and prevent-

ing depression

Dealing with refusal to eat 

(0.722) 

Kitchen aids after a 

stroke

Structuring the toilet calls 

(0.685) 

Constructional changes What is urinary incontinence? 

(0.667) 

What is a tendency to 

run?

Finger food (0.633) 

Wandering of demented 

persons

Detecting and preventing de-

pression (0.567)

Dealing with refusal to 

eat

What is a tendency to run? (0.561)

Finger food Restlessness in the evenings 

(0.25) 

Tips for washing de-

mented persons

Changes in motion patterns 

(0.21) 

Biography work used 

correctly

Wandering of demented persons 

(0.167) 

Restlessness in the eve-

nings

Biography work used correctly 

(0.0) 

Dealing with nocturia Communication with people af-

ter a stroke (0.0)

Changes in motion pat-

terns

 

Note: Borderlines inside the table mark changes in the 

importance and numbers in brackets show the system’s 

calculated scores 

Evaluation of the complete knowledge base 

Table 2 shows the evaluation results of the complete knowledge 

base. A knowledge resource is identified as critical and there-

fore requires further investigation if at least two out of three 

experts reviewed it not as supposed (false positives and false 

negatives) in the same evaluation cycle. For Klaus and Gerda 

this applies to How does the sense of taste change with age? in 

both evaluations. For Mareike and Matthias in both evaluations, 

it is Kinaesthetic - definition and relief in care and Detecting 

and preventing depression. For the characters Hannes and Jana 

Course of dementia and Financial relief for day and night care 
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are the critical knowledge resources in both evaluations and 

Finger food is critical in the first evaluation. Biography work 

used correctly is critical in the first evaluation, Drinking – 

when, how much and what? and Swallowing and swallowing 

disorders in the second evaluation of the characters Alina and 

Charlie. For Anton and Marie Changes in motion patterns and 

Assistive devices - everyday relief are critical in both evalua-

tions. The knowledge resource What is fecal incontinence? is 

critical in both evaluation cycles for the personas Dieter and 

Helga. Furthermore, the knowledge resource Constructional 

changes needs to be regarded as critical in the second evalua-

tion. Especially critical are the knowledge resources Course of 

dementia (Hannes and Jana) and What is fecal incontinence? 

(Dieter and Helga), as they are reviewed the opposite way by 

all three experts in both evaluation cycles. Moreover, How does 

the sense of taste change with age? (Klaus and Gerda) and Fi-

nancial relief for day and night care (Hannes and Jana) are re-

viewed the opposite way by all three experts in one evaluation 

cycle and by two experts in the other evaluation cycle. The 

knowledge resource Biography work used correctly from the 

characters Alina and Charlie, which is unimportant from the 

systems point of view, is noticeable. In the first evaluation cy-

cle, all three experts assessed it as important. While in the sec-

ond evaluation cycle, all experts rated it as unimportant. 

Table 2 – Experts’ review of the characters. The sign + stands 

for reviewed as important and the sign - stands for reviewed 

as unimportant 

  

Expert 

#1 

Expert #2 

Expert 

#3 

Evaluation 

cycle 

 #1 #2 #1 #2 #1 #2 

Klaus and 

Gerda 

1. + + + + + + 

2. + + + + + + 

3. + - - - - - 

Charlotte 

and John 

1. + + + + + + 

2. - - - - - + 

3. + + + + + + 

4. - - - - + - 

Mareike and 

Matthias 

1. + + - - + + 

2. + + + + + + 

3. + + + + + + 

4. + + + + + - 

5. + + + + + - 

6. + + - - + + 

7. + + - - - - 

8. - - - + - - 

9. + + + + + + 

Hannes and 

Jana 

1. - - - + - - 

2. + + + + + + 

3. - - - - - - 

4. + + + + + - 

5. - + - - - - 

6. + + + - - - 

Alina and 

Charlie 

1. + + + - + - 

2. + + + - + - 

3. + - - + + - 

4. + - + - + - 

5. + + - + + - 

Anton and 

Marie 

1. - - - - - - 

2. + - + + - + 

3. - - - - - - 

4. + + - - + + 

Dieter and 

Helga 

1. + + - + + - 

2. + + - - + - 

3. - - - - - - 

4. + + + + + + 

For characterizing the experts, table 3 shows important metrics. 

No ordering was reviewed perfectly by the experts. The high 

sensitivity (0.905) and lower specificity (0.5) of expert #1 

shows, that she reviews overly positive. She detects the major-

ity of the important knowledge resources but misses the unim-

portant ones. The opposite occurs for expert #2. She reviews in 

a more negative way, as the sensitivity (0.619) is smaller and 

the specificity (0.714) is higher. Expert #3 reviews in a positive 

way, but not as positive as expert #1 (sensitivity: 0.81, specific-

ity: 0.571).  

Table 3 - Metrics for the experts' overall results from the first 

evaluation cycle 

 Expert #1 Expert #2 Expert #3 

Sensitivity/re-

call 

0.905 0.619 0.81 

Specificity 0.5 0.714 0.571 

Precision 0.731 0.765 0.739 

F1-Score 0.809 0.684 0.773 

The metrics’ results for the second evaluation cycle, where the 

experts were informed about the existence of interspersed un-

important knowledge resources, are presented in Table 4. Ex-

pert #1 shows approximately the same sensitivity and precision, 

but a better specificity. For expert #2, almost the same results 

can be observed in both evaluation cycles. The largest differ-

ence between the two cycles occurs for expert #3. The sensitiv-

ity drops from 0.81 to 0.476 and the specificity rises from 0.571 

to 0.714. This indicates that expert #3 identifies fewer im-

portant knowledge resources, but more unimportant ones and 

therefore reviews in a more negative way. 

Table 4 - Metrics for the experts' overall results from the sec-

ond evaluation cycle 

 Expert #1 Expert #2 Expert #3 

Sensitivity/re-

call 

0.857 0.667 0.476 

Specificity 0.643 0.714 0.714 

Precision 0.783 0.778 0.714 

F1-Score 0.818 0.718 0.571 
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Discussion 

Knowledge resources with different classifications of im-

portance were identified by the evaluation against the experts’ 

ordering. These were handed to and examined by the expert 

group. They revised every knowledge resource with the excep-

tion of Communication with people after a stroke. As this re-

source includes basic knowledge, which is important for all 

caregivers caring for someone suffering from a stroke, it was 

excluded from this provision strategy and included in a group 

of basic knowledge. This ensures that all affected caregivers are 

provided with this basic knowledge. Changes in the weighting 

haven been made to Dealing with refusal to eat and Dealing 

with nocturia. The remaining resources were classified as un-

important by the experts, as they are merely of interest to people 

with dementia and the disease is not part of the profile data 

used. The experts’ knowledge about the delivery of disease spe-

cific knowledge resources is explicit. For that reason, inclusion 

of the disease in this profile data set is not target-oriented. Yet, 

it should be implemented as a rule-based system. The entire 

knowledge base was reviewed by the experts with regard to dis-

ease specific knowledge delivery. The order after revision and 

excluding resources that are not relevant due to the disease is 

shown in Table 5. By the revision process and excluding re-

sources by disease, the knowledge provision is improved and 

thus the Kendall rank correlation coefficient increases to 0.53. 

Even more, the unimportant knowledge resources are filtered 

out by the score’s threshold of 0.5.  

Table 5 - Orderings by importance after revision and exclud-

ing by disease 

Experts ordering Systems ordering 

Fall prevention Kinaesthetic - definition and 

relief in care (1.0) 

Kinaesthetic - definition 

and relief in care 

The concept of Bobath (1.0)

The concept of Bobath Restriction of movement after a 

stroke (1.0) 

Restriction of movement 

after a stroke 

Fall prevention (0.833) 

What is urinary inconti-

nence? 

Kitchen aids after a stroke 

(0.833)

Structuring the toilet 

calls 

Constructional changes (0.833)

What is fecal inconti-

nence? 

Drinking – when, how much 

and what? (0.833) 

Drinking – when, how 

much and what? 

What is urinary incontinence? 

(0.815)

Detecting and preventing 

depression 

What is fecal incontinence? 

(0.792)

Kitchen aids after a 

stroke 

Structuring the toilet calls 

(0.685)

Constructional changes Detecting and preventing de-

pression (0.567) 

Dealing with refusal to 

eat 

Dealing with nocturia (0.455)

Dealing with nocturia Dealing with refusal to eat 

(0.388)

The small amount of knowledge resources regarded as im-

portant by the system for the seven fictious characters indicates 

that the weightings of the different knowledge resources are 

quite disjunctive. The approach for the evaluation of the com-

plete knowledge base revealed further inconsistencies, which 

are examined by the experts. Particularly critical are resources 

that have been incorrectly evaluated by all three experts in both 

evaluation cycles. Until now, all inconsistencies were resolva-

ble by revising the knowledge base and it can therefore be 

                                                           

1
 http://mocab-projekt.de/ 

assumed that the inference mechanism, more precisely the 

mathematical formula, works convincingly. With the shown ap-

proaches many inconsistencies were found. Nevertheless, even 

the second approach cannot completely validate whether the 

knowledge base corresponds to the experts’ tacit and implicit 

knowledge. This would require a much larger and more hetero-

geneous selection of characters. Even more, tables 2, 3 and 4 

exhibit that the experts’ opinion is not completely stable over 

time. For these reasons, an evaluation against the experts’ opin-

ion is only expedient up to a certain point. To tackle this prob-

lem, the system should be extended with a learning capability 

and then be trained with data derived from a large group of real 

caregiving relatives. Furthermore, the system needs to be ex-

tended by a rule-based component, representing explicit 

knowledge about disease specific knowledge transfer. 

Conclusions 

The evaluation process described has shown some inconsisten-

cies in the knowledge base. After resolving these, it can be as-

sumed that both the inference mechanism and the knowledge 

base represent the implicit and tacit experts’ knowledge to a 

good extent. Nevertheless, not all inconsistencies could be 

found in the knowledge base. Therefore, a strong need for a 

learning capability exits. Additionally, disease specific 

knowledge transfer could improve the system. 
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Abstract 

While medications can improve the health of patients, the 

prescription process is complex and prone to errors. 

The structured medical order entry systems (CPOE) with 

clinical decision support (CDS) are increasingly implemented 

to improve patient safety, however the organizations that 

decide to implement them will have several challenges: 

understanding which classes of CDS can admit their systems, 

ensure that clinical knowledge is adequate and design tools 

for proper monitoring. 

We share our experience of over ten years of development and 

implementation of clinical decision support tools during drugs 

prescription process and tools that have allowed us to monitor 

them correctly. 

Keywords: 

Decision Support Systems, Clinical; Knowledge Bases; 

Computerized Physician Order Entry  

Introduction 

A key process to improve drug safety is to implement 

computerized physician order entry systems (CPOE) that 

enable the incorporation of clinical decision support systems 

(CDS). With the implementation of electronic health records 

(EHR) throughout the world, the use of these CDS is 

increasing and enables the access to relevant patient 

information[1,2].  Health information technologies associated 

with a reduction in medication errors and adverse events[3-5] , 

improved patient care[6] and improved profitability for 

organizations[7] are considered potentially transformative and 

are being increasingly implemented [8,9]. 

When incorporating CDS into the drug prescription process, 

organizations should choose whether to develop knowledge 

bases (KB) or use commercial databases. Given that the 

resources and experience necessary for its development and 

implementation are available only to some large academic 

centers, most organizations choose to purchase KB from 

commercial suppliers [10].This action poses some challenges: 

a) high variability among the KB [11,12] for which some 

authors suggest that more than one should be used [13] b) the 

commercial KB tends to be very inclusive and place more 

emphasis on the amplitude of the coverage than on the clinical 

relevance or severity of the adverse events [7] and c) in some 

cases KB are not customizable and even when they are, most 

organizations lack the resources to do so effectively [14]. 

Many of the CDS that have shown utility are those that have 

been developed by the same institutions that use them, they 

have the capacity to elaborate knowledge, test interventions 

before implementing them and monitor its effectiveness over 

time [15].  

In Argentina, the lack of infrastructure and the digital 

immaturity of health institutions are factors that have 

determined that CPOEs have not yet reached a sufficient 

degree of maturity and even the institutions that have it have 

not implemented CDS.  

The aim of this work is to describe the components of a CDS 

fully developed in Hospital Italiano de Buenos Aires as well 

as the monitoring tools used to monitor them. 

Methods 

Hospital Italiano de Buenos Aires (HIBA) is a teaching 

hospital founded in 1853 in Buenos Aires, Argentina that 

works as a health network with 25 ambulatory centers, and 

150 medical offices distributed along Buenos Aires city and 

its suburbs. HIBA has 750 beds and admits 45000 patients 

annually. The hospital handles 3 million outpatients each year. 

Since 1998 the Department of Health Informatics has 

designed, developed, and implemented a hospital information 

system (HIS) that manages health and administrative 

information from data capture to analysis. The HIS includes a 

web based, problem oriented, and patient centered EHR with a 

CPOE that allows the electronic prescription of drugs, 

connected with the pharmacy system, and integrated with the 

nurse care process.  

The first CDS that were incorporated into the CPOE were: 1) 

duplicate prescription alert and 2) drug-drug interaction alert. 

In this case, in addition to considering the prescribed drug and 

those already existing in the pharmacological indications 

module, the CDS needs to access a KB, and since at that time 

there were no companies in the Argentine market that 

provided them in the Hospital, the decision was made to create 

a source of knowledge structured and controlled by 

international standards.  

As a result of the validation of different sources of 

information, a reliable, up-to-date and Spanish-language KB 

was created with the main purpose of providing classified, 

structured and evaluated information on drug interactions to 

nourish the CDS and improve the safety of the drugs 

prescription process. After 6 years of implementation of the 

CDS, a process of analysis and redesign of the KB was 

initiated (see drug-drug interaction alert), followed by a 

redesign of the alerts using user-centered design techniques 

(UCD)[16]. At the same time, it was decided to add 

pharmacological alerts for drugs - allergy, teratogenic risk, 

maximum dose, etc., so adaptations and improvements were 

done in the KB to support and in some cases increase the 

specificity of the alerts (see Monitoring tools). 

Currently a multidisciplinary team works to give continuity to 

this CDS project, conformed by a physician specialist in 

Health Informatics responsible for the coordination of the 

team, pharmacologists responsible for gathering the evidence 

and defining the content that is loaded  in the KB, medical 

career students in charge of the data entry, pharmacists that 

create the functional requirements, test and authorize the 
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deployment of the necessary changes in the KB and two 

developers, one in charge of the maintenance of the BCF and 

another one of the pharmacological alerts that the CDS 

generates.   

Results 

A description of the CDS (chronologically ordered) 

implemented in the HIBA’s EHR and the tools used for its 

monitoring are named below. 

Alert for Duplicate Indication 

This alert informs the physician that he is prescribing a drug 

that was already prescribed, a situation that generally occurs 

when several physicians provide care to the same patient or 

when prescriptions coexist for a drug to be administered in 

different ways. These unintentional duplications are the cause 

of toxicity adverse events that can be prevented [15]. 

However, since there are also situations in which duplication 

is intentional and valid (such as the indications of analgesics at 

regular intervals and additional doses in the presence of pain), 

when the HIBA implemented CPOE it did so with an 

interruptive alert that appears as a window emergent in the 

center of the prescription screen on which the prescriber must 

click "Accept" without having to justify continuing with the 

prescription. 

Drug-Drug Interaction Alert 

The frequent commercialization of new medicines, 

increasingly older populations with multiple comorbidities and 

polypharmacy with different specialists treating the same 

patient and where each of them may not be familiar with all 

the medications that their patients receive [16,17] are cited as 

factors that contribute to the frequency of interactions between 

drugs. These represent, not only a common cause of adverse 

reactions to medications but also of therapeutic failures. 

Regardless of the outcome, an important feature of drug 

interactions is that they are often preventable [17] in this way 

information systems that could retrieve all of the medications 

a patient is using to detect and remind doctors of IDDs are 

believed increasingly necessary to improve patient safety [18]. 

The redesign of HIBA’s KB in 2006 allowed the creation of 

new functionalities that would later be taken into account 

when displaying alerts as: the categorization of active or 

passive according to whether they would manifest themselves 

actively interrupting the prescription workflow or not, requires 

monitoring feature to inform the prescribing physician about 

the clinical or laboratory parameters to be controlled when 

deciding to continue with the indication of the drugs and to 

evaluate the use of alternative drugs so that the alert promotes 

action through recommendations for alternative treatment 

[19].  

With these changes implemented in the KB and after the 

redesign of the alerts mentioned above, it was determined that 

only drug-drug interactions with severity C, D or X, according 

to Lexicomp classification[20], would generate alerts: for 

drug-drug interactions severity C, the alerts would be non-

disruptive blue light, for drug-drug interaction severity D, 

alerts would be disruptive orange and for interactions drug 

drug severity X, alerts would be non-disruptive red (see Figure 

1). 

Drug allergy alert 

The verification of drug allergy is a very important feature in 

terms of patient safety. This type of intervention presents an 

alert when a physician prescribes a medication for which the 

patient has an allergy documented in their EHR [21]. It is very 

important that the patient's allergy data is stored in their EHR 

before prescribing medications. However, in some cases, it is 

not possible to know the allergic status of the patient at the 

time he enters the hospital. For this reason and in order to 

increase the number of registered allergic patients in the EHR, 

a circuit has been designed with the pharmacy service that 

reminds the physicians to register the allergic state of every 

patient who contacts the hospital. 

When a physician prescribes a drug that matches the allergic 

patient status, an irruptive alert appears. The user has the 

option of cancelling the prescription and accept the alert or 

continuing the indication and ignore the alert, in the latter case 

they are requested to select a structured justification or enter 

one in free text (see monitoring tools). 

 

 

Figure 1 − IDD Alert Interface. (A) Interaction between 

Omeprazole and Tacrolimus severity D (B) risk of interaction; 

(C) main recommendation for the prescribing physician; (D) 

link to more information; (E) suggestion to rotate 

Omeprazole, already indicated, by Pantoprazole or Ranitidine 

that do not interact with Tacrolimus; (F) "cancel indication of 

Tacrolimus"; (G) "continue indication of Tacrolimus"; (H) 

required justification 

Alert for Maximum Dose 

Many preventable adverse drug reactions (ADRs) are caused 

by dosage errors in the prescription process. For this reason, it 

is proposed that CDSS linked to KB that contain the 

maximum recommended therapeutic doses (MRTD) can 

prevent the prescription of excessive doses and their 

consequences [22]. A particularity of the MRTD is that they 

can vary according to the route of administration [23], the age 

of the patients [24] and the unit of time (dose, day or 

accumulated) and these characteristics must be registered in 

the KB. It is important to note about this alert, that the 

selection of the generic is not enough to trigger it; the 

physician must select the dose so that it is contrasted with the 

KB record. Figure 2 shows the interface of an alert for an 

exceeded dose of Acetaminophen for an adult patient, which 

includes an action-oriented button to adjust posology.    

Teratogenic Drug Alert in Pregnancy 

There are drugs that are highly teratogenic and should never 

be administered to a woman who is or may be pregnant; many 

others who are relatively contraindicated to a greater or lesser 

extent[15]. Since 2015 when a physician prescribes a 

teratogenic risk drug in the HIBA’s CPOE to a pregnant 

woman, an alert is triggered. The alert’s input are: a) the 

existence of a pregnancy problem registered in the patient's 

EHR and b) the teratogenic risk of the prescribed drug 

documented in the KB. As in the case of the drug-allergy alert, 

this CDS also depends on elements present in the EHR 

problems’ list[25] that are usually incomplete or have outdated 

information [26]. To solve the lack of pregnancy status 

registration, it was decided that the opening of an obstetric 

chart would automatically load the problem "Pregnancy" in 

the EHR of the patients. A set of controlled terms (derived 
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from delivery, caesarean section, abortion or puerperium) 

generates the automatic resolution of the problem when they 

are created in the system by physicians, increasing the 

specificity of this alert.  

 

 

Figure 2 − Alert Interface for Maximum Dose (A) Maximum 

exceeded dose of Acetaminophen; (B) recommendation to 

reduce the dose; (C) comparison between indicated dose, 

2000 mg, and maximum dose, 1000 mg; (D) adjust posology 

leads the user to modify the prescribed dose (E) "cancel 

indication of Acetaminophen"; (F) "continue indication of 

Acetaminophen" in this case the user must justify choosing 

between structured options or free text. 

Pharmacogenomic Alerts 

Since 2014 when the physician prescribes a drug, the 

execution of the process begins, the inference engine, which 

retrieves the genetic information from the EHR, infers if there 

is any risk to the patient in case the drug that is being 

prescribed is supplied. If there is a risk, the inference engine 

issues an alert that informs the user about the risk, allowing 

him to cancel or continue with the prescription and also allows 

him to send a query through an email to the Clinical 

Pharmacology section [27]. 

Frequent Posologies 

Frequent posologies are defined as complete orders of pre-

written medications that include dosage, route and frequency 

of administration. The supply of these lists of posologies 

improve the users system acceptance and reduces errors 

[15,28,29]. 

For the development of frequent posologies implemented in 

the CPOE of the HIBA in 2015, an analysis of all the 

medications that had been prescribed during the previous year 

and had a rate of use greater than 80%. This group defined the 

posologies that would later be reviewed by a group of 

pharmacists. Each generic could have more than one 

recommended dose but not more than 3 and the physician 

always has the opportunity to create his own posology if he 

considered, or even use a recommended one and edit it. The 

information on each drug is contained in the KB discriminated 

by generic and by age group. 

Drug-Food Interaction Alert 

It is important not to forget the interactions between drugs and 

foods that can inadvertently modify the effect of drugs. Most 

clinically relevant interactions are caused by food-induced 

changes in the bioavailability of the drug (changes in 

absorption or metabolism) that correlates with the clinical 

effect of most drugs[30,31].  

In 2016, this CDS was implemented to warn physicians about 

these interactions. The alert is generated when a medicine that 

is being indicated has a record of contraindication with some 

food in the KB. The alert it is not interruptive, and it was 

designed only to raise awareness of the possible interaction in 

prescribers. 

Drug-Laboratory Test Interaction Alert 

To minimize the risk that certain medications may have, it is 

recommended to perform laboratory tests before their 

administration and in many cases also at regular intervals 

during a treatment. It is known that not taking into account 

these physiological parameters can result in morbidity and 

even mortality for the patients [32,33]. For this reason in 2016 

it was decided to develop and implement this CDS (see 

monitoring tools). 

The first laboratory results contemplated for the creation of 

the alert were potassium and calcium, due to their relevance. 

The drug-laboratory interaction (DLI) alert inputs are: a) a 

result of serum measurement out of range; or b) a blood 

calcium measurement result out of range, and b) the 

prescription of a drug that can decrease more these 

electrolytes, in the case of values lower than the minimum 

(see Figure 3) or increase them (in the case of values greater 

than maximum) or that without having the potential to affect 

the results, its pharmacological effect can be modified (for 

example, the case of patient with a result of measurement of 

Potassium less than 3.5 millimole / liter and prescription of 

Digoxin). 

 

 

Figure 3 − Alert Interface by DLI. (A) DLI between 

Furosemide and the test Serum potassium measurement; (B) 

risk of interaction; (C) (D) recommendation and observation 

for the prescribing physician; (E) result of serum potassium 

measurement and date of it (F) "cancel indication of 

furosemide"; (G) "continue indication of furosemide"; (H) 

required justification 

Tools Developed for CDS Monitoring 

Monitoring is often included as a success factor for CDS [6] 

because it permits to iteratively refine the interventions 

implemented and thus improve their use and impact. In the 

HIBA the process of monitoring is covered through boards, 

reports and review of RME.   

Dashboards 

Dashboards enable a global view of what happens with the 

alerts. A general dashboard shows users the distribution of 

alerts by type, behavior of the prescribers (continue, cancel, 

etc) and justifications to continue. Also, five specific 

dashboards (one for each alert) are used to represent the 

singularities, so, for example, the alerts for allergy-drug show 

the most frequent allergens that have generated alerts; and the 

IDD dashboard shows the drug drug pairs that have been 

prescribed.  

Reports 

Although the dashboards shows what is happening in a given 

domain, it is not within their scope to show what happens in 

each specific situation. Specific reports enable the team to 

identify, for each alert activated, the prescribing user, their 

medical specialty, the drug with the intention of being 

indicated, the action taken after the appearance of the alert, the 

reason why it was ignored and the patient in which the drug 

was prescribed. Also for IDD alerts, the reports show the 

drugs that form each pair and for DLI the result of the value of 

Potassium or Calcium at the moment the alert was generated.  
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Revision of Electronic Medical Records 

Based on the information provided by the reports, the review 

of medical records helps the team to search for adverse effects 

(in ignored alerts), false positives, patterns of use by specialty, 

and unintended consequences. From these monitoring actions  

the team was able to realize that in the development of the 

alert by DLI it had not been accounted for the route of 

administration of the indicated drug, reason that generated 

many false positives and for which there was the need to add a 

field in the KB to record this data. And from the analysis of 

free text justifications for the allergy alert we noticed that 30% 

of the cases were due to indications from the Allergy service 

to submit the patients to desensitization tests, which is why 

this reason was added as a structures option. 

Discussion 

This paper describes the pharmacological CDS embedded in 

HIBA’s homegrown HIS. 

Undoubtedly, the decision to incorporate CDS during 

prescription is a strategy used by organizations that seek to 

increase safety in the quality of care. Being able to have a full 

integration between the CPOE, the EHR and CDS is the best 

scenario that allows a comprehensive approach to improve the 

quality of care provided [34,35]. The biggest challenge when 

implementing CDS is to achieve and maintain a correct 

balance between useful alerts and overexposure [36] and a 

good way to achieve this is to keep the KB updated to ensure 

that the records contained in them are correct, consistent, 

complete and current [37]. The commitment is not trivial and 

requires substantial resources [38], in our case it has taken 

many years of a great team work to achieve a truly 

multidisciplinary approach. However, even when the clinical 

content is adequate, the lack of completeness and / or updating 

of the data in the medical records does not allow for the 

specificity that we expect from the CDS. 

On the other hand, the only way to make decisions is through 

the use of information, which is why the data provided by our 

monitoring tools are essential to know if the interventions are 

accepted by users, if their actions are modified and finally, if 

our interventions are impacting the quality of care and the 

health of our patients. 

Conclusions 

Healthcare organizations wishing to implement integrated 

CDS to CPOE and HCEs should be prepared to take on three 

major challenges: understand what kinds of CDS their systems 

can support, manage knowledge and design tools that allow 

them to know how it works. 
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Abstract 

A key trend in current medical research is a shift from a one-

size-fit-all to precision treatment strategies, where the focus is 

on identifying narrow subgroups of the population that would 

benefit from a given intervention. Precision medicine will 

greatly benefit from accessible tools that clinicians can use to 

identify such subgroups, and to generate novel inferences about 

the patient population they are treating. We present a novel 

dashboard app that enables clinician users to explore patient 

subgroups with varying longitudinal treatment response, using 

latent class mixed modeling. The dashboard was developed in 

R Shiny. We present results of our approach applied to an 

observational study of patients with moderate to severe 

rheumatoid arthritis (RA) on first-line biologic treatment. 

Keywords:  

Precision Medicine, Medical Informatics Applications, 
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Introduction 

Complexity and variability of patients’ trajectories in response 

to treatment poses significant challenges in many medical 

fields, especially in those requiring long-term care [1-4]. While 

it is possible to define high-level clinical phenotypes, the 

prediction of outcomes with respect to interventions is 

complicated by the high variability in responses [5-7]. One of 

the main trends in current medical research is a shift from a one-

size-fit-all to precision approaches, where the focus is on 

identifying narrow subgroups of the population who would 

benefit from a given intervention. In order to achieve this goal 

of precision medicine, the analysis of longitudinal data in 

clinical research is becoming increasingly important. 

Longitudinal analytics methods, their exploitation in the 

context of clinical decisions, and their translation into clinical 

practice through accessible tools, represents a potential for 

enabling precision healthcare [8].  

The plethora of rich data routinely collected in clinical practice 

and in clinical trials captures underlying information that could 

allow for identification of specific subgroups of patients that 

may in turn predict if these will benefit from specific 

treatments. Despite this rapid growth in available data, and 

advancement in machine learning methods, the application of 

these in medical research and routine clinical practice is still 

very difficult and impeded by several factors. One of these 

issues revolves around the limited involvement of clinicians in 

the discovery process and a missed link between data-driven 

discovery and their application in real environments. The 

development of informatics applications that can introduce 

data-driven discoveries directly into clinical practice is a 

current unmet necessity in medical informatics. Precision 

medicine will greatly benefit from accessible tools that 

clinicians can use to identify groups of patients that respond 

differently to therapies, and to generate novel inferences about 

the patient population they are treating. Source data and visual 

analytics can improve diseases’ management by enacting the 

implementation of the learning health care system cycle: the 

introduction of clinical data in outcomes research, together with 

the translation of research findings into care, can support 

decision-making with the realization of precision medicine [6]. 

In rheumatoid arthritis, clinicians already have some 

classification criteria but are developed using subjective 

thresholds and typically applied to one or two follow-up time-

points. Our approach aims at removing subjectivity and making 

use of all available data. One approach for subgroup discovery 

in longitudinal data is latent class mixed modeling (LCMM), a 

type of latent class analysis that is increasing in popularity as a 

powerful method for discovering meaningful and differing 

subgroups with homogeneous patterns of change over time [9-

11]. Here we revise the LCMM analysis framework proposed 

in [12], where authors detail the methodological steps for off-

line analysis, adding the necessary steps to allow on-the-fly 

analysis by clinicians. More specifically, we developed a 

dashboard tool that allows clinicians to perform several key 

steps of an LCMM analysis themselves; for example, the 

clinician can refine and redefine data-driven models, identify 

which of these models are clinically plausible and relevant, test 

specific hypotheses, and ultimately translate the results into 

clinical practice.  

We present results of our approach applied to an observational 

study of moderate to severe rheumatoid arthritis (RA) patients 

about to commence treatment with a biologic drug. RA is a 

chronic, systematic inflammatory joint disease of autoimmune 

nature [13]. RA is a heterogeneous disease that is classified 

using a set of clinical factors. Patients with similar clinical 

features in early disease may go on to experience a very 

different disease course or response to medication [14]. 

Recently, the treatment of RA was improved by the 

introduction of biologic disease-modifying antirheumatic drugs 

which target elements of the immune system, these are typically 

reserved for those with an inadequate response to non-biologic 

disease modifying antirheumatic drugs (DMARDs) [13,15]. 

Clinical responses and efficacy of biologics vary largely among 

different individuals. Based on experience and observations 

made in clinic, although defined in a non-methodical fashion, 

response criteria are accepted (EULAR classification in 

non/intermediate/poor-response) [16], and clinicians agree on 

stratifying patients with respect to the response to the therapy 

as: primary non-responders which never responded or failed to 

respond within the first 3 months, secondary non-responders 

who are patients that initially responded but then loose response 

after 3 months, and good responders. Secondary noon-response 
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is seen in a significant minority of primary responders. Reasons 

for this could include: patients stop taking drug (i.e. feel better 

and are less motivated), patients develop anti-body against the 

therapeutic (immunogenicity), as the TNF/TNF pathway is 

brought under control a second inflammatory pathway may 

kick in and cause the disease to flare. In RA, a precision 

medicine approach will allow better understanding of which 

patients respond to specific therapies within a given time 

window, as well as improved disease monitoring. In order to 

understand the underlying mechanisms of response, well 

powered biomarker discovery studies are needed. A first step is 

to this process is to better define the phenotype so that 

biomarkers can be contrast across meaningful patient groupings 

and include all patients across multiple time-points. 

Here we describe an accessible tool to perform LCMM analysis 

in RA. The goal is to provide clinicians and medical researchers 

with the possibility to automatically identify different 

responders to biological treatments over time. The tool relies on 

a dashboard-based approach to translate the data-driven 

retrieved models into medical inference and practice [17,18]. 

Methods 

Latent Class Trajectory Modeling 

We applied LCMM with the goal of identifying subgroups of 

RA patients with distinct responses to different types of 

biological treatment over time. The implementation of the 

dashboard is based on the framework proposed in [12], which 

includes eight steps: 1: definition of a scoping model; 2: 

refinement of the number of classes; 3: refinement of the model 

structure on the basis of fixed-effects through random-effect 

specification; 4: model adequacy assessment; 5: graphical 

presentations; 6: classes discrimination; 7: clinical 

characterisation and plausibility; and, 8: sensitivity analysis. 

Our developed dashboard implements the framework as an 

interactive tool aimed to give the possibility to clinicians to 

carry out, independently, each step of the analysis. In particular, 

clinicians can perform steps related to graphical representation, 

classes’ discrimination and clinical plausibility, independently 

from the first steps of the analysis. Indeed, for this application 

we initially performed steps 1 through 4 to retrieve a favoured 

model, which we used as the default model in the dashboard. 

Dashboard’s users can exploit this favoured model to perform 

the last steps of the analysis (i.e. visualize classes trajectories 

and compare clinical characterises in the classes), but they can 

also change the model parameters (e.g. the number of classes, 

fixed-effects) and re-run the whole analysis. Below we describe 

in detail the steps that we implemented in the dashboard. 

Step 1: Scoping Model 

We used a maximum likelihood approach to fit the model 

through the ‘lcmm’ function from the R package lcmm [19]. 

The function estimates mixed-effect models and latent class 

mixed-effect models for different types of longitudinal 

outcomes. We built models for the entire cohort, using all the 

possible combination of the available variables. While the 

scoping model is based on the entire cohort, the dashboard 

provides the option to stratifying patients on the basis of the 

class of treatments and perform the analysis on these subsets 

separately. 

Step 2: Number of Classes 

We tested the scoping model to determine the optimal number 

of classes K: 1-10 number of classes. The lcmm function 

provides Akaike (AIC) and Bayesian information criterion 

(BIC) as model fit indices. The K number of classes chosen was 

primarily based on BIC as suggested in [12]. AIC was 

considered to confirm or clarify the empirical solution. The 

dashboard presents as a default parameter the number of classes 

with the lowest BIC and gives the option of changing this 

number from a fixed range (1-10 classes). 

Step 3 Model Refinement 

We further refined the model using the model with the lowest 

BIC derived in step 2, considering the possibility of using linear 

or quadratic specification of time (days) as the random-effect, 

logarithm transformed values of our outcome measure, and 

linear or quadratic link functions to model the longitudinal 

outcome. The dashboard allows to perform the LCMM analysis 

with linear or quadric time, transforming or not the outcome 

and with different link functions. 

Step 4 Model Adequacy Assessment 

For each subject, we calculated the posterior probability of 

being assigned to each trajectory class and exclusively assigned 

the individual to the class with the highest probability. Average 

maximum posterior probability of assignments above 70% in 

all classes was considered acceptable. We ensure that each class 

includes at least 10% of the initial population, otherwise the 

model is discharged.  

Steps 1-4 allow a favoured model structure to be selected using 

the lowest BIC value and satisfactory values from the model 

adequacy assessments. The favoured model is used to set the 

default parameters. Although, as already specified, the 

dashboard allows to modify the parameters and perform the 

analysis from scratch. 

Step 5 Graphical Presentations and Class Separation 

We assessed the design choices according to the clinical 

relevance for the specific application in RA. Severity RA is 

estimated using the Disease Activity Score in 28 joints 

(DAS28). It is an index which combines different scores: the 

count of the 28 swollen joints and 28 tender joints, the C-

reactive protein (CRP) which levels rise in blood in response to 

inflammation, and the Visual Analog Scale (VAS) of patient’s 

general health. The results of the model are visualized with the 

DAS28 trajectories of classes over time as well as with all four 

DAS28 components’ individual trajectories. Differently from 

the original LCMM framework, where classes’ discrimination 

was assessed by degrees of separation, this step is embedded in 

the graphical representation of the trajectories to simplify the 

tool usability by final users. The trajectories of the subjects 

belonging to each discovered latent class are represented with 

locally weighted scatter plot smoothing method (LOESS) and 

include confidence intervals. This step allows clinicians to 

independently clarify the meaning of the presented solutions 

and to revise the assumptions in performing latent class mixed 

modeling that might be context dependent. 

Step 6 Clinical Characterisation and Plausibility 

To assess the clinical meaningfulness of the resulting 

trajectories/classes, the dashboard allows for comparison of 

relevant clinical characteristics in the discovered latent classes 

through a graphical representation with violin plots (for 

continuous variables) and bar plot (for categorical variables). 

Cohort and variable description 

The data we used to perform the analysis were derived from a 

prospective cohort study, BRAGGSS (Biologics in Rheumatoid 

Arthritis Genetics and Genomics Study Syndicate). BRAGGSS 

is a UK based study including over 50 recruiting centres. 

Patients participate in the BRAGGSS study are followed for 12 

months, during which they are assessed at baseline and three 

follow-up visits, at 3, 6 and 12 months [20]. From the entire 

cohort, we selected 1,531 patients with at least one measure of 

DAS28 recorded. The baseline characteristics of the total 

patient population are shown in Table 1. Considering the 
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different types of treatment, patients are stratified to three 

groups: biological drugs, biological drugs plus DMARDs 

(excluding Methotrexate), and finally biological drugs plus 

DMARDs (including Methotrexate). Methotrexate (MTX) is 

the first-line therapy for RA.  

Table 1 − Cohort characteristics 

Treatment group Only Bio 

Bio and 

DMARD 

Bio and 

MTX 

Number of subjects 275 248 1006 

Gender (%) 

Male 

Female 

 

21 

79 

 

21 

79

 

26 

73 

Age at baseline 

(Mean and SD) 

65,5 

12,6 

65,2 

11,2 

62,7 

12,6 

DAS 28 at baseline 

(Mean and SD) 

4,19 

1,22 

4,38 

1,23 

4,18 

1,24 

BMI at baseline 

(Mean and SD) 

29,8 

19,7 

29,2 

10,8 

30,0 

15,2 

Dashboard Implementation 

The dashboard was built in response to the interest of clinicians 

and medical researchers for having a tool that they can 

independently use to identify different response trajectories of 

DAS28 during the first 12 months of treatment with biological 

drugs. To assess the usability of the tool and the clarity of the 

analysis to end-point users, we organized biweekly meetings 

with RA specialist clinicians, during which we discussed each 

step of the analysis and design of the dashboard according to 

clinicians’ needs. 

Dashboard Architecture 

We implemented the dashboard using Shiny 

[https://shiny.rstudio.com]. Shiny is an open source R package 

to build interactive web application on the basis of R scripts. 

Shiny applications have two components, a user interface (UI) 

object and a server function, which are passed as arguments to 

the shinyApp function that creates a Shiny app object from this 

UI/server pair. The user interface object controls the layout and 

appearance of the application (in our case the Dashboard 

graphical user interface (GUI)). The server function contains 

the instructions to run the analyses (The Analysis Engine that 

performs the LCMM analysis). Finally, the shinyApp function 

creates Shiny objects from an explicit UI/server pair.  

 

Figure 1 − UML Sequence Diagram. 

Dashboard Functionalities 

Figure 1 describes the system’s functionalities along with the 

main actions of a user, dashboard GUI and analysis engine. 

Panel A shows the actions needed to run the favoured model, 

panel B depicts the actions needed to refine and re-run the 

model. The first user’s action is to select a properly formatted 

text file (see Supplementary), the default parameters shown in 

the dashboard GUI are the ones used to run and present the 

favoured model. The analysis engine perform the LCMM on 

the basis of these parameter, assign each subject to the most 

probable class and sends back the results to the dashboard as 

DAS28 trajectories and variables values in the classes. The 

dashboard GUI shows the graphs of the trajectories and 

variables distributions. The user can re-run the whole analysis 

selecting a different cohort of patients (i.e. only patients treated 

with a specific drug regiment), outcome (i.e. log transformed 

DAS28) and different parameters, for example a different 

number of classes, as shown in Figure 1, panel B. The last set 

of actions to needed perform the analysis and present the results 

are then identical as in the approach in presented in panel A.  

Results 

LCMM model 

In RA, clinicians expect to encounter three types of patients: 

primary non-responders (flat trajectories), secondary non-

responders (trajectories with decreasing trends followed by 

increasing trends), and good responders (trajectories with 

decreasing trends). The favoured model selected within the first 

four steps of the analysis identified four classes. This is the 

default model shown by the dashboard, which has been 

discussed by clinicians on the basis of different clinical 

characteristics and DAS28 components. Our LCMM analysis 

was able to recognize a fourth group of responders: secondary 

good responders (trajectories with increasing trends followed 

by decreasing trends) 

Dashboard Interface 

Figures 2 and 3 depict the Dashboard GUI’s results pane: 

DAS28 trajectories and their components in Figure 1, and 

demographic and clinical values distributions in Figure 2. 

The main page of the Dashboard contains a panel where the 

user can choose the input dataset. The “View Data” button 

allows to visualize the dataset on which we are going to run the 

analysis. If the user doesn’t modify any parameter, the favourite 

model parameters are set by default. The user starts the analysis 

by pressing the “Best model” button and receives a message 

when the analysis is complete. The same panel allows users to 

select a different subset of the dataset with the dropdown menus 

“Choose the outcome” and “Choose the treatment group”, and 

to preview the filtered and transformed dataset. The rest of the 

dropdown menus and check boxes allow to set the lcmm 

parameters: covariates of the model, time effect, number of 

classes and link function. Pressing the “Start the analyses” 

button, the lcmm analysis starts. If all the required variables 

have been correctly selected, the user receives feedback that the 

analysis has started, otherwise he/she receives an error message 

which advises to complete the form in the correct way.  

The first panel (Figure 2) visualizes the trajectories of the 

Das28, and their components. The second panel is accessible 

via the “Compare classes” tab and shows the variables 

distributions. Continuous variables: age, BMI and the health 

assessment questionnaire disability index (HAQ score), are 

presented with violin plots; categorical ones are presented with 

bar plots. By clicking the “Reset form” button, the user can 

reset the dashboard to the initial state and restart the analysis. 

Qualitative Assessment of the Tool 

The qualitative assessment of the dashboard’s functionalities 

and usability has been carried out through 13 meetings where 

we discussed the analyses, functionalities and interface of the 

dashboard. We organised bi-weekly meetings with clinicians 

and separately, 4 meetings with a technical group composed of 
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experts in medical informatics. The first bi-weekly meetings 

consisted in preliminary sessions where we defined the key 

functionalities for the dashboard. First of all, we clarified the 

interest of clinicians in having a tool to perform this type of 

analysis. Secondly, we discussed expectations from the 

dashboard. Over several weeks, we refined the dashboard 

according to the feedback we received. For example, one 

request was to be able to visualize the trajectories of DAS28 

and its components, especially for VAS and the count of tender 

joints. This is because RA has significant implications for 

patient quality-of life and increased psychological symptoms. 

Depression and anxiety have implications for disease activity 

primarily due to their influence on tender joints and patient 

global assessment. In addition, the capability to visualize the 

distribution of the type of biological drugs in each sub-group 

was also requested. This is because anti–tumor necrosis factor 

(anti-TNF) is the most common biologic therapy, but 

sometimes patients fail to respond on this initial anti-TNF 

therapy. For clinicians it is important to visualize the 

distribution of the type of biologic drug in each subgroup, in 

order to better assess the trajectories of DAS28. When we 

finalized the tool, we presented it at our internal meeting. We 

received positive feedback in terms of usability and the results 

of the lcmm analysis. The main refinement suggested was to 

add the option of visualizing the number of patients for each 

class, in order to create awareness in the classification that we 

obtained from the analysis; this has now been implemented 

within the dashboard. 

 

Figure 2 − Latent Classes’ Trajectories: Das28 and its 

Components 

 

Figure 3 − Variable Distribution in the Latent Classes 

Discussion  

We present here a dashboard for performing latent class mixed-

modeling analysis in the context of RA. The presented results 

and application case study are based on data from the BRAGGS 

multi-center study. To the best of our knowledge, this the first 

example of an accessible tool that enables lcmm analyses to be 

carried out, along with graphical representation of the results, 

specifically intended for a clinician and medical research user 

base. The dashboard provides clinicians the possibility of 

generating novel hypotheses regarding treatments responses, 

identify subgroups of patients that respond differently over 

time, and to assess results by comparing the mined groups with 

demographic and clinical features. The dashboard presents an 

initial, but crucial step towards enabling the translation of data-

driven approaches into medical practice bettering the definition 

of phenotypes and supporting precision medicine.  

Alongside the aforementioned contributions, several 

limitations of the study need to be recognised. While the 

graphical comparison of clinical characteristics and covariate 

serves to assess the clinical plausibility of the discovered 

classes, they might be biased. Additional methods like 

multinomial regression or corrections for measurement error in 

the classification of individuals to reduce bias could reduce 

potential biases. The dashboard has been evaluated by 

qualitative assessments through meetings with clinicians and 

medical informatics experts. While this approach contributes to 

implement a tool that responds to real-world and practical 

needs, a structured and quantitative usability validation is likely 

to further benefit the development and implementation of such 

a tool. Once the usability of the tool is assessed, further 

technical and methodological enhancements can be applied. In 

future versions, it may be beneficial to create a direct link 

between the dashboard and the BRAGGS database. 

Discriminative and sensitivity analysis can also be added as 

final steps for analyses. The BRAGGS dataset includes data on 

adherence to treatments and proteomics analysis performed on 

a subset of the cohort. Future work could focus on including 

these and other data, as an additional approach for subgroup 

validation and biomarker discovery. 

Conclusions 

While the initial goal of developing a tool to perform lcmm for 

precision medicine is situated within the scope of the current 

dashboard, the functionality scope can be extended. The 

application of lcmm analyses has shown promising results in 

several medical fields [9,10], and the system can be extended, 

generalised, and applied in any of these. Furthermore, this 

approach would also facilitate public and patient 

involvement/engagement in medical research. Accessible 

results will encourage involvement in study design and 

interpretation/dissemination of study findings through various 

patient groups. While more work is needed to determine the real 

impact of the use of such systems in medical practice, 

dashboard frameworks [17,18] can work as a bridge between 

different clinical fields, machine learning approaches and 

precision medicine, creating the possibility of real 

improvement in clinical research and practice. 
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Abstract 

The habits and lifestyles are the fundamental factors in the 
control of cardiovascular risk. Patients who have had a 
cerebrovascular accident (CVA) have a high risk of having a 
new event with similar characteristics. The exponentially 
growing success, penetration and adherence of the new 
communication technologies, based on applications (APPs), 
allows to use them to obtain information and influence the risk 
factors. We propose that empowering patients in their disease 
can make a more efficient management of it. For this reason, 
we designed and developed a system which integrates a 
mobile application and a web application. This system also 
makes use of peripheral devices to monitor patients and allow 
the automatic acquisition of information to enable the 
characterization of this kind of patients in relation to habits 
and lifestyle. At the same time, the system can also empower 
these patients with their disease to do secondary prevention. 
Keywords:  

Stroke; Secondary Prevention; Medical Informatics 
Applications. 

Introduction 

The modifiable cardiovascular risk factors (CVRF) are 
determinants of the major scourge in morbidity/mortality and 
global disability that generates cardio and cerebrovascular 
disease [1]. Globally, it is known that patients with ischemic 
stroke have a high risk of recurrence or the appearance of 
other cardiovascular events [2]. Keeping the CVRF controlled 
is essential for reducing the risk of having a cerebrovascular 
event delaying and even preventing the onset [3]. After an 
ischemic stroke, the risk of recurrence during the first year is 
approximately 10% and subsequently, 5% annually. In 
addition, the risk of presenting a coronary disease is estimated 
at 6% during the first year and then at an annual 4.6% after a 
first episode of stroke [4, 5]. The exponentially growing 
success, penetration and adherence that new mHealth 
communication technologies, based on applications (APPs) 
and devices such as wearables and others, allows us to use 
them as a means to obtain information and influence 
cardiovascular risk factors. Several studies have been 
published to demonstrate efficacy in promoting small but 
important changes in patient behavior and improvements in 
health status [6, 7]. In addition, the potential benefit for public 
health is very great given the ubiquity of such devices [8]. 
We propose in our hypotheses that it is possible to prevent 
stroke-related events by empowering patients to make more 
efficient management of their disease. At the same time, we 
think that we can better know this type of patients by means of 

knowing their habits and lifestyles better, through a data 
model that characterizes them and applying new technologies. 
To achieve these objectives, we have designed and developed 
a system composed of two applications, an APP for patients 
and a Web Application for researchers and clinicians. In 
addition, we have also integrated some peripheral devices to 
monitor patient activity and improve the data visualization and 
follow-up. All peripheral devices used are available in the 
market at low cost. On the other hand, we have also improved 
the access to information material and patient training.  
The main objective of this paper is to present the technological 
results prepared for the study focused on the secondary 
prevention of cerebrovascular events. 

Methods 

The methodology to achieve technological developments is 
based on formal software engineering techniques that ensure 
the suitability of the tools developed to meet the established 
requirements. In this sense, an iterative and incremental agile 
project methodology will be used, differentiating the 
following phases: 
a) Requirements analysis: the technical requirements of the 
project are identified and defined through bidding techniques 
applied to the health area. The objective is to have a system 
requirements document with the specifications of the all 
proposed technological solutions. A working group consisting 
of a doctor and an engineer gather the functional requirements 
of the system. These requirements will be analyzed by a 
multidisciplinary group (clinicians and technologists) of 20 
researchers. In the last phases, patients will be included in the 
process to validate the requirements.  
b) Design: the user-centered design paradigm will be applied 
during this phase. The use of co-design techniques involves 
the end users in the development process and guarantees the 
adequacy and acceptance of the product to the end user. 
c) Implementation: After the analysis and design phases, the 
implementation of the system will begin, using an agile 
methodology based on the development of prototypes and the 
establishment of goals. Since it is a very long and complex 
phase, we focus on the technologies used in each module to 
meet the requirements established above. 
d) Testing: the evaluation of the prototypes mentioned above 
makes it possible to identify new requirements and correcting 
or improving the possible deficiencies in the design of the 
solution. To achieve this, unit tests of the created software will 
be performed. After checking the correct functioning of each 
component, integration tests will be carried out, where the 
correct flow of information between the components of the 
proposed infrastructure will be checked. In addition, in the 
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next phase the developed tools will be made available to the 
end users to check if the tools work correctly. 
The next phase is the pre-pilot. In this phase, patients will be 
recruited into the examination room. These patients must have 
recently had a stroke. The objective of this phase is to make 
the last adjustments and checks.  
Afterwards, a pilot phase will be carried out. The study we are 
doing in this project is a prospective study. There will be two 
groups of patients, a control group and an intervention group. 
At recruitment, they will be provided with the devices and the 
designed protocol will be applied to them. Patients will be 
assigned to the groups randomly. 
Finally, we will analyze the collected data using the developed 
system.  

Results 

All the phases of the described methodology have been carried 
out including the developments and the tests. In the following 
sections we explain the results in more detail. 
a) Requirements analysis: the technical requirements of the 
project were identified and defined. The required solution was 
based on (1) a distributed platform formed by a backend, with 
2 differentiated front-ends (the clinician's website and the 
patient's application), (2) integrated with the Hospital 
Information System (HIS) (to authenticate healthcare 
personnel or to get clinical constants) and (3) with other 
external devices used by the patient; such as a quantifier 
wristband (to measure his physical activity) and a bluetooth 
blood pressure meter. (4) The web had to be modular, scalable 
to the estimated number of users and allow the patient 
monitoring through the collection of data, scales and 
constants. Regarding the app, (5) it had to be responsive 
(accessible from any device) and multiplatform (used in 
android and iOS mobiles), (6) accessibility adapted to patients 
who have suffered from stroke , (7) it should alert about the 
next patient consultation, (8) generate personalized 
notifications, (9) collect patient behavior constants through 
forms, and (10) allow the clinician to modify the multimedia 
content of the app through a web interface in order to achieve 
patient empowerment.  Using this data, (11) the web interface 
should allow an analysis of the patient's stored data for the 
extraction of the healthcare professional conclusions. (12) As 
well as, it should be available from the professional's 
computer of the recruitment and patient follow-up centers. 
Furthermore, (13) physicians had not to intervene in the 
review of patients with the aim of not influencing their 
decisions. 
b) Design: The result of applying the techniques mentioned in 
this section of the methodology is described in the following 
figure (figure 1). 

 
Figure 1: Infrastructure design 

 
In this figure, the following modules are differentiated: 

� Healthcare web application: application used by 
clinicians. This application will allow the patient 
recruitment, information registration and follow-up 
through scheduled reviews, thanks to the integration 
with the patient's social and medical history (BDU, in 
Spanish, demographics user database). In addition, 
this application stores the patient's records and allow 
to see the patient's evolution and to carry out the 
subsequent analysis of the information. Finally, it has 
been developed and implemented under the 
regulations established by the Information and 
communication technologies service of the Virgen 
del Rocío Hospital in Seville. 

� Remote devices: set of peripheral or wearable 
devices that allow the patient to be tracked. A Fitbit 
quantifier wristband (from which physical activity, 
step and arterial frequency are obtained) and a blood 
pressure monitor are used to store patient data and 
incorporate them into the study through the use of 
web services based on their respective clouds. A 
chromecast is also used to facilitate the visualization 
of audiovisual content on the patient's television, 
allowing access to education and risk factors 
information associated with suffering a new stroke. 

� Mobile app: application used by patients at home, to 
track the disease and improve knowledge about 
stroke in order to prevent a new cardiovascular event. 
The patients can visualize their profile, see and add 
the cardiovascular risk factors associated with the 
stroke they have, access educational content on the 
CVRF associated with the patient, make weekly 
forms for monitoring their disease, visualize their 
evolution through graphs and visual color codes, and 
manage their next reviews through alarms. In 
addition, the application uses artificial intelligence 
algorithms to give personalized recommendations 
and advice to the patient. These advices are about the 
key elements of your illness and are shown using 
intelligence notifications or when the forms are 
made. 

c) Implementation: The results obtained after applying the 
techniques mentioned in methodology section and after 
developing prototypes have been the following. 

� Healthcare professional web application: a clinical 
trials and research studies management platform 
known as ITC-Bio has been used for the development 
of this interface. This platform is developed through 
a framework based on MEAN STACK, which 
includes the following technologies: MongoDB, 
Express, AngularJS and Node.js. The platform makes 
use of a service gateway developed using the Mirth 
Connect service bus for communications between its 
components. This bus is a free software initiative, 
whose objective is to allow the electronic registration 
of clinical information of patients or the advanced 
analysis of information, among others.  For the 
storage of clinical information, a PostgreSQL 
database is used (relational and also based on free 
code). In addition, within the framework of the 
PrevenCer project, a module has been developed 
within the ITC-Bio platform for alarm management, 
as well as for the analysis and monitoring of the 
information recorded by patients through their mobile 
applications. 
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� Remote devices: a module has been developed that 
allows the integration of the data collected by the 
FitBit® wristbands. To do this, the Mirth Connect 
communications bus has been used to obtain the 
patient's desired variables from the Fitbit Cloud 
(through its native APIs). For example, pulse, 
physical activity, etc. 

� Patient mobile application: the IONIC framework has 
been used for the development of the mobile 
application. This framework allows generate 
multiplatform hybrid applications (they can be used 
in both iOS and Android). For this purpose, the 
following technologies are used: HTML/CSS/JS, 
TypeScript, Angular 4 Framework and Apache 
Cordova (to access the native capabilities of the 
mobile phone). In addition, it has been designed 
using styles and libraries such as Bootstrap, which 
allow the application to be responsive (adapted to 
other devices such as tablets). For the integration of 
the mobile application with the health professional's 
web application, the service platform has been used, 
developed with the Mirth Connect integration bus, 
through the JSON information exchange and 
interoperability standard. Finally, for patient 
monitoring, several devices (wearables) have been 
used that are activated by Bluetooth from the 
application (e.g. the Fitbit® wristband), or use 
external services to integrate (e.g., Youtube for 
Chromecast®). 

All the information is stored in the Hospital databases within a 
secure network. Secure communication protocols are used for 
the exchange of information based on standards. 
d) Testing: unit tests of the created software have been carried 
out. After checking the correct functioning of each 
component, integration tests have been carried out, where the 
correct flow of information between the components has been 
checked.  
All the components of the system have been designed for the 
target population with special emphasis on communication 
techniques, vocabulary, graphic interface and dynamics 
adapted to this type of group. The technology infrastructure, 
the APP and desktop application is set up. The devices are 
available and ready to start the study. The maximum market 
price for all devices is approximately € 200 per patient, 
according to the CVRF and the conditions of each patient. 
Then, the pre-piloting phase is beginning with patients 
recruited in consultation.  

Figure 2: Patient application screenshot 

 In Figure 2, it is possible to see how the developments have 
been focused on the end users, elderly Spanish-speaking 
patients with motor and cognitive sequelae. We show two 
screenshots. One of them shows the main menu with six 
buttons: (1) My profile: it contains the data of the patients. (2) 
Education: it contains the information about the risk factors 
customized for the patient, (3) My evolution: it contains the 
evolutions of the risk factors for the patient, (4) Registry: it is 
where the patient can register their information. (5) My 
calendar: it picks up the patient's appointments. (6) 
Information: it contains the information of the project. The 
other screenshot in about the evolution. It is possible to 
visualize the evolution of risk factors. 

Discussion 

We present the project that we are running between January 
2017 and December 2020. The objective is to perform the 
secondary prevention of stroke and obtain a data model that 
helps to better understand patients who have had a stroke. We 
have made the design and development of a system that 
supports this study through low cost devices and available for 
most of the public or for health services. 
We believe that by obtaining the data model of this type of 
patients, it is possible to design more efficient secondary 
prevention measures and improve adherence to treatment. 
We have found a few limitations of the study. Patients can 
obtain training and uncontrolled information through the apps 
of the devices delivered in the study. 
These patients should not install the wristbands or the APP 
tension meter in order not to use other means of training and 
information not controlled in the study. 

Perspectives 

Afterwards, the pilot phase will begin.  A total of 160 patients 
will be recruited and monitored for one year. We will provide 
the APP for the patients from the intervention group, as well 
as, the FitBit® wristbands, the iHealth® tensiometer and the 
chromecast®. For the patients from the control group we will 
provide only the FitBit® wristbands, iHealth® tensiometer. 
These patients should not install the bracelets or the APP 
tension meter in order not to use other means of training and 
information not controlled in the study.  
Once the pilot phase is over, we will analyze the collected data 
using the developed system (ITC-Bio) which includes a data 
analysis module. 
Once the study is finished, if the behavior of the patients is 
modified and adherence to healthy lifestyles and medication 
improves with the training and information introduced in the 
patients through the means of support. This will help better 
control modifiable risk factors and will delay the onset of new 
cardio and cerebrovascular events.  
We will publish the conclusions obtained from the study. 

Conclusions 

We have built a system consisting of an APP, a desktop 
application and some devices adapted to the end users. We 
have created an infrastructure capable of integrating the whole 
system. In this way, we will support a research on secondary 
prevention of personalized stroke through the monitoring of 
patients, creating at the same time a data model and allowing 
the final analysis of the study. The tests carried out on the 
entire system have been satisfactory. We are currently starting 
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the study. We hope that by the end of 2020 we can present the 
results of the study. 
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Abstract 

Understanding the progression of chronic diseases, such as 

chronic obstructive pulmonary disease (COPD), is important 

to inform early diagnosis, personalized care, and health system 

management. Data from clinical and administrative systems 

have the potential to advance this understanding, but 

traditional methods for modelling disease progression are not 

well-suited to analyzing data collected at irregular intervals, 

such as when a patient interacts with a healthcare system. We 

applied a continuous-time hidden Markov model to irregularly-

spaced healthcare utilization events and patient-level 

characteristics in order to analyze the progression through 

discrete states of 76,888 patients with COPD.  A 4-state model 

allowed classification of patients into interpretable states of 

disease progression and generated insights about the role of 

comorbidities, such as cardiovascular diseases, in accelerating 

severe trajectories. These results can improve  the 

understanding of the evolution of COPD and point to new 

hypotheses about chronic disease management and 

comorbidity.  

Keywords:  

Latent multi-state models, chronic obstructive pulmonary 

disease, disease progression.  

Introduction 

Chronic diseases typically progress slowly over many years. 

For example, patients with chronic obstructive pulmonary 

disease (COPD) may progress from mild to very severe disease 

over the span of more than a decade [1]. Understanding how, 

and to the extent possible why, patients progress through their 

disease is crucial for improving disease detection, management 

and prognosis. For example, inappropriate care at early stages 

of the disease can accelerate progression to more severe 

stages.[2,3]  At a clinical level, the GOLD criteria define stages 

of COPD disease (based on lung function assessments) and 

identify appropriate care by disease stage.[4] However, in the 

absence of accessible clinical and physiological data for the 

whole COPD population, health system managers are unaware 

of the distribution of disease severity and cannot tailor 

interventions to alter their trajectories.   

Fortunately, the data needed to model disease progression exist 

in the form of the vast amount of individual patient data stored 

in longitudinal health records, such as  healthcare 

administrative databases. Despite their value, these data are not 

direct observations of the underlying processes that drives 

disease progression, but instead they record indirect measures 

such as healthcare encouters, diagnositc codes and drugs. As a 

result, inferential methods are needed to model disease 

progression as a function of these observeables.  

Several factors complicate the modeling of disease progression. 

First, patient data are recorded only when services are 

delivered, resuling in irregularly-spaced observations that differ 

in granularity between patients or across one patient’s course of 

illness. Disease trajectories, in terms of the rate of progression 

and the profile of health service used, will also vary widely 

across patients, further creating challenges in modeling 

progression for groups of patients. Moreover, for large 

segments of patient trajectories, records may be sparse due to 

infrequent visits, or records may be incomplete (e.g., censored 

data or care provided outside the health system). Finally, the 

comorbid conditions experienced by most patients are an 

important driver of both observed healthcare use and 

progression in the underlying disease of focus.  

Research that has used data from electronical health records to 

model chronic diseases such as COPD has tended to simplify or 

collapse the data over time (e.g. 30-day readmission [5]). Other 

researchers have opted to use regularly spaced data from 

relatively small and selected clinical cohorts, allowing them to 

model disease progression as time-to-event [6,7]. In modeling 

the heterogeneity in COPD progession, researchers have 

clustered clinical measures cross-sectionally [8] or over-time as 

latent trajectories from smaller regularly-spaced trial data [9].  

Previous disease progression research using mutli-state 

modeling has typically made use of known disease status or 

known transition rates [10–13] rather than modeling the latent 

disease progression as a stochastic process. Recent research by 

Wang et al. [14] has developed a novel approach to modeling 

COPD progression using a hidden Markov model (HMM), 

which assumes a latent Markov process governing an evolution 

of observed events. These events are defined by latent 

groupings of COPD-related and comorbidity diagnostic codes 

(ICD-9) measured in 90-day bins.  

To model the heterogeneous, sparse, non-equidistant, and 

incomplete longitudinal observations in a large cohort of COPD 

patients we propose using a continuous-time hidden Markov 

model (CTHMM) under a generalized linear modeling 

framework with patient-level covariates of comorbidities [15]. 

Such multi-state models can describe patient status over time as 

a discrete-time realization of a continuous-time Markov 

process, while accommodating irregular spacing of 

observations [16]. We are interested in understanding how a 

CTHMM can be used to infer latent disease progression from 

an observed evolution in complex healthcare utilization data.  

We use a CTHMM on data from a large cohort of COPD 

patients to model trajectories of the chronic disease and 
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examine the role comorbid conditions in the progression. Our 

objective is to generate hypotheses about the evolution of the 

illness and how the management of COPD may be improved. 

Methods 

Data 

A cohort of COPD patients was selected from an open, dynamic 

cohort sampled in 1998 as a 25% random sample drawn from 

people registered with the provincial health insurance agency 

(Régie de l’assurance maladie du Québec) in the census 

metropolitan area of Montreal[17]. At the start of every 

following year, 25% of births and new residents arrived to the 

area in the past year were sampled to maintain a representative 

cohort. Patients were followed until they died or moved out of 

the region. The administrative records included outpatient 

diagnoses and procedures submitted through billing claims, and 

procedures and diagnoses from hospital records. 

Using established case-definitions based on diagnostic codes 

[18,19], we enrolled 76,888 COPD patients with an incident 

event (ICD-9 491x, 492x, 496x; ICD-10 J41-J44) occurring 

after a minimum of two years at risk and followed patients until 

December 2014. Comorbid diseases were determined at 

baseline (upon entry in the larger dynamic cohort) using 

established case-definitions for 9 diseases: acute myocardial 

infarction (AMI), asthma, cancer, congestive heart failure 

(CHF), diabetes, hypertension, ischemic heart disease (IHD), 

mental illness, and stroke). Patient age and sex were also 

retained for model covariates.  

When a patient has an ecounter with the health system, the data 

recorded are indirect measures of their underlying disease state. 

For this study, we used data captured during an outpatient visit 

with a general practitioner (GP), an outpatient visit with a 

specialist (SPEC) (coded as respirologist or internist), visits to 

an emergency department (ED), and hospitalizations (HOSP). 

Health services used prior to the incident COPD event were not 

considered.  

Model description 

To model disease progression within the COPD cohort, we used 

a continuous-time hidden Markov model (CTHMM). Our 

model assumes the observed events are generated from hidden 

states that we interpret as belonging to states of disease severity, 

by computing the probability of different healthcare utilization 

events with known levels of severity.[20] The observable data 

in this CTHMM were healthcare utilization events, which were 

classifed into four mutually exclusive types (GP, SPEC, ED, 

HOSP). If two events occured on the same day, then we used 

the most severe event, where HOSP was the most severe, 

follwed by ED, SPEC, and GP.  

Given an observed event, the probability of each of the four 

observables was determined by a multinomial model, using GP 

as the reference event. For each state, there was a set of 

parameters � that specified the multinomial model of the four 

healthcare utilization outcomes. Each state’s multinomial 

model was specified as a set of three logistic regression models 

of the probability of specialist, ED, or hospital visit versus the 

probability of a GP visit. Each logistic regression model was an 

intercept-only model, meaning that the probability of each 

healthcare utilization outcome was the same for any patient in 

the same state. Fixing the utilization probability within states 

facilitates the interpretion (or labeling) of different states, 

strictly based on differences in the severity of patient need 

across states. 

Because the observed values (healthcare utilization events) 

were irregularly-spaced in time, we modeled the transitions 

between hidden states in continuous time. Also, as patients may 

have extended periods without any healthcare visits, we 

allowed for transitions between states even if there were no 

observed healthcare utilization events. The transition rate 

between states was specified by the transition rate matrix �, 

whose parameters were fit as part of the model, where each row 

and column corresponded to a hidden state. If �
�
 is the state 

membership at time t, then �
��

� ���

����

���
����

����
�
���

��

	  where � �

�. The diagonal entries of � are computed so that the rows of � 

sum to zero. � was calculated separately for each patient using 

the vector of their baseline covariates �, such that �����
��
	 �

�
	



��

 where � � �.  

We fixed the transition matrix to allow transitions only to one 

adjacent subsequent state (a Markov chain), except in one 

branching state with two transitions. The parameter set 

��
	for 

all other state pairs were fixed to zero. By restricting the 

transitions in this manner we aimed to model a set of alternative 

disease progression trajectories following an earlier Markov 

chain progression. We compared the goodness-of-fit of a 4-

state model (as an initial state transitioning to a state that 

branches to two absorbing states) to three  models with similar 

topologies but additional states: 5-states (one state before the 

branching state), 6-states (one state before each absorbing 

state), and 7-states (a combination of the 5- and 6-state 

additions).  We compared models using the Bayesian 

information criteria (BIC), mean posterior probabilities of 

predicted states, as well as criteria from guidelines on model 

fitting in HMM concerning the interpretability and usefulness 

of additional states. [21] 

Model fit 

Our model required us to fit three sets of parameters. � 

specified the probability of starting in each state, 
 specified the 

relationship of the patient’s baseline covariates to the transition 

rate matrix, and � specified the probability of each observable 

(healthcare utilization) for each state. 

To fit our model, we used expectation-maximization (EM) [22], 

an iterative algorithm in which previous parameter values are 

used to compute new values. The EM algorihm requires starting 

values for the model parameters. For �, we specified equal 

probability of starting in any state, the � parameters were 

randomly drawn from a normal distribution with a mean of 0 

and a standard deviation of 1, and the 
 parameters were drawn 

from a uniform distribution between 0 and 1, except for the 

parameter for age, which was scaled by the maximum age in 

the data. We scaled 	� to be expressed in years. 

At each iteration of EM, we used the forward-backward 

algorithm [23,24], along with the current parameter values for 

�, �, and 
, to compute, for each consecutive pair of 

observations within each patient, the probability of starting and 

ending in each state pair. From these state pair membership 

probabilities, we computed the probability of state membership 

at all observed times for all patients. 

We then computed new estimates for each of our parameters. 

We computed a new value for � using the mean probability of 

state membership at the first observed time point across all 

patients, and computed new values for � by fitting a 

multinomial model for each state, weighting each observation 

by the probability of state membership at that time. Finally, we 

computed new values for 
 by using a nested EM procedure 

[25,26]. We stopped the algorithm when the sum of the 
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difference in norms between the previous and new parameter 

values was below 0.05.  

Results 

Figure 1 (A) describes the � and 5-year, non-diagonal � 

coefficients of a 4-state model. A 4-state model was chosen 

over 5-, 6-, and 7-state Markov chain models despite decreases 

in BIC in latter models (4-state, 5853716; 5-state, 5767363; 6-

state, 5721712; 7-state, 5668360).  This decision was based on 

the 4-state model’s higher mean posterior probabilities of 

predicted states (0.93 vs 5-state, 0.91; 6-state, 0.90; 7-state, 

0.87) and its better interpretability of distinct states, allowing 

for better understanding of predictors of transition in disease 

progression modeling and for the aim of hypothesis generation. 

We interpreted state 1 as representing a controlled state with 

high probability of GP visits (86%). Patients in state 2, 

interpreted as a state of higher disease severity, had a higher 

probability of ED visits (51%) and hospitalizations (22%). State 

3 was interpreted as a stage of more specialized disease 

management (40% specialist visits and 41% GP services), 

compared to state 4 in which patients have a combination of 

higher GP use (65%) but also higher  ED visits (23%). 

Patients typically transitioned slowly (16% over 5 years) from 

state 1 to state 2, while transitions away from state 2 were more 

accelerated (57% to state 3 and 29% to state 4 over 5 years). 

The complements of these rates represent the probability of 

remaining in states 1 (84%)  and 2 (14%) over 5 years. 

Transitions from state 1 to 3 or 4 only occurred through state 2. 

Figure 1 (B) shows  four illustrative patients trajectories of 

observed health service use along with predicted states at 

observation time based on patients’ posterior probability. .  

Figure 1 A) Diagram of 4-state model of COPD progression based on healthcare utilization. Radial bars represent the probability of 

each health service (HOSP = hospitalization, ED = emergency department visit, SPEC = specialist visit, GP = general practicioner 

visit) within a state (labeled 1 to 4), while distance (horizontally) between each state represents the transition probability over 5 years 

(more distant states represent lower transition probability). B) Observed health service use trajectories of four illustrative patients. 

Health service types are plotted on separate lines, while patients’ predicted state (from1 to 4) at observation time is represented by 

the dot color  

 

A) 

B) 
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Table 1 describes the marginal associations between patients’ 

baseline covariates and 5-year transition rates. Noteworthy 

associations include hypertension, IHD, and stroke increasing 

the probability of transitioning to and remaining in state 2 (RR 

≥ 1.3 and ≥ 1.5, respectively), while cancer is the only covariate 

associated with higher transition probabilities from state 2 to 3 

(1.3). No covariates have large effects on transition 

probabilities from state 2 to state 4.  

Table 1– Risk ratio of transition between states after 5 years 

by patient characteristics. 

Start state 1 2 

End state 
1 2 2 3 4

Variable      
Age (10 years) 0.8 1.3 1.0 0.8 1.1 

Sex (Male) 0.9 1.2 1.2 0.9 1.0 

AMI 1.0 1.0 1.0 1.0 1.0 

Asthma 0.9 1.2 1.3 1.1 0.9 

Cancer 1.0 1.0 0.9 1.3 0.9 

CHF 1.0 1.1 1.2 0.9 1.0 

Diabetes 0.9 1.1 0.9 1.0 1.0 

Hypertension 0.8 1.8 2.1 0.7 0.9 

IHD 0.9 1.4 1.5 0.9 0.9 

Mental illness 0.9 1.1 1.1 1.0 1.0 

Stroke 0.9 1.3 1.6 0.6 1.1 

 

Discussion 

We applied a continuous-time hidden Markov model to 

healthcare utilization data for a cohort of COPD patients to 

model their unobserved, latent, disease progression. The model 

allowed us to learn trajectories through underlying disease 

states from heterogeneous, sparse and incomplete observations.   

We found that the model provided interpretable results, 

allowing us to generate hypotheses about how healthcare 

utilization evolves at different stages of disease progression. 

The discrete states suggest slow progression from a controlled 

state of the disease (state 1) to one that requires acute care (state 

2) and is typically more transient. Patients will mostly transition 

rapidly from that acute state to one where their disease is 

managed with primary and specialized care  (state 3). However 

our model specification allowed us to identify an alternative 

trajectory from state 2 to state 4 where patients are potentially 

managed inadequately (lower specialist care and higher ED 

visits than state 3). This pattern suggests possible disparities in 

patient management (state 3 vs state 4) following 

hospitalizations and emergency care (state 2) as a window for 

targeting further investigations into COPD trajectories.  

Including patient covariates in the model allowed us to identify 

predictors of less favourable disease progression patterns. 

Having a history of different cardiovascular diseases (CHF, 

hypertension, IHD, and stroke) or of asthma; being older, and 

being male predicted more severe trajectories, either by 

precipitating transition towards a state requiring more 

hospitalizations and ED visits (state 2) or by increasing the 

probability of remaining in that state. A higher probability of 

remaining in state 2 typically occurred at the expense of 

transitions to more specialized care in state 3. We interpret this 

finding as suggesting that comorbid conditions may increase  

 

the risk of repeated acute care in COPD patients  and reduce the 

rate of progression to a state with specialized management. 

Patients with a history of cancer, however, were more likely to 

transition to state 3, possibly due to their greater need for 

specialized treatment. Further analysis can validate these 

covariates as being modifiers of disease progression by 

investigating to what extent they predict similar healthcare use 

patterns outside of a COPD cohort.  

These results demonstrate that with little specification beyond 

model topology (allowed transitions) and number of states, 

electronic health data can provide new insights and hypotheses 

on disease progression and management. At a clinical level, 

such models can improve prognoses by matching patients to 

typical trajectories of a sub-population. At a health systems 

level, decision makers can identify health service profiles (e.g. 

access to specialist care) that are predictive of slower disease 

progression. 

An important aspect of this type of analysis is to weigh  multiple 

criteria in model selection, such as interpretability and relative 

contribution of additional states [21], especially if the 

predictors of state transitions are also meaningful. Future 

research can explore the effect of specifying topologies 

allowing for transitions back to earlier states, more than one 

branching state, or higher order Markov chains (states 

depending on n previous states), as well as additional transition 

covariates such as prescribed drugs and treatments.  

Certain limitations of our approach must be considered. Despite 

our longitudinal focus, covariates of transition probabilities 

could only be analyzed in terms of their respective baseline 

measures, a limitation of CTHMMs. Time-varying measures of 

comorbidities and other covariates would better reflect the 

evolving impact of patient characteristics on disease 

progression. In addition, classification of both comorbid status 

and inclusion in the COPD cohort was based on deterministic 

case definitions that ignore potential misclassification. An 

improved approach could learn a probablistic classification of 

both comorbidities and the modeled disease in a manner similar 

to how the model learned disease states.   

Conclusions 

By modeling complex longitudinal observations generated by 

latent disease states, we have created opportunities for future 

research in understanding the progression of COPD with 

potential applications to other chronic diseases.   
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Abstract 

Timely mortality surveillance in France is based on the 

monitoring of electronic death certificates to provide information 

to health authorities. This study aims to analyze the performance 

of a rule-based and a supervised machine learning method to 

classify medical causes of death into 60 mortality syndromic 

groups (MSGs). Performance was first measured on a test set. 

Then we compared the trends of the monthly numbers of deaths 

classified into MSGs from 2012 to 2016 using both methods. 

Among the 60 MSGs, 31 achieved recall and precision over 0.95 

for either one or the other method on the test set. On the whole 

dataset, the correlation coefficient of the monthly numbers of 

deaths obtained by the two methods were close to 1 for 21 of the 

31 MSGs. This approach is useful for analyzing a large number 

of categories or when annotated resources are limited. 

Keywords:  

Machine learning, sentinel surveillance, cause of death 

Introduction 

Syndromic surveillance is “a real-time (or near real-time) 

collection, analysis, interpretation, and dissemination of health-

related data to enable the early identification of the impact (or 

absence of impact) of potential human or veterinary public health 

threats that require effective public health action” [1].  

Mortality is the indicator traditionally used to measure the 

severity of the impact of an event on a population and is of 

fundamental significance to health surveillance. As part of the 

French syndromic surveillance system SurSaUD, timely 

mortality surveillance is carried out by Santé publique France, 

the French public health agency [2]. 

Mortality surveillance is based on death certificates which 

consist of an administrative part and a medical part based on a 

model developed by the World Health Organization (WHO) [3]. 

The medical part is divided into two sections. First, the sequence 

of morbid events is reported in Part I in descending order from 

immediate to underlying causes of death (4 fields). Secondly, the 

unrelated but contributory causes of death are reported in Part II 

(2 fields). 

The medical part consists of free-text fields where physicians 

write down one or more causes of death, with one or more words 

which are frequently misspelled. The French Epidemiology 

Center on Medical Causes of Death (Inserm-CépiDc), the 

institution responsible for the French national mortality database, 

then codes the medical causes of death. The coding follows 

WHO rules, using the 10
th

 revision of the International 

Classification of Diseases (ICD-10). It can take between 6 and 

24 months for the coded medical causes of the death to be made 

available to epidemiologists. Efforts at automating this coding 

task to reduce this delay have been made through several shared 

tasks during the CLEF eHealth campaigns [4,5]. 

Since 2007, an Electronic Death Registration System (EDRS) 

allows physicians to certify deaths electronically. The added 

value of EDRS for reactive mortality surveillance is to send free-

text causes of death within a few minutes after the validation of 

the death certificate. A pilot study demonstrated that E-death 

certificates constitute valuable data for real-time mortality 

surveillance [6].   

Timely mortality surveillance is based on the routine monitoring 

of syndromic groups [7]. A Mortality Syndromic Group (MSG) 

is defined as a cluster of medical causes of death (pathologies, 

syndromes, or symptoms) that meets the objectives of early 

detection and impact assessment of public health events. 

Definitions of MSGs are based on a list of ICD-10 codes, each 

code belonging to a unique MSG. We defined one hundred 

MSGs: sixty MSGs consist of acute or severe causes of death and 

are monitored for early alert purposes, and forty contain chronic 

diseases. All are used to evaluate the impact of public health 

events. They span twenty different topics including cardiac and 

circulatory conditions, respiratory conditions, cancer, infectious 

diseases, digestive conditions, genito-urinary conditions, 

symptoms, poisoning, and injuries. 

Since e-death certificates are entered in free-text format, the 

automatic classification of medical causes of death into MSGs 

requires the use of Natural Language Processing (NLP). In a 

previous study, we implemented and evaluated two methods to 

classify causes of death into MSGs: a rule-based method and a 

Support Vector Machine (SVM) method. Two models were 

developed using the SVM method: one was based on surface 

features and the other was a hybrid model combining surface 

features and features obtained through the rule-based method. 

We evaluated the performance of the methods on seven out of 

one hundred MSGs (influenza, lower respiratory diseases, 

asphyxia and abnormal respiration, acute respiratory diseases, 

sepsis, chronic digestive diseases, and chronic endocrine 

diseases). These MSGs were chosen to illustrate the variation 

within three main dimensions: their epidemiological relevance to 

mortality surveillance, their frequency of occurrence in death 

certificates, and the relatedness of their definitions (e.g., acute vs 

chronic diseases). The results showed that the rule-based method 

and the hybrid model displayed high performance with F-

measures over 0.94 for all seven MSGs. The SVM model 

achieved lower performance compared to the other two models 

with F-measures varying from 0.91 to 1 for all MSGs except for 

chronic digestive diseases (0.88). 

The objectives of the present study were to 1) analyze the 

performance of the rule-based method and the hybrid model to 

classify causes of death into sixty additional MSGs, and to  
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2) compare the trends in the monthly numbers of certificates 

classified into MSGs from 2012 to 2016 using both methods. 

This second analysis was also performed on the seven MSGs 

from the previous study. 

Materials and methods 

1. Corpus characteristics 

Data consisted of the medical section of e-death certificates 

received routinely between 2012 and 2016 (203,797 certificates). 

E-death certification has been gradually rolled out, recording 5% 

of the national mortality in 2012 and 12% in 2016.  

These data were anonymized and contained both administrative 

and demographic information as well as free-text medical causes 

of death. To evaluate the performance of the classification 

methods, we used 4,500 annotated death certificates. We define 

the term “entity” as an expression of a cause of death on a field 

of the medical part of the death certificate. 

2. Training and test splits 

Using random sampling without replacement, the dataset was 

split into two parts: a training set using death certificates from 

2012 to 2015 and a test set using death certificates from 2016. 

Three thousand five hundred certificates were annotated for the 

training set and one thousand for the test set. For this annotation 

task, each annotator had a detailed definition of each MSG based 

on lists of ICD-10 codes. Two annotators assigned MSGs to each 

field of the medical part of death certificates in both subsets. The 

two annotated subsets were compared to each other. Errors were 

discussed between the two annotators and corrected if necessary. 

The agreement rate was 0.90 on the test set. Final annotated 

subsets represent the ground truth against which the methods 

tested were evaluated. 

3. Data preprocessing 

The data and dictionary were preprocessed by applying 6 steps: 

conversion of all characters to lowercase, removal of diacritics, 

standardization of compound words (i.e. the replacement of 

hyphens by spaces to obtain two distinct words), replacement of 

punctuation (except commas, simple quotes, and semicolons)
 

by 

a space, stop words removal, and removal of multiple spaces in 

the text and at its beginning and end. The preprocessing steps 

aimed to obtain a narrower set of more relevant terms. 

4. Rule-based method 

The rule-based method consisted of assigning MSGs to all 

entities from death certificates based on an ad-hoc dictionary 

provided by the Inserm-CépiDc. This dictionary is composed of 

entities found in previous death certificates with their 

corresponding ICD-10 codes. The principle of the rule-based 

method is to assign an MSG based on ICD-10 codes to an entity 

found in a death certificate when it matches an entity found in the 

dictionary. Our method relied on four steps : 1) entity 

normalization through the removal of unnecessary words, 

replacement of synonyms, acronym expansion, etc., based on 

more than 900 rules; 2) text segmentation based on comma and 

semi-colon punctuation marks, prepositions, a few causal 

expressions, and factorization of coordinated elements (e.g., 

"hepatitis A and B" is replaced by entities "hepatitis A" and 

"hepatitis B"); 3) spelling correction using a Levenshtein 

distance computed with words from the dictionary; and 4) 

dictionary matching. This method aimed to find entities from the 

dictionary on death certificates, from the longest span to the 

shortest one, without overlap. Assignment of an MSG was 

attempted after each step. 

5. Machine learning method 

Among the supervised machine learning methods, we trained a 

linear SVM classifier [8, 9] using the default hyperparameter (C 

parameter equal to 1). Since it may be possible to associate 0, 1, 

or more MSGs to each field of a death certificate, we performed 

a multi-label classification using the one-versus-all strategy [8]. 

The SVM classifier was trained for all MSGs. We implemented 

a hybrid model using a combination of surface features and the 

MSGs previously predicted using the rule-based method as its 

features. We selected bag-of-words unigrams (set of unique 

words for each example in the training set), bag-of-words 

bigrams (set of unique sequences of two consecutive words for 

each example in the training set), and character trigrams 

(providing a degree of robustness to spelling errors) as surface 

features. Previous studies show that those surface features 

provide the best classification performance on French mortality 

data [9]. This classifier was implemented using the scikit-learn 

library in Python [10]. 

6. Evaluation metrics on the test set 

Both methods were previously trained and developed on the 

training set. This study focused on the analysis of MSGs that 

were found in similar proportion and with at least three mentions 

in the training set, test set, and data from 2012 to 2016. We 

analyzed the performance of the two methods on sixty MSGs 

belonging to eighteen topics. 

Three evaluation metrics were considered: precision, recall, and 

F-measure.  In order to simplify the reporting of the results 

we defined three groups of MSGs depending on the performance 

of the methods on the test set:  

• Group 1 contained MSGs with similar performance for 

both methods. We defined similar performance as 

having the three evaluation metrics belonging to the 

same performance level. The performance levels of 

each evaluation metric were defined using four 

categories: ≥0.95, [0.90-0.95), [0.85-0.90), and <0.85.  

• Group 2 contained the remaining MSGs with similar 

performance for either the rule-based method or the 

hybrid model. 

• Group 3 contained the remaining MSGs with 

heterogeneous performance for each method. We 

defined heterogeneous performance as the precision 

and recall belonging to different performance levels. 

The cut offs for the performance levels were based on the 

objectives of the mortality surveillance system. A surveillance 

system implemented for the timely detection of outbreaks must 

be based on methods with high recall and precision [11]. 

7. Comparison of the evolution of the monthly numbers of 

death certificates from 2012 to 2016 using the two methods 

We applied the rule-based method and the hybrid model on the 

entire 2012-2016 dataset in order to verify how the performance 

measured on the test set would translate to the whole set. All of 

the causes of death contained in the certificates were classified 

using both methods. We then counted the number of death 

certificates by MSGs and by month for both methods (nb_E-

deathRBM,month and nb_E-deathHybrid,month for each MSG). The 

comparison of the monthly numbers of MSGs was based on:  

1. Visual analysis of the monthly trends of each MSG. We 

defined 3 patterns: a) the monthly trends of an MSG 

using the rule-based method and the hybrid model 

overlap; b) the existence of a small difference between 

the 2 curves; c) the existence of a large difference 

between the 2 curves.  
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2. The calculated difference (∆
�
) of the monthly numbers 

of death certificates between the two methods 

expressed as a proportion for the MSG i (formula 

below) where m corresponds to each month from 2012 

to 2016 (m=60 months in total) and i refers to each 

analyzed MSG.  

1. ∆

�
�

 

 ∑ �nb E-death 
���,�,	

-nb E-death

��
��,�,	

�

	��

	�

��

��������
���,�

´
���������


��
��,�

´

�

 

3. The calculated correlation coefficient of nb_E-

deathRBM,i and nb_E-deathHybrid,i. 

2. This comparison was performed first for the seven MSGs 

of the previous study and then for only the MSGs with 

performance (3 metrics) of either method over 0.95. 

8. Comparison of the monthly trend of MSGs to an external 

data source 

For MSGs (such as “influenza” or “low acute respiratory 

infections” [12]) which are expected to have a similar temporal 

pattern to those of winter infectious epidemics, we visually 

compared the patterns of the monthly numbers of death 

certificates and the monthly numbers of attendances of the 

pathology. For this, we collected from the SurSaUD system the 

monthly numbers of attendances in emergency departments 

(EDs) with clinical diagnoses of “influenza” and “low acute 

respiratory infections” from 2012 to 2016. This analysis focused 

on two of the seven MSGs of the previous study for which an 

external data source was available. 

Results 

1. Analysis of performance of the rule-based method and 

hybrid model on the test set 

1.1 MSGs with similar performance for both methods (Group 

1) 

Among the twenty-two MSGs of Group 1, performance (3 

metrics) of the methods was over 0.95 for 19 MSGs (Table 1).  

Those excellent performance values are due to distinct features 

(consistency of entities, useful cues, and context for entity 

identification) depending on the MSG. 

Table 1: Number of MSGs for which performance metrics 

belong to a performance level; France 2016 data. 

 Group 1 Group 2 

Performance 

level 

Both  

methods 

Rule-based 

method 

Hybrid 

model 

≥0.95 19 6 6 

[0.90-0.95) 0 1 2 

[0.85-0.90) 1 0 1 

<0.85 2 3 1 

They belonged to nine different topics (Figure 1): 1-Cardiac and 

circulatory conditions (4 MSGs/11 MSGs analyzed in this topic), 

2-Cancer (1/1), 3-Respiratory conditions (3/4), 4-General 

symptoms (3/9), 5-Infectious diseases (1/6), 6-Nutritional and 

Endocrine conditions (1/2), 7-Nervous system conditions (4/4), 

10-Mental and behavioral disorders (1/3), and 15-Digestive 

conditions (1/1). Two MSGs had performance below 0.85 (“5-

Bacterial infections” and “16-Other undefined and unspecified 

causes of death”). 

 

Figure 1: F-measures of the rule-based method (blue) and the 

hybrid model (red) for nineteen MSGs of Group 1 with 

performance over 0.95; France 2016 data. 

 

1.2 MSGs with similar performance for either one or the other 

method (Group 2) 

Eighteen MSGs belonged to Group 2. Similar performance (3 

metrics) was observed solely with the rule-based method for 8 

MSGs. Similar performance was also observed solely with the 

hybrid model for eight other MSGs. Similar performance 

belonging to different levels were provided by the two methods 

for 2 MSGs.  

Performance of either the rule-based method or the hybrid model 

was over 0.95 for a majority of the MSGs in this group (12/18) 

(Figure 2). Performance of the rule-based method or the hybrid 

model was also comprised between [0.90-0.95) for three MSGs, 

while lower performance (below 0.85) was measured for four 

MSGs (Table 1). 

Figure 2: F-measure of the rule-based method (upper part) or 

hybrid model (lower part) for MSGs with performance (3 

metrics) over 0.95 for one of both methods; France 2016 data. 

1.3. MSGs with heterogeneous performance (Group 3) 

Group 3 contained twenty MSGs with heterogeneous levels of 

precision and recall. While the rule-based method achieved a 

higher recall than the hybrid model for more than half of the 

MSGs (11/20), the rule-based method achieved either higher or 

lower precision than the hybrid model for six MSGs and seven 

MSGs, respectively (Table 2). The precision of both methods 

was similar for seven MSGs and recall was similar for three 

MSGs. 
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Table 2: Number of MSGs of Group 3 with performance level 

(PL) obtained using the rule-based method over, below or equal 

to the PL obtained using the hybrid model; France 2016 data. 

2. Comparison of the monthly numbers of death certificates 

classified into MSGs by the two methods 

2.1 Seven MSGs of the previous study 

For five out of seven MSGs evaluated in the previous study, the 

trends in the monthly numbers of death certificates using the rule-

based method overlapped the trends of the monthly numbers of 

death certificates using the hybrid model. The monthly trends 

were closely correlated for the two other MSGs. They all had 

small �
�
. (Table 3). 

Table 3: Number of MSGs according to the levels of �
�
and the 

visual pattern of the monthly numbers of death certificates. 

France-2012-2016 

  Visual patterns 

 

 �
�
 

Overlap 

Good  

correlation 

Low  

correlation 

7 MSGs Small 5 2 0 

19 

MSGs* 

Group1 

 

Small 7 6 1 

Intermediate 0 1 1 

High 0 0 3 

12 

MSGs* 

Group 2  

 

Small 5 3 0 

Intermediate 0 2 0 

High 0 0 2 

*MSGs with performance over 0.95 

Small: �
�
 varying from -5% to 5%; Intermediate: �

�
 varying from [-10% to -5%] 

or to [5% to 10%]; High: � lower than    -10% or over +10% 

 

2.2 MSGs of Group 1 with performance over 0.95 

Correlated trends were also observed for 7/19 MSGs in Group 1 

with performance over 0.95 in the test set. The �
�
 of those MSGs 

ranged from -5.0% to 5.0% (Table 3) and their correlation 

coefficient was very close to 1. A good visual correlation was 

also observed between the monthly variations of deaths 

certificates for 7/19 other MSGs with performance over 0.95, 

even if a gap was noticed between the monthly numbers of deaths 

certificates provided by the two methods (Table 3). These seven 

MSGs also had �
�
 varying from -5.0% to 5.0%, except for “7-

Acute neuropsychological pictures” for which �
�
was 5.9% 

(Table 3). Correlation coefficients of these MSGs were over 

0.99. 

A poor visual correlation between the trends of the monthly 

numbers of deaths using the two methods was observed for five 

other MSGs which achieved performance over 0.95 for both 

methods in the test set. For these MSGs, �
�
 were mostly lower 

than -10.0% or over 10.0% (Table 3).  

2.3 MSGs of Group 2 with performance over 0.95  

Overlapping trends of the monthly numbers of deaths provided 

by the two classification methods was observed for 5/12 MSGs 

of Group 2 with performance of one or the other method over 

0.95 (Table 3). For these MSGs, �
�
	ranged from  -3.9% to 1.7% 

and the correlation coefficient was 1. 

Five MSGs also had a good visual correlation between the trends 

of the monthly numbers of deaths of the two methods (Table 3). 

For 3 MSGs, �
�
 was small with a correlation coefficient over 

0.99. 

Poor visual correlation of the trends was observed for two MSGs 

(“10-Chronic mental disorders” and “5-Parasitic infections”). 

The � were 12.5% and 24.3% and coefficient correlation were 

0.98 and 0.96 respectively.  

3. Comparison of the monthly trends of MSGs to an external 

data source 

The monthly trends of the number of death certificates including 

a mention of “influenza” was very close for the two methods. 

Compared to the trends of the monthly numbers of ED 

attendance for influenza, seasonality and peaks were 

concomitant even if magnitudes were different. We noted that the 

number of deaths increased only during winters, the epidemic 

period of influenza in France (Figure 3). Likewise, the same 

observations were valid for the MSG “Low acute respiratory 

infections”. 

 

 

Figure 3: Trends of the monthly numbers of death certificates 

classified by the rule-based methods and the hybrid model for 

“influenza” and “low acute respiratory infections”(upper part) 

and evolution of the monthly numbers of EDs attendances for 

the same pathologies (lower part); France 2012-2016 data. 

Discussion 

The current study has shown that more than half of the sixty 

MSGs achieved both precision and recall over 0.95 for at least 

one of the two classification methods on the test set (19 MSGs 

from Group 1, and 6 MSGs from Group 2). When the 

classification methods were applied to the whole dataset we 

observed that 13/19 MSGs of Group 1 and 8/12 MSGs of Group 

2 as well as the seven MSGs previously evaluated in the prior 

study had small differences between the monthly numbers of 

deaths certificates obtained using the two methods, with 

correlation coefficients close to 1. These results suggest that both 

the rule-based method and the hybrid model initially 

implemented, tuned and evaluated to classify medical entities 

into seven MSGs, are suitable for classification into a larger 

number of MSGs. This is of particular interest since 10/13 MSGs 

of Group 1 and 7/8 MSGs of Group 2 have been defined as  

 

 Precision Recall 

PL
a

RBM>PLHybrid 6  11  

PLHybrid>PLRBM 7  6  

PLRBM = PLHybrid 7  3  

a 
PL: Performance level 
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needing routine monitoring for the timely detection of outbreaks. 

Among the other 6/19 MSGs of Group 1 and 4/12 MSGs of 

Group 2 with performance over 0.95 measured on the test set, 6 

had a low visual correlation associated with intermediate or high 

differences between the monthly numbers of deaths obtained 

using the two methods. The definitions of those MSGs contained 

rare and/or a large variety of diseases, like “5-Infectious 

notifiable diseases”, “5-Parasitic infections” or “10-Chronic 

mental disorders”. The training and test sets included an 

insufficient amount of death certificates containing these medical 

entities to capture the variety of those rare pathologies.  

For two MSGs of the previous study, “Influenza” and “Low 

acute respiratory infections” with high performance and 

overlapping trends using both methods, the trends of MSGs were 

concomitant with those provided by an external data source. 

These MSGs built using NLP methods correctly reflect the 

pathologies we want to routinely monitor. This last step should 

be applied on the remaining MSGs in order to complete this 

study. The challenge is to find the most appropriate external data 

sources among specific surveillance systems, notifiable diseases 

systems, or the Health National Data system. 

Group 3, which contained MSGs with heterogeneous precision 

and recall for the same method, is more complex to analyze. To 

meet the objective of a reactive detection of events, a high 

precision is needed to limit false positive cases. To measure the 

impact of an event, the surveillance system also needs a high 

recall to avoid underestimation of the impact. Results on the test 

set showed that recall was mostly higher with the rule-based 

method than with the hybrid model. However, neither of the two 

methods provided a consistently higher precision. As both high 

recall and precision are required to set up an accurate surveillance 

system, we cannot recommend the use of the studied 

classification methods to analyze the MSGs of Group 3. A 

complementary study including an error analysis and a larger 

training set is required to improve the two methods to classify 

entities into MSGs from Group 3 and also into MSGs from 

Groups 1 and 2 that have lower performance.  

The current study proposes an approach that goes beyond the 

traditional evaluation based on a test set. This is interesting, 

especially when there are many categories to evaluate or when 

the annotated resources are quite limited and do not capture the 

large variety of entities to classify. The analysis of the temporal 

pattern of the number of death certificates for each MSG 

(including the comparison with an external data source) enabled 

us to confirm that these indicators (MSGs) accurately capture the 

targeted health situation we would like to monitor. This approach 

is also a way to verify whether the misclassifications of one of 

the two methods are homogeneously distributed over time or are 

observed in specific periods. Indeed, such a timely mortality 

surveillance system based on MSGs will be used to provide 

specific information to health authorities during emergent public 

health events or during an excess period of deaths (e.g. winter 

epidemics) to help decision-makers adapt counter measures and 

prevention messages. 
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Abstract 

Foodborne disease is a growing public health problem 

worldwide and imposes a considerable economic burden on 

hospitals and other healthcare costs. Thus, accurately 

predicting the propagation of foodborne disease is crucial in 

preventing foodborne disease outbreaks. Few studies have 

investigated the dependencies between environmental 

variables and foodborne disease activity. This study develops 

a regularization-based eXtreme gradient boosting approach 

for foodborne disease trend forecasting considering 

environmental effects to capture dependencies hidden in 

foodborne disease time series. A real case in Shanghai, China 

was studied to validate our proposed model along with 

comparisons to traditional and benchmark algorithms for 

foodborne disease prediction. Results show that the foodborne 

disease prediction approach we propose achieves slightly 

superior performance in terms of one-day-ahead prediction of 

foodborne disease, and presents more robust prediction for 2-

7 days ahead prediction. 

Keywords:  

Algorithms, foodborne diseases, machine learning   

Introduction 

Foodborne disease encompasses a wide spectrum of illnesses 

and is a growing public health concern worldwide, which is 

the result of eating food contaminated with bacteria, viruses, 

and toxic or hazardous substances [1]. It is the leading cause 

of symptoms of nausea, vomiting, abdominal pain, diarrhea, 

fever, paralysis, rash, and other symptoms across all age 

groups, especially vulnerable groups such as children, older 

people and those with impaired immunity [2]. Foodborne 

diseases are estimated to cause 600 million - almost 1 in 10 

people in the world - fall ill and 420,000 die every year [3]. 

Although recent molecular methods have improved the 

detection, identification and characterization of foodborne 

disease in the environment and clinical samples, widespread 

emergence of the viruses still presents a challenge to the 

prediction technique. For healthcare authorities, developing 

emergency preparedness plans to manage the surge in the 

number of patients increase during a pandemic is important if 

foodborne disease could be predicted in a timely and accurate 

manner [4]. The reliable forecast of foodborne disease allows 

better coordination of mitigation and intervention resources in 

public health system and reduces the strain on healthcare 

systems [5].  

A vast number of quantitative approaches have been devoted 

to forecasting foodborne disease [6,7,8,9]. Cawley et al. 

proposed a sparse Bayesian kernel survival analysis model to 

predict the growth of a foodborne microbial pathogen, which 

achieved  better accuracy than models based on traditional 

survival analysis techniques [6]. Rasam et al. applied 

geographical information system (GIS) and satellite remote 

sensing technologies in interactive mapping of foodborne 

disease and analyzing dynamic changes for foodborne 

transmission risk factor [7]. Mohammed et al. proposed an 

adaptive neuro-fuzzy inference system (ANFIS) to forecast 

the total cases of norovirus, and the algorithm showed high 

accuracy and remarkable prediction of norovirus cases in 

drinking water [8]. Hill constructed an agent-based model to 

provide a reasonable representation of how the norovirus 

spread between students among classrooms in a school [9]. 

Several studies have contributed to the growing body of 

evidence that points to the role of environmental variables in 

the transmission of the foodborne disease [10,11], where 

linkages between certain environmental factors and specific 

foodborne disease type have been investigated. However, 

within current research there has been limited assessment of 

the global impact of the environment on foodborne diseases, 

and specifically the temporal transmission of foodborne 

disease. Incorporating considerations for environmental 

factors in foodborne disease spread may address uncertainties 

and non-stationarity existing in foodborne disease 

observations.  

To address this gap, we apply a regularization-based eXtreme 

gradient boosting approach in the creation of a prediction 

model that can reveal hidden patterns in foodborne disease 

data related to environmental factors, particularly meteorology 

and air quality. The contributions of the study can be divided 

into three folds. First, environmental information is fused into 

the model to assess their impact on foodborne disease spread. 

Prediction results are compared to explain the significance in 

including environmental variables. Second, L1-regularization 

(least absolute shrinkage and selection operator, LASSO) [13] 

is employed to identify the most explainable variables and 

reduce the sparse effect for multiple environmental factors in 

the prediction model. The LASSO has two advantages over 

other feature selection techniques in terms of stability and 

computational efficiency, which are preferable in our case to 

select most revelent and non-redundant environmental 

variables for foodborne disease prediction. Finally, a 

systematic comparison between several machine learning 

models and our approach is conducted through a real dataset 

from the Shanghai Municipal Center for Disease Control and 

Prevention (SHCDC) to demonstrate the performance of our 

proposed model. 

The rest of this paper is organized as follows. Methods 

presents the model details of the proposed regularization-

based eXtreme gradient boosting approach for foodborne 

disease trend forecasting. Results presents a real case study, 

where foodborne disease time series obtained from Shanghai 

is applied to demonstrate the performance. Finally, the 

discussion provides the summary and concluding remarks. 
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Methods 

Data Description 

A national foodborne disease monitoring and surveillance 

system was established in 2010, covering all 31 provinces, 

major municipalities and autonomous regions in Mainland 

China. Among those covered regions, Shanghai municipality 

has been confronted with the challenge of reducing the burden 

of foodbore disease. To determine a diagnosis of foodborne 

illness, clinicians review history and and underlying condition 

for patients who report gastrointestinal symptoms, vomiting, 

fever, or drowsiness. In collaboration with SHCDC, the daily 

number of total foodborne disease cases, along with five other 

channels of foodborne disease such as the daily numbers of 

positive cases and foodborne cases conducting laboratory test, 

was collected from 1
st

-Jan-2014 to 25
th

-Oct-2017. During this 

period of 1394 days  a total of 52163 cases were reported by 

selected survillance hospitals. The meteorology data including 

daily reports of sunshine, humidity, ground temperature, 

pressure, rainfall, air temperature, wind speed, max wind 

speed and wind direction from 2014 to 2017 were collected 

from Shanghai Meteorological Bureau. The daily 

concentrations of ambient air pollutants from 2014 to 2017 

were also obtained from Shanghai Environmental Protection 

Bureau website, where average values of sulfur dioxide (SO2), 

nitrogen dioxide  (NO2), ozone (O3), particular matter less 

than 2.5 µm in diameter (PM2.5), particulate matter less than 

10 µm in diameter (PM10), carbon monoxide (CO) and air 

quality index (AQI) from different monitoring stations were 

calculated. The  missing values of each variable were imputed 

with the mean computed from the remaining records of that 

variable. After preprocessing, these three sources of databases 

were aggregated according to the recorded dates. With 

consideration of periodicity such as date, week, month, year, 

day of week, day of month and day of year, the dataset was 

composed of a total of 29 variables. For our study, the daily 

number of total foodborne disease cases was the predictive 

variable of all models, and meteorology data and ambient air 

pollutants data were the input variable. 

KPSS and Kruskal-Wallis test 

The stationarity and linearity analysis of the foodborne disease 

series were performed. First, the non-stationary characteristic 

of the time series was detected by means of KPSS 

(Kwiatkowski, Phillips, Schmidt, and Shin) test [14]. Then, 

Kruskal-Wallis test [15] was applied to confirm the existence 

of non-linearities, which was performed by splitting the time 

series into five packages of data and detecting the equality of 

these five distribution functions to learn whether those 

samples were from the same distribution. 

L1-regularization for Important Environmental  Factor 

Selection 

The prediction task can be challenging given limited data and 

multiple environmental factors due to overfitting and strong 

correlations among different environmental factors. Variable 

selection methods are commonly used to in such scenarios. 

LASSO was applied in our study to identify an appropriate 

variable set of environmental factors for improving the 

prediction accuracy of foodborne disease.  

Proposed by Tibshirani, LASSO is widely employed to 

estimate parameters and select variables in regression analysis 

[12]. The LASSO estimator is a particular case of the 

penalized least squares regression using L1-penalty to shrink 

regression coefficients toward zero. Thus the most explainable 

variables whose coefficients are not equal to zero are selected. 

Typically, we assume that � � � � � is the input data matrix, 

for which the first column is time index, and the remaining 

�� � ��  columns are predictors including environmental 

components and other channels of foodborne diseases for 

continuous N days. � � � � � represents daily number of total 

foodborne disease cases during the same continuous � days. 

Given the standardized predictors �
��

 for  � � �	
	 � 	 �  and 
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	 � 	 � , and the response values 	
�
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LASSO is implemented with training data to select the most 

robust predictors using least angle regression algorithm by 

employing the LARS package in the R (Version 3.3.2). The 

following methods are also applied with R based on the 

corresponding R packages, such as xgboost, stats, adabag, 

gbm, etc. 

eXtreme Gradient Boosting Approach 

With the predictor subset selected by LASSO, machine 

learning models are applied to forecast foodborne disease 

cases. The gradient boosting model proposed by Friedman  

has been empirically proven to have high efficiency [13]. As 

one of popular gradient boosting models, tree boosting is a 

highly effective and widely used machine learning method. In 

this paper, a scalable end-to-end tree boosting approach, 

namely eXtreme gradient boosting (XGBoost) has been 

applied to perform foodborne disease forecasting. XGBoost is 

widely used by data scientists to achieve state-of-art results on 

difficult machine learning challenges [14]. 

For a given data set with �  samples and �  features � �
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�
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�
� �), a tree ensemble model 

uses K additive functions (K trees)  to predict the output. 
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where � � ����� � �
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	(��	�	
� !	 � � �

�
) stands for the 

space of  regression trees (also known as CART). Here  � 

represents the structure of each tree that maps an instance to 

the corresponding leaf index. ! is the number of leaves in the 

tree.  Each �
�
 corresponds to an independent tree structure � 

and leaf weights �. For each instance, the decision rules in the 

trees (given by �) are applied to classify it into the leaves and 

calculate the final prediction by summing up the weight in the 

corresponding leaves (given by � ). To learn the set of 

functions used in the model, we minimize the following 

objective in equation (3) . 
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where the first part in equation (3) is the differentiable convex 

training loss that measures the difference between the 

prediction 	�
�
 and the target 	

�
. The second term &  is the 

complexity of the trees. The model complexity &��
�
�  is 

defined by the following equation, 

                &��
�
� � �! �

�
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�
*'

�

�
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�
	                            (4) 

where ! is the number of leaves in the tree, � represents for 

the regularization weight, � is the minimum loss reduction and 



�
�


 stands for the score for corresponding leaves.  The tree 

�
�
��� is defined in the following equation (5), 

        �
�
��� � �

�
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�
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	 � 	 !�                 (5) 

The tree ensemble model in equation (3) includes function as 

parameters and cannot be optimized using traditional 

optimization methods in Euclidean space. Instead, the model 

is trained in an additive manner. Formally, let  	�
�

���

represents 
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the prediction of �-th training sample at the +-th iteration, we 

will need to add �
�
  to minimize the following objective.: 

  "��� � ∑ #$%%,	
�
	 	�

�

�����

� �
�
��

�
�0 � &��

�
�	


�
�
                 (6) 

The �
�
  that most improves the models is greedily added to the 

model structure.  By embedding the regularization term with 

equation (4) and (6) it can be further approximated based on 

the  Taylor’s expansion as follows:           
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  are the first and second order 

gradient statistics on the loss function . 

 Define 9
�

� ��
���
�

� ��� as the instance set in leaf �. We can 

rewrite equation (7) as follows.  
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Given a fixed decision rule 	����, the optimal weight 7
�

�

 of 

leaf � can be  computedby setting the first-order derivatives of 

"4��� equal to zero, obtaining the following expression: 
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. The corresponding 

optimal value is calculated  as                             
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The optimal XGBoost classifier is obtained with the sequential 

optimization at each scenario. 

Benchmark Algorithms for Comparative Analysis 

We implemented benchmark algorithms with their standard 

implementations and  compared them to the XGBoost. 

• Linear Regression (LR): The dependent variable is 

considered as categorical in nature while classification 

is done by calculating the error [16]. 

• Support Vector Regression with Linear Kernel (SVR): 

Attempts to minimize the generalization error bound 

so as to achieve generalized performance. SVR is 

based on the computation of a linear regression 

function in a high dimensional feature space where the 

input data are mapped via a nonlinear kernel [17]. 

• Bagging (Treebag): A method for generating multiple 

versions of a predictor to get an aggregated predictor. 

The aggregation averages over the versions when 

predicting a numerical outcome [18]. 

• Gradient Boosting Model (GBM): Combines the 

results of different prediction models by iteratively 

learning from the losses which occurr at the previous 

step through calculation of negative gradient [13]. 

Evaluation  

The two indices, root mean square error (RMSE) and mean 

absolute percentage error (MAPE), are selected for evaluation 

of the errors. The RMSE is a frequently used measure of the 

differences between values predicted by a model and the 

values observed, which is the square root of the average of 

squared errors and scale-dependent. The MAPE is also a 

popular measure of prediction accuracy of a prediction method 

in statistics. The absolute value in the calculation is summed 

for every forecasted point in time and divided by the number 

of fitted points. Compared to the RMSE, the MAPE is scale-

independent. The formulas for calculation are defined as 

follows: 
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where �  is the number of data samples, 	
�
�� � �	
	 � 	 �� is 

the observed number of foodborne cases and 	�
�
�� �

�	
	 � 	 �� is the predicted daily number of total foodborne 

disease cases. 

Results 

The descriptive statistics summary of the daily number of 

foodborne disease cases and environment factors are given in 

Table 1.  

Table 1– Decriptive Statistics of  the Data (Daily Based) 

Variable Mean SD Min Max

Total foodborne cases 37.30 24.07 2.00 181.00

Sunshine(h) 4.49 4.00 0.00 12.70

Relative humidity(%) 73.17 12.56 35.00 98.00

Ground temperature(�) 18.66 9.25 -2.70 40.20 

Pressure (Pa) 1015.90 8.88 992.80 1039.70

Rainfall (mm) 3.98 12.71 0.00 155.40

Air temperature(�) 17.71 8.55 -6.10 34.80 

Wind speed(m/s) 2.55 0.92 0.50 7.40

Max wind speed(m/s) 4.97 1.22 2.50 10.40

PM2.5(µg/m
3

) 47.31 30.68 5.00 216.00

PM10(µg/m
3

) 66.39 37.06 8.00 256.00

SO2(µg/m
3

) 15.35 8.55 6.00 75.00

CO(µg/m
3

) 0.80 0.27 0.40 2.20

NO2(µg/m
3

) 43.38 19.38 5.00 143.00

O3(µg/m
3

) 106.50 44.54 11.00 286.00

AQI 83.14 37.89 23.00 266.00

In time series plot of the daily number of total foodborne 

disease cases (Figure 1), a moderate peak is observed in 2015, 

with two sharp peaks followed in 2016 and 2017 respectively. 

Before 2015, steady growth in the daily number of total 

foodborne cases was recognized, which demonstrated the 

nonlinearity existing in foodborne disease occurrence. 

Figure 1– Time Series Plot of Daily Foodborne Disease Cases 

Correlation, Stationarity and Linearity Analysis Between 

Disease and Environment 

The Pearson correlation analysis was implemented to explore 

the relationship between external factors and foodborne 

disease cases. Daily numbers of the positive cases, the 

laboratory testing cases and the norovirus testing cases, as 

well as the daily percentage of total positive cases were found 

to be strongly correlated with the daily number of total 

foodborne disease cases, with positive correlation values of 

0.71, 0.65, 0.65 and 0.44 respectively. The qualitative 

relationships between daily foodborne disease cases and 

weather conditions were exploited with paired scatter plots as 

shown in Figure 2. For each subfigure in Figure 2, the x axis 

denotes the corresponding environmental factor, while the y 

axis represents the daily number of total foodborne disease 
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cases. As seen from the figure, weather conditions such as 

ground temperature, air temperature and pressure were highly 

 

Figure 2- Scatter Plot Matrix Between Foodborne Disease 

and Environmental Factors 

correlated with the daily number of total foodborne disease 

cases. These findings are further verified through quantitative 

analysis of Pearson correlation calculation, where the 

correlations between ground temperature, air temperature, 

pressure and daily number of total foodborne disease cases 

reached 0.48, 0.47 and -0.38 respectively.  Weak correlations 

were also observed between air quality conditions and daily 

number of total foodborne disease cases. Except for O3, SO2, 

NO2, PM2.5, PM10, CO and AQI were negatively correlated 

with the daily number of total foodborne disease cases, with a 

maximum absolute value of 0.29 found at NO2.  

The null hypothesis that the foodborne disease series was level 

(or trend) stationary was rejected by KPSS test results, with p 

value smaller than 0.01 (ptrend<0.01, plevel<0.01). The Kruskal-

Wallis test also depicited that nonlinearity existed in 

foodborne disease occurrence with an extreme small p value 

(p=9.43 ⅹ 10
-144

). 

Trend Prediction with Regularization Based XGBoost 

The collected foodborne disease cases and environmental 

datasets were employed to validate the effectiveness of 

regularization based XGBoost methods. The entire dataset was 

divided into two partitions, with observations from 1
st

 , Jan, 

2014 to 19, Jan, 2017 (1116 samples) for training and 

observations from 20, Jan, 2017 to 25, Oct, 2017 (279 

samples) for testing. The seasonal ARIMA (SARIMA) models 

were first implemented to encompass the potential critical 

predictors for instance and the historical daily number of total 

foodborne disease cases, and then applied as a benchmark 

model without considering any environmental factors. The 

parameters in BK?9@K��	 R	 ���L	 V	 W�
!
 , which represented 

seasonal factors (s), autoregressive (AR) order (p), degree of 

differentiating (d), moving average (MA) order (q), seasonal 

AR order (P), seasonal differential order (D) and seasonal MA 

order (Q), were selected using both partial autocorrelation and 

iterative searching approach. Through the comparisons of 

RMSE and MAPE on the validation dataset (the last 20% of 

training samples in training dataset), the prediction results 

showed that  BK?9@K��	�	����	�	��
"

 achieved best 

generalization ability with a minimum MAPE of 18.04% on 

validation dataset compared with other parameter 

combinations. The selected model (BK?9@K��	�	����	�	��
"
) 

was employed to predict the daily number of total foodborne 

disease occurrence in 1-7 days’ advance with test dataset. The 

predictive performance steadily decreased when the 

forecasting horizon increased due to uncertainty and 

complexity in future foodborne disease occurrence. The best 

prediction was achieved at 1-day ahead prediction, with a 

minimum RMSE and MAPE of 11.72 and 21.34% 

respectively. To illustrate the effects of environmental factors 

and other monitoring channels of foodborne disease in 

foodborne disease forecasting, XGBoost method was applied 

to predict the cases. Before model building, the LASSO was 

firstly adopted to derivative of 27 external variables for 

selecting the most explainable features. For 1-day ahead 

prediction, 12 of 27 variables including daily numbers of other 

foodborne diseases (positive cases, laboratory testing cases, 

norovirus positive cases), daily percentage of total positive 

cases, air temperature, sunshine, humidity, wind speed, 

maximum wind speed, CO, year, and day of week were found 

to be critical in improving the performance of XGBoost. With 

proposed regularization based XGBoost method, we were able 

to obtain a RMSE of 11.71 and a MAPE of 21.15% on the 

same test dataset with SARIMA model, slightly improving the 

predictive performance.  

Discussion 

We further compared the daily foodborne disease forecasting 

performances obtained from other machine learning models 

including linear regression (LR), support vector regression 

with linear kernel (SVR), bagging (treebag), gradient boosting 

model (gbm), and XGBoost model. Table 2 shows the 

forecasting performances obtained on test dataset.  

Table 2– Performance of Mutiple Models on Test Dataset 

 

Model Horizon RMSE 

MAPE 

(%) 

Model Horizon RMSE 

MAPE 

(%) 

SARIMA 

1 11.72 21.34 

treebag 

1 13.07 23.32

2 12.49 22.44 2 14.72 25.02

3 13.37 24.06 3 14.18 24.44

4 13.98 24.42 4 14.79 25.40 

5 14.89 24.92 5 15.30 27.03

6 15.79 26.24 6 14.95 26.21

7 16.88 27.70 7 15.57 26.41

LR 

1 12.29 25.43 

gbm 

1 11.85 21.09 

2 14.06 29.47 2 13.47 24.23

3 13.61 28.16 3 12.98 23.83 

4 15.49 31.54 4 13.84 26.04

5 14.87 30.53 5 15.45 27.44 

6 15.35 31.60 6 15.89 28.67

7 15.78 33.80 7 16.17 27.63 

SVR 

1 11.65 22.78 

XGBoost 

1 11.71 21.15 

2 13.21 26.58 2 13.21 24.14

3 12.88 25.89 3 12.85 25.30

4 13.98 27.99 4 13.98 27.14

5 14.16 28.41 5 14.21 26.60

6 14.31 29.17 6 14.14 26.25 

7 14.51 30.77 7 13.59 25.51

Varying with the forecasting horizon, both SARIMA and 

XGBoost achieved a stable and robust predictive precision in 

terms of RMSE and MAPE. However, when the forecasting 

horizon increased, the predictive errors of XGBoost remained 

steady, but had a rising trend with SARIMA model. The 

performances of 1-day ahead prediction on test dataset are 

further provided in Figure 3 as an example, of which x axis 

denotes date and y axis is the daily number of foodborne 

disease cases. From these performances we suggest when the 

forecasting horizon is within 4 days, SARIMA model can be 

deployed for real application. When the forecasting horizon is 

greater than 4, regularization based XGBoost model is 

recommended. 

Conclusion 

This paper presents a regularization based model based on 

eXtreme gradient boosting approach for foodborne disease 

trend forecasting. Environmental factors including weather 

conditions and air quality conditions were incorporated into 

the prediction model and the LASSO technique was applied to 

shrink the predictors and identify the critical factors that 

would affect foodborne disease progagation. The real case 

demonstrated a satisfactory and robust performance in terms  

of 5-7 day ahead prediction, with a lowest MAPE of 25.52% 

for 7-day ahead forecasting. However, the model does not 

significantly improve the predictive performance within 4 

days of environmental factors and foodborne disease. 
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(a) SARIMA                                      (b) Linear Regression      (c) SVR  

                                                                

              

  (d) Treebag           (e) GBM                                (f) XGBoost method 

Figure 3– Foodborne Disease Prediction with Different Machine Learning Techniques 

 

 

Future works still need to be done to investigate relationship 

between specific type of foodborne disease (e.g norovirus 

foodborne disease) and environmental factors. Moreover, 

spatial factor should also be modeled for accelerating the 

investigation of foodborne disease outbreak. 
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Abstract 

Chronic diseases are the leading cause of morbidity, disability 

and mortality worldwide. It is well established that the majori-

ty of chronic diseases can be prevented by targeting modifia-

ble lifestyle-related risk factors. Thus, early risk assessment 

and mitigation at the individual level can significantly reduce 

the health and economic burden of chronic diseases. Lifetime 

health has emerged as a potential paradigm to assist individ-

uals to avoid harmful lifestyle-related habits to reduce the risk 

of chronic morbidity. In this paper, we leverage eHealth and 

Quantified Self technologies, novel health data visualizations, 

and artificial intelligence methods to develop a digital-based 

lifetime health platform (PRISM) to empower individuals to 

self-assess, self-monitor, and self-manage their risks for mul-

tiple chronic diseases and associated morbidities.  

Keywords:  

Chronic Disease, Precision Medicine, Risk Assessment 

Introduction 

Chronic Non-Communicable Diseases (NCD) are long term 

medical conditions that affect the health and quality of life of 

millions of citizens worldwide. According to the World Health 

Organization, chronic diseases were responsible for 71% of all 

deaths worldwide in 2016 [6] . Four major chronic conditions–

cardiovascular disease, diabetes, cancers, and chronic respira-

tory disease–are noted as the leading causes of chronic disease 

morbidity and mortality in almost all countries [6]. While the 

onset of chronic diseases manifests in adulthood [5], recent 

global trends reveal that younger and younger individuals are 

at higher risk of developing chronic diseases than all other 

medical conditions combined (i.e. communicable, nutritional, 

perinatal, and maternal conditions) [6]. The probability of 

premature death—i.e. between 30 and 70 years of age—from 

major chronic diseases ranges from 9-12% and 6-12% for men 

and women respectively in high income countries [6].  

In addition to the enormous impact on one’s health and quality 

of life, chronic diseases create adverse economic effects on 

health systems, communities, and families. It is estimated that 

chronic diseases will cost the global economy more than $30 

trillion over the next few years [7]. As such, strategies to miti-

gate and prevent the onset of chronic conditions are of nation-

al and international concern, with the NCD Countdown alli-

ance aiming for a one-third reduction in the risk of premature 

death by 2030 [6].  

Chronic disease prevention, however, is multi-faceted due to a 

complex network of underlying factors that influence the risk 

of a disease [5]. Generally, chronic diseases stem from a wide 

range of modifiable lifestyle-related risk factors (diet, physical 

activity, smoking), and non-modifiable risk factors (age, sex, 

and family history) [5]. Highly prevalent chronic conditions 

share a range of underlying modifiable and non-modifiable 

risk factors; therefore, it is not uncommon to find individuals 

at-risk of multimorbidity. At the individual level, effective 

chronic disease prevention entails the early identification of 

risk, and then proactively mitigating these risks throughout the 

individual’s lifetime by addressing modifiable risk factors and 

increasing adherence to protective lifestyle-factors (i.e. factors 

that protect against the risk of diseases) [5]. Another vital as-

pect of chronic disease prevention is continuous tracking of 

key health metrics, such as blood pressure, and weight. 

Current preventive interventions are mostly ineffective in 

tackling the chronic disease pandemic; traditional health sys-

tems are reactive as opposed to being proactive, and episodic 

as opposed to being lifetime-based [1]. Thus, attention has 

turned to alternative strategies to deliver personalized and 

cost-effective chronic disease preventive interventions. Life-

time Health has emerged as a potential paradigm to empower 

and assist citizens to achieve long-term health goals, avoid 

harmful lifestyle-related habits, and thus prevent the onset of 

chronic diseases [8]. A central aspect of the lifetime health 

paradigm is the early identification and assessment of risks at 

the individual-level, and then proactively targeting those risks.  

The objective of this research is to provide citizens with the 

necessary tools and resources to empower them to (a) self-

assess their cumulative chronic disease risk, and (b) provide 

them evidence-based and personalized self-management rec-

ommendations to modify lifestyle related risk factors. We be-

lieve that by presenting personalized risk information in an 

intuitive and informative manner, it is possible to incentivize 

individuals to pursue behavior modification strategies to miti-

gate the onset of chronic diseases.  

In this paper, we present the digital health-based Personalized 

Risk Investigation, Stratification and Mitigation (PRISM) 

platform that leverages Quantified Self wearable technologies, 

artificial intelligence methods, and health data visualizations 

to empower citizens to self-assess, self-monitor and self-

manage their risks for chronic diseases. PRISM currently pro-

vides risk assessments for five chronic conditions (Cardiovas-

cular disease, Diabetes, Hypertension, Stroke, COPD), and 

eight cancers. PRISM aims to help citizens to maintain a 

healthy status, and in turn help the healthcare system by re-

ducing the cost of managing chronic diseases. 
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Related Work 

Most existing eHealth-based tools focus on self-assessment, 

self-monitoring, or self-management of health or chronic 

disease-related risks separately with varying approaches. 

Web-based chronic disease risk assessment tools such as Your 

Disease Risk [3], and My CancerIQ [2] utilize computerized 

risk assessment algorithms to calculate personalized risks for 

multiple chronic diseases based on information gathered via 

short health surveys. These tools employ basic visualization 

techniques to communicate personalized disease risk scores 

and provide a set of canned self-management recommendation 

messages following the completion of segregated disease risk 

assessments. However, the abovementioned web-based tools 

do not store any health data and, thus, do not provide any form 

of self-monitoring  features or lifetime health services. Deng 

et al. [9] on the other hand, presents a web-based health inter-

face to facilitate collection and monitoring of health data, and 

assessment of a limited number of major chronic diseases. The 

web-based health platform, called MyHealthAvatar, takes a 

lifestyle and fitness focused approach and, thus, does not ex-

plicitly focus on preventing chronic disease-related risks. The 

CARRE project [10] is another eHealth-based tool that aims to 

provide personalized empowerment health services targeting 

cardiorenal diseases and associated comorbidities. The tool 

employs a knowledge repository that stores information relat-

ed risk factors and risk associations specific to cardiorenal 

diseases. Thus, the tool is disease-specific and does not ad-

dress a wide range of chronic diseases. 

PRISM Design Approach 

We have taken a personalized lifetime health approach that 

targets chronic disease prevention at the individual-level. The 

design and functional scope of PRISM is guided by the life-

time health approach [8]. In functional terms, PRISM is de-

signed to empower citizens to (i) assess their risks for multiple 

chronic diseases based on personal health data integrated with 

socio-economic and environmental data to further personalize 

risk assessments, (ii) receive a cumulative health and multi-

morbid risk scores based on the aggregation of multiple chron-

ic disease risk factors, (iii) monitor and visualize their person-

alized health risks and disease-specific risks, (iv) learn about 

the influence of individual risk factors towards the potential 

incidence of different chronic diseases, (v) modulate the influ-

ence of existing risk factors, to observe the net changes in the 

risk assessment scores, and (vi) plan personalized risk mitiga-

tion and behavior change strategies. 

Methods  

To achieve the functional scope of PRISM, we take a health 

knowledge management approach [4] to (i) logically model 

and map the mutual interactions between risk factors, chronic 

diseases, and associated multimorbidities; (ii) model and com-

puterize validated chronic disease risk assessment tools; and 

(iii) utilize interactive health data visualizations to quantify 

and present personalized risk and health status information.  

Chronic Disease Risk Assessment Knowledge Model 

The central elements of PRISM are an evidence-based 

knowledge resource that represents the complex relationships 

between health determinants—i.e., genetics (family history 

and health history) and phenotypic information (physiological, 

behavior and psychosocial parameters), biomedical (condi-

tions and pathology), risk factors and chronic diseases. These 

relationships are the basis for assessing an individual’s co-

morbid chronic disease risk and for determining the impact of 

risk modification on the onset of chronic conditions.   

We have developed an agile ontology-based knowledge mod-

el—referred Chronic Disease Risk Ontology (CDRO)—that 

represents knowledge about chronic diseases and their risks 

factors from several validated knowledge sources. The CDRO 

logically outlines the synergistic associations between risk 

factors (modifiable and non-modifiable), chronic diseases and 

multimorbidity (a subsection of CDRO is shown in Fig 1.) 

The initial design of CDRO is inspired by the work of Third et 

al. [14]. In our work, we have extended this ontology by intro-

ducing formal representation of multimorbid diseases, while 

focusing on a holistic and health-centered approach to the as-

sessment and prevention of chronic disease risk. CDRO repre-

sents the following concepts as high-level classes: 

• Risk Correlates: The underlying factors that 

positively or negatively influences the risk of major 

Figure 1 – Chronic Disease Risk Ontology (CDRO) 
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chronic and multimorbid diseases. Risk correlates are 

organized by type (i.e. modifiable vs. non-

modifiable) and category (i.e. demographic, 

environmental, genetic, biomedical, and behavioral). 

Typically, these risk correlates are surrogates for 

deeper biomedical mechanisms and pathologies that 

have a direct association with chronic diseases.  

• Diseases: All chronic and multimorbid diseases.  

• Observables: An individual’s measurable health-

related attributes, which are used to quantify 

exposure to risk correlates/determinants.  

• Risk Association: Mutual association between the 

source of risk (i.e. risk correlate) and target of risk 

(i.e. chronic disease). A risk association between 

source risk and target risk is determined by specified 

observables that provide measures of the risk 

exposure. A risk association is quantified by the 

traditional probability measures used in medical 

literature, including Relative Risk (RR) and Odds 

Ratio (OR). Risk association is a triple, which 

consists of a risk source (i.e. risk correlate), risk 

target (i.e. chronic disease), and observable which is 

used to determine the threshold by which the risk 

association holds true. 

• Risk Assessment Tools: Validated chronic disease risk 

assessment tools that are represented a set of 

executable rules encoded in a formal logic expression 

language. These rules quantify the risk association 

between a risk or protective factor and chronic 

disease, and between a chronic disease and associated 

comorbidities. 

In addition to the abovementioned concepts, CDRO contains 

sub-concepts, ontological relations (object property assertions, 

data property assertions), and axioms. CDRO is flexible and 

can be extended to accommodate additional diseases and risk 

or protective factors.   

CDRO serves as the� evidence-based knowledge resource for 

PRISM to (a) assess multiple chronic disease risks; (b) inte-

grate these risks with the individual’s health determinants to 

calculate a co-morbid risk; (c) visualize the influence of mul-

tiple risk factors on chronic disease risks; and (d) design be-

havior modification plans based on personal health profile.  

Computerization of Validated Risk Assessment Tools 

We computerized validated risk assessment and prevention 

protocols for: (a) Five chronic conditions: Cardiovascular dis-

ease, Diabetes, Hypertension, Stroke, and COPD; and (b) 

eight cancers: Breast cancer, Colon cancer, Kidney cancer, 

Ovarian cancer, Melanoma, Pancreatic cancer, Uterine cancer, 

Lung cancer. These chronic diseases were selected as they are 

the most prevalent and highly interrelated. This provides us 

the opportunity to investigate the influence of one disease to-

wards the onset or complication of another disease—i.e. the 

underlying influence of risk factors leading to co-morbidities 

in individuals. We used validated risk assessment algorithms 

such as the Framingham Cardiovascular Risk Score [13] and 

CANRISK for diabetes [12].  

Computerization of the assessment tools involved identifying 

its constituent risk assessment variables—i.e. individual de-

mographic information, lifestyle information, biomedical (and 

their ranges to determine acuity levels) and environmental 

variables. An RDF based risk assessment data model was de-

veloped to capture the patient-specific risk assessment varia-

bles and calculated risk assessment scores. It may be noted 

that across multiple risk assessment tools, there is a significant 

overlap between the risk assessment variables. We capture a 

variable once and use it across multiple risk assessment tools. 

We represented the paper-based risk assessment tools as an 

executable decision tree that takes as input values of its risk 

assessment variables and outputs a risk assessment score. 

Each chronic disease risk assessment tool was implemented as 

a unique decision tree, where these multiple decision trees 

were integrated along common risk assessment variables to 

form a risk assessment graph. We have employed a reactive 

approach for the execution of the computerized risk assess-

ment tools, whereby as new health data is received it is ex-

posed to all the computerized risk assessment tools to generate 

a risk assessment. A risk assessment decision tree is activated 

if the received data corresponds to its risk assessment data list. 

In this way, we ensure that risk assessment is not done selec-

tively rather a holistic risk assessment is performed in re-

sponse to the availability of current and relevant risk assess-

ment data.  

PRISM’s web-interface allows users to input their own health 

data. Additionally, we have developed data input interfaces to 

capture health data from personal health devices, such as 

wearable devices and smart watches.  

Development of PRISM Lifetime Health Platform 

The PRISM platform is developed as web- and mobile- app. 

The PRISM architecture consists of 5 functional layers:  

1. Data layer: responsible for capturing and integrating 

citizens’ health data from heterogenous data sources to 

generate holistic and multi-dimensional personalized 

health profiles.  

2. Knowledge layer: encapsulates the CDRO, together 

with a range of validated and computerized chronic 

diseases risk assessment tools. This layer uses captured 

personal health data to generate personalized 

multimorbid risk trajectories.  

3. Analytics layer: performs a range of data analytics to 

analyze end-users’ health profiles and generate 

stratified individual and multimorbid disease risk 

scores.  

4. Information layer: uses advance visual analytics to 

present an interactive dashboard for users to visualize 

their personalized health status and risk for multiple 

chronic diseases. We use the D3.JS visual library to 

generate intuitive and interactive visualizations that 

display personalized risk information to lay 

individuals. 

5. Application layer serves as the digital health interface 

for end-users to interact with PRISM. This layer was 

developed by utilizing a user-centered design 

approach, and consists of (i) the PRISM dashboard as a 

front page, which utilizes interactive visualizations to 

provide a summarized overview of an individual’s 

health status and risk for multiple chronic diseases; (ii) 

a self-monitoring tool, to facilitate exploration of 

historical trends and patterns of personalized disease 

risks and health metrics, and to uncover correlations 

between various metrics by comparing data curves; 

(iii) a health profile logbook where end-users can input 

and update their personal health and lifestyle-related 

information.  
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Results 

The outcome of this research is a web-based citizen empow-

erment eco-system that aims to provide personalized lifetime 

health services. Figure 2 shows a screenshot of the PRISM 

dashboard, with two central visualizations.  

Risk Snapshot presents a stratified level of risk (i.e. low vs. 

moderate vs. high risk) for multiple chronic disease. The visu-

alization is tailored to individuals’ personalized health pro-

files, such that only diseases that exceed a pre-specified risk 

threshold will be revealed. The disease risk scores are stand-

ardized by PRISM’s back-end system, such that all scores 

have the same risk measure unit and range. At the center of 

the visualization is a stratified level of multimorbid risk, cal-

culated by integrating the singular disease risk levels.  

Health Circle presents an overview of an individual’s modifi-

able health metrics. The set of health metrics are organized 

into different categories, such as body measurements, vitals 

and biomarkers, and lifestyle factors. The surrounding circular 

green band represents the recommended healthy range. There-

fore, health metrics that are outside the borders of the green 

band are above or below the healthy range. Furthermore, indi-

vidual health metrics are color-coded to reflect their impact on 

an individual’s health status. At the center of the circle is a 

horizontal bullet chart, which conveys the healthy, moderate 

risk, and high-risk ranges for each metric.  

The designed visualizations are dynamic and interactive to 

encourage active exploration of personalized health data. For 

example, clicking on a specific disease on the Risk Snapshot 

will display the disease’s associated modifiable risk factors on 

the Health Circle, while concealing other non-associated fac-

tors. Furthermore, clicking on a specific disease on the Risk 

Snapshot will reveal the disease’s risk in numeric format (i.e. 

10-year risk probabilities). This helps in providing context to 

the stratified risk levels.  

Another example of PRISM’s dashboard interactivity is when 

the user hovers over a specific risk factor on the Health Circle, 

the horizontal bullet chart appears at the center of the visuali-

zation. Such interactivity enables users to reflect on their 

health status. Additionally, each health metric is associated 

with a set of health recommendation messages tailored to in-

dividual health profiles. These messages appear below the 

Health Circle when the users click on a specific metric, and 

they are color-coded according to the risk level.  

Evaluation Framework 

A crucial aspect in the development of eHealth-based inter-

ventions is to determine the extent to which the target popula-

tion will use it (i.e. individuals at-risk of chronic diseases). 

Therefore, the PRISM lifetime health platform will undergo a 

mixed-methods evaluation study to determine usability of the 

platform. Participants will be recruited to interact with PRISM 

using pre-defined goal-based scenarios. While participating in 

this exercise, participants will be encouraged to think-aloud 

(i.e. verbally express their thoughts about the platform). Fur-

thermore, interactions with the platform will be recorded to 

understand what features participants are interested in. Quanti-

tative and qualitative data collected will be used to determine 

usability of the platform and identify the factors that impact 

usability from end-user’s perspective. Evaluation of usability 

and functionality of PRISM will provide valuable outcomes to 

guide the development of subsequent stages of the platform. 

Discussion and Concluding Remarks 

Personalized and proactive chronic disease preventive strate-

gies represent the most effective approach towards reducing 

the health and economic burden of chronic diseases at the in-

dividual- and population-levels. In this research we have taken 

a novel approach to demonstrate the feasibility of delivering 

personalized and preventive lifetime health services to em-

power citizens to self-asses, self-monitor, and self-manage 

their health risks via an eHealth-based intervention. PRISM 

utilizes a health-centered, as opposed to disease-centered, ap-

proach to prevent the onset of chronic diseases and associated 

morbidities. The majority of existing eHealth-based chronic 

disease interventions are either directed towards chronic dis-

ease patients exclusively or individuals at-risk of developing a 

chronic condition. However, we take a population-wide ap-

proach, such that PRISM is intended to target individuals at 

any level of risk. Such interventions are underused in practice   

Figure 2 – PRISM Dashboard 
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yet represent an effective approach towards chronic disease 

prevention. Focusing preventive interventions on a subset of 

the population (i.e. high-risk individuals) is often suggested as 

a reason for the inefficient current preventive care practices. 

Therefore, in addition to presenting a novel solution to chronic 

disease prevention, our research aims to overcome the short-

comings that exist in current preventive health practices due to 

lack of population-wide intervention strategies. 

A contribution of this research is the development of a scala-

ble knowledge model that illustrates the impact of specified 

risk factors on multiple chronic diseases. Our knowledge 

model extends the work done by Third et al. by further analyz-

ing the mutual relations between risk/protective factors, chron-

ic diseases, and associated comorbidities. The knowledge 

model encapsulates a set of validated and evidence-based rules 

to quantify these complex and interrelated associations in 

terms of conventional risk measures, such as RRs and ORs.  

From a public health perspective, PRISM can be described as 

an integrated health platform that has the capability of dissem-

inating evidence-based knowledge to the public. Knowledge 

dissemination in public health is a formal and structured pro-

cess that aims to spread health-related knowledge to improve 

population health outcomes. The literature indicates an urgent 

need for innovative programs that aim to disseminate 

knowledge regarding chronic disease prevention and man-

agement [11]. We believe that PRISM can help in closing this 

gap by: (i) increasing access of knowledge to various of target 

groups, including individuals at low, intermediate and high 

risk of developing chronic diseases; (ii) utilizing the interac-

tive visualizations incorporated to translate preventive care 

knowledge to lay citizens; and (iii) displaying tailored recom-

mendations by linking preventive care knowledge to citizens’ 

personalized risk profiles.  

Future work will include a re-evaluation of features, function-

alities and contents of PRISM based on the results of the eval-

uation study and participants’ feedback. 

In conclusion, PRISM is an innovative digital health platform 

that is designed to empower citizens to avoid chronic morbidi-

ty and maintain a healthy, disease-free life. Additionally, 

PRISM offers the potential to help shift outdated reactive 

health services to personalized and predictive. 
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Abstract 

Current approaches to gathering sexually transmitted 

infection (STI) case information for surveillance efforts are 

inefficient and lead to underreporting of disease burden. 

Electronic health information systems offer an opportunity to 

improve how STI case information can be gathered and 

reported to public health authorities. To test the feasibility of 

a standards-based application designed to automate STI case 

information collection and reporting, we conducted a pilot 

study where electronic laboratory messages triggered a 

FHIR-based application to query a patient’s electronic health 

record for details needed for an electronic case report (eCR). 

Out of 214 cases observed during a one week period, 181 

(84.6%) could be successfully confirmed automatically using 

the FHIR-based application. Data quality and information 

representation challenges were identified that will require 

collaborative efforts to improve the structure of electronic 

clinical messages as well as the robustness of the FHIR 

application. 

Keywords:  

Health Information Exchange, Disease Notification, Sexually 

Transmitted Diseases 

Introduction 

Sexually Transmitted Infections (STIs) 

Undiagnosed and untreated sexually transmitted infection 

(STI) is associated with adverse outcomes such as infertility, 

increased HIV transmission and acquisition, and adverse 

pregnancy outcomes. Several STI health services are 

recommended by the U.S. Centers for Disease Control and 

Prevention (CDC) to protect the reproductive and sexual 

health of young men and women, including annual chlamydia 

and gonorrhea screening of sexually active women ≤ 24 years 

of age, pregnant women, and older at-risk women; chlamydia 

and gonorrhea screening of anatomic sites of exposure 

(urethral, rectal, or pharyngeal) of men who have sex with 

men (MSM); retesting of all infected persons after treatment 

for chlamydia or gonorrhea; and syphilis testing of pregnant 

women as well as sexually active MSM [6]. 

Surveillance of STIs and STI Services 

Surveillance, a cornerstone of public health [23; 29], is the 

routine assessment of disease prevalence and burden as well 

as the utilization of health care services. Ministries of health 

seek to perform surveillance on a range of diseases including 

STIs. For example, most ministries seek to monitor the quality 

of STI health services received by at-risk groups such as 

adherence to recommendations for chlamydia and gonorrhea 

testing and retesting, syphilis testing, test results, patient and 

partner treatment, and the incidence of adverse STI outcomes. 

Surveillance of STIs relies upon physicians and laboratories to 

manually, spontaneously report STI cases to public health 

authorities [2]. However, passive approaches are known to be 

burdensome for reporters, producing incomplete and delayed 

reports which can hinder the assessment of disease in the 

community and potentially delay the recognition of patterns 

and outbreaks [17; 20; 28]. For example, in a recent analysis 

of STI cases laboratories reported between 63.1% and 71.7%, 

and physicians reported between 6.3% and 44.4%, of syphilis, 

gonorrohea, and chlamydia cases [15]. 

Electronic Reporting of STIs 

While most U.S. health agencies continue to publish offiical 

paper-based forms for STI case reporting [10; 16], 

surveillance practice is evolving towards electronic methods 

for data capture. The adoption of electronic health record 

(EHR) systems and health information exchange (HIE) among 

clinical organizations and systems [3; 4], driven by policies 

like the ‘meaningful use’ program in the United States [7], is 

creating an information infrastructure that public health 

organizations can leverage for improving surveillance practice 

[9]. 

To date, the focus of modernizing STI reporting has been on 

the implementation of electronic laboratory reporting (ELR). 

ELR messages utilize HL7 (Health Level 7) Version 2 

standards to encode information about tests ordered and test 

results pertaining individual patients. The rapid adoption of 

ELR over the past decade now enables over two-thirds of 

health departments in the U.S. to improve the surveillance of 

STIs and other conditions [22]. Yet there are key data missing 

from ELR messages that public health agencies need to 

investigate STI cases. For example, at the time the lab result is 

electronically delivered to the physician, the ELR message 

does not contain the treatment to be prescribed by the 

physician. Therefore public health authorities need case 

information from providers beyond what is available in the 

initial ELR message. 

To access complete information on STI cases, public health 

authorities seek to implement electronic case reporting (eCR) 

where case reports from providers are generated or submitted 

electronically. The goal is to leverage EHR systems and HIE 

networks to facilitate eCR. Although desired, there exist few 

standardized methods to support eCR within commercial EHR 

systems and few existing implementations of eCR.  

Research Objective 

Given the need for better community-level surveillance of 

STIs and limited experiences with eCR, we sought to develop 

and test a standards-based eCR service within the context of 

MEDINFO 2019: Health and Wellbeing e-Networks for All
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an existing HIE network. The goal was to establish the 

feasibility of such an approach to support public health work. 

Methods 

To examine whether eCR processes could be automated, we 

implemented and tested a standards-based application within 

an existing HIE network. The application received ELR 

messages indicating a positive lab result for chlamydia or 

gonorrhea and returned a completed eCR report with case 

information extracted from the patient’s EHR. The completed 

eCR reports were stored in a local database to enable analysis 

for the study, but this repository could be used to transmit 

completed reports to a public health authority. Our work 

received approval from the Institutional Review Board (IRB) 

at Indiana University.  

Geography and Population Information 

The State of Indiana ranks 15
th

 among U.S. states by 

population with just under 6.5 million residents, according to 

the 2010 census. Consistent with national data, minority race 

and ethnicity are over-represented in STIs. For example, the 

2015 rate of gonorrhea among black (African-American) 

individuals was 836/100,000 people compared to the rate 

among whites (Caucasian) of 87.7 and for Hispanic 

individuals of 85.0. The rates for Chlamydia were 2234 for 

black, 319 for white, and 545 for Hispanic, and the rates for 

primary and secondary syphilis were 26.8, 6.6, and 16.6, 

respectively.   

The Indiana State Department of Health (ISDH) STD Control 

Program divides the state’s 92 counties into ten districts for 

morbidity reporting and disease intervention purposes. These 

district offices are the recipients of contracts with the STD 

Program for the state’s approximately 30 disease intervention 

specialists. The Marion County Public Health Department 

(MCPHD) STD Control Program has responsibility for STD 

reporting in District 5, which includes Marion County 

(Indianapolis) and the seven surrounding counties: Boone, 

Hamilton, Hancock, Hendricks, Johnson, Morgan, and Shelby. 

This district makes up the majority of the Indianapolis MSA. 

District 5 (population of 1.7 million), and Marion County 

(population of 903,393) always account for the largest share of 

Indiana’s STI morbidity. In 2015, District 5 accounted for 

39% of the state’s chlamydia and 47% of the state’s gonorrhea 

morbidity. This reflects, in part, racial health disparities in the 

district which is substantially more diverse than the state. 

According to the CDC’s 2015 STD Surveillance Report, 

Indiana reported a total of 28,886 cases of Chlamydia and 

ranked 27
th

 among states in rate (437.9/100,000) while Marion 

County ranked 25
th

 among U.S. counties and independent 

cities at 949.3 cases/100,000 people.  Indiana is ranked 23
rd

 

among states for gonorrhea with a case rate of 118.9/100,000 

people, while Marion County is ranked 16
th

 among U.S. 

counties and independent cities in the rate of gonorrhea cases 

with 344.1 cases/100,000 people. 

Indiana Network for Patient Care 

The Indiana Network for Patient Care (INPC) is one of the 

largest community-based HIE networks in the United States 

[24]. The INPC connects 117 hospitals representing 38 health 

systems with physician practices, long-term post-acute care 

facilities, laboratories, and radiology centers. The INPC 

maintains nearly six billion structured observations for over 12 

million individuals. Nearly two million electronic health care 

transactions are processed every day. 

Since 2000, the INPC has leveraged electronic laboratory 

messages sent from hospitals to automate the reporting of 

notifiable disease information to public health authorities. 

Using a technology dubbed the ‘Notifiable Condition 

Detector’ or ‘NCD,’ developed by the Regenstrief Institute, 

the INPC examines each incoming electronic lab message to 

determine if the results should be reported to public health 

authorities. In other words, the NCD is how the INPC 

facilitates ELR. In prior studies, the NCD was shown to have 

good sensitivity and specificity as well as improve the 

completeness and timeliness of public health reporting 

processes [11; 18]. This study leveraged the NCD to identify 

positive lab tests for chlamydia and gonorrhea sent during the 

study period. Specifically, the NCD identified tests from a 

value set defined in CDC case definitions and published by the 

Public Health Informatics Institute [26]. 

A FHIR-based Service for eCR 

In partnership with the Georgia Tech Research Institute, the 

Regenstrief Institute implemented a FHIR-based application 

within the INPC. FHIR (Fast Healthcare Internet Resources) is 

an emerging HL7 standard that seeks to expose discrete health 

data through web services [19]. Using a FHIR-compliant 

server, organizations can expose health data as FHIR 

resources to external applications that can use requested 

resources to perform various functions. FHIR services have 

been integrated into existing EHR platforms like OpenMRS 

[21], i2b2 [25], and OMOP [1; 8]. 

For this study, the Regenstrief Institute installed a FHIR-based 

eCR application developed by Georgia Tech, entitled the 

Public Health Case Reporting (PHCR) platform. The 

application receives as input HL7-compliant ELR messages 

(Verion 2.5.1 Observation Result messages) from the NCD. 

These messages represent positive lab results for individuals 

tested for chlamydia and/or gonorrhea. The positive lab test 

messages trigger the PHCR application to query a previously-

implemented FHIR-compliant server that exposes INPC data 

as resources for additional details about the disease case. The 

FHIR service running on top of the INPC provides the 

requested resources which are used by the PHCR application 

to populate an eCR along with the data from the original ELR 

message. These data are stored in a local database that permit 

the eCR to be submitted to a public health authority. Georgia 

Tech further developed a Web-based dashboard that enables 

the eCR data to be visualized from the database, which is 

useful for testing purposes as well as quality control. Source 

code for the project is available via GitHub in two distinct 

repositories: https://github.com/gt-health/ecr_manager and 

https://github.com/gt-health/PACER 

The architecture implemented for the pilot study is depicted in 

Figure 1. The application developed by Georgia Tech is 

labeled as the PHCR Controller. The FHIR-based service that 

interacts with the INPC is labelled as the FHIR Controller. 

Messages from the NCD are fed into the PHCR Controller 

using a HL7 Version 2.5.1 Receiver. The Dashboard is a web 

application that displays eCR records stored in the local 

database connected to the PHCR Controller. 

 

Figure 1– Architecture. 
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Once the FHIR-based service in the INPC returns a completed 

eCR, the report data are stored in a local database. Using a 

web application developed by Georgia Tech, the completed 

eCR reports can be viewed in a web browser. Figure 2 depicts 

part of a completed eCR report in a web browser for a test 

patient. The eCR contains details on the patient, guardian (if 

under 18 years of age), diagnosis, medications, and lab results. 

Also available are data on symptoms, health care facility, 

provider, clinic visits, travel history, and immunization 

history. These are the data elements important to disease 

investigators at public health authorities. 

 

 

Figure 2 – Screenshot of electronic case report viewer 

application showing test patient information, including 

demographics, diagnosis, and laboratory results. 

Data Collection and Analysis 

Once implemented within the INPC, the FHIR-based eCR 

service was tested for one week (November 30, 2017 to 

December 6, 2018). Data were collected from the incoming 

ELR messages received by the INPC as well as the eCR 

reports generated by the FHIR-based service. Patient details, 

confirmatory lab test details, and corresponding ICD 

diagnoses from the eCR were collected to ensure that the 

correct linkages were made between initial ELR and final eCR 

for a given patient. Error logs were captured to identify issues 

with the service as well as potential mismatches between 

patients identified in the ELR messages and known patients in 

the INPC. 

A descriptive analysis was performed to summarize the results 

of the pilot test. The throughput of the service was calculated 

along with general descriptions of the population with a 

positive STI observed during the pilot period. R (version 

3.4.3) was used to calculate descriptive statistics and ggplot 

was used to create histograms and bar charts. 

Results 

A total of 214 ELR messages were received by the INPC from 

16 health systems during the pilot test period. All (100%) 

ELRs were correctly matched to a patient’s longitudinal 

medical record in the INPC via the FHIR service.  

A date of disease onset was confirmed in the patient’s medical 

record using ICD diagnosis codes for only 181 (84.6%) 

patients, enabling the FHIR service to return a completed eCR 

to the public health agency. Additional errors included: 

• 5 (2.3%) ELR messages were missing test dates; and 

• 4 (1.9%) ELR messages had phone numbers in an 

invalid format. 

The distribution of patient age, stratified by gender, is 

depicted in Figure 3. Overall there were more females 

(N=157) diagnosed with an STI than males (N=57). However, 

the median age for both groups was similar (22 years for 

females and 23 years for males). 

 

 

Figure 3 – Distribution of age by gender for those with a 

positive chlamydia or gonorrhea test. 

The most prevalent laboratory test codes are summarized in 

Table 1. There were a total of 680 test results observed as 

several ELR messages contained multiple test results. Of the 

top seven lab tests observed, five were identified in the ELR 

message using the LOINC coding standard and two were 

identified using local lab codes (MIDAM is a regional lab 

located in Indianapolis, Indiana). 

Table 1 – Prevalent laboratory test codes observed in 

electronic lab messages exchanged using the FHIR service. 

Laboratory 

Test Code 

Laboratory 

Test Code 

System 

Laboratory 

Test 

Description Count 

21613-5 LOINC Chlamydia 

trachomatis 

DNA 

117 

31208-2 LOINC Specimen source 

identified 

94 

970000571 MIDAM Chlamydia 

trachomatis+ 

Neisseria 

gonorrhoeae 

rRNA 

93 

4993-2 LOINC Chlamydia  

trachomatis 

rRNA  

89 

5028-6 LOINC Neisseria 

gonorrhoeae 

rRNA 

89 

10001637 MIDAM Chlamydia  

trachomatis 

rRNA 

52 

24111-7 LOINC Neisseria 

gonorrhoeae 

DNA 

49 
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Discussion 

In a pilot study to establish the feasibility of a standards-based 

approach to automate the collection of information in support 

of electronic case reporting for public health surveillance, we 

implemented a FHIR-based application that could query an 

HIE network for data necessary for eCR work processes. Real-

world ELR messages for positive cases of chlamydia and 

gonorrhea were transmitted to the application over the course 

of one week. The application successfully queried the FHIR-

based service at the HIE for 100% of lab positive results. For a 

high proportion (85%) of cases, the application could 

automate completion of the eCR for transmission to a public 

health authority. Therefore the pilot project established strong 

feasibility for automating eCR information flows, which has 

the potential to save time and cost for the health system as 

most eCR processes currently rely on clinical and public 

health personnel to call, fax, or manually enter information to 

and from organizations. Although feasible, we recognize that 

additional testing, refinement and study of FHIR-based 

approaches will be necessary to implement and scale eCR 

applications to automate information capture. 

Although the pilot was considered successful, some errors 

challenged the application. ELR messages, the input that 

triggered the eCR process, were missing test dates in a small 

proportion (2.3%) of cases. In other cases (1.9%), the patient’s 

phone number was improperly formatted. Data quality issues 

such as completeness and improper data representation are 

common in health care as documented in prior studies [12; 

31]. Similarly, one quarter (25%) of the most common lab 

results were encoded using a local laboratory information 

system terminology as opposed to the internationally 

recognized standard LOINC. This challenge has also been 

observed in prior examinations of routine ELR messages sent 

to public health organizations [13]. These data quality and 

standardization challenges require work to make solutions like 

the PHCR application more reliable across the wide variation 

of ELR data feeds found in the health care system.   

While a high proportion (85%) of cases were confirmed using 

EHR data returned from the INPC, several patient records 

were missing an ICD-based diagnosis that the eCR application 

requires to confirm a positive case of disease. Since each 

patient had a positive, confirmatory laboratory result for one 

of the two target diseases, these patients should have the 

respective disease documented in their EHR. The most likely 

reason why this diagnosis was missing from the EHR is clinic 

workflow as the lab result was reported to clinicians after the 

patient was no longer in the clinic or the emergency 

department and therefore clinic staff did not go into the EHR 

to update the record.  

Tackling the data quality and standardization challenges will 

enable applications like the PHCR to better automate public 

health reporting processes. Health care organizations, 

information system vendors, and HIE networks can and 

should work to ensure that data are complete and properly 

represented in electronic messages using available health 

information standards. Solutions like terminology mapping 

exist to support efforts at improving data standardization [5]. 

Efforts also exist to support data quality improvements [14; 

30].  

Furthermore, applications like the PHCR need to be flexible 

and adapt to information feeds that may not perfectly provide 

all of the data necessary to trigger a case report for public 

health. This may require public health organizations to relax 

the rules for confirming a case, or application developers may 

need to configure software to enable eCR information moving 

forward even if the report is not complete. Thus we all have 

work to do in order to make applications like PHCR robust. 

Currently the CDC, with support from the Robert Wood 

Johnson Foundation, is conducting a pilot program to test a 

‘digital bridge’ between clinical and public health 

organizations for notifiable disease reporting in conjunction 

with the meaningful use program [27]. This project could 

provide a method for scaling automated eCR approaches 

beyond what we tested in this study. However, this project has 

not yet published early findings or preliminary results. More 

implementation and evaluation of these efforts will be 

required to achieve adoption rates as high as ELR. 

Furthermore, public health organizations should investigate 

policy drivers that may encourage eCR application adoption 

by health systems. 

Conclusions 

A pilot study to examine the implementation of a standards-

based approach to support electronic case reporting for public 

health demonstrated feasibility. While successful, the pilot 

study identified errors and challenges that need to be 

addressed before a FHIR-based approach to electronic case 

reporting can be implemented and scaled across the health 

system. Technical and workflow improvements will be 

required to facilitate broad adoption of standards-based eCR in 

support of public health. 
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Abstract 

Smartphones offer new opportunities to monitor health-related 

behaviours in the real world. This allows researchers to go 

beyond traditional data collection methods, such as interviews 

and questionnaires that suffer from recall bias and low spatio-

temporal resolution. In this study, we present an experiment 

that uses advanced analytical methods to identify daily 

activities relevant to assess social functioning, from 

geolocation data. Twenty-one healthy volunteers used a 

smartphone to continuously record their GPS location for up to 

10 days. Participants also completed a diary to record their 

daily activities that was used as ground truth. Using clustering 

algorithms and semantic enrichment methods we were able to 

predict these activities from the GPS data with a precision of 

0.75 (standard deviation [SD] 0.13) and a recall of 0.60 (SD 

0.11). Although performed on a limited sample, our study shows 

potential for continuous, and passive geolocation-based 

monitoring of patient behaviour in mental health. 

Keywords: 

Schizophrenia [MeshTerm]; Smartphone [MeshTerm]; 

Geographical Positioning System. 

Introduction 

The use of personal digital devices with geolocation capabilities 

continues to grow, with an estimated three billion people using 

smartphones around the world [1]. This offers new 

opportunities for gaining insight into human behaviours based 

on geolocation data, at cheaper costs and higher spatio-

temporal resolution than traditional methods (e.g. 

questionnaires, activity diaries or interviews) [2]. 

These new opportunities are particularly relevant to domains 

such as mental illness, where resources are incresingly lacking 

and changes in behaviours are a key factor to monitor [3,4]. For 

example, Social functioning is one of the mainconcepts used to 

monitor the mental health status of people living with psychotic 

disorders [5]. Social functioning considers aspects such as 

withdrawal, employment, independence, interpersonal 

functioning, social activities and recreational activities [5]. 

These are currently assessed via self-reported questionnaires, or 

by observations of relatives or clinical staff. Though the validity 

and reliability of these instruments have been confirmed in 

previous studies, they have a high risk of recall and selection 

bias in reported information because they rely on patients’ and 

relatives’ memory, as well as a willingness and ability to record 

past behaviours [6–8]. Furthermore, such questionnaires are 

recorded infrequently, and may fail to capture the dynamic 

phenotypic expression of psychotic disorders characterised by 

interacting and fluctuating symptoms [9]. 

Mobility metrics derived from geolocation data have been 

shown to be correlated with disease status in different mental 

health conditions such as depression and anxiety [10,11], 

dementia [12,13], and bipolar disorders [14]. However, often 

such geolocation-derived metrics (e.g. distance travelled, 

number of places visited, time spent out from home) are rather 

crude; much more details about patients behaviours could be 

retrieved from geolocation data with less information loss. 

In this paper, we present a method that uses clustering and 

semantic enrichment via the OpenStreetMaps (OSM) API [15] 

to identify daily activities relevant to assessing social 

functioning from passively and routinely collected geolocation 

data. We tested our method in a population of 21 healthy 

volunteers, from whom we collected both geolocation and daily 

activity data for a period of ten days. 

Methods 

Study population 

We conducted the study among students and staff at the faculty 

of Biology, Medicine and Health at University of Manchester 

in spring 2017. Participants were recruited via University and 

student mailing lists. Each participant received a £20 at the end 

of the study, as a compensation for their time and effort. The 

study was approved by the University Research Ethics 

Committee 2 at the University of Manchester (ID number: 

2017-0886-2473). 

Data collection 

Each participant was asked to collect data for ten randomly 

chosen days during a period of four weeks after entering the 

study. Participants received a schedule indicating randomly 

selected recording days and email reminders sent by a member 

of the research team (SLB). Participants could ask for data 

recording re-scheduling, if needed. 

On data recording days, participants were instructed to collect 

geolocation data using an application on their smartphone, 

called GPSLogger for Android [16]. Participants who did not 

own an Android phone were provided with one (i.e. Samsung 
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Galaxy S6) for the duration of the study. GPSLogger for 

Android collects raw geolocation data (i.e., geolocation 

timestamp, latitude, longitude, altitude, speed and direction) 

without profiling or analysing it. For this study, the sample 

frequency was set to one sample every 10 seconds, and to limit 

noise we set GPSLogger for Android to record only data points 

with an accuracy of at least 40 meters. As prescribed by 

Android in their developer manual [17], this means that each 

data point had a 68% probability to be within a circle having 40 

meters radius and centre on the recorded location. To avoid 

missing data due to an empty battery, we instructed participants 

to fully charge their phone at least once a day. Participants were 

asked to start recording data in the morning, perform everyday 

activities as normal, and stop recording when going to bed. A 

data recording day was considered as valid if the participants 

recorded for more than one hour during the day. After each data 

recording day, the data were transferred automatically to a 

secure server at a University of Manchester via a secure 

connection. As a gold standard for evaluating the accuracy of 

the algorithms to identify daily activities from geolocation data, 

participants were also asked to complete an activity diary for 

each data recording day. This was structured as a diagram 

containing the places they visited and activities they undertook, 

including time stamps. Days recorded in the diary were 

considered as valid if they reported a clear sequence of all the 

activities performed during the day. 

Geolocation data processing 

In this study, we built on our previous work [18], where we 

developed a three-step analytical pipeline to predict activities 

from raw geolocation data (see Figure 1). 

 

Figure 1– Pipeline to move from raw geolocation data to daily 

activities [18]. 

Geolocation visited detection 

Time- and density-based methods can be used to identify the 

geolocations visited from raw geolocation data points. The 

time-based method was developed by Ashbrook & Starner [19]. 

It assumes that, when the geolocation signal of a person is lost 

for a certain time period (defined by a time threshold), it is 

reasonable to think that the individual has entered a building 

and performed an activity during this time. However, this 

method can lead to false recognition since the signal can also 

be lost in other scenarios (e.g. when a person is passing through 

a tunnel). Therefore, we modified the algorithm by introducing 

a distance threshold of 50 meters that has also to be met. Thus, 

only when the time interval between two consecutive 

geolocation data points was greater than the time threshold and 

they were not more than 50 meters apart, it was assumed that 

the person had stopped to perform an activity in a building. 

The density-based method was developed by Fehér et al. [20]. 

It assumes that when a person has stopped at a geolocation to 

perform an activity, their geolocation data points will move 

slightly within a certain range (i.e. a circle with a radius of 50 

metres) for a certain period (i.e. 10 minutes). The centroid of 

this circle is classified as a visited geolocation.  

Because the two methods use complementary strategies to 

identify geolocations visited, we combined the results from the 

two methods. For each group of data points identified as a 

visited geolocation by either method, we retained the centroid 

and the number of points composing the group. For both 

methods, we applied various time thresholds (5, 6, 7, 8, 9 and 

10 minutes). 

Places visited 

A place visited was defined as a unique location with which a 

group of geolocations visited close to each other could be 

identified (see Figure 2). We found places visited by using a 

modified k-means clustering algorithm [19], which was applied 

to the geolocations visited found in the previous step. The 

algorithm starts from the first identified geolocation visited and 

clusters it with all the geolocations visited within 50 meters. 

The coordinates of the place visited are subsequently calculated 

as a weighted mean, where the weights are the number of points 

of which each geolocation visited is composed. This accounts 

for the fact that geolocation visited from the density-based 

method are actually representative of several data points, which 

have been grouped together in the previous step. In the next 

iteration, the geolocations visited within 50 meters of the 

centroid are assigned to the cluster, with the centroid of the 

cluster that is updated with the newly-added geolocations 

visited. This process continues until the centroid coordinates no 

longer move. At this stage all the geolocations visited within 

the cluster are assigned to the same place visited, which is 

represented by the centroid coordinates. The algorithm restarts 

with the first geolocation visited that was not assigned to the 

current cluster. Ultimately, this step produces a list of cluster 

centroids that represent the places visited by the person. 

 

Figure 2–Place visited (map marker) identified from a group 

of geolocations visited (blue circles). 

Semantic enrichment 

We used the OpenStreetMap (OSM) platform for semantic 

enrichment of the places visited. OSM is a collaborative, free-

editable and reusable map database, which offers information 

about places all over the world [21]. OSM was accessed via the 
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package osmdata [22] in the R statistical computing software, 

which allows queries to the OSM API to retrieve information 

about the surrounding Places of Interest (POIs) of specific 

geolocation coordinates. Such POIs have a geographical and a 

semantic component. The former represents the geolocation 

coordinates of the POI shape on the map (e.g. buildings, roads 

or wider areas such as a university campus). The latter describes 

the type of POI (e.g. university, restaurant, and bar) and other 

additional features (e.g. address, opening times, and others), 

and thus provides semantic enrichment. 

To identify the most likely POI for a visited place we 

implemented the following strategy. First, we checked whether 

a place visited was within a building. If that was the case, we 

controlled whether there was a POI within that building with a 

relevant key-value pair. If that was true, the place visited was 

associated to that POI (in case of multiple POIs it was 

associated with the closest). If there was no POI inside the 

building, we checked whether the building had a relevant key-

value pair and associated the place with that. If that was not the 

case, we looked at whether the building was part of a wider area 

or group of buildings (e.g. university campus, hospital, 

residential area). In that case, the place was associated to the 

smallest area including the building. Finally, if the place was 

not within a building, the place was associated with the closest 

POI on the map within a maximum of 50 meters. If none of the 

above conditions were met, the place visited remained 

unclassified. 

After identifying the most likely POI for a visited place, we 

assigned an activity to that place using a bespoke ontology that 

we manually developed for this purpose. In the ontology we 

used all possible semantic tags that OSM uses, which is formed 

by a combination of a key and a value (e.g. building = 

university). OSM already divides such key-value pairs in 

relevant categories on the basis of the type of place. We used 

these categories to associate activities relevant to social 

functioning to the identified POIs (Table 1). For example, the 

category “sustenance”, which contains POIs where people can 

eat (i.e. pubs, restaurants and bars), was associated to social 

activities such as “eating out” or “going to the pub”; or the OSM 

“education” category, which includes places such as schools 

and college, was associated to “attending classes/lectures”. 

Some OSM categories did not have direct link to activity 

categories in our study. Such places were then assigned as 

“other” by two authors in the most relevant activity category 

from table 1. 

Table 1– Activity categories and related activity examples 

Area of social 

functioning 

Activity examples 

Employment 

Working, attending 

lectures/classes 

Shopping Groceries, clothes, other 

Sports 

Swimming, gym, team sports, 

other 

Social activities 

Visiting friends/relatives, going to 

a pub/night club/, eating out, other

Recreational 

activities 

Going to the cinema, going to a 

concert, going to the theatre, other

Other Religion related, financial related

We also identified each participant's home and work place. The 

home was identified as the place that most often was either the 

first or last place visited across all recorded data among the 

places with a “residential” tag in OSM. As all our participants 

were working or studying in Manchester, the algorithm would 

look for eligible places in Manchester first, then in the county 

(Greater Manchester) and finally in the region (North West 

England). Once the algorithm found the participant’s home, all 

other POIs with a “residential” tag were classified as “visiting 

family and friends” under the “Social activity” category. As our 

participants were studying and working in different locations 

(e.g. attending lectures or meetings in different university 

buildings, or training in different hospitals), we decided to use 

the information about their profession (e.g. university staff and 

medical students) to identify their work place. Particularly, we 

labelled as work all places with a tag related to university or 

hospital. 

 

Figure 3 – Results from the OSM API that highlight all the 

buildings with a key-value pair that matched our ontology 

around the POI under study (red star). 

Outcome measures 

The main outcome measure of this study was the accuracy of 

our algorithm in predicting the daily activities that were 

reported in the participant’s activity diary. Our secondary 

outcome was to estimate the accuracy with which our algorithm 

would estimate the number of unique activities performed 

during the day (e.g. often called “Number of places visited” or 

“Number of significant locations” in the literature), as this has 

been shown to be an important indicator of disease status in 

mental health conditions [6,11,23,24]. 

We compared the activities predicted by our algorithm to what 

was recorded by participants in their activity diaries. We 

considered activities as predicted correctly if there was a match 

between the activity category identified by the algorithm, such 

as the areas of social functioning identified in Table 1, and what 

was reported in the activity diary. To calculate performance, we 

also accounted for the number of times an activity was 

performed. For example, if someone had reported to have gone 

shopping two times during the day, and our algorithm detected 

three shopping sessions, two of the detected sessions would be 

considered as correctly classified (e.g. true positive) while the 

third would be considered as incorrectly classified (e.g. false 

positive). We assessed performance with recall, precision and 

F1 scores. Recall is defined as the number of correctly 

classified activities out of those recorded in the social 

functioning diary. Precision is defined as the number of 

correctly classified activities out of the total number of 

activities identified by the algorithm. The F1 score is defined as 

the harmonic mean of precision and recall. To have an idea of 

the extent to which a completely passive algorithm could 

associate places visited to activities on OSM, we also calculated 

the proportion of places visited classified, out of all the ones 

identified for each participant. Finally, we calculated the root 

mean squared error (RMSE) for the number of activities 
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inferred per day by our algorithm, compared to what reported 

by participants in their activity diaries. 

Results 

Participants’ characteristics  

We recruited 21 participants among students and staff at the 

University of Manchester. Overall, fourteen participants (56%) 

were female, and the mean age was 25.4 years (Standard 

Deviation [SD], 6.7 years). The majority were students 

(seventeen), with only four being staff at the university. Five 

participants used their own smartphone for the study, all others 

used a smartphone that we handed out to them. 

Collected data 

Out of the 210 days (i.e. 10 days times 21 participants) that 

potentially could have been collected, 157 were analysable (i.e. 

having both valid geolocation and activity diary data). Of these, 

we had to exclude four days, as the objective was to analyse 

participants’ daily routines but two participants went back 

home to their families outside the UK during the Easter 

Holidays. Overall, nineteen participants provided at least one 

analysable day and were included in the analysis. For these, the 

mean number of analysable days provided was 8.3 (SD 1.7). In 

the activity diary, each participant reported a mean of 7 unique 

activity categories (SD 1), for a mean total of 46.4 (SD 10.8) 

activities recorded throughout the study. 

Evaluation 

Table 2 shows the performance of our method in inferring daily 

activities based on geolocation data. Performance was similar 

across the different time thresholds. Recall was 0.58 (SD 0.11) 

for the 10 minutes threshold and  0.60 (SD 0.11 and 0.12) for 

the 6 minutes and 8 minutes thresholds. Precision was 0.72 (SD 

0.13) for the 5 minutes threshold and 0.76 (SD 0.13) for the 10 

minutes threshold. The F1 score was around 0.65 (SD 0.11) for 

all the time thresholds we tried. The mean proportion of 

uniquely identified places classified was always above 0.90, 

with the exception of the five minutes threshold. Finally, the 

RMSE of unique places identified was 1.1 (SD 0.3) across all 

thresholds (results not shown in the table). 

Table 2 – Overall mean performance across all participants. 

Time 

threshold 

(min) 

Mean 

Recall  

(SD) 

Mean 

Precision 

(SD) 

Mean  

F1 score 

(SD) 

Mean 

 proportion of 

labelled places 

(SD) 

5 0.59 (0.14) 0.72 (0.13) 0.64 (0.11) 0.89 (0.11) 

6 0.60 (0.12) 0.75 (0.13) 0.65 (0.1) 0.92 (0.06) 

7 0.59 (0.11) 0.74 (0.13) 0.65 (0.1) 0.92 (0.07) 

8 0.60 (0.11) 0.75 (0.13) 0.65 (0.1) 0.93 (0.06) 

9 0.58 (0.11) 0.76 (0.14) 0.65 (0.1) 0.92 (0.06) 

10 0.58 (0.11) 0.76 (0.13) 0.64 (0.1) 0.91 (0.06) 

Discussion 

We conducted an experiment that uses clustering and semantic 

enrichment to derive people's daily activities from geolocation 

data in a study with 21 healthy volunteers. Performance was 

similar across the time thresholds we tested, with an F1 score 

of 0.65. The RMSE of unique places identified was 1.1 (SD 0.3) 

across all thresholds. 

Our study is the first to combine different methods (time-based 

and density-based) to identify geolocations visited in one 

analytical pipeline, as well as performing semantic enrichment 

using geographical information from OSM. To the best of our 

knowledge, Saeb et al. [10] is the only previous study that used 

geolocation data to infer actual daily activities relevant to 

mental health. They used the Foursquare API [25] that can be 

used to identify places for travel & transport, nightlife, spiritual 

activities, outdoors & recreation, arts & entertainment, medical 

offices, food, home, and shopping. In their study, they tested 

two different strategies. The first one was totally passive with 

POIs indentified only by using the Foursquare API based on 

geolocation data. However, this strategy disregards activities 

such as visiting friends and relatives or work, which are 

important indicators of social functioning. For the second 

strategy, they combined the information provided by 

Foursquare API with other phone and sensor data (e.g. screen 

utilisation, sound, and accelerometers among the others) to train 

a predictive model on the daily activities recorded by 

participants. Although this method achieved a mean AUC of 

0.88, it requires a high involvement by participants, who have 

to label the data to train the model. 

Our results show potential for geolocation data to be used for 

monitoring social functioning in mental health. However, 

before this type of methods can regularly be used in practice, 

ethical and privacy concerns of using geolocation data to 

monitor people whereabouts need to be overcome [26]. This 

could be done with two main strategies. First, developers 

should always give people the option to stop recording their 

location at any point. Furthermore, as much computation as 

possible should be done on the person’s device in order to 

transmit limited amount of sensitive information. Second, the 

purpose and advantages of using this type of remote monitoring 

strategy should be clearly explained to patients and families. In 

fact, people are willing to share their geolocation data in other 

fields, if they clearly understand the purpose and perceive a 

benefit out of it (e.g. Google Maps [27] ). However, as 

behavioural phenotyping based on geolocation data is still in its 

infancy, providing evidence of the advantages of this approach 

is not straightforward. 

For the future, we envisage different ways in which our method 

could be improved. First, locations where people actually 

stopped could be better identified by integrating the speed 

measurements within the first step of our analytical pipeline. 

Second, additional information about POIs (e.g., opening and 

closing times) could be used to derive more sophisticated rules 

for identifying relevant POIs during the semantic enrichment. 

Finally, active learning could be explored to train our algorithm 

by asking participants to label, in real time, locations for which 

there is a high level of uncertainty. 

Our analysis has several limitations. First, our study was 

performed on a small study sample who have been followed for 

a limited amount of time. Second, our ground truth was based 

on participants willingness and ability to recollect their 

activities and whereabouts. Therefore, we acknowledge that 

there might have been instances in which participants 

erroneously reported, or forgot to report, some activities. 

However, without actively following participants during the 

study this is the only practical and acceptable strategy to collect 

the ground truth in these type of studies. Finally, since OSM is 

an open source project where users can add and edit 

information, some records in this database might be inaccurate 

or out-dated. 
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Conclusions 

We predicted daily activities of 21 healthy volunteers from ge-

olocation data that was passively recorded on their 

smartphones. Using clustering algorithms and semantic enrich-

ment methods we obtained a precision of 0.75 (SD 0.13) and a 

recall of 0.60 (SD 0.11). The study demonstrates the feasibility 

of monitoring daily activities relevant to social functioning, and 

has potentially valuable applications in mental health. 
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Abstract 

With the novel approach of molecularly stratified therapies 

based on genetic characteristics of individual tumors, the need 

for databases providing information on molecular alterations 

and targeted treatment options is increasing rapidly. In 

Molecular Tumor Boards (MTB) professionals discuss 

molecular alterations and provide biological context for 

therapeutic options using external knowledge databases. The 

identification of informative databases and the information on 

their specific contents can greatly facilitate and standardize the 

functioning of a MTB. In this work we present a list of 

databases which have been deemed useful and relevant for 

MTB in a clinical setting. We describe workflows to recommend 

the use of specific databases at different steps in the clinical 

curation process. Information obtained from these databases is 

a necessary prerequisite to evaluate molecular alterations and 

devise rational targeted therapies in MTB. 

Keywords:  

Precision Medicine; Databases, Genetic; Databases, 

Pharmaceutical 

Introduction 

According to the American Cancer Society, cancer was the 

cause of approximately 600.000 deaths in the US alone in 2017, 

which makes it the second leading cause of death. Furthermore, 

1,5 million new cancer cases were diagnosed in the same 

year [1]. 

The treatment of this widespread disease poses many 

challenges. There is a widespread molecular variation of cancer 

types among each other. In addition, cancers that are considered 

the same type show also large intra- and intertumoral 

heterogeneity. This results in therapies which are used to treat 

a specific cancer type that can have extremely different 

outcomes in different patients. Kwak et al. could show that 

patients with ALK fusion genes showed limited response to 

first line chemotherapy in comparison with other patients with 

the same cancer type (lung adenocarcinoma). A treatment with 

Crizotinib, however, improved the outcome in these patients 

significantly [2]. The variance of responses to therapy in 

oncology creates the need for a more personalised way of 

treating patients based on their specific genetic, biomarker, 

phenotypic or psychosocial characteristics. This new paradigm 

is summarized in the concept of precision medicine [3]. 

Naturally this new approach also provokes new challenges. 

Oncologists have to get a deep insight into various variables 

which until recently represented only a side note or were not 

considered at all. Establishment of Molecular Tumor Boards 

(MTB) provides the opportunity to discuss molecularly 

characterized cases among  specialists like molecular 

pathologists, clinical oncologists, biologists and 

bioinformaticians. Cases discussed in MTB are normally 

limited to those patients who did not benefit from or respond to 

standard therapies. At the National Center for Tumor Diseases 

in Heidelberg (NCT) an MTB was established in 2013 and 

meetings are currently held twice a week. In preparation for an 

MTB the patients’ tissue samples are sequenced at the German 

Cancer Research Center (DKFZ). Bioinformaticians prefilter 

the data for mutations which are relevant for clinical evaluation. 

The molecular oncologist receives this prefiltered list and 

clinical data for each patient. With these parameters the 

oncologists first investigate individual molecular drivers and 

recommend treatment options which are subsequently 

discussed in the MTB [4,5]. 

Preparing a MTB is a time-consuming task. The need for 

information about genes, variants, pathways or studies is served 

by many different publicly available databases. As these 

databases are highly specialized, a deep and detailed 

understanding is required to connect and combine information 

from multiple sources. The goal of our study is to identify 

required steps to reveal known or inferred associations between 

mutations and possible therapies. For each step, we propose a 

category of knowledge databases, that can facilitate the process. 

Thereby we aim to support oncologists in finding therapy 

options for specific patients based on their individual genetic 

characteristics. 

Methods 

In order to identify databases which are required to gather 

essential information needed to give substantiated therapy 

suggestions we interviewed experienced oncologists at the 

NCT in Heidelberg. These oncologists routinely prepare an 

MTB twice a week and impose strict requirements for the 

databases they use to gather and prepare evidence for suggested 

treatments. A strong emphasis is set on publicly available web 

applications, which are easily accessible, do not require an 

installation and thus are immediately utilized. The list of 

databases which was provided by the oncologists was 

complemented in close consultation by additional databases we 

found by using scientific and non-scientific search engines. 
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After a general assessment of the content, the databases were 

grouped by their specialization into five subgroups (Table 1). 

Table 1 − List of Selected Scientific Databases Used to 

Prepare a MTB. Based on Glocker et al. 2018 [6]. 

Specialization Database Content 

Genetics  COSMIC Genes, diagnoses 

(Variants/ CIViC Genes, variants 

Proteins) 

(G) 

OMIM Genes, proteins, 

pathways, diseases, 

expression, drugs, 

function, localisation, 

publications 

 OncoKB Genes, genetic 

variation, cellular 

coactors / processes

 ClinGen Genes, variants, tumor 

types, drugs with 

evidence levels 

 cBioPortal Genes, variants, 

interventions, diseases

 Clinvar Analytics tool, genetic 

variations, clinical 

evidence levels 

 UniProt Proteins, regulations, 

domains, functions, 

diagnoses, Protein 

variants 

 Expression 

Atlas 

Organism, localisation 

of proteins in body and 

brain, cell lines, 

diseases 

 Varsome Genes, variants, region 

browser, transcripts 

 CRAVAT High-throughput 

assessment and 

priritization of 

alterations, predictive 

scores 

Pathways  

(P) 

Reactome Genes, pathways, 

cellular processes, 

reactions, protein 

complexes 

 Kegg Pathways, hierarchies, 

genes and proteins, 

similarity between gene 

sequences, small 

molecules, networks, 

gene variations, 

diseases, drugs, 

substances 

Medication 

(M) 

PharmGKB Genes, chemicals, 

diagnoses, pathways, 

dosing guidelines, drug 

labels 

 Guide to 

Pharmacology 

Diseases, targets, 

inhibitors 

 DGIdb Genes, inhibitors, gene-

drug interactions 

Literature  

(L) 

Pubmed Literature 

Studies  

(S) 

ClinicalTrials Studies 

 EudraCT European studies 

In collaboration with oncologists, we identified examples for 

commonly used workflows in clinical routine using molecular 

findings. Drawing from these examples, we engineered 

exemplary (prototypical) workflows of steps required to gain 

hints for therapy suggestions for different patients or cases. 

Results 

Associating genetic and clinical information to give therapy 

suggestions is a task that often requires external knowledge. 

This knowledge is dispersed in various publicly available 

databases and has to be interlinked by a professional. In order 

to support physicians in the search for relevant information, 

typical clinical workflows were formalized. In these 

workflows, clinical problems were constituted and databases 

for the solution of the problem were proposed. 

In clinical routine oncologists are confronted with difficult 

cases. A common task is to search for new treatments for 

patients who progressed on guideline-recommended therapies. 

Steps involved in a search based on clinical parameters are 

shown in the first workflow (Figure 1). The clinician starts with 

a search for studies a patient may benefit from in databases with 

the specialization on studies. Searching available medical 

literature in Pubmed also can give an indication to case reports, 

clinical trial reports or preclinical evidence for treating the 

specific diagnosis (Figure 1). 

 

Figure 1 – Typical Clinical Workflow to Find Therapies for 

Patients Who Do Not Respond to Guideline Conform 

Therapies. To gain deeper insights with the help of 

information from external knowledge, databases are 

recommended for the steps of the workflow. (L): Literature, 

(S): Studies. 

For a workflow of precision medicine, molecular diagnostics is 

performed upfront and has to be considered. This leads to lists 

of molecular alterations, which are reviewed and curated by the 

physician. In this case the diagnosis is often of secondary 

importance and genetic alterations are the mainpoint of focus. 

One way to find a treatment for a patient with a specific 

mutation is to research the respective gene or protein. This 

information is located in the databases listed with the 

specialization on genetics in Table 1. With this information, it 

is possible in some cases to find a drug or a study targeting this 

protein in medication databases or in studies databases. If no 

evidence of a direct link between a specific alteration and a drug 

is available the possibility to interrupt the pathway can be 

investigated in Kegg or Reactome. With the knowledge about 

the pathway which is impeded by the mutated protein the 

possibility to treat a patient with targeted drugs increases as 

proteins up- or downstream within the pathway may function 

as targets for available therapies. This newly identified targets 

can be researched with information from medication databases 

or studies databases.. For patients with cancers of unkown 

primary (CUP), the mutation of genes and respective proteins 

can shed light on the origin of the disease. This may open up 
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new options for medication or other therapies within 

established clinical pathways (Figure 2). 

 

Figure 2 – Typical Clinical Workflow in Precision Medicine. 

To gather important information databases are recommended 

for the steps of the workflow. (G): Genetics 

(Variants/Proteins), (M): Medication, (P): Pathways, (S): 

Studies. 

For example, with the information of a patient with the 

diagnosis CUP and a specific mutation in the IDH2 gene (IDH2 

p.R172W) the physician can query COSMIC for the mutated 

gene. The input of IDH2 in the search field reveals general 

information about the gene and its associated protein, as well as 

a list of known variants. The search for p.R172W results in two 

hits on the same position. More detailed information can be 

obtained by following on one of the hits. The tissue distribution 

of the specific variant of the protein together with the literature 

used for references suggest a disease in the biliary tract 

(cholangiocarcinoma), chondrosarcoma or acute lymphatic 

leukemia. In a second step an inhibitor targeting IDH2 can be 

searched in the Guide to Pharmacology where Enasidenib is 

proposed as an FDA approved IDH2 inhibitor for AML (acute 

myeloid leukemia). Even if there are no direct inhibitors for a 

specific mutated protein, the oncologist has the chance to find 

a fitting clinical study for the mutated protein or even a study 

for cholangiocarcinoma patients. 

Discussion 

With the identification of workflows, medical and oncological 

questions can be solved more efficiently with the help of 

relevant databases. The information gathered from external 

databases can offer a new view on the situation of the patient. 

Starting with little information, like the mutated gene, the 

oncologist can get a notion of the specific diagnosis with which 

new diagnostics can be performed to verify this tentative 

diagnosis and new therapy options may arise. Furthermore the 

oncologist can achieve a better overview on approved inhibitors 

and available clinical studies. This information can help finding 

therapy options for patients with therapy-refractory advanced 

cancers. 

As the essential information is spread in various databases a 

workflow can be useful to grasp the important facts. With the 

classification of the databases a first step for choosing the right 

databases for a clinical evaluation is made. Figure 1 and Figure 

2 offer algorithms for choosing specific knowledge databases 

which can be used in various clinical problems arising in 

precision oncology. Naturally, this list shows only a mere 

fraction of knowledge bases found in the web but presents a 

cross section of databases used routinely by trained molecular 

oncologists in the MTB at NCT Heidelberg. 

Furthermore, the recommendation of databases is only the first 

step in a long way to find therapy options for a patient. 

Professionals have to query the databases one after the other in 

order to ensure the completeness of the information gathered. 

This is still a time consuming task even with a set of 

recommended databases. In order to facilitate and accelerate the 

search for relevant information the next step will be an 

automation of the process. This would involve the 

interpretation of all databases in a structured manner via API 

integration. With the automated query of various databases we 

want to present relevant facts in one view to enable oncologists 

to grasp all information at one glance. 

Conclusions 

In order to facilitate the overwhleming task of research therapy 

options for patients with complex molecular alterations, public 

databases were categorized. Categorized databases were then 

recommended for different steps in typical clinical workflows. 

With this effort we want to support clinicians who face 

challenges of bringing molecular alterations into a 

therapeutically relevant context. This work is a starting point 

for the preparation of an MTB in hospitals which want to 

provide patients with novel therapeutic options and 

perspectives by considering specific molecular characteristics 

of their tumors. 
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Abstract 

Conducting evaluation and monitoring of national eHealth im-
plementation aligned with national eHealth strategies should 
be prioritized concerning the insufficient scientific evidence 
and the current challenges in measuring eHealth effects and 
impacts where most approaches aim to measure at the micro 
level. This study aimed to build an evaluation and monitoring 
framework for national eHealth, using the Swedish national 
eHealth strategy as example, and to develop the process in do-
ing so. Combining both top-down and bottom-up approaches, 
the WHO-ITU national eHealth strategy toolkit, as a systematic 
guidance, and two Swedish reports were used for development 
of the framework. Experts’ opinions on the framework were col-
lected and converged by the Delphi technique. The final draft 
suggested a framework containing 19 eHealth outcomes, 13 
eHealth outputs, and 107 eHealth outcome and output indica-
tors for 4 prioritized stakeholders, which can support compre-
hensive measurements to follow up the current advancement of 
eHealth in Sweden. 

Keywords:  

eHealth, Health impact assessment, Health policy  

Introduction 

Following the global adoption of eHealth, many have come to 
acknowledge the value of a national or regional eHealth strat-
egy. A national eHealth strategy is a comprehensive nationwide 
approach of pinpointing and implementing eHealth solutions 
with appropriateness [1]. To ensure that national entities invest 
wisely in eHealth with scarce resources and to facilitate a more 
rapid dissemination of sustainable national eHealth solutions 
are a few benefits that can be realized once a national eHealth 
strategy is in place [1].  

The Swedish national eHealth strategy was issued and updated 
in 2006, 2011, and 2016 by the Swedish Ministry of Health and 
Social Affairs and the Swedish Association of Local Authori-
ties and Regions (SALAR) [2-4]. In the latest document, 
namely, Vision for eHealth 2025, Sweden wished to “be the 
best in the world at using the opportunities offered by digitiza-
tion and eHealth to make it easier for people to achieve good 
and equal health and welfare…[4]” The three action areas: the 
work on regulatory frameworks in eHealth, the consistent use 
of information structure/terms, and the establishment of tech-
nical standards, were the main focus for future work towards 
the national vision of 2025.  

Efforts in Swedish national eHealth evaluation and monitoring 
was first seen in the report, “eHealth and IT in Swedish County 
Councils” [5] (referred to as the SLIT report), published by the 

SLIT group of Sweden (IT Strategists/IT Managers/CIO’s in 
the county councils of Sweden) since 2003. The SLIT report 
aimed to provide a picture of the extent of eHealth solutions and 
IT introduced and used in health care annually. Even though 
many existing indicators and measurements were presented, the 
ambition of the report was not to collect and present data on the 
impacts or effects of national eHealth but on existence, use, ex-
penditure, and future local strategies.  

A nationally coordinated effort was not carried out until 2018 
when the Follow-up Model for eHealth and the First Pilot 
Measurement [6] (referred to as the eHealth 2025 model), the 
first Swedish follow-up model for eHealth according to the 
Swedish Vision for eHealth 2025, was published by the steering 
group of eHealth 2025, a collaboration of the Swedish Govern-
ment and SALAR. The model, which was based on existing 
data/indicators from Swedish authorities and national or inter-
national organizations, consisted of a list of values that the na-
tional eHealth should contribute to realize and three follow-up 
areas. The purpose of the model was to measure the progress of 
Swedish national eHealth against the national strategy and to 
stimulate discussion of how eHealth should be developed and 
prioritized in order to achieve the Vision for eHealth 2025. 

Aiming to deploy guidance for the development of national 
eHealth vision, action plan, and evaluation and monitoring 
framework for all governments, the WHO-ITU National 
eHealth Strategy Toolkit [7] (referred to as the WHO-ITU 
toolkit) was published by the World Health Organization 
(WHO) in collaboration with the International Telecommuni-
cation Union (ITU) in 2012. Although monitoring and evalua-
tion have often been overlooked and under-valued in the pro-
cess of adopting national eHealth [8], the third part of the 
WHO-ITU toolkit was dedicated to a systematic top-down ap-
proach for developing an evaluation/monitoring framework as 
part of the national eHealth strategy, which should be crucial in 
order to indicate the progress of national eHealth and assess the 
impacts followed by the efforts [7]. 

The challenging nature of planning and conducting evaluation 
and monitoring in eHealth results in the lack of scientific evi-
dence in procedures used to assess eHealth solutions [9]. More-
over, a challenge exists where most monitoring and evaluations 
only measure the adoption and usage of eHealth at a micro 
level. In respect of the challenges, it is urgent to generate scien-
tific guidance, which enables a contextualized evaluation and 
monitoring on effect and impact of eHealth at a national level 
aligned with national eHealth strategy. 
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Using the Swedish context as example, the aims of the study 
were: 

1. to build a draft of a framework for national eHealth 
monitoring in relation to the Swedish national eHealth 
strategy.  

2. to develop and demonstrate the method of drafting the 
framework. 

Methods 

Study Design 

The study was designed into four phases, generating a prelimi-
nary framework, revising based on Delphi, proposing indica-
tors, and establishing the final framework.  

Phase 1: Generating a Preliminary Framework 

In the first phase of the study, the three documents of the Swe-
dish national eHealth strategy [2-4] and the WHO-ITU toolkit 
[7] were chosen to be reviewed carefully. 

To align the Swedish national eHealth strategy with the system-
atic guidance of the WHO-ITU toolkit, a top-down approach 
was taken at this phase. According to the WHO-ITU toolkit, 
major stages for developing a national evaluation and monitor-
ing framework included defining output and outcomes indica-
tors for identified stakeholders, defining baseline and target 
measures for indicators, and defining supporting governance 
and processes as shown in Figure 1. This study was delimited 
to the first stage, define output and outcomes indicators for 
identified stakeholders, given the sequential process and the re-
quirement of a more realistic implementation setting for the lat-
ter two stages. 

Figure 1– Stages for Developing a National eHealth Evalua-
tion and Monitoring Framework [7] 

The backbone for the first stage of developing a framework was 
extracted from the WHO-ITU toolkit (as shown in Figure 2) for 
further alignment with the Swedish national eHealth strategy. 
eHealth outputs were defined as deliverables related to the 
adoption/take-up of eHealth and shall be delivered through the 
national action plan; whereas eHealth outcomes were related to 
the results of the adoption/take-up of eHealth solutions and 
shall be based on the national eHealth vision [7].  

By rigorously analyzing the three documents of the Swedish 
national eHealth strategy, the national visions and the corre-
sponding prioritized stakeholders were identified. Thereafter, 
the Swedish national eHealth visions were rephrased in catego-
rizations of the identified stakeholders to fill in the eHealth out-
comes of the backbone. The national eHealth action areas men-
tioned in the Swedish national eHealth strategy were recreated 
in more general forms and linked to the eHealth outcomes. As 
a result, the preliminary framework of the study was generated 
by the two authors of the study. 

 

 

 

Figure 2– Relationship Between Stakeholders, eHealth Out-
comes and Outputs, and Indicators [7] 

Phase 2: Revising Based on Delphi 

In consideration of the fractional knowledge of eHealth evalu-
ation and monitoring for the Swedish national context, the Del-
phi technique was chosen in order to seek consensus of opinions 
on the developed framework with structured group communi-
cation [10].  

The second phase focused on obtaining feedback from the Del-
phi panel of experts through two rounds of questionnaires. The 
foreword, study description, and background knowledge were 
presented to the respondents in the initial round of the Delphi 
questionnaire. Provided with a simplified version of the prelim-
inary framework, the respondents were asked if the items in the 
framework were clear, unambiguous and complete and if any-
thing should be removed, modified, or added. Validation of the 
questionnaire was done by conducting a pilot round with 2 ex-
perts who were not invited to join the Delphi panel. Answers 
and feedback were analyzed and utilized for revising the pre-
liminary framework.  

A recapitulation of feedbacks and the revised framework were 
provided in the second round of the questionnaire, where the 
respondents were asked to rate the importance of the listed 
eHealth outcomes with a five-point Likert scale of which the 
level of one indicated not important at all; and the level of five 
indicated absolutely essential. Ratings were analyzed with de-
scriptive statistics to present the aggregated judgments and con-
vergence of opinions from the Delphi panel. 

Phase 3: Proposing Indicators 

After the revision and the importance rating, the outcome and 
output indicators were further defined during the third phase. 
The eHealth 2025 model [6] and the SLIT report from 2017 [5] 
were chosen as references to be reviewed. A bottom-up ap-
proach was taken to fill in the revised framework with existing 
suitable indicators that were used for measurements in Sweden 
shown in the reports as well as to propose new indicators cre-
ated by the authors.  

Phase 4: Establishing the Final Framework 

Eventually in the last phase, with the proposed eHealth outcome 
and output indicators, the revised framework was updated as 
the final draft of the eHealth evaluation and monitoring frame-
work for Sweden (referred to as the final framework).  

 

Define output & 
outcome indicators 

for identified 
stakeholders

Define baseline and 
target measures for 

indicators

Define supporting 
governance and 

processes
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Table 1– Examples of the Revision of Modified and Additional 
eHealth Outcomes and Outputs (revision marked as blue)  

eHealth outcome eHealth output 
C4. Improve the ability of citizens 
and patients  

� to gain trouble-free access 
to information on patients’ 
rights or duties in relation 
to health and social care 

 

C5. Improve the ability of citizens 
and patients 

� to gain trouble-free access 
to information on available 
health and social care op-
tions, their quality, accessi-
bility, staff friendliness and 
results; information on 
choice in care, the care 
guarantee and its signifi-
cance in a user-friendly 
way. 

Quality assessment 
guidelines for health 
and social care ser-
vice established 

National registers of 
available health and 
social care options 
and providers estab-
lished 

Study Sample 

Despite the controversial issues on what makes an expert in the 
Delphi panel [11], an expert for this study was defined as an 
individual involved in the Swedish national eHealth strategy 
work for the last ten years. Experts from national reference 
groups who have been involved in national eHealth strategy 
work from the beginning were considered as ideal study partic-
ipants. Purposive sampling was used when selecting study par-
ticipants. Verbal invitations and emails were sent to 17 experts 
to ask for willingness to join the Delphi panel. A positive re-
sponse via email or verbally was seen as successful recruitment. 
6 experts expressed willingness to participate. However, only 4 
experts answered the initial round of the Delphi questionnaire 
and 5 experts in the second round.  

As the study was primarily based on document review except 
the collection of expert opinions through the Delphi technique, 
obtaining consent was considered unnecessary. Nevertheless, 
there was no sensitive personal data acquired from the respond-
ents and their identities were not disclosed. 

Data Collection and Analysis 

Qualitative data collected through the initial round of the ques-
tionnaires was compared with the preliminary framework to ob-
serve the respondents’ feedback on outcomes/outputs that were 
added, removed, and modified. The comparison was used as the 
basis for revision of the preliminary framework.  

Statistical analysis was carried out to present the central tenden-
cies, mean and median, and levels of dispersion, standard devi-
ation and quartile deviation, of the rated importance of the 
eHealth outcomes in the second round. Due to the single round 
of importance rating, it was difficult to draw conclusion and 
claim that the items have reached consensus. Therefore, quar-
tile deviation was calculated as an indication of the consensus 
level for each item rated [12]. An item with a quartile deviation 
that was less than 0.60 was considered to have achieved a level 
of high consensus, whereas, a quartile deviation that was 
greater than 0.60 and less than 1.00 was seen as achieving a 
level of moderate consensus [12]. In other words, merely the 
consensus levels were reported without omitting any item from 
the framework after the second round of the questionnaire. 

Results 

In the preliminary framework, a total of 4 prioritized stakehold-
ers, namely citizens and patients, health and social care profes-
sionals, researchers, and decision-makers, were identified. 15 
unique national eHealth visions were extracted and transformed 
into 16 unique eHealth outcomes. 12 repetitive national eHealth 
action areas were linked with the 17 eHealth outcomes and re-
phrased as 7 repetitive eHealth outputs. 

4 respondents in the panel answered the initial round of the 
questionnaire. They possessed different backgrounds and have 
worked in public health care organizations, research institutes, 
industries and national entities over the years. The comparison 
between the preliminary framework and the respondents’ feed-
back suggested revision on the preliminary framework. The re-
vision contained six modified eHealth outcomes, two additional 
eHealth outcomes, two modified eHealth outputs, and six 
unique additional eHealth outputs. A modified outcome and 
two additional outputs with the linking outcome were extracted 
from the stakeholder, citizens and patients, to show as examples 
in Table 1. 

5 respondents answered the second round of the questionnaire. 
Four of the eHealth outcomes containing two sub outcomes and 
one containing three sub outcomes were divided into separate 
items resulting in 25 eHealth outcomes to be rated. The 25 
eHealth outcomes were labeled according to stakeholders, for 
instances, the first outcome of citizens and patients was C1. 18 
eHealth outcomes achieved the level of high consensus (quar-
tile deviation ranging from 0.25 to 0.50), whereas, 7 eHealth 
outcomes achieved the level of moderate consensus (quartile 
deviation ranging from 0.75 to 1.00). The descriptive statistics 
of the 7 eHealth outcome with level of moderate consensus 
were presented in Table 2 on the next page. 

The indicators used in the two reports [5, 6] were selected and 
proposed as the eHealth outcome and output indicators, which 
resulted in the establishment of the final framework containing 
107 indicators. An eHealth outcome and its related indicators 
was taken from the final framework as example shown in Table 
3. The first indicator in black color was extracted from the 
eHealth 2025 model [6]; the second in dark blue was from the 
SLIT report 2017 [5]; and the third in light blue was developed 
by the authors of the study. 

Table 3– An Example of an eHealth Outcome and its Related 
Indicators Extracted from the Final Framework 

eHealth outcome eHealth outcome indicator 
H6-8. Improve the 
ability of health and 
social care profession-
als  

� to make use of 
ICT-based de-
cision support 
systems and 

� to gain access 
to research and 
guidelines 
whenever in 
care setting 

� to have access 
to support of 
standardized 
care processes 

Proportion of prescribers who re-
ceived at least one report from 
My Prescription Service during 
the year 

Number of usage sessions of the 
Swedish Information Services of 
Medication (Svenska infor-
mationstjänster för Läkemedel) 

Number of usage sessions of each 
type of decision support (e.g. dig-
ital warnings on specific patient 
risks, reminders of actions that 
need to be taken, etc.) 
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Table 2– Rating of Importance and Consensus on the 7 eHealth Outcomes with Level of Moderate Consensus 

Discussion 

Analysis of Results 

According to the results, respondents’ opinions varied on the 
importance of 7 eHealth outcomes as they achieved a level of 
moderate consensus. It was difficult to draw any conclusions on 
whether some eHealth outcomes were more important than oth-
ers. However, since all eHealth outcomes received high rating 
of importance with mean values greater or equal to 4.00, the 
outcomes of the developed framework seemed to be relevant. 

With the two reports [5, 6] as references, some of the eHealth 
outcomes and outputs, not all of them, could be filled in with 
indicators. Yet we could not conclude in how far the outcomes 
and outputs were met during or after implementation of the 
Swedish national eHealth strategy since a benchmark should be 
conducted beforehand to realize the progress and long-term im-
pacts [13, 14].  

Regarding the method used for building the framework, several 
points can be observed and suggested from the experience of 
this study. When comparing the eHealth 2025 model and the 
developed framework of this study, we saw the difference be-
tween development approaches. A bottom-up approach was 
mainly used for the eHealth 2025 model, where the structure of 
the model was put together by collecting pieces of results from 
other similar work. This might lead to a model/framework con-
sidered fragmented. This study, on the other hand, utilized the 
WHO-ITU toolkit as an important reference which provided a 
systematic way of developing the backbone of the framework 
with a top-down approach. In this case, the framework could be 
better aligned with the visions and actions of the national 
eHealth strategy. Thereafter, a bottom-up approach was taken 
to fill in indicators for measurements against the national 
eHealth strategy. Also, it would be essential to take in all major 
documents and updates of the national eHealth strategy while 
working on the establishment of such a model/framework con-
sidering the comprehensiveness and evolvement of the strategy. 
The Delphi technique was used as part of the process for seek-
ing feedback from experts on the backbone of the developed 
framework. However, other methods such as nominated group, 
which would require a physical assembly, could be used de-
pending on the practicalities. 

 

 

Limitations 

Having only 6 experts accept the invitation suggested a much 
smaller Delphi panel with fewer experts as compared to the rec-
ommended number, 15 to 20 experts [15]. Therefore, the result 
of the panel formation was compromised even though a bigger 
and more diverse panel with experts possessing different back-
grounds was originally planned. The response rates were, in 
turn, low for both rounds of the Delphi questionnaire, with 4 
and 5 respondents respectively. Although some suggested that 
two iterations of Delphi questionnaires were sufficient [11], the 
convergence and level of consensus on the eHealth outcomes 
generated by this study might be critically scrutinized as most 
studies suggested three to four rounds were required [10, 15]. 
Nevertheless, concerning the constraints of time, finance, and 
practical matters, the Delphi technique was considered suitable 
for this study.  

Comparison with Other Similar Work and Suggestion for 
Future Research  

There have been international programs seeking to evaluate and 
monitor the impacts of national eHealth. Unfortunately, most of 
them focused on the impacts of a single national eHealth ser-
vice/solution [16, 17], such as the electronic health record sys-
tems. Interestingly, the Australian National E-Health Transition 
Authority has published a report [18], which aimed to summa-
rize the achievements of national eHealth implementation ac-
cording to Australian national eHealth policies and programs. 
The indicators for measurements presented in the Australian re-
port and the eHealth outcome and output indicators of the 
framework developed by this study shared similar aims as to 
assess the adoption and impacts of national eHealth and the im-
plementation of a national eHealth strategy. However, most in-
dicators from both sources captured data regarding the adoption 
rather than the impacts. 

A benchmark of comprehensive measurements on the current 
status of national eHealth in Sweden and the implementation of 
the national eHealth strategy using the framework developed by 
the study can be a question for further research so that the pro-
gress of achievement on the national eHealth outcomes and out-
puts according to the national eHealth strategy can be compared 
with baseline data and presented in the future. 

eHealth outcome Mean Median 
Standard 
deviation 

Quartile 
deviation 

C2. Enable citizens and patients to track health and social care personnel who 
have had access to their records 

4.20 4.00 0.84 0.75 

C6.Enable citizens and patients to write comments addressed to authorized care 
professionals 

4.20 5.00 1.10 1.00 

C8. Enable citizens and patients to obtain advice about care and health based on 
the information they documented 

4.40 5.00 0.89 0.75 

C9. Improve the ability of citizens and patients to find and contact health and so-
cial care units of different types (for problem discussion) 

4.00 4.00 1.00 1.00 

H3. Ensure information registered in one place in the health and social care sys-
tem is accessible at other points such as state entities, county councils, municipal-
ities and private/third sector professionals 

4.00 4.00 1.22 1.00 

H7. Improve the ability of health and social care professionals to gain access to 
research and guidelines whenever in a care setting 

4.40 5.00 0.89 0.75 

D3. Improve the ability of decision-makers to gain access to high-quality data 
with respect for citizen/patient integrity through automatic and secure transfer of 
registered information in the health and social care systems to health databases 
and national quality registers for management and follow-up purposes 

4.00 4.00 1.00 1.00 
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Regarding the obstacles of measuring the impacts of national 
eHealth, the Nordic eHealth Research Network as part of the 
Nordic Council of Ministers have revisited the issue in their re-
ports [13, 14, 19]. As suggested, parallel development of pol-
icy/strategy and the identification of appropriate corresponding 
indicators [13] can be a better solution in the future in order to 
smooth out the difficulties in following up on the progress of an 
eHealth policy/strategy and its impact. Close collaborations be-
tween researchers and policy makers can be beneficial [13] as 
many of the eHealth outcomes that we aimed to achieve are 
currently stated on a high level since the policy makers have set 
the national eHealth visions in such manner with their expertise. 
Researchers, with their skill set, can collaborate with policy 
makers and help break up the high-level eHealth visions into 
detailed measurable items and identify adequate indicators in 
order to successfully monitor the national eHealth advance-
ment. After all, eHealth impacts and outcomes monitoring re-
quires not only the identification of the types of eHealth solu-
tions and their impact mechanisms aligned with the eHealth 
strategy but also the identification of related care quality indi-
cators and data [14]. 

Despite the obstacles and current challenges, we hope the ex-
perience of this study can contribute to the knowledge of devel-
oping a more comprehensive evaluation and monitoring frame-
work of national eHealth with a systematic approach provided 
by the WHO-ITU toolkit for countries who wish to do so. 

Conclusions 

In conclusion, the study initiated a discussion in national 
eHealth evaluation and monitoring by presenting a method of 
drafting a framework for national eHealth evaluation and mon-
itoring using a draft of the Swedish framework as an example 
[20]. Developed with a systematic approach and aligned with 
the Swedish national eHealth strategy, the draft of the frame-
work, which contains 19 eHealth outcomes, 13 eHealth outputs, 
and 107 indicators for 4 prioritized stakeholders, this can be 
used for comprehensive national-scale measurements to follow 
up on the current advancement of Swedish national eHealth.  
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Abstract 

Pre-Exposure Prophylaxis (PrEP) is an approach for prevent-

ing the human immunodeficiency virus (HIV), which entails the 

administration of antiretroviral medication to high-risk sero-

negative persons. If taken correctly, PrEP can reduce HIV in-

fection risk by more than 90%. The aim of this study was to 

identify and examine PrEP-related perceptions and trends dis-

cussed on Twitter. Using open-source technologies, text-mining 

and interactive visualisation techniques, a comprehensive data 

gathering and analytics Web-based platform was developed to 

facilitate the study objectives. Our results demonstrate that 

monitoring of PrEP-related discussions on Twitter can be de-

tected over time and valuable insights can be obtained concern-

ing issues of PrEP awareness, expressed opinions, perceived 

barriers and key discussion points on its adoption. The pro-

posed platform could support public-health professionals and 

policy makers in PrEP monitoring, facilitating informed deci-

sion making and strategy planning for efficient HIV combina-

tion prevention. 

Keywords:  

HIV; Data Mining; Social Media. 

Introduction 

Pre-exposure prophylaxis (PrEP) is the administration of an-

tiretroviral therapy to prevent seronegative persons from get-

ting infected with human immunodeficiency virus (HIV). It is 

most commonly taken orally as a pill either daily or on demand, 

but other forms are also being tested in clinical trials (e.g. vag-

inal gels, injectables, and implants). The World Health Organi-

zation (WHO) recommendations state that individuals at high-

risk should be offered PrEP as an additional prevention choice, 

as part of a broad HIV prevention strategy [1], outlining five 

key populations at-risk for contracting HIV [2], i.e. (a) men 

who have sex with men (MSM), (b) people in prisons and other 

closed settings, (c) people who inject drugs, (d) sex workers, 

and (e) transgender persons. 

The rapid spread of social media has changed the way that peo-

ple share their personal health experiences with others as well 

as the manner of seeking disease information and treatment al-

ternatives [3]. Through social media, huge volumes of data are 

constantly being generated, providing a significant data source 

for research. In particular, patient-generated data referring to 

personal experiences in a way that is unsolicited, spontaneous 

and up-to-date, in large volumes and with a high degree of var-

iance, is of great interest for research on public health surveil-

lance [3]. Social networks focusing on health-related topics 

(e.g. medication and treatment options, side-effects, etc.) are 

particularly useful, since they are providing a wealth of infor-

mation that includes strong semantic associations. The exploi-

tation of social media facilitates the need to “hear the patient’s 

voice”, providing a unique opportunity to obtain input that can-

not be acquired through official healthcare channels [4], either 

because certain groups don’t have access to them, or because 

people are reluctant to provide sensitive information. 

However, mining social media presents considerable chal-

lenges, which are linked with the inherent characteristics of  

user-generated data, e.g. vastness and no structure, recency, 

uniqueness, frequency, and salience [5]. The analysis tech-

niques, relying typically on text mining/Natural Language Pro-

cessing (NLP), need to be adjusted to the intricacies of the 

short, informal and colloquial text that people use to express 

themselves when posting online [6]. Specifically, in health-re-

lated use cases, the use of layman, descriptive, subjective and 

often misspelled terms complicate NLP tasks such as syntacti-

cal analysis, tokenizing and direct matching with medical lexi-

cons. Supervised learning algorithms are rendered more diffi-

cult by the high amount of noise in the frequently vast collec-

tion of data, which demands more computational power and 

poses significant problems concerning performance. 

Twitter is a very popular microblogging and social networking 

platform, through which users can post “tweets” i.e. short mes-

sages consisting of 280 characters maximum. Twitter is a com-

mon data source for opinion and knowledge mining on public 

health topics [5], such as pharmacovigilance [7], [4], prescrip-

tion drug abuse [8], epidemiology surveillance [9], chronic dis-

eases [10], mental health [11], and quality of care in hospitals 

[12] to name a few. One of the key barriers in sexual health 

communication is the patients’ reluctance to seek information 

through their close personal networks [13]. Thus, the perceived 

anonymity offered by social media allows users to discuss sex-

ual health issues and share their experiences within their online 

social circles.  

This work aimed to examine whether PrEP-related trends and 

useful information can be identified in Twitter discussions by 

using text-mining techniques. While Twitter data have been ex-

ploited for PrEP-related analysis [13]-[15], the current study 

elaborated on systematizing and reinforcing such analyses 

through a comprehensive Web-based platform integrating var-

ious text-mining and visual analytics methods. In particular, an 

Exploratory Data Analysis (EDA) was employed, in order to 

detect the main discussion topics, the most frequent terms and 

popular hashtags along with possible side-effects regarding 

PrEP. In addition, sentiment analysis was used to investigate 

the public awareness on PrEP, the views and emotions towards 

it, as well as potential barriers for its adoption. The geographic 

distribution of the collected tweets along with the sentiment 

analysis scores were assessed, in order to discover potential in-

sights on regions with low PrEP awareness or where PrEP 

meets obstacles for its acceptance. 

In the following, we present the employed methods for the de-

velopment of the platform, the obtained results, and discuss our 

findings along with future work directions. 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190366

959



Methods 

Data Acquisition 

Data acquisition relied on the SEST platform, an in-house de-

veloped software application [7]. SEST focuses on the system-

atic data aggregation and exploitation from various sources of 

unstructured text through NLP techniques, aiming to support 

public health surveillance applications. Built upon the micro-

services architecture, it enables the repurposing of its modules 

to accommodate alternative workflows/scenarios, interopera-

bility with other systems through standards-based data ex-

change and semantic annotation of NLP results for further anal-

ysis.  

Using SEST, which exploits the Twitter Streaming API [16], 

tweets were collected from September 2017 to December 2017 

through two different collection streams: 

1. “PrEP Datastream”: tweets gathered with keywords: 

(truvada) OR (hiv AND PrEP) OR (preexposure AND 

prophylaxis AND hiv) 

2. “Pill Datastream”: tweets gathered with keywords: (pill 

AND prevent AND hiv) OR (pill AND protect AND 

hiv) OR (pill AND protect AND AIDS) 

The “Pill Datastream” was set up to obtain tweets related to 

PrEP from users that might be unaware of the terminology of 

PrEP and/or its commercial name, i.e. truvada. The collected 

data were stored in MongoDB [17], an open-source, flexible 

and scalable NoSQL database that stores data in JSON format, 

while the RESTHeart API [18] was used for the create, read, 

update and delete (CRUD) operations in the SEST platform. 

For each gathered tweet, its content was stored in JSON format 

along with its unique id, the creator name, and the creation 

timestamp. For geolocation, only the location stated in the cre-

ator’s bio was stored and not the geographical coordinates for 

each tweet (if available), aiming to preserve the creator’s pri-

vacy. In addition, only tweets written in English were collected. 

Data Analytics 

Various types of analytics were applied in the collected tweets 

based on text-mining and NLP techniques implemented in R 

(Figure 1). In the preprocessing stage, punctuation and stop-

words were removed from the text and special points of interest, 

namely, hashtags (i.e. #PrEPworks), mentions (i.e. @UNAIDS) 

and URLs, were detected using regular expressions. Through 

the Term Frequency - Indirect Document Frequency (TF-IDF) 

normalisation algorithm, term frequencies of the corpus were 

calculated and word associations with a correlation threshold of 

0.2 were presented. The main discussion topics and the 7 most 

prevalent terms per topic were detected using the Latent Di-

richlet Allocation (LDA).  

Sentiment analysis was performed to discover the polarity of 

expressed opinions in the corpus overall, but also per tweet and 

per creator. For the polarity calculation, the AFINN lexicon was 

used that has been especially developed for sentiment mining 

of microblogging text, featuring also slang words [19]. The 

emotions expressed within the corpus were mapped to the 8 

basic human emotions (namely, anger, fear, anticipation, trust, 

surprise, sadness, joy, and disgust) via the NRC Word-Emotion 

Association Lexicon [20]. Both lexicons had to be adjusted to 

exclude terms that skewed the polarity, such as “negative” and 

“positive”, which in this specific context refer to the HIV status 

of an individual, and to include colloquial terms and abbrevia-

tions often mentioned in the collected tweets (i.e. “ftw”, which 

means “for the win”, and “dope” meaning “great”). 

 

Figure 1 - Analysis Methodology 

Since more than 23,000 tweets contained location information 

in the users’ bios, they were extracted and converted to coordi-

nates via the Google Geolocation API [21]. Locations that re-

turned more than one set of coordinates or that did not corre-

spond to real locations were rejected. 

Possible mentions of side effects were identified by matching 

terms in the corpus of the recently released MedDRA
®

 patient-

friendly Low-Level Term (LLT) lexicon [22], which contains 

1,440 terms that patients use to describe Adverse Drug Reac-

tions (ADRs) and maps them to MedDRA
®

 terms. 

EDA was then applied to enhance the understanding of the col-

lected data, uncover underlying trends, outline important varia-

bles, and detect outliers/unexpected behaviours that might sig-

nify important insights regarding the research questions. Visu-

alisation plays a pivotal role in EDA, as it enables intuitive pat-

tern recognition, when studying public health trends over time.  

The Shiny package in R was used for the visualisation of the 

analysis; an interactive Web application (Figure 2) was de-

ployed online, providing an overview of the acquired data along 

with suitable visualisation techniques for each aspect of the 

analysis and the ability to select text-mining parameters such as 

frequency and correlation thresholds where applicable. 

 

Figure 2 - Homepage of the PrEP trends monitoring platform 

Results 

Over the course of 4 months, we identified more than 32,000 

PrEP-related tweets (31,854 from the “PrEP Datastream” and 

804 from the “Pill Datastream”), which constitute only a small 

fraction of the total Twitter datastream at a given time. 60.5% 

and 69.3% of the tweets were retweets in the “PrEP 

Datastream” and the “Pill Datastream”, respectively. We ex-

pected that the “Pill Datastream” would contain original content 

from people seeking information about PrEP, but the bulk of 
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tweets came from institutional or NGO campaigns that propa-

gated messages like “PrEP is a pill that you can take once a day 

to prevent HIV”.  

In the following, we present the results of each analysis step. 

Frequent and Associated Terms 

Using TF-IDF normalisation the most frequent terms address 

prevention, the key at-risk populations (i.e. “msm”, “gay”, 

“trans”), and countries or cities where PrEP becomes available 

such as Canada, Ireland, and the United Kingdom. Generic 

PrEP as well as free access to it or insurance coverage was sim-

ilarly repeatedly discussed. Also notable was the high number 

of tweets discussing clinical trials and, more specifically, the 

inclusion of a more diverse sample, such as transgender people 

and women from different countries. The PrEP discourse within 

Black African communities seems to diverge, ranging from 

strong acceptance as a tool of empowerment among black 

women to a high level of doubt and stigmatisation within the 

black MSM community. 

Word associations display the most similar terms to a selected 

word of interest above a user-defined threshold. The terms more 

closely associated with “buy” reveal that people seek to buy 

truvada “otc” meaning “over the counter” and find the “cheap-

est” options such as “viread”, another antiretroviral drug. 

Topic Modelling 

Using the LDA algorithm, we identified the 50 and 30 top dis-

cussion topics for the “PrEP Datastream” and the “Pill 

Datastream”, respectively, with 7 terms per topic shown. For 

the visualisation, the LDAvis [23] method was used, which pre-

sents the topics globally and reveals how much they differ from 

each other. All topics discussed were found relevant to PrEP 

and tend to cluster together in large numbers, which is expected 

considering the very similar context in all PrEP-related tweets. 

Smaller clusters and topics that are more separate from the large 

cluster represent specific events/tweets that were largely prop-

agated in the Twitter stream, such as topic #21 (Figure 3) that 

contains the terms “thanks”, “uk”, “cases”, “percent”, “men”, 

“plunge”, “gay”, and clearly refers to the impressive decline in 

HIV infections amongst MSM in London after PrEP was made 

available in clinics.   

 

Figure 3 - Most relevant terms for topic #21 using the LDA 

algorithm 

Sentiment Analysis 

The overall sentiment was found positive, scoring 0.208 and 

0.328 in a scale of -1 (absolutely negative) to +1 (absolutely 

positive) for the “PrEP” and “Pill” datastreams, respectively. 

The sentiment score densities calculated for each datastream 

show a more uniform distribution of sentiment for the “PrEP 

Datastream”, while the “Pill Datastream” features a significant 

cluster of negative sentiment that, when traced back, reveals  

tweets expressing doubt and cautiousness regarding the exist-

ence of a pill that can prevent HIV infections. The most com-

monly expressed emotions in the corpus are trust and anticipa-

tion, with fear being very prominent in the “Pill Datastream”. 

Hashtags 

Hashtags are a pivotal element of Twitter data analysis; not only 

do they signal emphasis in the context of a tweet text, they also 

act as nodes within the network, connecting various users and 

posts through a shared discussion topic. The use of a specific 

hashtag for a cause, event or awareness campaign is a common 

communication strategy adopted by organisations worldwide. 

The hashtags in the corpus were separately analysed and pre-

sented in a streamgraph visualisation. As expected, around the 

1
st

 of December (Word AIDS Day) a substantial peak was 

found for #WorldAIDSDay, #WAD2017, but also for HIV-

related terms such as #TasP (Treatment as Prevention), #con-

doms, #EndTheEpidemic, etc. While this observation is evi-

dent, it serves as a validation control for accurately identifying 

trends over time using data-mining techniques. Observations of 

smaller peaks offer insights on events that influence the audi-

ence’s perception and awareness of PrEP, such as the #Ireland 

hashtag that peaked after November 9
th

, 2017 when Ireland’s 

first clinic monitoring PrEP was opened (Figure 4). 

 

Figure 4 - Hashtags timeline 

References to Side-Effects 

The identified mentions to side effects that matched terms in 

the MedDRA
®

 LLT lexicon concerned notably references to 

headaches, miscellaneous pain, and flu symptoms. A lot of 

noise was found in this mapping, because some lexicon terms 

are used in a different context than side-effect reporting, 

namely, “fatigue” for the phenomenon of “pill fatigue”, “infec-

tion” as in “HIV infection”, “worry” for being anxious about 

contracting HIV, and not as a result of taking PrEP medication. 
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It was evident that this type of analysis requires more sophisti-

cated analysis and further research. 

Geographic Distribution 

The geographic distribution of tweets, in the form of an inter-

active map, holds special interest, with the largest clusters of 

PrEP discourse being in the USA, Western Europe, and South 

Africa. Notably, the distribution shows a similarity with the 

UNAIDS 2016 map of countries [24] that have either approved 

PrEP for commercial use, or are in the pilot phase (Figure 5). 

There is an apparent lack of PrEP-related tweets in Russia, 

China and Japan that although probably attributed to the lan-

guage barrier and the existence of alternative social networks to 

replace the - often blocked entirely - western social media, may 

also hint at clusters of populations with intense HIV stigmati-

sation, especially considering the high HIV prevalence and in-

creased rate of infection in those countries. 

 

Figure 5 - Geographic distribution of tweets, and UNAIDS 

map of PrEP availability 

The sentiment score for each tweet was calculated and is dis-

played on an interactive “sentiment map” (Figure 6). Although 

significantly different clusters of positive or negative tweets are 

not evident, there is a slightly more positive concentration of 

tweets in the UK, Ireland, and the USA. 

 

Figure 6 - Geographic distribution with color-coded sentiment 

score per tweet 

Influencers 

Twenty-three (23) Twitter accounts per datastream, the vast 

majority corresponding to PrEP advocacy groups, LGBT net-

works and sexual health organisations, were found to post heav-

ily about PrEP, representing more than 9% of the total posts 

collected. Those accounts constitute “PrEP Influencers”, since 

they contribute to the dissemination of PrEP awareness across 

their networks and have a large number of followers (>10k 

mean follower count). The number of tweets per creator and per 

datastream as well as the sentiment score for the respective 

tweets is presented with a Treemap visualisation (Figure 7). 

Some accounts show negative sentiment associated with their 

posts as they mention issues like stigmatisation or feelings of 

guilt and isolation that may accompany a PrEP regimen. 

 

 

Figure 7 - Treemap of top 23 influencers and their expressed sentiment score for each datastream 
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Discussion and Conclusion 

The collection of tweets during the 4-month period proved to 

be quite prolific and with very low amounts of noise, indicating 

that PrEP discussions can be identified successfully on Twitter. 

PrEP discourse seems to be continuously increasing on Twitter 

and in a rather fast rate, considering the collected data over 

time. Users disseminate information about PrEP, engage in 

sharing ideas, experiences and considerations about it, while ac-

tivists, HIV support and PrEP advocacy groups appear to drive 

the demand for free and accessible-to-all PrEP worldwide. 

Overall sentiment regarding PrEP is positive and the main 

concerns refer to stigma, medication cost, insurance coverage 

as well as vulnerable population groups with limited access to 

PrEP. The various interactive visualisation techniques that we 

employed allowed for a more flexible inspection and 

exploration of the collected data. Detection of critical events 

that impact the target audience’s reaction to PrEP is possible by 

combining the monitoring of trending hashtags, frequent terms 

and most discussed topics on the interactive platform provided. 

The preliminary, shallow text-mining analysis provided 

satisfactory results in some context, such as the identification 

of the most frequent terms and word associations, as well as 

hashtags monitoring. However, other aspects of the analysis, 

e.g. side-effect mentions and the sentiment analysis would 

greatly benefit from more sophisticated NLP tasks, especially 

considering the unofficial/layman, brief, full of typos and 

abbreviations language contained in tweets. Besides addressing 

the above limitations, Machine Learning methods is another 

necessary future step to enable the accurate detection of 

personal vs informative tweets, a task which constitutes one of 

our future work directions. To effectively address this 

requirement, we are currently exploiting a significantly larger 

data corpus, which was acquired through our platform. 

Overall, our results indicate that the current work provides the 

foundations for a comprehensive analytics platform that can 

offer insights to public health professionals and policy makers, 

so as to assist them in taking informed decisions and developing 

efficient strategies for improving HIV prevention.  
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Abstract 

Social media are proposed as a complementary data source for 

detection and characterisation of adverse drug reactions. 

While signal detection algorithms were implemented for 

generating signals in pharmacovigilance databases, the 

implementation of a graphical user interface supporting the 

selection and display of algorithms’ results is not documented 

in the medical literature. Although collecting information on 

the chronology and the impact of adverse drug reactions is 

desirable to enable causality and quality assessment of 

potential signals detected in patients’ posts, no tool has been 

proposed yet to consider such data. We describe here two 

approaches, and the corresponding tools we implemented for: 

(1) quantitative approach based on signal detection algorithms, 

and (2) qualitative approach based on expert review of 

patient’s posts. Future work will focus on implementing other 

statistical methods, exploring the complementarity of both 

approaches on a larger scale, and prioritizing the posts to 

manually evaluate after applying appropriate signal detection 

methods. 
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Introduction 

Pharmacovigilance, defined as “the science and activities 

relating to the detection, assessment, understanding, and 

prevention of adverse effects or any other drug-related 

problem” [1] is mainly based on spontaneous reporting. A valid 

pharmacovigilance case should include four elements: a patient, 

at least one suspect medicinal product, one suspect adverse 

reaction and an identifiable reporter [2]. The presence of 

additional information, such as treatment dates, time-to-onset 

(TTO), drug indication, patient characteristics and outcome, 

ensures high quality information for Adverse Drug Reactions 

(ADR) [3] and allows causality assessment similarly to case 

reports usually evaluated in usual pharmacovigilance 

workflows. 

However, one of the major limitations of the current 

pharmacovigilance systems is underreporting. Indeed, the 

underreporting rate is estimated to be between 78% and over 

99% in France [4]. To overcome underreporting, social media 

was proposed as a potential source of information to 

complement case reports. Several previous studies have 

explored the added value of social media for pharmacovigilance 

[5-12].  

Although social media cannot be considered as a “first line 

signal detection system” [11], research on social media for 

pharmacovigilance is required, as data extracted from this 

resource is different from data stored in pharmacovigilance 

databases [12]. Our work on the Vigi4Med project [12] 

investigated whether users’ posts in social media were 

informative enough to be considered as pharmacovigilance 

reports (qualitative evaluation), and whether traditional signal 

detection methods were adapted to social media (quantitative 

evaluation). 

 Several tools facilitating the evaluation of posts have been 

described in the literature, such as Insight Explorer, 

MedWatcher social and PREDOSE [13-15]. PREDOSE 

focuses on drug abuse rather than ADRs surveillance. 

MedWatcher social does not allow the collection of 

supplementary data to perform causality assessment, and to 

measure if online posts can be considered as potential case 

reports. To our knowledge, Insight Explorer is the only tool that 

allows collecting of large amounts of data for causality and 

quality assessment. Indeed, users can enter data such as poster’s 

information (patient age rank and gender, etc.), and product’s 

description (route, length of use, dosage, etc.), but cannot enter 

information about case seriousness, adverse event’s (AE) 

expectedness, and chronology. We propose that such tools 

should support additional information such as TTO, 

dechallenge (outcome when withdrawing a drug), and 

rechallenge (outcome when reintroducing a drug).  

For the quantitative approach, signal detection methods have 

already been implemented to extract ADRs from social media 

[16]. To our knowledge, no graphical user interface has 

previously been described in the medical literature to facilitate 

the choice and application of signal detection methods when 

applied to social media data. 

In this paper, we present the methods and tools that we 

developed and used to analyze the utility of social media for 

pharmacovigilance from qualitative and quantitative points of 

view. To demonstrate the performance and the usage of our 

approaches, we chose as a case study “strontium ranelate”, a 

drug used for the treatment of osteoporosis since 2004 with 

safety concerns: after its marketing authorization in 2014, this 

drug was restricted in Europe due to its cardiovascular risk. 

Since March 2017, the marketing authorization holder has 

withdrawn the drug from the market. 

Methods 

Our qualitative approach is based on visualization and 

evaluation of a selection of users’ posts from web forums by a 

pharmacovigilance expert, and on comparing posts’ 

informativeness to French Pharmacovigilance Database 
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(FPVD)’s cases. This selection of posts is obtained 

automatically by extracting from web forums, annotating and 

filtering posts that contain at least one mention of “strontium 

ranelate” (or one of its commercial names), and one mention of 

an AE. The quantitative approach focuses on the analysis of the 

signals generated by statistical methods on social media.  

In this section, we describe the steps we achieved to create our 

datasets, present our qualitative and quantitative analysis 

approaches and the tools that were developed for each of these 

approaches. 

Dataset creation 

FPVD’s Dataset  

Created in 1985, the French Pharmacovigilance Database 

(FPVD) centralizes anonymized reported cases of ADRs in 

France. By June 17, 2015, when we completed the extraction, 

the FPVD contained 582,193 reports. AEs recorded in the 

FPVD are coded using the Medical Dictionary for Regulatory 

Activities (MedDRA) which is an international medical 

dictionary approved by the International Council for 

Harmonisation of Technical Requirements for Pharmaceuticals 

for Human Use. This dictionary is organized in 27 System 

Organ Classes (SOC) – the highest hierarchical level – and in 4 

other levels including the Preferred Terms (PT) level, 

traditionally used in pharmacovigilance. 

FPVD extraction requests were performed by the ANSM, the 

French Agency for Drug Safety (Agence Nationale de Sécurité 

du Médicament et des Produits de Santé). The request criteria 

were: 

- Investigated period: same study period as for the 

forums (from 01/01/2004 to 06/17/2015). 

- Drugs: strontium ranelate coded as suspect. 

- All cases whatever the seriousness and AE 

description. 

Web forums’ dataset 

We developed the open source tool Vigi4Med Scraper [17] to 

extract over 60 million posts from 22 French medical forums. 

Natural Language Processing (NLP) and machine learning 

techniques were then applied to identify drugs and AEs in the 

extracted posts [18].  

For the qualitative approach, we created a filtered dataset 

composed of posts containing at least one mention of 

“strontium ranelate” (or any of its variants) and at least one AE. 

This filtered dataset was automatically selected from a total of 

6,569,555 posts in which 55,350,564 drug/AE pairs were 

identified. The period included in our study starts on 

01/01/2004, which is the commercialization date of “strontium 

ranelate” in France, and concludes on 06/17/2015, the date of 

the last extracted post. 

For the quantitative approach, we normalized all the mentions 

of drugs and AEs detected automatically in the posts by the 

NLP and machine learning methods to improve precision [19].   

Ethical aspects 

This French study has to comply with the European General 

Data Protection Regulation (GDPR). First, according to Article 

6, processing is lawful when “(a) the data subject has given 

consent to the processing”, but also applies when “(e) 

processing is necessary for the performance of a task carried 

out in the public interest”. Second, according to Article 9, 

“Processing of personal data […] concerning health” shall 

apply when “(e) processing relates to personal data which are 

manifestly made public by the data subject”. Third, our data 

protection officer was notified of the data collection, and posts 

were stored on a secure server. Finally, the GDPR does not 

apply to “personal data rendered anonymous in such a manner 

that the data subject is not or no longer identifiable” which 

explains why we processed only pseudonymized information 

(see also Article 89 for the question of archiving data). 

Qualitative analysis evaluation 

Forums 

For the qualitative approach, the pharmacovigilance experts 

were asked to evaluate forum posts from the filtered dataset. 

For each post, its characteristics and informativeness was 

evaluated regarding the following criteria: 

- The date of the post is included in the period of the 

study. 

- The post contains a reporter, a patient, a drug and at 

least one AE that is possibly related to the drug and 

that can be coded by MedDRA. 

- The post is from a user in France when the information 

was available. 

- The post is about a personal experience. 

- The post is not identified by the expert as a duplicate 

(the post is not exactly similar to or too close to 

another one according to the expert). 

The reviews of the posts were performed by a trained 

pharmacist. For doubtful or complicated posts, a trained 

pharmacovigilance expert made the final evaluation. 

Graphical user interface for visualizing and validating user’s 

posts 

To enable pharmacovigilance experts to visualize and validate 

users’ posts, a validation tool was developed using PHP and 

baseX, an open source XML database engine allowing 

indexation and interrogation of XML files (http://basex.org/). 

The input of this tool, in our case, is the XML file that contains 

users’ posts that were automatically annotated by the NLP and 

machine learning tools. 

As depicted in Figure 1, the different variables to assess by the 

pharmacovigilance specialist via the user interface were: 

- Patient information: age, sex, medical history, and 

pregnancy status; 

- Treatment information: drug, indication, dose, time 

period, and outcome; 

- AE information: MedDRA term (as used in the FPVD) 

coded using PTs and SOCs, start date, and duration. 

To evaluate a case, the expert had the possibility to evaluate and 

provide: 

- Compatibility of the TTO, dechallenge and 

rechallenge; 

- Drug causality; 

- Case seriousness, based on Pharmacovigilance criteria 

(death, life threatening, etc);  

- Expectedness: ADR labeled in the SPCs. 

With this tool, validated users’ posts can be exported to an 

XML file that contains new tags for the manual information 

registered by the pharmacovigilance specialist.  

Comparison 

We compared the informativeness (i.e. presence/absence of the 

information) of forums posts to the informativeness of case 

reports in the FPVD using the following variables: 

- Patient’s profile: age/class of age and sex; 

- Treatment information: indication, dose and duration; 

- ADR’s outcome. 
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Figure 1– Screenshot of the validation tool 

Furthermore, we compared the two data sources using the 

following variables: 

- Patient’s profile: age and sex; 

- ADR’s information: nature (SOC), seriousness and 

unexpectedness. 

Student test was performed to compare the age (comparison of 

the mean). Chi2 and exact Fisher tests were used to compare 

qualitative variables. Tests were considered significant when p-

value was lower than 5%. 

In order to compare the SOC distribution, we conserved the 

four most represented SOCs in both data sources (with at least 

a size of five) and grouped the others in one category. Statistical 

calculations and comparisons were performed using R [21]. 

Quantitative evaluation 

Graphical user interface to parameterize signal detection 

algorithms 

The XML file exported from the validation tool was imported 

into R for statistical analysis. In order to easily and quickly 

apply signal detection algorithms to large amount of data 

extracted from web forums, we developed a web service that 

proposes traditional pharmacovigilance signal detection 

methods based on disproportionality. We used the 

implementation of the PhViD package to apply signal detection 

algorithms and decision rules as described below. For each of 

the algorithms, the graphical user interface enabled selection of 

the period to include, the minimum number of couples needed 

to generate a signal, and the drug to analyze, as shown in Figure 

2. After choosing a method, the user has access to the drug/AE 

couples considered as a signal, the decision rule parameters 

value, and the ID of the posts describing the couple. 

The decision rules we used to statistically consider a drug-AE 

couple as a signal [21] were based on the value of the lower 

bound of the 95% confidence interval (CI95%) of a statistic or of 

the p-value corrected with the False Discovery Rate (FDR) 

method: 

1. Proportional Reporting Ratio (PRR): 
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Figure 2– Screenshot of the signal detection tool (the input 

screen) 

Results 

Qualitative study 

General findings 

437 relevant cases were identified in the FPVD, with an average 

of 1.9 ADRs per case (840 ADRs in total). 387 relevant posts 

were detected in the web forum dataset. Among these posts, 47 

were validated (12%) and 109 ADRs were detected (2.3 per 

post in average). These posts came from 7 of the 22 selected 

websites. Most of them came from esante.fr (60%) and 84% of 

the posts came from only 3 websites (esante.fr, doctissimo.fr 

and atoute.org). 

Comparison of the informativeness 

The informativeness of the cases in the FPVD was significantly 

higher than in the forums concerning patient information 

(95.7% vs 34% for age, 38.3% for class of age and 99.5% vs 

40.4% for sex), the dose (49.9% vs 4.3%) and the outcome 

(89.5% vs 27.7%). Only the indication of the treatment was 

significantly more frequently known in forums than in the 

FPVD (55.3% vs 45.8%). There was no significant difference 

between the informativeness of the duration of treatment (66% 

in forums vs 74.1% in the FPVD). 
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Comparison of patients’ profiles 

Patients were significantly younger in forums than in the FPVD 

(mean age of 59.9 vs 72.0, p<0.0001) and they were mostly 

women in both data sources (94.7% in forums vs 97.2% in the 

FPVD) as presented in Table 1. No pregnancy was identified in 

forums, and this information was not available in the FPVD 

extraction. 

Table 1– Comparison of the age and sex of patients in the 

FPVD and in the forums 

Comparison of ADRs’ profiles 

Only two serious cases were found in forums against 203 in the 

FPVD (4.3% vs 46.5%, p<0.0001). No death was identified in 

forums whereas 7 were found in the FPVD. 

There was no significant difference between the two sources for 

the number of cases containing at least one unexpected ADR 

(25.5% in forums vs 22.1% in the FPVD). Only three PT terms 

identified in forums were not reported in the FPVD: “Weight 

increased”, “depression” and “hypertension”. 

There were more SOCs describing the ADRs in the FPVD than 

in forums (22 vs 11) which can explain the fact that the four 

first SOCs in the FPVD represented only 60% of the ADRs 

found (487 among 840) whereas they represented 72% of the 

ADRs found in the forums (79 among 109). The four SOCs 

most represented in the FPVD were “Skin and subcutaneous 

tissue disorders” (31%), “Gastrointestinal disorders” (13%), 

“Respiratory, thoracic and mediastinal disorders” (10%), and 

“General disorders and administration site conditions” (8%). In 

forums, the four most represented SOCs were “Nervous system 

disorders” (22%), “Gastrointestinal disorders” (21%), 

“Musculoskeletal and connective tissue disorders” (16%), and 

the SOCs “General disorders and administration site 

conditions” and “Skin and subcutaneous tissue disorders” (both 

representing 14% of the ADRs). Thus, SOC’s distribution was 

significantly different between the FPVD and the forums (p < 

0.0001), SOCs’ distribution being more diverse in the FPVD. 

Quantitative study 

After normalization of drugs and AEs, we found 2,582,287 

couples corresponding to 194,318 unique couples in 731,043 

posts from 07/03/2000 to 07/02/2015. 

143 unique drug /AE couples with strontium ranelate (1,021 

couples in total) were detected in 297 posts published between 

06/28/2005 and 06/09/2014. 21 of the 143 AEs (15%) found 

with strontium ranelate were either the indication 

(“Osteoporosis”, “Bone loss”, “Osteopenia” or “Osteoporosis 

postmenopausal”) or diseases linked to or increasing the risk of 

osteoporosis. These 21 AEs represented 51% (524) of the 1,021 

couples found with strontium ranelate in total. 

21 AEs were considered as signals applying all the decision 

rules. 33 percent of these 21 AEs were from the SOC 

“Musculoskeletal and connective tissue disorders” and 19% 

from the “Neoplasms benign, malignant and unspecified (incl 

cysts and polyps)” SOC. 

Among the 21 statistical signals, three (14%) were the direct 

indication (“Osteoporosis”, “Bone loss” and “Osteopenia”), 10 

(48%) were diseases linked to or increasing the risk of 

osteoporosis (among them: ”Cystic fibrosis”, “Breast cancer”, 

“Psoriasis”, “Neoplasm malignant”, “Multiple fractures”, 

“Multiple sclerosis”, and “Rheumatoid arthritis”), and eight 

(38%) were AEs among which three were unexpected: “Atrial 

fibrillation”, “Rhabdomyolysis” and “Toxic epidermal 

necrolysis” representing five, three and three couples 

respectively. These 11 couples corresponded to eight posts 

reporting two lists of drugs recommended to avoid, one from a 

consumer advocacy association (UFC-QUE CHOISIR) in 

March 2011, and another from a national association for 

patients suffering from ADR. 

Discussion 

This retrospective study allowed us to identify 47 

pharmacovigilance cases concerning strontium ranelate among 

387 posts extracted from French language forums reviewed by 

pharmacovigilance experts. 

Although the average number of ADRs per post/case was the 

same in the forums and the FPVD (2.3 vs 1.9), forums’ posts 

were significantly less informative than FPVD cases 

concerning patient’s information (age, sex), treatment’s dose 

and duration as well as the AE’s evolution. Only the indication 

of the treatment was significantly more frequently known in 

forums than in the FPVD. This result was also found in a larger 

scaled study that we previously achieved for six drugs [12]. 

Patients from both data sources were mostly women. Based on 

the 34% of posts containing gender information, patients in 

forums were younger than those in the FPVD (mean age of 60 

vs 72). These results are concordant with published studies: 

women and young patients are more prone to publish posts on 

social media [6, 12]. 

The proportion of non-serious cases reported in web forums 

was significantly higher than those reported in the FPVD 

(95.7% vs. 53.5%) which confirms the results found in the 

medical literature [6, 7, 12], but no significant difference was 

found between both sources for the number of cases containing 

at least one unexpected ADR. 

The distribution of the SOCs was significantly different (p < 

0.0001) between the two sources and was more diverse in the 

FPVD than in the forums: the three most frequent SOCs 

represented 60% of those in the FPVD vs. 72% in the forums. 

This could be due to the collaborative aspect of web forums: a 

first post could lead to several others reporting the same type of 

ADR in the discussion topic. 

If tools have already been developed to evaluate posts from 

social media [13-15], none gave the possibility to evaluate the 

medical history, pregnancy status, indication, rechallenge, 

TTO, drug causality, seriousness or expectedness of the AE. 

Moreover, no graphical user interface has previously been 

described in the medical literature to facilitate the application 

of signal detection methods on social media data. 

A major bias of the quantitative study is that the NLP tool could 

not detect causality – thus, three unexpected severe ADRs 

considered as signals by the signal detection algorithms were 

actually false positives - while the qualitative study identified 

47 cases showing causality relations from 387 posts (12%). 

Three AEs identified in forums in the qualitative approach and 

not reported in the FPVD were not detected as signals in the 

quantitative approach. However, these AEs may bring 

interesting information complementary to data available in 

spontaneous reports. Moreover, the quantitative evaluation also 

showed that indications were captured as AEs in some cases: 

51% of the 1,021 AEs found were either the indication, either 

diseases linked to or increasing the risk of osteoporosis.  

Age 

Mean (sd) 

Median (Q1-Q3) 

Sex 

Women 

Men 

Forums FPVD Forums FPVD 

59.9 (7.9) 

58.0 (54.8-

62.3) 

72.0 (11.1) 

73.0 (64.0-

80.0) 

18 (94.7%) 

1 (53%) 

423 

(97.2%) 

12 (2.8%) 
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Another limitation was that information concerning strontium 

ranelate and other drugs was probably under-estimated, as we 

used a perfect match to normalize drug terms. This study 

illustrates current limitations of using social media to 

complement spontaneous reports for signal detection. 

Conclusions 

We developed two tools to facilitate the evaluation of web 

forums’ posts for pharmacovigilance purpose and used them in 

a case study focusing on one drug. We found that these tools 

are complementary. Findings of the quantitative study may be 

biased by false positives. A qualitative study is difficult to 

perform on a large number of drugs and posts as it requires 

important time and workforce. This is the reason why a 

qualitative approach is usually restricted to signals detected by 

the quantitative approach. 

Future work will focus on reducing bias related to the absence 

of detection of causality at the linguistic level, implementing 

other statistical methods (logistic regression, change-point 

analysis, etc.), and exploring the complementarity of the two 

approaches on a larger scale, prioritizing the posts that should 

be manually evaluated after having applied appropriate signal 

detection methods. 
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Abstract 

Since the eighties, case mix evaluation methods based on 

diagnosis-related groups (DRG) were gradually introduced in 

developed countries. These methods of assessing the costs of 

diseases to measure the productivity of the hospital have been 

introduced in management softwares that are not accessible to 

low-income countries. In this study, the authors applied these 

methods to an open source hospital management information 

system (HMIS) implemented in three university hospitals in 

Great Lakes Africa. A comparative study of the financial burden 

of five major diseases, monitored as part of a universal health 

coverage (UHC) analysis, was carried out. The level of 

coverage of patients in the hospitals was evaluated and the 

impact of UHC policies demonstrated. Although the financial 

protection of patients treated in the three hospitals had 

improved, HIV and tuberculosis treatments that ought to be 

free, remained a considerable financial burden for the patient. 

Keywords 

Diagnosis-Related Groups; Hospitals, University; Africa 

Introduction 

Knowing the financial burden of disease remains a challenge in 

sub-Saharan countries. In this study we focused on three 

countries in the Great Lakes region: Rwanda, Burundi and 

DRC. WHO and the WB [1] evaluated the coverage of the 

population for the treatment or prevention of tracer health 

services and Boema et al. [2] estimated coverage for five 

diseases as a metric for the UHC progress in countries. The 

evaluation mainly used household surveys from the 

Demographic and Health Survey (DHS). The indicators of 

health coverage focused on maternal and newborn care, the 

traitement of HIV infection, hypertension, tuberculosis (TB) 

and diabetes. Health coverage diminishes when household 

income is lower [3; 4] 

Tuberculosis treatment was highly covered in Rwanda, Burundi 

and DRC (between 80 and 90%) thanks to the national TB 

programs. ARV therapy was accessible to 67%, 40% and 20% 

of population with advanced HIV infection in Rwanda, Burundi 

and DRC respectively. But values for diabetes coverage 

remained particularly low in the three countries (<10%). The 

evaluation focused on the general framework of health services 

accessibility and coverage, without zooming in on the 

individual patient's financial situation in health facilities. 

Questions such as “What is the patient's financial coverage for 

the treatment of these diseases monitored in the context of the 

UHC?”, “What is the patient's ability to pay for the treatment?”, 

“What role does health insurance play?” remained unanswered. 

According to the DHS [5], UHC policies in the three countries 

in the Great Lakes region are very different. Rwanda opted for a 

community based health insurance (Mutuelle de santé) which 

covers more than 90% of the population. Burundi has 

strengthened its UHC policy with free healthcare for pregnant 

women and children under five years old, reaching coverage of 

23-30% of the population. In the DRC, we observe a low level 

of population health coverage (2%). In DRC, patients nearly 

pay for the full costs of health services they consume. 

Alternative methods, based on health facility data, have been 

developed with the same purpose of measuring financial burden 

of diseases and to promote better quality of care. These methods 

are at the basis of the case mix concept introduced in the USA 

around the 1980s [6] This concept is based on DRGs (Diagnosis 

Related Groups), and was developped by a team of researchers 

at the Yale University and consequently introduced in the 

MEDICARE prospective payment system [7]. The DRG is 

defined as the first “health management tool” to group patients 

in clinically meaningful categories with homogeneous resources 

consumption [6]. The DRG-based payment systems have been 

introduced in Europe in the mid-nineties [8]. The first 

evaluation of the use of the case mix tool in Africa is found in 

private health facilities in South Africa in the early 2000s [9] . 

These were pilot experiments introduced in 3M software which 

used the ICD-10 classification for diagnostics and CPT for 

medical procedures in service pricing. The challenge in sub-

Saharan health facilities remained to find affordable tools that 

integrated these international standards, were easy to use and 

better adapted to the local context. 

In 2009, we worked out a set of disease grouping codes in an 

attempt to enable efficient evaluation of clinical activity in a 

typical sub-Saharan health facility [10]. This classification was 

called the KHIRI Pathology Grouping Set (KPGS). KPGS is a 

bi-classified grouping system, based on ICD-10 and ICPC-2 

classification standards. The KPGS classification aimed to be a 

simplified sub-Saharan implementation of DRG codes, 

addressing clinical conditions that better matched local sub-

Saharan health management reality [11]. We introduced this 

classification in an open source hospital management 

information system (HMIS) called OpenClinic GA [10; 12]. 

OpenClinic GA-HMIS was developed by a research team of the 

Vrije Universiteit Brussel (VUB) and has been put in the public 

domain (https://sourceforge.net/projects/open-clinic/). The first 

implementation was at the university hospital of Kigali 

(CHUK), where the KHIRI (Kigali Health Informatics Research 

Institute) was established [13]. At a later stage, a data 

warehouse enabling fully automatic extraction of KPGS coded 

health indicators from OpenClinic GA hospital databases 

worldwide, named the Global Health Barometer (GHB, 

http://www.globalhealthbarometer.net), was added to the 

project.  

This study attempts to use the KPGS classification to provide 

case mix evaluation extracted from OpenClinic GA databases 
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for estimating the financial burden of diseases and the level of 

patient coverage provided by health insurance schemes. 

Methods 

The study was conducted during a 6-year period from 2010 to 

2016 in three university hospitals of Rwanda, Burundi and DRC 

by collecting data through the OpenClinic GA software. Data 

related to patient identification, ADT (admission, discharge, 

transfer), patient- and insurance invoicing, diagnostics and other 

clinical medical records content.  

The following hospitals participated in the study: 

1. The University Teaching Hospital of Kigali (CHUK) in 

Rwanda where the first implementations of OpenClinic 

GA started in 2007. 

2. The University Teaching Hospital of Kamenge 

(CHURK) in Burundi where the OpenClinic GA 

implementation started in 2014, and 

3. The Provincial General Reference Hospital of Bukavu 

(HPGRB) in DRC where the OpenClinic GA 

implementation started in 2011.  

The process of OpenClinic GA implementation included the 

setup and configuration of the software, staff training, follow-

up, quality control, monitoring and evaluation.  

In each of the hospitals, we analysed and compared: 

1. The main disease groups encountered in the hospitals. 

Data were extracted from the GHB data warehouse. We 

focused on the five disease groups monitored within the 

framework of UHC: Maternal and new-born health, 

diabetes, hypertension, tuberculosis and HIV.     

2. The financial burden was calculated in terms of care 

costs generated by each of the five disease groups and 

split up into patient out-of-pocket and health insurance 

payments. This information was directly extracted from 

the hospital OpenClinic GA databases. Disease cost 

factors have been furthermore identified using the 

CALCO method. This approach takes into account the 

amounts of health services consumed and, the disability 

and mortality weight factors of a disease group 

compared to associated pathologies (comorbidity) 

recorded during one and the same encounter [11] [14]. 

Care deliveries and medical procedures had been 

registered using local coding schemes. Diagnoses were 

coded using ICD-10 and ICPC-2 and have been mapped 

onto the KPGS classification. 

3. Levels of patient coverage were derived from average 

amounts paid by patients and reimbursed by insurer 

schemes. We calculated the patient health service 

payment rate (PHSP) by dividing the patient out-of-

pocket payment (POOP) by the total amount of health 

services consumed. The PHSP defines the level of the 

patient share in the health services consumed and 

should, in the light of UHC, not exceed 25% of the total 

cost of health services consumed. To avoid ruinous 

expenses for the patient, the POOP should also not 

exceed 25% of the GDP per capita in the country. 

Results 

Main KPGS-disease groups monitored  

Table 1 shows the top 10 of disease groups registered in the 

three university hospitals during the year 2016. These disease 

groups represent respectively 58%, 66% and 59% of all cases at 

CHUK, CHURK and HPGRB. At CHUK in Rwanda, the first 

in-patient disease group is related to the complications of 

pregnancy, childbirth and the puerperium (1679 cases). This 

disease group (KPGS code 15B) covered 13% of all cases in 

2016 at CHUK and was also found in the top 10 of disease 

groups at CHURK (10th group, 2.1%) and HPGRB (3rd group, 

8.1%). Genitourinary system diseases (KPGS code 14O) 

constituted another disease group that found its way to the top 

10 disease groups recorded in each of the three university 

teaching hospitals. 

Malaria (KPGS code 1V) was the first disease group 

encountered at CHURK in Burundi. This pathology group did 

not appear in the top 10 pathologies group encountered either at 

CHUK or HPGRB. 

Figure 1 presents the disease group overlap for the top 10 

disease groups (KPGS codes) in the three hospitals.  

 

 

Figure 1- Top 10 KPGS codes overlap in three university 

hospitals of Rwanda, Burundi and DRC (2016) 

 

If we focus on the five disease groups monitored as indicators 

of UHC progress, we see that: 

1. 15B (Other complications of the pregnancy, childbirth 

and the puerperium) is found in the top 10 of pathologies 

in the three hospitals.  

2. 04B (Diabetes mellitus) is encountered in the top 10 of 

diseases at CHUK of Rwanda and CHURK of Burundi.  

3. 09C (Hypertensive diseases) is encountered in the top 10 

of diseases at CHUK (Rwanda) and HPGRB (DRC). 

4. 01B (Tuberculosis) is encountered in the top 10 of 

pathologies treated at CHURK in Burundi only.  

HIV, the fifth treatment intervention monitored by the health 

coverage at global level was not among the top 10 disease 

groups in any of the three hospitals in 2016. In 2010, HIV still 

represented a morbidity rate of 4.5% (1594 in-patient cases, 

ranked at the third place) at CHUK in Rwanda.  

Financial burden per pathology group  

Table 2 shows the disease weight scores used from the CALCO 

method and the number of in-patient cases related to the five 

disease groups monitored in the framework of health coverage 

analysis during the period of study.  

The data analysis period was different in the three hospitals. For 

each hospital, we only took into account the period during 

which financial information and diagnostics have been recorded 

in the OpenClinic GA system.  

Figure 2 illustrates a graph of financial burden by disease group. 

It also shows a table of the POOP and the health insurance share 

in disease treatment costs. We have expressed the money values 

in the three countries in international dollars for the sake of 

consistency and comparability.  
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Table 2- Number of in-patient cases and weight score in five 

disease groups at CHUK, CHURK and HPGRB during the 

period of study 

 

 

 

 

Figure 2- Financial burden (in Intl$) per patient and per 

insurance for five disease groups at CHUK, CHURK and 

HPGRB (2010-2016) 

The financial burden for treating diabetes, tuberculosis and 

hypertension are the highest in CHURK. Treatment of HIV is 

most expensive in HPGRB (Intl$394), three times the cost of 

CHUK (Intl$123). In contrast, the treatment of "other 

complications of pregnancy" is twice as high in the CHUK 

(Intl$295) compared to the two other teaching hospitals. There 

is not much difference in the financial burden of tuberculosis 

treatment in the three university hospitals. The average 

treatment costs vary between Intl$355 and Intl$405. 

The patient share (POOP) for tuberculosis treatment (Intl$352) 

and HIV disease (Intl$293) are the highest at HPGRB and 

represent respectively 95.8% and 74.5% of the total amount of 

treatment costs. POOPs for the treatment of diabetes (Intl$ 251) 

and hypertension (Intl$152) are the highest in CHURK and 

represent respectively 52.3% and 65.1% of the total financial 

burden for treatment. The POOP for “other pregnancy 

complications” (Intl$68) is the highest at CHUK, while it is 

around zero at CHURK thanks to the free health care policy 

applied in Burundi for children under five years and pregnant 

women.  

Health services coverage per disease group in the three 

hospitals 

Figure 3 illustrates the average level of health service coverage 

for each disease group in the three university hospitals. 

At CHUK, the financial health service coverage of the studied 

disease groups varies between 63.1% (for HIV) and 86.8% (for 

tuberculosis). In CHURK, this coverage is close to 100% for 

“other complications of pregnancy” and remains low (34.9%) 

for hypertensive diseases. Finally, in HPGRB, the treatment 

costs of tuberculosis seem to remain predominantly uncovered 

(only 4.2% coverage) for the patient, and also other groups of 

diseases have a low coverage rate (between 25.5% and 48.8%) 

compared to the two other sites. 

Discussion 

Our study of the financial burden of diseases showed that the 

situation of case mix in the three university hospitals in the 

Great Lakes region was not homogeneous both for disease costs 

and for patient coverage. For tuberculosis for example, the 

health coverage varied between 87% at CHUK and only 4% at 

HPGRB.  

The patient’s financial burden (PHSP) depends on the cost of 

the health services consumed on the one hand and the level  

of health coverage on the other hand. It varied between  

Table 1- Top 10 of disease groups in three university hospitals of Rwanda, Burundi and DRC (2016) 
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37% (for HIV) and 13% (for tuberculosis) in CHUK, 65%  

(for hypertensive diseases) and 0% (for other complications  

of pregnancy) in CHURK. It was very high in HPGRB 

(between 96% for tuberculosis and 51% for other complications 

of pregnancy). Even if the patient share in the health service 

costs (PHSP) is low in CHUK, it still exceeds the 25%-

threshold of health services consumed for the HIV treatment. 

HIV treatment is not well covered in the CHUK and HPGRB in 

spite of the free ARVs treatment. The PHSP remains above  

the 25%-threshold for all disease groups studied in HPGRB 

 

 

Figure 3- Health care coverage for five disease groups in 

CHUK, CHURK and HPGRB 

and CHURK, expect for other complications of pregnancy 

where the PHSP was 0% in CHURK thanks to the policy of free 

healthcare for pregnant women. Patients may be pushed into 

poverty if they have to be treated for these diseases not well 

covered by health insurance schemes. 

Treatment of tuberculosis and HIV is supposed to be "free" for 

the patient, thanks to the specific health programs set up in the 

countries to fight against these diseases. However, there always 

remain uncovered costs associated to these treatments. Our 

findings match the results of several studies that have also 

found sometimes high associated costs of health care for 

patients receiving 'free' HIV and tuberculosis treatment [15] 

[16; 17]. There are indirect costs related to transport, food and 

waiting time; direct costs due to the treatment of opportunistic 

infections, self-medication, extra medical exams and traditional 

healers' services. Chimbindi estimated annually expenditures to 

USD200 for patients suffering from tuberculosis and USD270 

for HIV patients receiving public care in rural KwaZulu-Natal 

[15] while Laokri estimated tuberculosis associated costs to 

USD101 in six rural districts of Burkina Faso [16]. On our side, 

the average POOP associated to these two pathologies varied 

between USD20 and USD217 for tuberculosis treatment and 

between USD19 and USD182 for HIV treatment in the three 

university hospitals of the Great Lakes region. In the HPGRB in 

DRC, the POOP is more than 50% of the GDP per capita, 

which could financially ruin the treated patient.  

POOPs are related to the treatment of the main disease plus 

comorbidities that increase the financial burden and add up their 

disability and mortality weight factors. We have not included 

the costs of external factors, such as transportation, 

unproductivity due to time-loss, treatment in the private sector... 

that may furthermore increase the POOP for the studied 

diseases. 

Although we have noted the important role of health insurance 

in the coverage of health expenditures in Burundi and Rwanda, 

appropriate policies should further ensure the management of 

comorbidities of HIV and tuberculosis to reduce the financial 

burden for patients and reach total coverage for the two 

pathologies. 

Conclusions 

KPGS codes derived from ICD-10 and ICPC-2 classifications 

integrated into the HMIS software enabled comparison of 

financial burden and coverage of five disease groups in three 

university teaching hospitals (CHUK, CHURK and HPGRB) in 

Great Lakes Africa. Coverage for these diseases is used to 

monitor UHC progress in countries. The evaluation using case 

mix methods shows that the situation is quite different in the 

three hospitals, in terms of total financial burden of disease as 

well as financial patient coverage. 

Our analysis method allowed to detect effects of the free health 

care policy for pregnant women applied in Burundi in covering 

pregnancy related problems and the role of CBHI in health 

services coverage in Rwanda. The method also enabled 

measuring the financial burden of comorbidity related to 

treatments for diseases such as HIV and tuberculosis. The same 

method could also be applied in other low-income countries 

through an implementation of adequate ICT infrastructure for 

health information management. Additional broader studies 

involving more health facilities are needed in order to further 

evaluate the role of health insurance in covering the financial 

burden of diseases.  
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Abstract 

To develop personalized treatments for diseases, it is essential 

that they reflect the population of individuals that may be 

affected by a given disease. Amidst claims that there may be 

racial disparities in research populations, there have been no 

direct studies to explore this disparity in disease incidence and 

research projects that involve genomic sequencing. The 

precise relationship between underrepresentation of certain 

races in genomic sequencing studies and health outcomes 

relative to these races is unknown. Here, we examine the 

disparities in racial representation of national datasets 

pertaining to clinical data, mortality rates, and a major 

initiative involving genomic sequence analysis (The Cancer 

Genome Atlas [TCGA]). The results suggest that black 

Americans are underrepresented for most cancers in TCGA 

compared to clinical and mortality datasets, whereas Asian 

Americans are overrepresented. These findings accentuate the 

importance of targeted efforts to recruit representative patient 

populations into studies involving genomic sequencing. 

Keywords:  

Precision Medicine; Healthcare Disparities; Cohort Studies 

Introduction 

Genomic sequencing initiatives such as The Cancer Genome 

Atlas (TCGA) aim to catalogue cancer-associated genetic 

mutations towards the overall goal to diagnose, treat, and 

prevent cancer through better genetic understanding. While 

different genetic variants may result in similar symptoms, they 

could lead to diseases that require distinct, “personalized” 

treatments [1]. Genomic sequencing studies have led to major 

breakthroughs in the understanding of various types of cancer. 

In particular, research using TCGA has revealed that the 

genetic mutations responsible for breast cancer can be 

categorized into four major subtypes.  

As precision medicine initiatives are embarked upon, such as 

the All of Us Research Program in the United States, it will be 

essential to be aware of the potential gaps in genetic 

knowledge. The All of Us Research Program is designed to 

treat patients based on individual differences in lifestyle, 

environment, and biology including factors such as race. 

Studies have shown that genetic makeup across races can 

impact treatment regimens as well as outcomes. For example, 

some patients with localized prostate cancer are prescribed 

active surveillance as opposed to immediate treatment. Other 

studies have shown, however, that Black American candidates 

for active surveillance had worse clinicopathological features 

on final surgical pathology than their white counterparts, 

suggesting that the criteria for active surveillance should be 

more rigorous for Black Americans [2]. 

The advancement of precision medicine requires genetic 

information on patients of all races [3]. Adequate racial 

representation in these studies will lead to more effective 

targeted therapies and at least address the issue of racial 

disparities in national health measures. Previous studies have 

shown a disparity between genomic databases and population 

demographics [4]. 

This study aimed to quantify the level of representation of 

racial minorities such as Black Americans and Asian 

Americans in the genomic sequencing study, TCGA, relative 

to clinically reported populations in three publicly available 

epidemiology databases: (1) Health Care Utilization Program 

[HCUP] from the Agency for Healthcare Research Quality; 

(2) mortality data from the Centers for Disease Control and 

Prevention [CDC]; and (3) the National Cancer Institute’s 

Surveillance, Epidemiology, and End Results Program 

[SEER]). A major goal of this study is to provide data to 

compel researchers leading cohort-based studies to actively 

ensure appropriate balance of racial minorities.  

This study sought to address the knowledge gap in the 

representation of racial minorities in genomic studies 

compared to incidence databases. To quantify and assess the 

proportional relationships between the racial groups examined 

in this study, we introduce the Sinuosity Index as a measure to 

quantify racial discordance. 

Methods 

Datasets 

Four datasets were analyzed and compared: (1) the 2012 

National Inpatient Sample (NIS) from the Healthcare Cost and 

Utilization Project (HCUP), (2) 2012 mortality data from the 

Centers for Disease Control and Prevention’s (CDC) National 

Vital Statistics Report, (3) genomic sequencing data from 

TCGA, and (4) 1973-2014 incidence data from the National 

Cancer Institute’s Surveillance, Epidemiology, and End 

Results Program (SEER). Based on the Clinical 

Classifications Software (CCS) disease codes that aggregate 

International Statistical Classification of Diseases and Related 

Health Problems, patient race information was extracted 

according to cancer groups from HCUP and SEER.  

HCUP included the races White, Black, Hispanic, Asian or 

Pacific Islander, Native American, Other, and Invalid, while 

SEER catalogued a patient’s race as White, Black, American 

Indian, as well as a range of ethnicities belonging to the Asian 

or Pacific Islander demographic, Other, or Unknown. The 

CDC’s mortality data were analyzed from its corresponding 

website, while TCGA’s genomic sequencing data was 

retrieved from the National Cancer Institute’s Genomic Data 

Commons Data Portal. CDC divided race into White, Black, 

American Indian or Alaska Native, and Asian or Pacific 

Islander, whereas TCGA listed the races White, Black or 

African American, Asian, American Indian or Alaska Native, 
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Native Hawaiian or Other Pacific Islander, Other, and Not 

Reported. As a result of the different race variables and data 

formats across the four databases, the data extraction code 

required mapping tailored to each database. Tallies were 

graphed according to overall cancer and cancer, gender, and 

race for white, black, and Asian Americans using the Plotly.jl 

Julia package. This study included 16 cancers in total, 

specifically cancers of the head and neck (CCS code 11), 

esophagus (CCS code 12), stomach (CCS code 13), colon 

(CCS code 14), liver and intraheptic bile duct (CCS code 16), 

pancreas (CCS code 17), bronchus/lung (CCS code 19), skin 

melanomas (CCS code 22), breast (CCS code 24), uterus 

(CCS code 25), cervix (CCS code 26), ovary (CCS code 27), 

prostate (CCS code 29), bladder (CCS code 32), kidney and 

renal pelvis (CCS code 33), and brain and nervous system 

(CCS code 35). For certain cancers, data only existed in a 

single incidence dataset, SEER, leading to the omission of the 

following codes in the plotted graphs: Other non-epithelial 

cancer of skin (CCS code 23), Cancer of other female genital 

organs (CCS code 28), Cancer of other male genital organs 

(CCS code 31), and Cancer of other urinary organs (CCS 

Code 34).  Analysis of Variance (ANOVA) calculations were 

done based on the total number of individuals for each race in 

each dataset using the Tukey honest significant difference test.  

Sinuosity Index 

Sinuosity index, which is a measure of steepness of a curve 

commonly used to assess the straightness of geographic 

features [5] was used as a measure for racial discordance 

across the examined databases. The relative difference was 

quantified as the slope between the relative lowest and highest 

occurrence of a given population group, with higher sinuosity 

indices suggesting greater variation across the databases. 

For each given cancer and race in which at least three datasets 

were represented, percentage values were sorted in ascending 

order into an array. The highest value was then assigned an 

adjusted value of 1, while all other values were divided by the 

highest value. For the adjusted sinuosity index of each 

examined cancer and race, in traversing a sorted array of three 

values, the lowest value was given an x-value of 1 and set to 

the front index of a new 2D array, the second an x-value of 3 

and set to the last, and the third an x-value of 2 and set to the 

middle index. In traversing a sorted array of four values, the 

lowest value was given an x-value of 1 and pushed to the front 

index of a new 2D array, the second an x-value of 4 and set to 

the last index, the third an x-value of 2 and to the second 

index, and the fourth an x-value of 3 and set to the third index. 

The euclidean distance between the first and last points in the 

sorted 2D array was calculated and designated as the B value. 

The sum of the euclidean distances between neighboring 

points (i.e., first and second, second and third, third and 

fourth, etc.) in the sorted 2D array was calculated and 

designated as the A value. The sinuosity index was calculated 

as A/B.  

For the adjusted slope angle of each cancer and race, the 

lowest value was given an x-value of 1, the second lowest an 

x-value of 2, and so forth. Then, the euclidean distance was 

calculated between the points with the lowest and highest y-

values and designated as the D value. Next, the difference 

between the points with the lowest and highest x-values was 

calculated and designated as the C value. The slope angle was 

 

 

Figure 1 − Sinuosity Curves.  Disproportion between sinuosity 

indices for White, Black, and Asian Americans can be seen as 

relative differences between the curves. 

Figure 3 − Distribution of Slope Angle By Race. A distribution of 

slope angle is shown for each race examined across the datasets: 

White, Black, and Asian  

 

 

Figure 2 − Pivoted Sinuosity Curves. The relative slope 

differences between the White, Black, and Asian Americans 

shows disparity between genomic and epidemiological data 

sources. 

 

Figure 4 − Distribution of Sinuosity Index By Race. A 

distribution of sinuosity index is shown for each race examined 

across the datasets: White, Black, and Asian 
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calculated using cos(C/D). 

The sinuosity curve was plotted for each racial grouping based 

on the median sinuosity index and then pivoted according to 

its respective median slope angle. The sinuosity curve was 

graphed by assigning two points with coordinates (1,0) and 

(3,0) and a third point with an x-value of 2 and y-value of the 

median sinuosity index. The sinuosity curves were pivoted so 

that the line connecting the points (1,0) and (3,0) corresponded 

to the median slope angle.  

Results 

For the cancers included in TCGA, Black Americans 

comprised less of the total sample population in TCGA as 

compared to HCUP, CDC, and SEER for 15 out of 19 cancers; 

White Americans and Asian Americans were 

underrepresented in 11 and 4 out of 19, respectively. Prostate 

cancer showed the most underrepresentation in TCGA across 

all examined races, and certain female-dominated cancers 

such as breast and uterus showed the highest representation of 

Black Americans in TCGA compared to HCUP, CDC, and 

SEER. An Analysis of Variance test using Tukey’s honest 

significant difference test for the entire populations in each 

database revealed statistically significant differences 

(P=0.0000) between each race group for each dataset, except 

for Black Americans versus Asian Americans in SEER (P = 

0.4001).  

For the 16 cancers in which data in TCGA and at least two 

other datasets were listed, the mean sinuosity indices for 

White Americans, Black Americans, and Asian Americans 

respectively were 1.00642±00879 [1.00023-1.03608], 

1.04298±02936 [1.00128-1.09715], and 1.15744±09114 

[1.03703-1.33156]; the mean slopes were respectively 

31.0961±0.1401 [30.9656-31.5034], 32.4931±1.22428 

Table 1 − Sinuosity Indices and Slope Angles by Cancer and Race. Percent-adjusted sinuosity indices and percent-adjusted slope 

angles are shown for each cancer and race. 

Cancer  

(CCS Code) 

Race 

Percent-

Adjusted 

Sinuosity 

Index 

Percent-

Adjusted Slope 

Angle 

(Degrees) 

 

Cancer  

(CCS Code) 

Race 

Percent-

Adjusted 

Sinuosity Index 

Percent-

Adjusted 

Slope Angle 

(Degrees) 

Head and Neck (11) White 1.00438 31.0737  Breast (24) White 1.00198 30.9822 

Head and Neck (11) Black 1.01063 31.3418  Breast (24) Black 1.04249 31.6611 

Head and Neck (11) Asian 1.12017 33.1793  Breast (24) Asian 1.03703 31.9721 

Esophagus (12) White 1.01167 31.2422  Uterus (25) White 1.00066 30.9778 

Esophagus (12) Black 1.06297 33.6537  Uterus (25) Black 1.03717 32.2554 

Esophagus (12) Asian 1.33156 35.3975  Uterus (25) Asian 1.06960 32.7279 

Stomach (13) White 1.00507 31.1776  Cervix (26) White 1.00128 30.9941 

Stomach (13) Black 1.07589 34.3908  Cervix (26) Black 1.06337 31.9875 

Stomach (13) Asian 1.14658 33.5137  Cervix (26) Asian 1.06368 32.9994 

Colon (14) White 1.00142 30.9756  Ovary (27) White 1.00344 31.0783 

Colon (14) Black 1.03610 31.5895  Ovary (27) Black 1.01553 31.7026 

Colon (14) Asian 1.08045 31.7173  Ovary (27) Asian 1.15474 33.2923 

Liver and Intraheptic 

Bile Duct (16) 

White 1.03608 31.5034  Prostate (29) White 1.01355 31.1755 

Liver and Intraheptic 

Bile Duct (16) 

Black 1.04369 33.2769  Prostate (29) Black 1.08430 33.8490 

Liver and Intraheptic 

Bile Duct (16) 

Asian 1.24043 34.5932  Prostate (29) Asian 1.23926 34.0319 

Pancreas (17) White 1.00770 31.1781  Bladder (32) White 1.00247 31.0048 

Pancreas (17) Black 1.07147 33.6909  Bladder (32) Black 1.01656 31.1584 

Pancreas (17) Asian 1.07419 33.1019  Bladder (32) Asian 1.24861 34.8000 

Bronchus; Lung (19) White 1.00149 31.0110  

Kidney and Renal 

Pelvis (33) 

White 1.00571 31.0647 

Bronchus; Lung (19) Black 1.00697 31.0915  

Kidney and Renal 

Pelvis (33) 

Black 1.05650 31.9157 

Bronchus; Lung (19) Asian 1.10552 32.3497  

Kidney and Renal 

Pelvis (33) 

Asian 1.27815 34.6854 

Skin Melanomas (22) White 1.00023 30.9656  

Brain and Nervous 

System (35) 

White 1.00565 31.1334 

Skin Melanomas (22) Black 1.09715 34.7281  

Brain and Nervous 

System (35) 

Black 1.02892 31.5980 

Skin Melanomas (22) Asian 1.09512 34.0309  

Brain and Nervous 

System (35) 

Asian 1.23394 34.0738 
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[31.0915-34.7281], 33.5291±1.0569 [31.7173-35.3975]. 

Figure 1 depicts the sinuosity curves, Figure 2 shows the 

sinuosity curves pivoted according to their respective slope 

angles, Figure 3 includes a box-and-whisker plot of the 

sinuosity indices, and Figure 4 shows a box-and-whisker plot 

of slope angles. The individual sinuosity indices for each 

cancer examined are shown in Table 1. 

Discussion 

The discordance of racial or ethnic groups in genomic 

sequencing projects potentially exacerbates racial disparities 

in U.S. health care, especially for complex genetic conditions. 

As a step towards overcoming these challenges in developing 

genetically informed healthcare regimens, it is of the utmost 

importance that the research community actively recruit 

racially proportional cohorts into national genomic sequencing 

efforts [3] such as the All of Us Research Program. Efforts 

such as TCGA require patient consent in the procurement of 

tissue samples, which implies that non-White Americans tend 

to withhold their samples from researchers.  

The sinuosity index was adapted for this study to understand 

the relative differences between genomic sequence and 

epidemiology databases. In geography it is commonly used to 

study the “straightness” of an earth feature (e.g., a river).   In 

this study, this metric was chosen as a proxy to compare the 

relative “straightness” of the curves that characterize the 

difference between the analyzed sources. To our knowledge, 

this is the first use of the sinuosity index in the context of 

biomedicine, where higher index values indicate greater 

dispartity. The differences between sinuosity (which quantifies 

shape) are more pronounced than slope alone (which measures 

overall difference) provide a unique persective to compare the 

general patterns of disparity between the races analyzed in this 

study.   

Previous studies have shown that Black Americans are 

significantly less likely than their white counterparts to 

participate in research that used their DNA, share their DNA 

with a private company, and permit their DNA to be used to 

generate cell lines for future research [6]. Moreover, as has 

been noted with clinical trial studies [7], racial minorities are 

much less likely to want the results of their genetic testing [8] 

and have diverse views on the utility of genetically targeted 

treatments [9]. 

It is important to acknowledge the potential problems 

associated with using race as a label, especially since racial 

disparities in genomic sequencing may either be related to or 

are the direct results of the perception of how healthcare 

systems and research communities interest. Previous studies 

connecting  race  and  variable  risk  for  certain  diseases have  

generated considerable controversy, as the correlation between 

these two factors has long been disputed among members of 

the scientific community and the general public.  

In an effort to direct researchers away from the preconceived 

notion of race in genetics research, Yudell et al. noted that 

“the use of biological concepts of race in human genetic 

research - so disputed and so mired in confusion - is 

problematic at best and harmful at worst.  It is time for 

biologists to find a better way.” [10] In contrast, David Reich 

suggested that the scientific community legitimize and 

incorporate these claims into genetic studies while working to 

provide the same freedoms and opportunities to individuals 

irrespective of their race [11]. Reich notes that genetic studies 

have shown distinct differences across populations in traits 

such as bodily dimensions and susceptibility to diseases. Reich 

specifically suggests that “it  will  be  impossible  -  indeed,  

anti-scientific, foolish, and absurd - to deny the differences 

[between populations]”. 

In contemporary medicine, treatment for cancer is usually 

based on the type, the size, and whether it has metastasized. 

As our results suggest, however, patients are at higher risk for 

different cancers based on their race. The results of this study 

further underscore that the promise of precision medicine must 

accomodate attributes such as race alongside pre-existing 

chronic conditions and environmental factors.  

This study reinforces the growing wave of support for 

precision medicine by the government and academic 

institutions, specifically the United States National Institute 

for Minority Health and Health Disparities’s aim to 

understand disease mechanisms that lead to differential health 

outcomes in minorities. This study suggests that the genetic 

component associated with race that affects the kinds of 

cancer that patients are at risk for. 

For results of initiatives like the All of Us Research Program 

to have practical meaning to the general population, the 

scientific community must intently ensure that large-scale 

genomic sequencing efforts are representative of the range of 

racial backgrounds. For example, the adequate representation 

of female Black Americans relative to their male counterparts 

in TCGA indicates that these recruitment efforts into genomic 

sequencing studies should especially target male Black 

Americans. For prostate cancer, the sinuosity indices for 

White Americans, Black Americans, and Asian Americans 

were 1.01355, 1.08430, and 1.23926, indicating that Black 

Americans were more underrepresented in TCGA compared to 

White Americans (Figure 5). Interestingly, prostate cancer 

mortality for Black Americans is more than twice the rate 

observed in White Americans [5]. In contrast, Asian 

Americans showed overrepresentation in genomic sequencing 

studies, leading to disproportionately high sinuosity indices 

across examined cancers. This finding suggests that recruting 

efforts to target Asian Americans in genomic sequencing 

studies may not be nearly as vital as those seeking Black 

Americans.  

 

Figure 5 − Percent Representations in CDC Mortality, TCGA, 

and HCUP By Race for Prostate Cancer. Percent 

representations of prostate cancer are shown for each race 

(White [W], Black [B], and Asian [A]) examined across the 

datasets: CDC, TCGA, and HCUP. 

A notable limitation of this study was being unable to examine 

representation for other races and some cancers due to a lack 

of sufficient data in at least two of the following datasets: 

CDC, TCGA,  HCUP, and SEER. Such cancers included those 

of the other GI organs and peritoneum (18) and other urinary 
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organs (34). Thus, future work should also entail assessing 

adequate representation of races besides White Americans, 

Black Americans, and Asian Americans as well as these 

cancers. Relatedly, there was little to no documentation on 

how race data was collected in each database. This absence of 

documentation is relevant in that Mersha et al. found that self-

reporting African Americans can have drastically different 

levels of African or European ancestry. Moreover, genetic 

analysis of individual ancestry revealed that some self-

identified African Americans have significant European 

ancestry and vice versa [12]. Therefore, that race might be 

self-reported by patients in these databases would suggest that 

racial disparities in healthcare are largely due to factors other 

than genetics. Further work should be done on determining the 

socioeconomic and genetic basis for why race seems to play 

an important factor in the onset of different types of cancer. 

Additionally, data analysis was limited to one genomic 

database, so future work should incorporate genomic 

databases other than TCGA.  

The challenge in ensuring diversity in large scale initiatives 

has been acknowledged. For instance, the 1000 Genomes 

Project analyzed the genomes of 1,092 individuals from 14 

populations ranging from people with African ancestry in 

Southwest United States to Han Chinese in Beijing, China to 

British from England and Scotland. Given the importance of 

racial makeup in patient treatment and health outcomes, all 

genomic sequencing studies should follow suit to initiatives 

such as the 1000 Genomes Project and contain racial diversity 

[6]. However, it is important to note that as initiatives like All 

of Us launch into recruitment efforts, diversity alone is not 

sufficient. Diversity must be complemented with ensuring that 

it is with comparable frequencies relative to actual population. 

Otherwise, the research and clinical community risk the 

challenge of arriving at putative treatments that are of little 

utility to significant portions of the population who would 

benefit the most from personalized medicine approaches. 

This study shows that, while race is acknowledged as an 

important component to consider risk for cancer, cohort 

studies to date are disproportionate relative to the actual 

occurrence of cancer by race. Thus, while genomic sequencing 

studies have led to novel discoveries of disease progression, 

they may inevitably biased by the races represented in these 

studies. As our results show, there has been a shortage of 

minorities in genomic sequencing studies, thereby potentially 

exacerbating racial disparities in health outcomes. Minimally, 

from findings of this study, we conclude that researchers must 

actively recruit Black Americans in genomic sequencing 

efforts. 

The development of personalized treatments for diseases is 

increasingly plausible due to the increased availability of 

genomic data. For such efforts to be impactful, it is essential 

that they reflect the population of individuals that may be 

affected by a given disease. Despite claims of racial disparities 

in research populations, there have been no direct studies on 

such disparities in disease incidence and research projects that 

involve genomic sequencing. As a result, the relationship 

between the underrepresentation of certain races in genomic 

sequencing studies and health outcomes relative to these races 

is thus unknown.  

Conclusions 

This study explored the disparities in racial representation of 

national datasets pertaining to clinical data, mortality rates, 

and of a major initiative involving genomic sequence analysis 

(The Cancer Genome Atlas [TCGA]). The results suggest that 

Black Americans are underrepresented for most cancers in 

TCGA compared to clinical and mortality datasets, whereas 

Asian Americans are overrepresented. Additionally, male 

Black Americans tend to be especially underrepresented in 

such genomic sequencing studies compared to their female 

counterparts. These findings highlight the importance of 

targeted efforts to actively recruit representative patient 

populations into studies involving genomic sequencing.  
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Abstract 

With the characteristics of high incidence, high prevalence 

and high mortality, stroke has a serious impact on residents’ 

health and imposes a heavy ecomomic burden on China. In 

order to simulate the economic burden of stroke in the next 20 

years, we construct a simulation platform for Chinese stroke 

economic burden based on the national stroke screening data. 

We use the Leslie model for population prediction and the 

equilibrium  model to simulate the stroke economic burden in 

the platform. The platform constructed in this study can 

dynamically simulate the stroke economic burden during 

2020-2040 by computing the incidence, prevelance and 

mortality rates from the national stroke screening data or as 

customized by the user. Based on this platform, we can further 

develop a warning mechanism at the national level, and 

provide a guide for the planning and allocation of national 

health resources. 

Keywords:  

Stroke, Cost of Illness, Computer Simulation  

Introduction 

In recent years, with the economic development, changes in 

people's lifestyles and the aging population of China, the 

incidence of chronic diseases has surpassed that of infectious 

diseases. With the characteristics of high incidence, high 

prevalence and high mortality in China, stroke has a serious 

impact on the health of residents and imposes a heavy burden 

on society and families. An accurate simulation of stroke 

economic burden can provide and estimate of stroke burden at 

the national level, guide the planning and allocation of 

national health resources—including the required number of 

beds in hospitals and medical investment, and develop a 

reasonable intervention strategy for people with high risk of 

stroke. Researchers have conducted successful studies on 

disease economic burden. Tomaskova H et al.[1] used system 

dynamics to predict the number of patients with Alzheimer’s 

disease based on data from the Census Bureau and the U.S. 

Surgeon General's Smoking Report. Miotto R et al.[2] derived 

a general-purpose patient representation with unsupervised 

deep feature learning method to predict disease such as 

diabetes. Liu J et al.[3] further used the unstructured notes and 

free-text medical notes to improve the accuracy of the 

prediction results. Chen M et al.[4] applied machine learning 

algorithms for prediction of chronic disease based on real-life 

hospital data collected from central China in 2013-2015. 

However, these machine learning methods require a long time 

span cohort data. Keoghbrown M R et al.[5] simulated 

Alzheimer's disease prevalence, morbidity and mortality for 

2011–2050 and analyzed related economic and non-economic 

impact on Chinese economy. Charlson F J et al.[6] drew upon 

burden of mental disorders and population data to estimate 

disability the quality adjusted life years from 2010 to 2050 for 

the Pacific region. Xu J et al. [7] used regression model and 

dynamic general disequilibrium model based on data from 

multiple sources to predict the total annual economic costs of 

dementia in China in 2020 and 2030. Bommer C et al.[8] 

predicted the economic burden of diabetes in 180 countries 

upto 2030, using the epidemiological and demographic data, 

as well as recent GDP forecasts with three assumed scenarios. 

Rossi A et al.[9] predicted Parkinson's disease prevalence upto 

2040, considering the correlation between Parkinson's disease 

and smoking. They obtained age and gender.stratified 

smoking prevalence from the published reports. However, 

there are very few studies on the simulation platform of the 

economic burden in China due to stroke. The data used in 

these simulations are either focused on a certain area [10] or a 

certain stroke subtype [11], and some studies are based on old 

data [12]. Most of the research results are presented in a report 

which is difficult to share and update. 

In order to investigate and reduce the incidence, prevalence, 

recurrence, mortality and disability rate of stroke in China, the 

Ministry of Health of the People's Republic of China launched 

a stroke screening and intervention program. The program 

established stroke centers in the hospitals, which are 

responsible for screening the risk factors for stroke among 

residents over 40 years of age in China. Since the launch of 

the project in 2011, more than 7 million stroke screening 

cross-sectional data and follow-up cohort data have been 

accumulated nationwide. Due to the short construction time of 

the screening cohort, it is not suitable to use regression 

models, machine learning and other simulation methods that 

require cohort data over several years. We propose an 

equilibrium model based on stratified population to simulate 

the stroke economic burden. We have calculated the age and 

gender� stratified incidence, prevalence, and mortality of 

stroke based on the national screening big data. Combined 

with the predicted population structure, we can simulate stroke 

economic burden and its trends in the next 20 years. At the 

same time, by adjusting the incidence, prevalence and 

mortality of stroke, we can simulate the economic burden and 

provide decision support to develop scientific indicators for 

stroke prevention and control. 

In this paper, we construct the platform for simulating the 

stroke economic burden, which can dynamically simulate and 

display the changes in the economic burden of different 

population groups in China in the next 20 years. The second 

section describes the main technologies used in the platform, 
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combined with the usage scenarios, the third section illustrates 

the results, and the fourth section discusses these results. 

Methods 

The stroke economic burden is related to the population 

structure. Based on the sixth national census data in 2010, we 

predict the population structure of China. And then an 

appropriate model is selected to simulate the stroke economic 

burden for the next 20 years. 

Population Prediction 

The methods for predicting population mainly include the 

Malthus population model [13], the Logistic model [14], the 

Leslie model [15], the BP neural network model[16], and the 

Bayesian model [17]. Economic and health policy in China 

has impacted the population. The birth and mortality rate have 

changed greatly in recent decades. The national census is 

conducted every ten years and as a result, the available 

national census data for population projections is limited. 

Among these population prediction models, only the Leslie 

model does not require long-term cohort data. And we choose 

the Leslie model to predict the population structure in China. 

Introduced by Leslie PH. in 1945, the Leslie matrix groups 

population by age and gender. It overcomes the drawbacks of 

the Malthus model and the Logistic model, which cannot 

predict the population structure. Considering the birth rate and 

mortality of the population, Leslie model can dynamically 

predict changes in population structure. 

Considering the difference in survival rates of different 

provinces and urban/rural areas, we group the population by 

the province, age (5-year age as a group), gender, and 

urban/rural areas for the prediction. The population forecast is 

based on the 2010 national census data, from which the 

survival rate of each population group is taken. We assume 

that the survival rate remains unchanged during the prediction 

period. 

Stroke Economic Burden Simulation  

In this paper,  equilibrium  simulation model is used to predict  

epidemiological indicators of stroke, including  incidence, 

prevalence, and mortality. The equilibrium model, also known 

as static model, assumes the epidemiological indicators of 

stroke in certain population groups do not change over time, 

and the total changes in the epidemiological indicators are 

only related to changes of population size and structure. 

Giving hospitalization rate and average hospitalization 

expenses as parameters, the changes of stroke economic 

burden are  mainly related to the population structure changes. 

Epidemiological Indicators Simulation 

Firstly, the population is regrouped by age (10-year age as a 

group) and sex. We assume that in the next 20 years, China 

will maintain the current health conditions and the risk factors 

of stroke will not change, namely, the incidence, prevalence 

and mortality of stroke will remain at the current level. The 

default stroke incidence, prevalence, mortality included in the 

platform are calculated with the national stroke screening 

cohort data during 2013-2015 and the results from paper [9], 

which the user can choose as needed. In addition, users can 

customize the stroke incidence, prevalence, and mortality for 

each group. Taking the calculation of the incidence cases as an 

example, the number of incidence cases in each group is the 

product of the predicted population of that group and the 

incidence rate. The incidence cases of all groups are increased 

to obtain the national stroke cases of that year. The calculation 

method for incidence cases is as follows: 

cases�,� � � �	��,� ∗ ��
��,�

��

�

 

where i indicates the year, j is the group number, pop is the 

predicted population, and inci is the incidence of stroke. The 

incidence of stroke of that year is the incidence cases divided 

by the total predicted population. The number of stroke 

patients, the number of deaths, the prevalence, and the 

mortality rate is calculated in the same way. 

Hospitalization Expenses Simulation 

The total hospitalization expenses for stroke patients is 

defined as the product of the number of incidence cases, 

hospitalization rate, and the average hospitalization expenses 

(in billion yuan). The hospitalization rate and average 

hospitalization expenses in a certain year can be customized 

by users. 

Indirect Economic Burden Simulation 

The World Bank and the World Health Organization (WHO) 

proposed the disability adjusted life year (DALY) in 1993 [18] 

as a comprehensive indicator for assessing indirect economic 

burden of disease. Widely used in various countries and 

regions, DALY is used to calculate the premature death 

caused by various diseases and consequent loss of healthy life. 

One DALY is defined as a loss of one healthy life year. It 

consists of two parts: the year of life lost with premature death 

(YLLs), and the other is the year of lived with disability 

(YLDs). The calculation formula for DALY is as follows: 

DALY=YLLs+YLDs 

The calculation of YLD requires the disability weight (DW) 

due to stroke. According to GBD, the DW of the first ever 

stroke is 0.92, and the DW of the surviving case after 28 days 

is 0.266. The calculation of disability adjusted life years in the 

platform is based on a computational template provided by the 

GBD.  

GDP Loss Simulation 

The GDP loss caused by short-term disability, long-term 

disability, and premature death is calculated using human 

resource model. The definition of GDP loss is as follows: 

GDP loss=PPP *DALYs* pw 

where PPP indicates GDP per capita (in international dollars, 

purchasing power parity adjusted), and pw indicates 

productivity weight, which is related to the productivity of the 

age of people. The productivity weight of people aged 40-44 

years is 0.75, 45-59 years is 0.8, and that of people over 60 

years is 0.1. In the platform, users can customize the GDP per 

capita. 

Results 

First, we experimented the prediction accuracy of the Leslie 

model. Using the Chinese fifth census data in 2000, the 

national population structure in 2010 is predicted. The results 

are compared with the data of Chinese sixth census in 2010. 

The error rate of the prediction  results is shown in Table 1.  

We do not consider the immigration and migration of the 

population while using the Leislie model, which may bring 

certain deviation between the prediction results and the actual 

population data.  
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Table 1– Prediction error rate (%) of the Leslie model 

Age range Male Female 

40-49 13.84 10.24 

50-59 -9.85* -11.53* 

60-69 11.98 10.18 

70-79 13.58 13.69 

80- 2.70 8.14 

Total 6.40 4.77 

* Negative sign indicates negative deviation. 

At the same time, the increase in the incidence of chronic 

diseases in the past decade[19-21] may also bring deviations. 

The population size of people in 40-49 years old is larger than 

the prediction results of the model. The baby boom in the 

1960s may explain this phenomenon. Overall, the population 

prediction using the Leslie model is basically reliable. Since 

China has entered an aging society, the actuall population size 

in 2020-2040 will be theoretially smaller than the prediction 

results.  

The platform is implemented using Visual Studio 2015 based 

on the MVC framework. The initial interface of the platform 

is the user input interface, which can be used to set the 

parameters, as shown in Figure 1. 

 

Figure 1– The initial interface of the platform 

In the platform, users can choose the incidence, prevalence, 

and mortality calculated based on the national stroke screening 

data of a certain year, or use the results of other research 

papers. The following result acts as an example of simulation 

using the incidence, prevalence, and mortality calculated using 

national screening data in 2013-2015. The simulation results 

of average incidence, prevalence and mortality of stroke in 

China from 2020 to 2040 is shown in Figure 2-4. 

 

Figure 2– Simulated stroke incidence of China from 2020 to 

2040 

 

Figure 3– Simulated stroke prevelance of China from 2020 to 

2040 

 

Figure 4– Simulated stroke mortality of China from 2020 to 

2040 

When simulating the indirect economic burden, we choose the 

average hospitalization cost and hospitalization rate of stroke 

patients calculated from the national stroke screening data in 

2013-2015. The GDP per capita in 2020 is set to 21,100 

international dollars, in reference to the prediction results in 

paper [22]. The simulation results of the indirect economic 

burden of stroke in 2020 are shown in Figure 5. 

 

Figure 5– Stroke economic burden simulation results 

Stroke incidence, prevalence, and mortality are associated 

with age [17]. The stroke prevalence is highest in people aged 

70-79, and the incidence and mortality are highest in people 

80 years and over. The results show that as the aging 

population in China increases, the stroke incidence, 

prevalence and mortality will increase anually. In order to 

further control the economic burden of stroke in China, the 

risk factors of stroke should be controlled through health 

education for residents to reduce the incidence and recurrence 

rate of stroke. And the medical care condition should be 

improved to reduce the mortality rate of stroke. 

Discussion 

While using the platform, users can customize the stroke 

incidence, prevalence and mortality. By changing the 

parameters, the economic burden of stroke under different 

conditions can be simulated. The simulation results of 
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economic burden are more timely and intuitive than the 

traditional reports. With the advancement of stroke screening 

and intervention project and increased control of stroke risk 

factors, the incidence, prevalence and mortality of stroke will 

change. These values can be entered in this platform to 

dynamically simulate the future changes in stroke economic 

burden. Also by setting the warning value of stroke economic 

burden, the threshold of incidence, prevalence and mortality in 

each population group can be explored, which can be used as a 

guide for the national health policy.  

In the future, we can predict population structure of various 

regions based on their population structure and simulate their 

respective stroke economic burden in order to make different 

health policies for different regions.  

Conclusions 

The stroke economic burden simulation platform based on the 

national screening data constructed in this paper can share the 

simulation results in time. According to the user's custom 

input, changes in the stroke economic burden caused by 

changes in the incidence, prevalence, and mortality will be 

simulated. Policy makers can further explore the threshold of 

stroke incidence, prevalence and mortality by calculating the 

“blowout” or “inflection point” of the economic burden. 

Rational use of this stroke economic burden simulation 

platform can help create a guide for planning and national 

health resource allocation. This would include the required 

number of beds in hospitals and medical investment needed. 

Based on the simulation results an early warning mechanism 

can be developed at the national level and the timing of 

warning for the onset of stroke can be further explored. 
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Abstract 

Despite U.S. federal agencies increasing their investment since 
1999’s release of To Err Is Human, recent reports suggest there 
is a lack of measurable outcomes in patient safety research. The 
present study sought to explore the associations between 
federal incentives of patient safety research and the outcomes 
from 1995 to 2014, in which the two historical events – the 
release of To Err Is Human and the American Recovery and 
Reinvestment Act – were considered in the analysis. We 
employed Poisson distribution models to provide a longitudinal 
picture of (1) how the federal incentives drove sponsored 
research projects; (2) how hot research topics changed over 
time. Our findings suggested a positive outcome in patient 
safety research. We also found trending health information 
technology (HIT) related topics including “natural language 
processing”, “user-computer interface”, and “clinical 
decision support systems” that are prevalent approaches to 
patient safety research.  

Keywords:  

Patient Safety, Medical Errors, Quality of Health Care  

Introduction 

Patient safety is the first priority for healthcare quality. Its 
significance had been lost for a long period of time in the public 
and healthcare professions’ attention until the release of the 
Institute of Medicine’s (IOM) report To Err Is Human on 
November 29, 1999 [1]. The report disclosed 44,000 to 98,000 
patient deaths of medical errors every year. Nevertheless, errors 
that resulted in patient harm are preventable, to a great extent 
[2].  

Nationwide collaboration is key to patient safety. Immediately 
after the IOM’s report, several collaborations among hospitals, 
research institutes, and healthcare organizations were called on. 
Among these collaborations, patient safety research was an 
integral component [3]. Meanwhile, financial incentives were 
offered to motivate the systematic study of better understanding 
patient safety challenges and solutions. At the direction of 
Congress and the Agency for Healthcare Research and Quality 
(AHRQ), strategies were made during the first decade since the 
IOM’s report to (1) develop a solid evidence base, (2) develop 
useful strategies and tools, and 3) implement the strategies and 
tools. These efforts made notable progress and were highlighted 
in a number of AHRQ reports and scholarly publications [4,5].  

In 2009, the American Recovery and Reinvestment Act 
(ARRA) became another notable factor that triggered an influx 
of research awards to spur patient safety research. Because of 

this economic stimulus, the National Institute of Health (NIH) 
received a total of $10.4 billion in funds for patient safety 
research [6]. 

Despite the federal government and institutions making more 
investments than ever, there are recent reports on worsening 
patient safety [2,7]. Most of the critiques come directly from 
the statistics of patient harm in the hospitals. As of 2013, the 
annual patient deaths of preventable medical errors increased to 
210,000 ~ 440,000 [2]. Patient safety still poses serious 
challenges nationwide.  

Measuring the efforts and progress of patient safety plays a vital 
role in the framework of patient safety research [8]. A wide 
variety of measurements have been used for such a purpose, 
including clinical study, literature review, and survey on patient 
safety culture [5]. However, there is a missing perspective on 
how the activities and outcomes of patient safety research 
changed under the influence of federal incentives. The 
awareness of such an association is necessary to sustain the 
improvement of patient safety. Recommended by IOM, patient 
safety research was included in the national collaboration on 
enhancing the knowledge about safety and developing tools for 
reducing medical errors. Among many other efforts, research is 
one of the most supported efforts by the federal government and 
stakeholders. 

We investigated the activities of patient safety research in the 
U.S. from 1995 to 2014, which consisted of fifteen years since 
To Err Is Human and five years before it as a baseline. Data of 
federally sponsored research projects and publications on 
health sciences were used as the gauge for the national priority, 
research activities, and outcomes of patient safety [3]. We 
included two remarkable events, To Err Is Human and ARRA, 
in the data analysis to assess their influence in a longitudinal 
view. Specifically, we developed Poisson regression models to 
provide longitudinal pictures of (1) how federal incentives 
drove sponsored research projects, reflected in the quantity and 
cost of grants and the quantity of publications; (2) how hot 
research topics changed over time.  

Methods 

Data sources  

To track federal funding in patient safety research, we used the 
Research Portfolio Online Reporting Tools Expenditures and 
Results (RePORTER) provided by NIH to download research 
projects funded by U.S. national institutions. These projects 
were archived in the ExPORTER format. The data underlying 
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RePORTER contains detailed information for each project. See 
Table 1 for a dictionary of the data we used. We retrieved the 
projects from the fiscal year (Oct. 1 – Sep. 30) 1995 to 2014. 
Note that data for the cost of projects are not available before 
1999. To track the publications affiliated with the sponsored 
projects, we performed a literature search in the Medline 
database from 1995 to 2014 via PubMed. To extract hot topics 
of sponsored patient safety publications, we incorporated 
MeSH major topics and PMID in the search of RePORTER and 
Medline.  

Table 1 – RePORTER data dictionary 

RePORTER  
Database 

RePORTER 
Entity Definition 

Project  
Data 

Application_ID A unique identifier of the 
funded project. 

Activity A 3-character code identifying 
the funded project.  

FY 
The fiscal year appropriation 
from which project funds were 
obligated. 

Project_Terms 

Prior to the 2008 fiscal year, 
terms are assigned by NIH 
CRISP indexers. From the 
2008 fiscal year, terms are 
mined from the project's title, 
abstract, and specific aims 
using an automated text mining 
tool. 

Project_Title Title of the funded project. 

Total_Cost Total project funding from 
NIH for a given fiscal year. 

Project  
Abstracts 

Application_ID A unique identifier of the 
funded project. 

Abstract_Text An abstract of the research 
being performed in the project.  

Publication  
Link Tables 

PMID A PubMed unique identifier.  

Core 
Project_Num 

An identifier of the research 
project either cited in the 
publications’ 
acknowledgements section or 
reported to have provided 
support in the NIH Public 
Access manuscript submission 
system.  

Data analysis 

Identification of thesaurus terms related to patient safety 

Five domain experts developed a list of thesaurus terms related 
to patient safety. Thereafter, these terms were used to retrieve 
sponsored projects on patient safety. The decision-making 
process took three criteria into account: (1) terms that had been 
documented to determine the patient safety literature were used 
as a pool of candidates [3], (2) the NIH Computer Retrieval of 
Information on Scientific Projects (CRISP) thesaurus (1972 – 
1995) were used as a source of candidate terms, and (3) MeSH 
terms were used to substitute candidate terms identified by 
criteria (1) and (2) when available. We used CRISP because it 
was a long-lasting database of NIH funded projects before the 
implementation of RePORTER in 2009.  

Finally, we compiled a list of terms: “medical errors” (MeSH 
ID: D019300), “medical mistakes” (MeSH entry term of 
“medical errors”), “surgical errors” (MeSH entry term of 
“medical errors”), “medication errors” (MeSH ID: D008508), 
“drug use errors” (MeSH entry term of “medication errors”), 

“patient safety” (MeSH ID: D061214), “patient harm” (MeSH 
ID: D064406), “iatrogenic disease ” (MeSH ID: D007049), and 
“diagnostic errors” (MeSH ID: D003951).  

Trend analysis: Change of grants in patient safety over time 

The trend analysis was intended to disclose the change in the 
number and cost of patient safety grants over time. Within a 
timeframe from 1995 to 2014, we assumed two historical events 
may remarkably impact the trend. The first event denotes the 
release of To Err Is Human in 1999. The second event denotes 
ARRA enacted in 2009.  

Sponsored patient safety projects were retrieved by searching 
the project data from ExPORTER using the thesaurus terms. 
Table 1 shows the definitions of the fields in ExPORTER we 
used. We searched in the selected fields of project data 
consisting of Project_Title, Project_Terms, and Abstract_Text. 
A project is labeled as a patient safety project if the text in any 
of these fields contains one or more terms.  

We constructed Poisson regression models to evaluate the 
trends of grant number and cost in patient safety on a 
longitudinal scale. In the Poisson regression models, two 
interventions corresponded to the two events [9]. These models 
accounted for the instant effect and the lasting effect of the 
interventions. The model for the number and cost of patient 
safety grants is:  

 

where  denotes the year of a grant;  and 
 are dummy variables denoting the events of To 

Err Is Human and ARRA, respectively; 
 denotes the year of a grant since 

To Err Is Human;  denotes the year 
of a grant since ARRA;  and  are coefficients.  

Trend analysis: Change of publications in patient safety over 
time 

Similarly, we accommodated two historical events in the 
analysis. In the Medline database via PubMed, we retrieved all 
articles from January 1, 1995 to December 31, 2014, by 
specifying the following query:  

"Medical errors"[mh:noexp] OR "Medication 
errors"[mh:noexp] OR "Patient safety"[mh:noexp] OR 
"Patient harm"[mh:noexp] AND (("1995/01/01"[PDAT] 
: "2014/12/31"[PDAT]) AND "humans"[MeSH Terms] 
AND English[lang]) 

To model the trend of quantity of patient safety publication, we 
included the number of Medline documented publications per 
quarter, obtained from Medline Trend [10], and the number of 
Medline documented patient safety publications per quarter for 
analysis. The model is:  

 

Lag effect 

To evaluate the possible lag effect of the number of patient 
safety publications in acknowledgement of the number of 
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patient safety grants, we assumed the lag time could be 0 ~ 4 
year(s). For example, a 2009 grant would start to show its 
impact on the number of publications in 2012, which indicates 
3 years of lag time. We compared the Bayesian Information 
Criterion (BIC) by applying these candidate lag times [11]. BIC 
is a measure of the relative quality of models given the existing 
data. Higher BIC value refers to a better fit of the model.  

Hot topic tracking: Change of MeSH major topics in patient 
safety publications over time 

We identified hot topics of the publications sponsored by 
funded patient safety projects. The MeSH major topics (i.e., 
MeSH major headings and MeSH major subheadings) were 
used to track the hot topics since they were designed to identify 
focusing research subjects, methodologies, fields of interest, 
etc. To extract MeSH major topics from the patient safety 
publications, we followed these procedures: (1) we identified 
PMIDs of publications associated with the patient safety 
projects in the RePORTER, (2) we retrieved bibliographical 
information of these publications by searching the PMIDs in 
Medline, and (3) we extracted MeSH major topics from the 
bibliographical data.  

Results 

Identification of patient safety grants and publications 

We identified 3,358 (0.28%) patient safety-related projects in a 
total number of 1,208,188 documented projects from the 
RePORTER between the fiscal year 1995 and 2014. We 
identified 21,441 (0.16%) patient safety publications from 
13,278,113 publications documented in Medline between 
January 1, 1995 and December 31, 2014.  

Trend of patient safety grants 

Table 2 shows the estimated coefficients of the Poisson 
regression model are statistically significant, which indicates a 
good fit of the model to the actual number of patient safety 
grants.  

Table 2 – Model parameters for the number of safety grants 

Effect λ 95% CI z 
Time 0.040 [0.026, 0.054] 5.63** 
Intervention1 1.280 [1.129, 1.432] 16.58** 
Intervention2 0.158 [0.049, 0.262] 2.83* 
Time after intervention2 -0.054 [-0.081, -0.027] -3.93** 
* p < 0.01; ** p < 0.001 

Table 3 shows the estimated coefficients of the Poisson 
regression model are statistically significant, which indicates a 
good fit of the model to the actual cost of patient safety grants. 

Table 3 – Model parameters for the cost of safety grants 

Effect λ 95% CI z 
Time 0.1870 [0.1870, 0.1871] 13000.00** 
Intervention2 0.2434 [0.2432, 0.2436] 2847.02** 
Time after 
intervention2 -0.2173 [-0.2174, -0.2173] -9578.03** 

* p < 0.01; ** p < 0.001 

Figure 1 shows the number of grants reveals an overall 
ascending trend from 1995 to 2014. We observed two rapid 
momentums in 1999 and 2009, respectively. A similar pattern 
was observed on the project cost.  

 
Figure 1 – Trends of patient safety project number (top) and 

grant cost (bottom) 

Furthermore, we categorized the number and cost of awarded 
projects, respectively, by NIH research award activity codes. 
Figure 2 shows there is a significant effect on the number of the 
awarded projects (F(17,342) = 43.57, p < .05). NIH Research 
Projects increased by 10.1% (p < .001), leading to a significant 
contribution to the number and cost of the awarded projects. 

 

 
Figure 2 – Trends of patient safety project number (top) and 

cost (bottom) by NIH activity codes 

We presented 24 major MeSH topics that have the highest 
frequency of occurrences out of 6,472 in total from 1995 to 
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2014 (see Figure 3). MeSH terms that were used for identifying 
publications were excluded since they naturally occur in every 
publication. Due to the limited space, we only demonstrated the 
hot research topics in 1999 and 2009, respectively, in Table 4.  

 
Figure 3 – Frequencies of hot research topics in the 

publications of sponsored patient safety projects over time 

Table 4 – Examples of hot research topics and frequencies 

1999 
Hot topics f. 

2009 
Hot topics f. 

Risk Management/ 
*methods 

19 *Safety Management 101 

Malpractice/ 
*legislation & 
jurisprudence 

13 Safety Management/ 
*organization & 
administration 

93 

*Drug-Related Side 
Effects and Adverse 
Reactions 

10 Safety Management/ 
*methods 

41 

Medication Systems, 
Hospital/*standards 

8 *Quality Assurance, 
Health Care 

31 

*Quality of Health Care 7 *Attitude of Health 
Personnel 

29 

*Clinical Pharmacy 
Information Systems 

6 *Clinical Competence 28 

*Truth Disclosure 6 Drug Prescriptions/ 
*standards 

27 

*Patient Care Team 6 *Medication Systems, 
Hospital 

24 

Nursing Staff, 
Hospital/*legislation & 
jurisprudence 

6 *Quality of Health 
Care 

24 

*Attitude of Health 
Personnel 

6 *Safety 24 

The two historical events are associated with the trends of 
research topics. Notably, we observed an immediate increase of 
a research topic, “hospital mortality trends”, following the 
release of To Err Is Human, suggesting that hospital mortality 
was one of the earliest research foci since 1999. Immediately 
following are “adverse drug reaction reporting systems”, 
“needs assessment”, “safety management”, “quality 
improvement”, “natural language processing”, “electronic 
health records”, “medical order entry systems”, and “user 
computer interfaces”. Among these topics, health information 
technology (HIT) related techniques received increasing 
attention. This finding is in line with the complex origins of 
HIT-related errors [12,13]. “Natural language processing”, 
“electronic health records”, “user computer interfaces”, and 
“medical order entry systems” have maintained a relatively 

high frequency through the release of ARRA. Research topics 
such as “quality of healthcare”, “computer simulation”, and 
“artificial intelligence” did not show a clear upward trend until 
the release of ARRA.  

Trend of patient safety publications 

The estimated coefficients are statistically significant in the 
model for the number of publications, indicating a fit for the 
actual data (Table 5). Patient safety publications revealed a 
similar pattern as compared to the number and cost of patient 
safety grants, where two rapid momentums were observed in 
1999 and 2009 on an ascending trend (Figure 4). The baseline 
increase was 8.6% by quarter. After the release of the IOM 
report, patient safety publications instantly increased 11.8% by 
quarter, and 2.6% thereafter. After the release of ARRA, 
publications instantly increased 74.5% by quarter, and 0.8% 
thereafter. 

Table 5 – Model parameters for patient safety publications 

Effect λ 95% CI z 
Time 1.086 [1.079, 1.093] 24.68** 
Intervention1 1.118 [1.035, 1.207] 2.83* 
Time after intervention1 0.940 [0.934, 0.947] -17.99** 
Intervention2 1.745 [1.648, 1.848] 18.99** 
Time after intervention2 0.982 [0.972, 0.992] -3.56** 
* p < 0.01; ** p < 0.001 

 
Figure 4 – The trend of patient safety publications 

We calculated the BIC for 0 - 4 years of lag time. BIC peaked 
(BIC = -11.4) when the lag time was 3 years, indicating the 
trend of patient safety publications has a three-year lag of time 
as compared to the trend of patient safety grants (Table 6).  

Table 6 – Bayesian Information Criterion values 

Lag time 
(year) 0 1 2 3 4 5 

BIC -15.18 -30.37 -13.64 -11.40 -17.26 -13.39 

Discussion 

Building on a data-driven approach, this study underscores how 
patient safety research has evolved since 1999. The efforts 
during the fifteen years since the release of To Err Is Human 
have shown an ascending trend in patient safety research 
reflected in the volume and cost of federally sponsored projects 
and scholarly publications. This finding can serve as one of the 
measurable outcomes that gauges the nationwide endeavor on 
patient safety research over two decades. It also implies a 
positive change of priority and cultural attitude toward patient 
safety. Our findings also confirmed the prominent influence of 
To Err Is Human and ARRA on patient safety research.  
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The change in topics of patient safety research has provided 
important insights. One observation is research interests have 
advanced from the general assessment of preventable medical 
errors to specific domains (e.g., HIT) that may contribute to 
errors in the US hospitals. The “hospital mortality trends” was 
the first topic that caught the researchers’ attention since 1999 
because hospital mortality rate has been a common measure of 
healthcare quality. Soon after, researchers started to focus on 
adverse drug reaction and clinical or patient safety educational 
needs assessment. Notably, IOM has now identified adverse 
drug events and medication errors as a national priority in the 
U.S. [14].  

The other observation pertains to the emergence of novel 
methods. There has been an increasing number of patient safety 
studies on exploring new knowledge from electronic health 
records (EHR) [15]. Researchers have identified Human-
computer interaction (HCI) as a crucial contributing factor to 
data quality and data entry during event reporting [16,17]. 
Natural language processing (NLP) has also emerged in many 
studies because patient safety event reports consist of 
considerable free text data [18]. In our view, health informatics 
is a promising future direction along with new data challenges. 
Recent studies have shown the application of advanced data 
analytics, e.g., machine learning, to address the ever-increasing 
volume of patient safety event reports [19,20].  

Our findings need to be discussed in light of limitations. First, 
our data sources provided only a few facets of patient safety 
research. To Err Is Huamn has led to actions from many 
governmental agencies and professional groups that were not 
included in this paper. In 2000, the U.S. congressional hearings 
directed $50 million funds to establish a patient safety center at 
AHRQ. Additionally, our study paradigm may be used to gauge 
efforts on patient safety research in Europe, Asia, etc. when 
data is available. Secondly, our findings are not intended to 
explain the latest estimate of increasing patient deaths, between 
210,000 and 400,000 [2]. The proliferation of patient safety 
research and measurable clinical outcomes are separate 
processes. Nonetheless, we believe the ultimate goal for patient 
safety research is to reduce preventable deaths. Future studies 
are needed to investigate the translational outcomes of patient 
safety research that make measurable changes to patient harm.  

Conclusions 

We have identified an ascending trend of activities of patient 
safety research during the 15 years since To Err Is Human. We 
also identified trending research topics in which shifts of 
research foci, challenges, and future directions were discussed.  
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Abstract 

Pre-eclampsia is a pregnancy condition affecting 5-10% of 

pregnancies, and it is the leading cause of death in pregnancy 

associated with increased risk of cardiovascular disease later 

in life. Despite research, the pathogenesis of pre-eclampsia is 

still poorly understood. In this paper, we investigate the 

overlapping pathogenic mechanisms between pre-eclampsia 

and adult hypertension using an integrative biomedical 

informatics strategy that combined text mining techniques to 

identify genes and proteins, with geneset analyses, generating 

knowledge on the pathways and mechanisms involved in these 

conditions. We identified several overlapping pathogenic 

pathways/systems including metabolic pathways, 

developmental biology pathways, immune system, haemostasis, 

tyrosine kinase pathways, extracellular matrix and oxidative 

stress pathways. This bioinformatics approach could be 

applied for investigating mechanistic pathways of other 

disorders. 
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Introduction 

Pre-eclampsia is a condition affecting 5-10% of pregnancies. It 

is clinically characterised by the new onset of hypertension and 

proteinuria or other organ damage after 20 weeks’ gestation  

[1].  There are different types of pre-eclampsia diagnosed 

according to the time of onset in pregnancy, i.e. early (before 

34 weeks’ gestation) and late (after 34 weeks’ gestation) or 

according to the severity of the symptoms [2]. Pre-eclampsia is 

a leading cause of mortality and morbidity, claiming 

approximately 80,000 maternal and 500,000 foetal deaths every 

year [3]. Long-term complications associated with pre-

eclampsia include type 2 diabetes mellitus and cardiovascular 

disease (CVD) for both mothers and adult offspring, later in life 

[4,5].  

During the early stages of pregnancy, a group of differentiated 

cells forming blastocysts, become implanted in the lining of the 

uterus. The outer layer of the blastocyst consists of foetal 

trophoblast cells which invade the spiral uterine arteries after 

implantation [6]. The invasion of trophoblast cells into the 

lining of the uterus results in remodelling of spiral uterine 

arteries to allow an unlimited supply of oxygen and nutrients to 

the foetus. These changes involve the replacement of maternal 

endothelial cells with invasive trophoblasts, which develop to 

form a large section of the placenta, leading to irreversible 

dilation of blood vessels and loss of elastic tissue, therefore 

preventing restriction to blood flow and vasomotor control 

which regulate blood pressure [7]. Impaired trophoblast 

invasion has been implicated in the pathogenesis of pre-

eclampsia. This results in the absence of uteroplacental 

remodelling of spiral arteries leading to placental ischaemia and 

causing insufficient perfusion and delivery of the oxygen and 

nutrients to the foetus which can affect the foetal growth [8]. In 

an attempt to overcome the lack of blood and nutrient supply to 

the foetus, maternal blood pressure becomes gradually 

elevated. The restricted blood supply to the placenta causes the 

release of chemical mediators and hormones into the maternal 

circulation, altering endothelial cell activity and resulting in 

endothelial cell dysfunction. This suppresses the release of 

vasodilatory factors such as nitric oxide (NO) and increases the 

production of vasoconstrictors while inhibiting anticoagulant 

synthesis and increasing procoagulant production [9]. 

Dysbalance of vasodilatory and vasoconstrictive factors 

increases the risk of blood clotting and can lead to an increase 

in blood pressure. Endothelial dysfunction has been implicated 

in the pathogenesis of pre-eclampsia [10,11], however 

endothelial dysfunction following pregnancy complicated by 

severe pre-eclampsia appears to also persist 10-20 years after 

pregnancy [12].  

As mentioned above, women who have pre-ecplampsia and 

their children born from such pregnancies  have increased risk 

of  CVD later in life, particularly if pre-eclampsia was severe 

(blood pressure ≥160/110 mmHg, thrombocytopenia, impaired 

liver function, progressive renal insufficiency, pulmonary 

oedema, and cerebral or visual disturbances). Based on a meta-

analysis of prospective and retrospective cohort studies 

including 198,252 women with pre-eclampsia, the relative risks 

of developing hypertension, ischaemic heart disease and stroke 

were 3.70 after 14.1 years, 2.16 after 11.7 years, 1.81 after 10.4 

years, respectively [13]. Furthermore, children born to mothers 

who suffered pre-eclampsia in pregnancy were also at increased 

risk of hypertension and stroke in later life [14]. 

Pre-eclampsia and cardiovascular disease are affected by 

similar risk factors such as hypertension, obesity, insulin 

resistance, diabetes, a family history of CVD, and genotypes 

related to CVD, suggesting that similar pathogenic mechanisms 

could be present in both diseases [12,15]. Biomarker discovery 

and characterisation is an important area of research both in pre-

eclampsia and CVD that led to the identification of a number of 

important markers. However, despite research in this field, 

there is still a lack of knowledge in relation to the mechanisms 

underpinning the pathogenesis of pre-eclampsia and future 

increased risk of CVD. 

Scientific literature presents the knowledge generated in 

research and practice. It is a continuously growing wealth of 

data that is enriched on a daily base with new publications. 

These data represent an opportunity for the development of 

research strategies aiming to generate new biomedical 

knoweldge that is hidden in this vast amount of information, or 

the generation of new research hypotheses. Therefore, it has 
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attracted the interest of biomedical informatics, especially the 

development of methods and tools designed to mine it. An 

important element of these methodologies has been focused on 

the identification of diseases, genes or proteins cited in 

scientific texts and the identification of interaction networks. 

Biomedical relation extraction is an approach that has shown 

precedence in similar studies providing cross-sectional and 

domain-specific views of biomedical research literature [16–

18]. 

In this study, we investigated an “in silico” approach, which 

uses the information embedded in the literature to integrate 

relevant biomarkers identified in pre-eclampsia and 

hypertension. Furthermore,  we sought to contextualise these in 

terms of significant biological pathways which are common 

denominators in both conditions. The approach presented here 

provides a mechanistic interpretation of the commonalities 

between pre-eclampsia and hypertension, but it could be 

applied to study pathogenesis of any other disorder. 

Methods 

The methodology applied in this work consisted of three 

sequential stages including: i) document search and retrieval, ii) 

document annotation and gene/protein extraction and iii) 

mechanistic analysis. These steps are further detailed below.   

The first step in our analyses included the definition of the 

relevant Pubmed queries, which were used to identify the 

relevant elements in the literature associated with the two 

conditions of interest for this study: 

• Pre-eclampsia query was built as “("pre-

eclampsia"[MeSH Terms] OR "pre-eclampsia"[All 

Fields] OR "preeclampsia"[All Fields]) AND 

("biomarkers"[MeSH Terms] OR "biomarkers"[All 

Fields] OR "biomarker"[All Fields])”. This query 

aimed to retrieve a broad range of elements that could 

be associated with this condition. 

• Hypertension query was built as 

“(Hypertension[MeSH] NOT ("pre-eclampsia"[MeSH 

Terms] OR "pre-eclampsia"[All Fields] OR 

"preeclampsia"[All Fields])) AND Biomarker”. This 

query focused on the retrieval of documents annotated 

as hypertension as a MeSH term while excluding pre-

eclampsia. 

We used the R package RISMed (2.1.7) designed to retrieve and 

download contents from the NCBI databases into R. For this 

purpose, both of these queries were then passed as arguments 

to the function “EUtilsSummary” to identify the relevant 

documents in Pubmed that were subsequently downloaded 

using the “EUtilsGet” function. This resulted in two R data 

frames containing information associated with these documents 

and in particular the relevant Pubmed IDs that were used as 

input in the second stage for annotation of the literature.  

The second stage of the analysis consisted of the annotation of 

the biological terms of relevance (genes/proteins); for this 

purpose, rather than developing a new methodology, we relied 

on the annotations provided by Pubtator [19]. Pubtator 

annotates Pubmed documents using different “named-entity-

recognition” algorithms around four bioconcepts Gene; 

Chemical; Disease; Species. Although Pubtator was initially 

developed as a web service at the NCBI ftp site we used the 

downloadable version of the results from its annotations.    

The third and the final stage consisted of the mechanistic 

analysis of the identified biomarkers. In this analyses we 

selected two knowledge bases to analyse the enrichment in 

certain biological processes or functions: DAVID [20], broad 

and containing multiple annotations such as gene ontology 

terms, Uniprot keywords or KEGG terms for multiple 

organisms; and Reactome [21], a highly curated database of 

biological reactions in humans. Reactome identifies the 

enrichment in its contents using an overrepresentation analysis 

based in the hypergeometric test and using a FDR (Benjamini-

Hochberg) p-value correction to adjust the significance for 

multiple comparisons. DAVID uses EASE, a modified version 

of the hypergeometric test and allows the selection of multiple 

p-value correction methods. In both cases the input provided 

was a list of NCBI Gene IDs that were translated into their own 

internal IDs to match their contents. 

Results 

An overall overview of the methodology developed and the 

results obtained are presented in Figure 1. 

The literature search allowed us to identify and retrieve almost 

9000 documents in total, 3167 for preeclampsia and 5675 for 

hypertension. As a quality control we compared the PMID 

between these two datasets to ensure that there was no overlap 

Figure 1 – Overview of the methodology and the results from the the query terms to the final and total number (sum of Reactome 

and DAVID results) potentially shared pathways and genesets between preeclampsia and hypertension
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and that the results would not be misled by publications present 

in both datasets. 

The annotation of these two sets of Pubmed documents allowed 

us to identify approximately 5,000 different documents that 

were annotated with at least one gene or protein providing 

2,124 in the pre-eclampsia dataset and 3,227 in the 

hypertension dataset. These documents contained 2,386 

genes/proteins of which 446 were present in both datasets (19% 

of the overall gene list and 37% of the genes identified in the 

pre-eclampsia dataset; Figure 2). 

 

Figure 2 – Number of genes/proteins identified for each 

dataset and the set of 446 shared genes proteins that were 

used in the geneset analyses 

Once we identified the relevant gene lists the next step was to 

perform the geneset analyses of the identified genes. As the 

significance is determined by the number of elements in the 

genelist we initially run three different analyses using 

Reactome with the following three subsets: 1- All genes (1624) 

identified for hypertension (HT.a); 2- All genes (1208) 

identified for preeclampsia (PE.a); 3- the 446 genes present in 

both hypertension and preeclampsia (Both). The significance 

threshold for enriched pathways was set as an adjusted p-value 

< 0.05. The number of significant pathways identified in each 

of these analyses are presented in the Table 1 and the shared 

pathways across these comparisons are visualised in Figure 3. 

Table 1 – Number of Reactome pathways significantly 

enriched for each of the three genesets analysed. 

Gene Subset (Number of 

Genes/proteins) (code) 

Number 

of 

Pathways 

Unique 

Pathways 

All genes in Hypertension 

(1624) (HT.a) 20 7 

All genes in Preeclampsia 

(1208) (PE.a) 107 21 

Genes present in both 

Preeclampsia and Hypertension 

(446) (Both) 129 42 

 

The set containing the genes/proteins present in both conditions 

(“Both” set) was the most enriched one with 129 significant 

pathways (Figure 4) whereas the hypertension set, which was 

the largest, was the least enriched with 20 different reactome 

pathways identified. An overlap analysis of these results 

allowed us to identfy 12 pathways in common for the three 

different genesets (Table 2). 

 

Figure 3 – Pathway enrichment for the three analysed sets, 

hypertension (HT.a), pre-eclampsia (PE.a) and the 

intersection between hypertension and pre-eclampsia (both) 

Table 2 – List of the 12 statistically significant (adjusted p-

value <0.05) pathways identified in Reactome for the three 

genesets analysed.  

Pathway Name 

Regulation of Insulin-like Growth Factor (IGF) transport and 

uptake by Insulin-like Growth Factor Binding Proteins 

(IGFBPs) 

Platelet degranulation 

Response to elevated platelet cytosolic Ca2+ 

Post-translational protein phosphorylation  

Platelet activation, signaling and aggregation 

Integrin cell surface interactions  

Chemokine receptors bind chemokines  

Peptide ligand-binding receptors  

Interleukin-10 signaling 

Syndecan interactions 

Formation of Fibrin Clot (Clotting Cascade) 

PI5P, PP2A and IER3 Regulate PI3K/AKT Signaling 

 

As different resources contain different information and 

annotations for the different genes we submitted the “both” 

(shared) dataset to DAVID for a complementary analysis. In 

this case we limit the query to the 446 shared elements between 

both pathologies. And set a significance threshold of benjamini 

adjusted p-value < 0.05. This resulted in the detection of 

significant enrichment in 886 different genesets made of 

pathways, gene ontology terms (Table 3) and other annotations. 

Table 3 – List of the top 12  statistically significant (adjusted 

p-value <0.05) Gene Ontology Biologial Process terms 

identifed in DAVID for the intersected gene list 

 

Pathway Name  

 

Pathway Name 

1 Inflammatory response 7 Response to drug

2 Response to hypoxia 8 Platelet degranulation

3 Leukocyte migration 9 Aging 

4 Positive regulation of 

nitric oxide biosyn-

thetic process

10 Positive regulation of 

smooth muscle cell pro-

liferation

5 Positive regulation of 

gene expression

11 Positive regulation of an-

giogenesis

6

Angiogenesis 

12 Regulation of blood pres-

sure  
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Discussion 

Using an integrated strategy we have been able to retrieve 

biomarkers (gene/proteins) that are shared between pre-

eclampsia and hypertension. Our strategy allowed us to also 

identify genes from other organisms commonly used to model 

human diseases such as rats and mice. Although it would have 

been possible to map those genes to their human orthologues 

we decided not to do this therefore keeping our focus just on 

human biomarkers. 

The identified genes were transformed into gene lists that were 

analysed using two different resources. As we mentioned 

before we were focused on human disease or models and, for 

this reason, we chose to run initially a more restrictive search 

using Reactome, as this is a highly curated database used to 

generate results from high-quality and restricted sources 

facilitating their biological interpretation. Overrepresentation 

analyses, similar to what we carried out here, are dependent on 

the size of the query lists and the size of the background 

available in the resource they are compared with. Therefore, 

finding differences in the composition and number of 

significant pathways identified between the lists containing the 

whole set of biomarkers for each condition and their 

intersection, was not completely unexpected. However, it was 

surprising that the smallest list containing the conserved 

biomarkers was the one showing the highest enrichment. From 

a biological perspective, this list, derived from the intersection 

of biomarkers identified in both pathologies, is expected to 

contain genes/proteins positively associated with the diseases. 

These genes would therefore be more biologically meaningful 

and would better capture the common underlying biological 

processes in both conditions.  

The identified pathways for the shared set of genes are related 

to metabolism, developmental biology, immune system, 

haemostasis, tyrosine kinase, extracellular matrix and oxidative 

stress signalling. All these aspects provide coherent and 

meaningful biological information in the context of these 

pathologies. Interestingly, we have identified using DAVID 

analyses, the GO terms associated with “Regulation of blood 

pressure” showing up as statistically significant and highly 

ranked. This is an expected result as both conditions show 

changes in blood pressure, which validates our methodology as 

both conditions share a high blood pressure phenotype. In 

relation to the other enriched pathways identified, for example, 

it is well recognised that inflammation (associated with the 

immune system) plays a significant role in hypertension  

[22,23]. Furthermore, pre-eclampsia is a pregnancy-related 

condition therefore developmental biology plays a key role [6, 

7]. 

Limitations and future work 

The limitations of this study include  some aspects of 

methodology which assume a perfect gene/protein 

identification in the annotation process not taking into the 

account the effects of potential false positive and negative 

biomarker hits. The second limitation is associated with the 

assumption of treating equally all the terms identified and not 

considering potential negations contained in the abstracts. An 

example of this is that we are including a gene in our analysis 

that could appear in the text as “gene XXX does not have an 

effect in pre-eclampsia.” However we tried to minimise this by 

basing our approach on relevant pathways and disease 

mechanisms. 

As part of the future work, we are planning to address 

specifically the effects and quantity of false positives and 

negatives potentially present in the current version and we will 

try to develop new approaches that can help us identify and 

successfully manage negations found in literature used as input.  

In addition to this, as part of the future work, we plan to develop 

an R package that will seamlessly integrate the methodology 

and processes that have been described in this work. 

Finally, we plan to biologically validate some of the findings 

derived from this work. 

Conclusions 

There is a wealth of data and inforamtion available in public 

repositories that could be mined and analysed to generate new 

knowledge and research hypotheses. In this work, we  

combined different biomedical informatics tools, to retrieve 

Figure 4 – Results from the Reactome analysis using the shared elements between pre-eclampsia and hypertension. The 

statistically significant elements are highlighted in yellow in the image.   
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and identify biomarkers in hypertension and pre-eclampsia and 

then analysed these to identifiy common underlying molecular 

mechanisms linking these two conditions. 

This data-driven approach enabled us to identify the specific 

aspects and reactions associated with metabolic pathways, 

developmental biology, immune system, haemostasis, tyrosine 

kinase pathways, extracellular matrix and oxidative stress 

pathways as the most prominently involved in the pathogenesis 

of these two important conditions. 

Our bioinformatics approach described in this paper is   

therefore applicable to any other similar diseases for the 

purpose of identifying overlapping or individual pathogenic 

mechanisms. 
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Abstract 

Patient-reported outcome measures (PROMs) contribute to 
improving the evidence base in many areas of clinical care. An 
area where PROMs can help build the evidence base is in 
person-generated health data (PGHD) that is available to 
people who engage with many health technologies. An 
important use case for PGHD outcomes is in simulated 
poststroke rehabilitation that use body-tracking technologies. 
This study gathered stroke survivor perceptions—through 2 
focus groups and 5 interviews—on PGHD effects from a 
leading poststroke simulated rehabilitation technology. 
Deductive thematic analysis was performed. The findings show 
that PGHD outcomes of utilising PGHD can be measured. 
Moreover, the findings provided a deeper understanding of 
PGHD effects and broadened the scope through the perceptions 
of stroke survivors themselves. This work will further refine and 
validate the development of a PROM for utilising PGHD for 
poststroke simulated rehabilitation systems, and has wider 
relevance and application. 

Keywords:  

Patient reported outcomes, stroke, telerehabilitation. 

Introduction 

Patient-reported outcomes are independently self-reported 
status of a patient’s health condition or experience [1-3]. 
Instruments that measure patient-reported outcomes are 
patient-reported outcome measures (PROMs). PROMs allow 
patients to contribute to more precise evaluation of the effects 
of a variety of health interventions, and their contribution to 
improving the evidence base in many areas of clinical care is 
well recognised [4]. The important role PROMs have in 
assessing and improving health care services are marked by key 
national projects that sought to develop suites of PROMs for 
different health domains or conditions. In the US, the National 
Institutes of Health sought to produce a suite of PROMs for 
various chronic conditions [5]; in Europe, the Netherlands is 
leading the push to include outcomes data in clinical registries; 
and closer to home, the Australian Commission on Safety and 
Quality in Health Care commissioned scoping studies, towards 
supporting the use of PROMs to improve quality of health care 
at a national level [6]. 

One area where PROMs could contribute to building the 
evidence base is in understanding person-generated health data 
(PGHD). PGHD are available to people who engage first-hand 
with a range of ubiquitous, user-friendly health information 
technologies such as mobile apps, wearable sensors and 
interactive computer games [7]. Various kinds of positive 

effects have been reported on patients who used PGHD in 
controlled settings [7], e.g., encouraging positive health 
behaviour change [8] and increasing patients’ interest in their 
care processes [9-11]. However, there is currently no systematic 
way for patients to measure and report health effects that they 
experience from utilising their PGHD – whether positive, 
negative or nil. This hinders building the evidence base about 
the value of PGHD in conjunction with clinical care. Currently, 
PGHD outcomes are not integrated into existing clinical 
workflows [7]. If PGHD outcomes can be systematically 
measured and clinically integrated, similar to patient-reported 
outcomes of health conditions [5], PGHD may lead to more 
efficient and beneficial home-based health care services [12-
14].  

An important use case for measuring PGHD outcomes is in 
home-based poststroke rehabilitation, that uses body-tracking 
technologies [15]. Stroke is a pertinent area for applying 
rehabilitation systems due to its high global burden, and the 
complexity of care involved [16; 17]. Rehabilitation can be 
costly and availability may be scarce for some patients [18], 
hence the need for convenient and more practical rehabilitation 
choices for patients. Simulated rehabilitation systems offer a 
potentially effective option, with some benefits for stroke 
therapy previously documented [19-22]. These systems offer 
simulated activities of daily living [20], and – relevant to PGHD 
– may allow for a semicontrolled, consistent method of 
recording and assessing patients’ therapeutic progress data [20; 
21]. 

Implementing PGHD tools could further optimise these 
systems [15], by making performance data more accessible  to 
patients at home – and their effects documented and available 
to therapists. More specifically, a PROM of utilising PGHD 
(PROM-PGHD) for simulated poststroke rehabiltiation 
technologies could measure self-reported outcomes of patients’ 
access and use of health data they generate. Similar to how 
PROMs provide a more precise evaluation of the effects of 
health interventions [4], a PROM-PGHD could more precisely 
evaluate the effects of PGHD from poststroke simulated 
rehabilitation systems, and lead to a better understanding of 
their impact on the health status of patients. 

This study presents the perceptions of stroke survivors, on the 
effects of PGHD from a poststroke simulated rehabilitation 
technology in order to refine a PROM-PGHD that has wider 
relevance and application. 
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Methods 

Focus groups and semi-structured interviews were conducted 
with stroke survivors who have used a leading poststroke 
simulated rehabilitation technology [15]. Focus groups and 
interviews are a key step in a larger study of developing a 
PROM-PGHD, following the Qualitative Item Review (QIR) 
process of patient-reported outcome item development [5]. The 
entire process is described elsewhere. 

Ethics Approval 

This study was approved by the Deakin University Human 
Research Ethics Committee (Deakin HREC, ID 2017-087). 

Participants 

Stroke survivors with experience of utilising PGHD were 
recruited for convenience from participants in a randomised 
controlled trial (RCT) called STRIVE, which sought to 
determine the efficacy of a selected poststroke simulated 
rehabilitation technology, Jintronix [23]. These participants 
used Jintronix which utilises Kinect, a leading body-tracking 
technology [15, 23], and generates PGHD, see example in [15]. 
Participants were from the Melbourne metropolitan Area, 
Victoria, and Launceston, Tasmania (Australia). After the RCT 
lasting 8 weeks, participants in the intervention arm were 
invited to participate in focus groups of 3-6 people (or semi-
structured interviews for participants who could not meet at the 
same day and time as other participants). There were 3 males 
and 7 females. All interviewees (5) were females. 

Procedure 

Participants were asked two categories of semi-structured 
questions: the first for the purposes of the STRIVE study and 
the second for the purposes of this study. 

The first category for the STRIVE study gauged perceptions for 
the whole trial in terms of system usability, patient engagement, 
and intervention impact. Sample questions participants were 
asked included what parts of Jintronix were easy or difficult to 
use; whether use of Jintronix resulted in any behavioural 
changes to daily tasks; and whether Jintronix helped them in 
understanding and achieving their rehabilitation goals. 
Participant responses to the questions in this category, if they 
were also relevant to the second category of questions below, 
were included in our analysis. 

The second category of questions was to conceptualise patient-
reported outcomes of PGHD and ask participants to comment 
on any outcomes their PGHD may have had. Questions 
included what emotions or reactions they may have from seeing 
their PGHD; whether they felt more or less engaged after seeing 
their PGHD; and if any of their rehabilitation goals changed. 
Participants were also asked to comment on sample patient-
reported outcome items. These questions and sample patient-
reported outcome items were developed from steps 1-3 of QIR 
[5], where different effects of PGHD were identified: 

1. Influence health-related behavioural changes in 
patients [8]. 

2. Change feelings about health status [10]. 

3. Influence interest in their care processes [9-11]. 

4. Facilitate personal care goals [10; 24]. 

5. Influence relationship with care providers [10; 11; 25; 
26]. 

These effects were also used to guide the deductive thematic 
analysis conducted, as described in the next sub-heading. Steps 
1-3 of QIR involved a literature review to scan established 
PROMs within the areas of interest; and selecting, categorising, 
and revising relevant PROM items to form initial themes that 
would guide the discussion with the target cohort.  

All focus groups and interviews were held in meeting rooms at 
Deakin University at days and times that suited the participants. 
Participants who could meet at similar days and times were 
organised into focus groups, everyone else was organised into 
semi-structured interviews. In total there were 2 focus groups 
with 3 and 2 participants each. In each group, there was one 
participant who could not make it on the day. Additionally, 
there were 5 semi-structured interviews. All focus groups and 
interviews were audio-recorded.  

Data Analysis 

Nearly 10 hours of focus groups and interviews were 
transcribed verbatim; the former by GLD and the latter by a 
research assistant of the STRIVE project. GLD checked all 
transcriptions for accuracy, and de-identified them. The 
transcriptions and data management (including coding) were 
done using NVivo 11 (QSR International Pty Ltd, Melbourne, 
Australia). 

Deductive thematic analysis was initially conducted 
independently by all authors on a few transcripts. Once 
common understanding was achieved for how themes are 
applied, GLD proceeded to analyse the rest of the transcripts; 
using a coding journal to clarify contentious quotes with the co-
authors. Themes were derived deductively from the identified 
PGHD effects from the literature. The different themes are 
presented in the results below as subheadings. 

Results 

The results below show perceptions of stroke survivors on the 
effects of PGHD from a poststroke simulated rehabilitation 
technology. 

Health-Related Behaviours 

While stroke survivors mentioned some improvement with 
their ability to do some daily tasks as a result of their use of 
Jintronix, few of them mentioned any behavioural changes as a 
result of their PGHD. One of them did mention adjusting 
movement based on the scores they received at the end of an 
activity: “I automatically adjust what I was doing, if I couldn't 
burst every balloon I, I had to adjust.. To work out what I was 
doing wrong” (FG1_STC2-3). Seeing an improvement in 
performance data encouraged a stroke survivor to do more of 
the activities: “if I can see the improvement I'm making then it 
would…encourage me to maybe have more of those sessions” 
(INT1_STC3).  However one stressed that positive health data 
was not enough, and would not have done the exercises “that 
long if there hadn't been somebody driving me” (INT1_STC1).  

Feelings About Health Status 

Most stroke survivors felt either “disappointed” (FG1_STC2-3) 
or pleased with themselves depending on their PGHD. Seeing 
their performance data go down, or “wanting to achieve and not 
achieving, or you not doing it the way you want” (INT2_STC1) 
resulted in feelings of being “disheartened” (INT2_STC1), with 
one going as far as describing the experience as “offensive” 
(INT1_STC1). “Levels of frustration” were also experienced 
when their data fluctuated: “sometimes you went backwards, 
sometimes you went forwards” (INT2_STC1). It could also be 

G.L. Dimaguila et al. / Patient-Reported Outcomes of Utilising Person-Generated Health Data994



discouraging, making one think that they may have reached 
their limit: “I would think well surely this is the benchmark, and 
so I probably thought, would have thought nah, I’m probably 
not gonna to [sic] get any better” (INT1_STC1), with the same 
survivor cautioning that “it would depress me”. Positive 
feelings such as “happy” and “satisfying” (INT2_STC3) 
abound where their PGHD were also positive. One described 
the experience as feeling “good about yourself” when the data 
was “improving” (FG1_STC2-1). Positive PGHD was also 
“reassuring” (INT2_STC3) and “exciting” (INT1_STC1). It 
could make them feel “hopeful” and “confident” because “it 
was encouraging,” (INT2_STC3)  “saying okay you can 
perform” (INT3_STC1). A survivor humorously shared that it 
gave the assurance that “you’re not totally dead” (INT3_STC1). 
It can therefore be observed that positive or negative PGHD 
correlated respectively with positive or negative emotions.  

There were however a few stroke survivors who were neither 
disappointed nor pleased based on their PGHD, with one saying 
“it doesn’t really matter”, and that the data neither “encouraged 
(n)or discouraged” (FG2_STC1_1). There was a sense of 
acceptance that their performance can go up or down: “I was 
very, very upbeat about my progress, I was very pessimistic 
about my progress. And different times I felt, different” 
(FG2_STC1_1). Meanwhile one survivor described seeing 
gains in their PGHD as “kind of surprising how much you can 
achieve, you know you kind of surprise yourself what you can 
achieve” (INT3_STC1). 

Finally, while some stroke survivors associated their PGHD 
with their performance: “Yeah you'd know if you didn't get a 
hundred” (FG1_STC2-3), others relied on their own feelings 
about their health to assess their performance: “numbers on the 
screen isn't going to tell me the other, one thing or the other” 
(INT1_STC1). However one had lesser trust on their PGHD 
and more on other people describing their improvement for 
them: “when they say, oh, you're doing this a lot better than you 
were, that you actually, realise that you have improved” 
(FG1_STC2-3). 

Interest in Care Processes 

Stroke survivors reported interest in how the exercises 
contributed to the progress of their therapy, as a result of seeing 
their PGHD. They wanted “to see whether there were any 
gains” (FG1_STC2-3), or some “improvement” 
(FG2_STC1_2); asserting that “there must be some things that 
have, that have improved from that, even if” (FG2_STC1_1) 
they were tired. Others expressed interest in “having an 
indicator of previous performance” (FG1_STC2-3), a 
“comparison point” (INT2_STC1), and see how they would 
“stack up at the end” (FG1_STC2-3). Still others liked 
“tracking” (FG2_STC1_1) their progress, whether good or bad: 
“because I understand it, um, some days are bad, some days are 
good” (FG2_STC1_1). A few survivors also wanted to see 
when they “weren't so good” (FG1_STC2-1) that week, and 
when they were: “it told me when you were right it’s, it’s um.. 
If you are doing okay or or not” (INT2_STC3). They also 
wanted to know why: “because you realise that you know you're 
not going as far because you have the disability part of it” 
(INT3_STC1); and whether “there's a bit more to do” 
(INT2_STC3) to improve. Some of them especially remarked 
on things they could have done better, with one remarking that 
“I should have been standing up, hmm, longer for weeks” 
(FG1_STC2-1). As such, their PGHD could “be helpful” to 
know what they needed “to do (to) improve” (INT2_STC3), 
comparing it with teacher-student feedback: “it’s like uh, you 
know student getting feedback from…their teacher or 
something…it's important to get feedback” (INT2_STC3). One 

described the experience as “a bit like having a physio visit you 
at home, or having an OT visit you at home” (FG1_STC2-3). 

Some stroke survivors also reported interest in understanding 
where they “were at in the program” (INT2_STC3), to see “how 
far there was to go if you can, by what percentage was showing” 
(FG1_STC2-3), and feel better when they were close to 
finishing an exercise: “I see the percentage, and when I was 
getting to seventy percent, I would think uh, this is good I'm 
getting towards the end” (FG1_STC2-1). This could be 
important for self-management, as described by one survivor: 
“It was certainly something that I watched, to see where I was 
at. 'Cause um, y- you need to think about this, we have some 
sort of a budget of energy that you have to manage yourself, 
and you can't afford to get to empty” (FG1_STC2-3). 

There were a few survivors who didn’t “really care” 
(FG2_STC1_1), didn’t “take that much notice” (FG1_STC2-1) 
of their PGHD, and that they were just “going with the flow” 
(FG2_STC1_1). A survivor described seeing their data but not 
perceiving any benefit from it: “it was just information…I 
didn't feel I was involved in any way” (INT2_STC3). This lack 
of feeling involved was also true even when the PGHD was 
informative: “You knew what you had to do to improve or not, 
but I I didn’t feel involved really” (INT2_STC3). 

Interestingly, a few stroke survivors reported how seeing their 
PGHD affected their perceptions towards their therapy. 
Positive PGHD gave the impression that the therapy was 
effective, and “the confidence of actually doing the exercises” 
(FG1_STC2-3); whereas negative PGHD could imply that the 
therapy was “pretty useless” (INT1_STC1). However there was 
also one stroke survivor whose perceptions of the exercises was 
unaffected: “I wouldn’t say I was more engaged or less engaged 
by it, I took it for what it was” (INT2_STC1). Finally, another 
survivor found that the data helped with self-assessment: “I'm 
good in this game but I'm not good in the other game, it gives 
that sort of feeling you know” (INT3_STC1). 

Personal Care Goals 

Stroke survivors reported receiving “an extra percentage of 
motivation” (FG1_STC2-1) and an “incentive to do better” 
(FG1_STC2-3) when they see their PGHD. Seeing how their 
data changed over time would make therapy more 
“motivational”, because it “feels like a bit of a competition? To 
see if we can do better” (FG1_STC2-3). It helped them develop 
“short term and long term goals” or a new “benchmark to try 
and achieve next time”, and kept one “focused to some extent” 
(INT2_STC1). However, it was cautioned that a downward 
slope could be detrimental: “you can get hard on yourself or 
feel ‘Oh I didn’t get that right’ and if you keep doing that and 
you're not achieving 100% and the score keeps flashing at you, 
that can be a positive motivator, but can also (be) a negative 
one” (INT2_STC1). There was one survivor however whose 
motivation remained unchanged: “I know when I haven’t done 
well. And numbers on the screen isn't going to tell me the other, 
one thing or the other” (INT1_STC1). Meanwhile, some 
survivors reported being motivated to simply finish the therapy, 
“to get to somewhere in time” and to concentrate on trying to 
“achieve it” (FG1_STC2-3). 

Relationship with Care Provider/s 

Some stroke survivors were prompted to ask their therapists 
when they “haven’t been doing well,” and why so they can 
improve: “what [sic] reason to it, and then they tell me off for 
certain things” (INT3_STC1). However, while they “wanted to 
know why it was so different so…low” (INT2_STC3), they 
were less prompted to ask about their performance when it was 
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good: “when it was good I didn’t ask questions” (INT2_STC3). 
Surprisingly good data however prompted one to ask how it 
could have happened: “a couple of times I was surprised that I 
had a higher score when I thought I'd done badly” 
(INT1_STC1). Regardless, one survivor reported being 
prompted to ask for more assistance: “If they were always bad 
then I would need uh more assistance and even if they (were) 
good um, they (are) not perfect, right so I would want to have 
more, more assistance to um, to to improve” (INT2_STC3). 

Discussion 

This study is the first to gather perceptions of stroke survivors 
on the effects of PGHD for PROM development. In fact to our 
knowledge, this is the first study that gathered patient-reported 
outcomes of utilising PGHD. While there have been studies 
presenting patient-reported outcomes of a health condition [3, 
27] such as quality of life as a result of using a PGHD-enabled 
device [28], and patient-reported experiences or satisfaction 
with health interventions and technologies [29-31], there have 
been no studies systematically soliciting patient-reported 
outcomes of utilising PGHD. This study begins to understand 
how PGHD may affect the health outcomes of people who use 
them, from their own perspective. More specifically, this 
contributes to the missed opportunity of the poststroke 
simulated rehabilitation literature to engage patients in their 
own health care [15]. 

The findings of this study demonstrate that we can measure 
outcomes of utilising PGHD, and have shown some similarities 
with PGHD effects reported in the literature. Moreover, the 
findings have also provided a richer understanding of the 
effects, and at times broadened the scope. This is a strength of 
conducting qualitative data collection for patient-reported 
outcomes of a health domain of interest [3]. 

The findings show that while in general patients are affected 
positively or negatively based on their PGHD, some are not 
affected at all. First, while stroke survivors’ perceptions 
confirm previous findings that PGHD may influence positive 
behavioural changes [8], it has also shown that some patients 
may only be influenced when encouraged personally by their 
therapists. Second, the findings confirmed that PGHD could 
increase patient satisfaction with their health [10], but for the 
most part only when they are positive. Negative PGHD can, in 
the stroke survivors’ own words, be offensive or depressing. 
Still, other survivors reported indifference to their PGHD. This 
emphasises the need to utilise patient-centered design when 
developing health technologies [32], particularly when PGHD 
is produced [15].  

Third, this study affirms reports that direct access to PGHD can 
increase patient engagement [9-11]; however, we have learned 
that for some stroke survivors PGHD is just information that 
does not make them feel involved. Fourth, development of new 
goals or benchmarks as a result of their PGHD were also 
reported by stroke survivors, supporting assertions that PGHD 
facilitates personalised health strategies [10, 24], but others 
relied on their own feelings about their health to formulate their 
goals and were neither motivated nor demotivated by their 
PGHD. Finally, while the literature showed that PGHD may 
improve health management coordination between patients and 
their care providers [10, 11, 25, 26], stroke survivors using a 
simulated rehabilitation system may only ask questions when 
their PGHD shows poor results, or when their results surprise 
them.  

These findings have direct implications for PROMs to utilise 
PGHD. As mentioned before, this paper is part of a larger study 
to develop a PROM-PGHD with poststroke simulated 

rehabilitation systems as a use case. For example, we noted that 
previous literature on effects of PGHD have not addressed 
“levels of frustration”. This will be added as an item to 
accommodate for stroke survivors’ experience of seeing their 
PGHD go up and down. This study demonstrates how the focus 
groups and interviews will be used to broaden the coverage of 
the PROM. 

One limitation to our study is that all of the focus groups and 
interviews were moderated by the same person (GLD), which 
has the risk of a narrower array of themes and ideas. However, 
this method’s advantage is that it increases the chance of 
thematic saturation, as GLD would have learned relevant 
themes as the discussions progressed [3]. Additionally, our 
sample was never intended to represent all stroke survivors; it 
was meant to elicit the input of survivors who have used a 
leading poststroke simulated rehabilitation technology to guide 
the development of the PROM-PGHD. The PROM will be 
refined and validated further as per the next step of QIR [5].  

Poststroke simulated rehabilitation systems were selected as the 
use case for measuring PGHD outcomes because of the global 
burden of stroke and the potential benefits of simulated 
rehabilitation systems. However research into applicability of a 
PROM-PGHD for the wider spectrum of health technologies 
are ongoing. The authors will report elsewhere on how these 
PROMs are proving their validity in other cases of technology 
and health domains.  

Practitioners and developers of health technologies need to 
understand how PGHD affect people differently. Therefore, 
when considering PGHD-enabled devices the patient 
perspective has to be given priority [15, 32]. Future studies 
should consider relevant health domain and technology use 
cases for applying a PROM-PGHD and evaluate their 
implications on the care process.  

Conclusions 

This study has described the importance of patients self-
reporting the effects of utilising PGHD through a PROM. It has 
identified a pertinent use case in poststroke simulated 
rehabilitation systems, and gathered perceptions from stroke 
survivors. The findings highlight five key themes that 
demonstrate that PGHD outcomes of utilising PGHD can be 
measured. Moreover, this study has provided a deeper 
understanding of those effects and broadened the scope through 
the words of the stroke survivors themselves. The perceptions 
gathered here will further refine and validate the development 
of a PROM-PGHD for poststroke simulated rehabilitation 
systems and has wider relevance and application. 
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Abstract 

Currently, healthcare in disaster management context faces a 

number of challenges mostly due to the lack of availability of 

reliable data from diverse sources required to be accessible by 

appropriate authorities. Therefore, the main objective of this 

study is the introduction of a framework based on the 

integration of three technologies, Internet of Things (IoT), 

cloud computing and big data to solve this issue in all disaster 

phases and provide precise and effective healthcare. This 

framework supports healthcare managers by enabling data 

sharing among them and assists them in performing analytical 

calculations to discover meaningful, logical and accurate 

trend(s) required for strategic planning and better 

preparedness in the face of disasters. Also, the outcome of the 

framework may help decision makers to identify and predict the 

health consequences of the disasters for any specific 

geographical location in any country based on its geographical 

properties and disaster background. 

Keywords:  

Medical Informatics, Disasters, Disaster Planning  

Introduction 

Disasters (natural, manmade, or epidemic) have detrimental 

effects and annually force huge expenses on governments 

nationwide in terms of economical, social, environmental, and 

human conditions and life. According to the statistics from 

Centre for Research on the Epidemiology of Disasters, the 

number of disasters and their complexity and severity (damage 

to life and property) shows an upward trend over recent 

decades. Only in 2017, 536 disasters occurred causing 16,458 

deaths, affecting 95,979,187 people and costing USD 

337,542,768,000 globally [1].  

Regardless of disaster types and sources, their consequences 

mostly threaten people’s health and wellbeing to varying 

degrees. This includes injuries or deaths of the affected people 

or even disrupting the healthcare systems that affects both 

disaster injuries and people with chronic healthcare conditions 

who still require care. Therefore, the greatest challenge to  

healthcare systems is probably when it is to deal with disasters; 

they should change swiftly from their everyday activities to 

adjust to the conditions of great uncertainty that, at the same 

time, may exceed their available resources and their ability to 

attend to a large number of casualties in a short time [2]. 

Although most disasters are not preventable, having a proper 

healthcare preparedness plan in advance can significantly 

lessen the harmful effects of disasters and diminish their 

adverse consequences. For such a plan and addressing citizens’ 

healthcare requirements more effectively, reliable data from 

diverse sources are needed to be shared among different 

authorities and parties in disaster management. In this regard, 

effective data gathering and sharing is the building block 

leading to more accurate data analysis and information 

extraction required for a disaster healthcare plan. This issue is 

a challenging task and has not been effectively addressed yet.   

The attempt in this paper is to introduce an integrated 

framework of three technologies. This framework aims to 

address challenges in data collection and sharing that are faced 

by different authorities, including healthcare, within Disaster 

Management Cycle (DMC). The framework enables automatic 

data collection and sharing that can be categorized for each 

region and the whole country before, during and after disasters. 

Also, it can further be used for real-time decision making, 

discovering trends, and possibly forecasting healthcare 

consequences of disasters on communities, or predicting 

epidemics outbreak. Moreover, it is expected that authorities 

will be able to prepare customized healthcare disaster 

management plans based on the geographical location 

properties, disaster history and the healthcare background of 

their inhabitants. 

The rest of this article is organized as follows. First, the 

research methods and motivations are explained. Then, a brief 

background of the utilized technologies is provided. After that, 

the proposed model is presented followed by detailed 

explanations of its layers and its implications.  

Research Methods and Motivation 

As a part of Disaster e-Health (DEH) project (see [3] and [4]), 

a comprehensive scoping study in three fields of disaster 

management, disaster medicine, and healthcare was conducted. 

The scoping study was carried out in two different phases of 

controlled and uncontrolled search in 13 different databases 

including Scopus, CINAHL, ProQuest, IEEEXplore, Science 

Direct, and PubMed. In these databases, keywords or 

combination of keywords such as disaster, healthcare, 

technology, e-health and challenges, were used to extract 

relevant studies. Among 3956 captured articles in uncontrolled 

search and 925 articles in controlled, after considering the 

exclusion factors, 264 and 328 articles in each method, 

respectively, were selected for review.  

Citizens’ health requirements and demands following disasters 

are varied and highly depend on the disaster types, location, and 

intensity. Therefore, efficiency and effectiveness of healthcare 

disaster response activities are of prime importance due to finite 

resources compared to the number of affected population. In 

most disasters, preventing further life loss has a direct relation 

to the level of preparedness and readiness of different 

organizations in a community.  Thus, pre-disaster phases, that 

is, preparedness and mitigation, are key elements of effective 
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response; however, their importance may be hidden or 

underestimated unless a major disaster occurs [5]. By managing 

pre-disaster phases wisely and properly in their planning, there 

will be no, or less need to run response and recovery phases as 

the disaster risks are prevented or reduced and appropriate 

systems, procedures, and resources are in place to assist 

affected population [6]. Consequently, rather than a reactive 

system, governments can shift to a proactive system. 

However, most healthcare centers are still struggling to prepare 

an appropriate disaster management plan. According to the 

results of the scoping review, some of the identified root cause 

challenges are: 

• Data gathering (considering data quality and reliability) 

• Data sharing (which data, how to share and with whom) 

• Data analysis (healthcare risk analysis to prepare for 

disaster threats, respond to and recover from them) 

Data gathering and availability can be the greatest challenge for 

preparing an effective disaster management plan for healthcare 

centers most of which suffer from a lack of reliable and relevant 

data. This deficiency forces most countries, especially 

developing ones, to have a general, or national, disaster 

management plan mostly prepared and designed based on the 

assumptions for the whole country with no or a very few 

customizations for different regions [7]. However, based on 

regions’ backgrounds, having some customization is a must. It 

is expected that disaster healthcare plans would be more 

effective if created for each geographical region by considering 

the number of its inhabitants and its disaster background 

information, including type, frequency, severity, and 

consequences. This information helps healthcare authorities to 

prepare region based and customized disaster healthcare plans, 

which are possibly more effective and efficient, and they may 

result in a better and effective healthcare response.  

For a precise and effective disaster healthcare plan, it is 

necessary to have information regarding past disasters, and the 

effectiveness, success or failure rates of healthcare response 

activities. However, many countries have little information 

regarding the real effectiveness and efficiency of their 

healthcare response activities or their challenges and 

deficiencies [8, 9]. Therefore, healthcare response 

shortcomings have not been identified properly, and 

consequently, learned lessons from past disasters are poorly 

considered for future healthcare planning. This issue results in 

having mitigation and preparedness plans mostly based on the 

assumptions and not on the real data or information. This not 

only wastes a lot of valuable resources, but it also results in not 

being able to meet some of the demands of disaster casualties, 

specifically the healthcare related demands [10]. 

Technology Background 

Information Technology (IT) utilization could be a viable 

solution for the identified challenges. It has the potential to 

improve overall disaster management, better prepare against 

disasters, facilitate response when disasters occur, enhance 

support after disasters, and keep records for better future 

preparedness.  

In the proposed framework, three different technologies are 

utilized. These technologies have already revolutionized other 

fields/industries such as supply chain, healthcare and military. 

Therefore, it is believed that they may offer a huge potential for 

healthcare within disaster DMC. Although these technologies 

by themselves are powerful, it is expected that they may exploit 

further potential if they integrate with each other.  

Internet of Things (IoT) 

IoT is a technological phenomenon that stems from new 

advances and ideas in ICT, and it is related to ubiquitous 

communication/connectivity, ambient intelligence,  and 

pervasive computing [12]. It comprises sensing devices and 

technologies such as sensors, Radio Frequency Identification 

(RFID), and Global Positioning System (GPS) [12] and 

network and communication components such as Wireless 

Sensor Network (WSN), 4/5G communication, and Wide Area 

Network (WAN). IoT integrates humans, physical objects and 

digital devices by making use of distributed sensors in 

environments [13]. IoT enables people to automatically gather 

all sorts of data and information such as location, movement, 

sound, and heat. Since IoT encompasses different types of 

technologies and components, its scope covers a broad range of 

applications in different fields such as healthcare, military, 

supply chain, and agriculture. IoT Devices are already starting 

to appear in the consumer space in the form of wearable devices 

and smart appliances so that it may be possible to both use data 

from these devices and the infrastructure being built to support 

them. 

Cloud Computing  

Cloud computing is a framework of “abstracted, virtualized, 

dynamically scalable, managing, computing, power storage 

platforms and services for on-demand delivery over the 

Internet.” [14]. It consists of both hardware and software that 

offer various services in different levels of infrastructure, 

platform and software [15]; it has revolutionized IT resources 

utilization in different industries. Cloud services are available 

anywhere at anytime and bring flexibility and scalability of IT 

services and resources while enhancing their employment in 

different levels and organizations. Cloud computing provides a 

series of advantages for the organizations as mentioned by [16] 

including scalability, reliability, efficiency, and data storage.  

Big Data 

The “Big data” concept has emerged as a result of a massive 

increase in data with regard to its quantity, type and speed of 

generation. Big data can be defined as “high volume, high 

velocity, and/or high variety information assets that require new 

forms of processing to enable enhanced decision making, 

insight discovery and process optimization” [17].  Big data is 

used in different organizations for analytical purposes. Its data 

are from diverse sources, and sometimes in real-time manner, 

fueled by the latest development in technologies such as mobile 

devices adoption, social media, IoT, and RFID [18].  

Related Studies And Research Objectives 

Although the applications of the discussed technologies in other 

fields are increasing, only in recent times have the researchers 

started exploring the role of these technologies for disaster 

management purposes. However, there are some gaps in these 

studies. A significant number of solutions concentrate on 

utilizing only one technology: ([19, 20] on IoT, [21, 22] on big 

data, and [23] on cloud computing). Some others have utilized 

these technologies for a specific disaster phase: ([24] on 

disaster recovery, [22, 25-27] on disaster response, [28] on 

disaster response and preventive monitoring). Still, some other 

studies look into a specific activity in a specific disaster phase 

([21] on big data for disaster relief activities and supply chain 
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management). Only a few research studies proposed their 

solutions based on technology integration for addressing the 

disaster management challenges ([29] integrated big data and 

cloud computing, [30] proposed big data and IoT integration, 

and [25] integrated cloud and IoT). Among the identified 

studies, only, [31] integrated all the mentioned technologies for 

the purpose of event detection and sending alerts, and 

coordinating rescue and medical operations. Therefore, it can 

be said that among all the recent research, little attention has 

been paid to technology integration and healthcare operations, 

specifically for pre-disaster phases.  

In this context, in this research, the proposed framework has the 

potential to be used in supporting and assisting healthcare and 

governmental authorities in their decision making and disaster 

healthcare planning for any disaster type, in different phases 

and for different regions. The objectives of the framework are: 

• automatic gathering precise and real-time or near real-

time data at all disaster phases 

• aggregating the captured data to facilitate data sharing 

among different parties  

• identifying and revealing any meaningful trends in the 

captured data that can be utilized for forecasting 

future disasters and the required healthcare actions 

resulting in accurate disaster healthcare planning and 

precise response 

• enabling authorities to customize and localize disaster 

healthcare planning based on regions’ precise data. 

Technology Integration and Proposed Model 

One of the greatest challenges for preparing an effective 

disaster management plan for healthcare is the lack of reliable 

and relevant data. It is believed that a great number of issues 

can be prevented in healthcare by having better and quality 

data. These data can be a great source for healthcare disaster 

planning and management as we cannot manage something 

when we cannot measure it. 

Therefore, the proposed framework in this research integrates 

and utilizes three advanced technologies in three layers (Figure 

1) to facilitate data gathering, sharing and analysis which are 

necessary for an effective disaster healthcare plan and 

management, as these areas have been identified by several 

researchers as barriers [10, 32-34].  

 

Figure 1 – Proposed Technology Integration Model  

Layer One: IoT 

The aim of this layer is to solve the problem of data availability 

and reliability by utilizing different IoT devices. The IoT 

devices are able to precisely capture different types of data for 

a particular case (object or human) with no or minimum human 

intervention in a periodic or continuous form in a specific 

location. These data can be people’s vital signs or location, 

environment temperature, humidity, location of the objects, etc. 

The variety in the data types makes IoT suitable for monitoring 

purposes and transmitting or receiving real-time data regarding 

different conditions in the implemented environment. 

Furthermore, as most of the IoT devices have embedded 

memory and are battery powered, if network and power are 

disrupted by disasters, they can save data in their memory and 

upload them whenever their connection reestablishes. 

Therefore, the effects of disruptions in network communication 

after disaster could be mitigated.  

Based on IoT functionalities and by giving digital identity to the 

objects, IoT sensors are able to be context-aware, sense the 

monitoring environmental conditions, communicate with 

neighboring nodes and even sometimes perform some basic 

computations on the collected data [35, 36]. These unique 

features of IoT can integrate the objects in the real world with the 

digital environment which, eventually, brings an integration, and 

relevant and quality data/information for healthcare planning at 

all phases of disasters. IoT also provides a cooperative 

monitoring environment either for environmental conditions or 

physical objects. Moreover, as IoT sensors require no or little 

human intervention, they can be used in harsh or infectious 

environments where conditions are not suitable for human work 

[35]. In such situations, the sensors can be set to execute 

processes to activate specific actions or create services [36]. 

Layer Two: Cloud Computing 

Although in disaster healthcare planning, data availability and 

quality are crucial, sharing these data with right authorities is 

vital. Otherwise, even having quality datasets,  may lead us to 

thousands of silos of fragmented data. While data sharing is the 

other common problem in healthcare planning. Therefore, the 

second layer of the framework attempts to address this problem 

by utilizing cloud computing technology. Furthermore, to apply 

the full potential of IoT, it seems that utilizing cloud computing 

in parallel with IoT is vital [37]. 

Cloud computing can provide the required virtual infrastructure 

for integrating the monitoring devices [37]. As it is required to 

store a wide range of data types, cloud facilitates deployment 

of a system for data sharing across different platforms and 

through a unified framework for a fast and easy access with 

unlimited data storage [16, 37]. This technology is an efficient 

and reliable solution for data sharing among different parties 

and authorities and supports collaborative work and access 

anywhere. Moreover, it is potentially more resilient and 

scalable in terms of physical locations. 

In this layer, the captured IoT data available in a single cloud 

repository ultimately facilitate sharing of data and enhance 

collaboration and cooperation of people, programs, processes 

and services [36]. This issue is particularly important in 

healthcare as all the parties will be able to work on a common 

and aggregated data and establish a network to coordinate and 

exchange data more effectively and efficiently that, in turn, also 

supports strategic planning and research. Moreover, different 

authorities and governmental agencies, including healthcare, 

monitor different types of objects, locations and environmental 

conditions in a way that if any significant issues happen, they 

can respond swiftly.  

Layer Three: Big Data 

The outcome of the lower two layers is an integrated repository 

of data of differing quality, provenance and or reliability which 

disaster management and planning can use for evidence-based 
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plans and responses. For this purpose, the analysis and 

validation of all the captured data from monitoring devices are 

required. In this context, big data algorithms and analytics can 

be considered since they have the potential to make use of those 

data and extract the available trends and evidences. As in the 

previous layer cloud computing has been used, big data sharing 

and exchange becomes possible without further investing in big 

computing assets [38]. Big data algorithms and analytics can be 

used to visualize the connected IoT objects, make sense of them 

and help IoT for acceptance, usage and influence [18]. For this 

purpose, big data analytics tools and applications can be used 

to exploit the full potential of the proposed framework by 

converting the data into information and knowledge. In other 

words, big data “takes the amount of intelligence within the 

network to another level where devices reason and take action 

in ways that aren’t necessarily preprogrammed or even initially 

understood by humans” [18]. 

This layer’s outcome could facilitate supplying information and 

knowledge required for disaster healthcare planning as well as 

enhancing the quality of the plans and decisions in both normal 

and disaster situations. The generated information can be real-

time for immediate decision making in any alarming situations 

[2], such as epidemics outbreak, or about the past disasters to 

support healthcare resilience and prevention research. 

Discussion 

Appropriate and precious healthcare planning, for normal or 

disaster situations, relies on past together with real-time data 

from various sources. If these data are available and reliable, 

their aggregation in a single repository with further processing 

and analysis may result in extracting important information and 

trends that have the potential to enhance the quality of disaster 

healthcare planning and preparedness. Hereof, it is believed that 

integrating the discussed technologies can support governments 

and authorities to provide a more accurate, robust and 

customized disaster preparedness and response plans based on 

the geographical locations by considering their geographical 

conditions, healthcare and disaster backgrounds. The proposed 

framework can be seen as a possible solution to the identified 

challenges in the disaster healthcare. The following paragraphs 

discuss the contribution of each technology. 

IoT connects the physical objects with the digital world and 

makes objects identifiable and traceable. It also can collect and 

disseminate data from the monitoring areas to the control 

centers. Besides this offered convenience, these connected and 

intelligent devices could have the life-saving applications 

during disasters and be considered critical applications [39] as 

they can capture and then disseminate accurate data with 

minimal human interventions.  

However, for a complete realization of the IoT potential, an 

efficient, secure and scalable storage is required. Consequently, 

in the proposed framework, cloud computing is suggested that 

can also provide a reliable and ubiquitous access to the dynamic 

IoT objects [37]. Therefore, the large amount of the collected 

data from IoT devices are aggregated and shared among 

different centers through cloud computing. In this way, 

collaboration among parties is improved, and critical data are 

swiftly distributed to the top decision makers [36]. 

This integrated repository can be considered as an easily 

accessible platform for using data mining models to discover 

new facts and trends. For this purpose, big data approaches such 

as large-scale visualizations, stream processing, machine 

learning, etc. can be used to generate knowledge and discover 

trends. This information can be employed by decision makers 

and other authorities for a quality strategic planning and 

predicting future requirements and demands in the face of 

disasters.    

As a result of adopting this framework of interconnected 

sensing devices, sharing data across different platforms through 

a unified framework becomes possible. Therefore, healthcare 

decision-makers will be able to use the real-time and precise 

data for real-time decision making [36, 37] and for better 

understanding the impact of disasters and reacting more 

appropriately [40] with respect to the healthcare consequences. 

Additionally, every healthcare center is able to be integrated 

into the disaster plans, along with its critical components of the 

response efforts [41], and its situations can be assessed by using 

big data and cloud computing. This framework can also make 

data and information available for the wider and authorized 

access that may enhance data processing and sharing.  

This approach may also enhance and facilitate decision making 

in the healthcare response missions as different objects in the 

monitoring environment are inter-connected via their properties 

[13]. Therefore, IoT for the disaster management application 

not only can be seen as a data acquisition technology, but it can 

also facilitate establishing a more effective, intelligent and 

goal-oriented communication [11]. Moreover, information 

regarding medical resources availability and location can be 

tracked and shared among related organizations automatically 

and without any human intervention that, in turn, results in 

enhancing tasks efficiency and accuracy. Consequently, 

matching the available medical resources and staff with the 

region population can be performed in disaster preparedness, 

and the chance of overwhelming different systems and 

organizations can  be  decreased in the disaster response. 

Conclusions 

IoT, cloud computing and big data are powerful on their own 

but together can potentially improve disaster healthcare. The 

combination of these technologies will require work to assure 

privacy and safety. However, research in these areas may 

produce synergistic benefits. Frameworks for integration of 

these approaches are vital for effective implementation.   
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Abstract 

Influenza is an important public health problem with 

consequences on the health of people, but also at the state level 

with social and health costs due to the morbidity and mortality 

produced. Vaccination is an act of care of high clinical 

complexity, which can be learned and trained, so that decision-

making in vaccination requires elements of judgment that act 

logically in a cascade. The creation of algorithms and their 

implementation in computer systems will identify susceptible 

people more quickly and improve the competence in the 

administration of vaccines. For the creation of the algorithm, 

the variables and their relationships were identified through 

mathematical formulation. As a result, the nine variables for 

vaccination that result in 47 different clinical situations were 

identified (29 "non-vaccination" and 18 “vaccination” 

situations). The formalization of algorithms in vaccine 

administration allows to represent the process by which the 

professional carries out the decision making process. 

Keywords:  

Algorithms; Decision Support Systems, Clinical; Influenza 

Vaccines 

Introduction 

The present study starts from the following reseach aim: to 

design an algorithm that describes the decision-making process 

in influenza vaccination. Influenza is an acute respiratory 

infection caused by RNA-virus that encompasses different 

groups (mainly groups A, B and C) with type A being the most 

prevalent [1]. This infection appears in the form of epidemic 

outbreaks and because of the high rate of virus mutation 

(especially H3N2) [2], annual vaccination is necessary (with an 

effectiveness of 70-90% if there is concordance between the 

strains) [3,4]. The virus is transmitted by air, and transmission 

period may begin from one day before the symptomatic phase 

to seven days after symptoms start [5]. Influenza is 

characterized by high fever, cough, muscle and joint pains, 

headacheand and intense discomfort. In people with poor 

health, the flu and its complications can be fatal, due to 

pneumonias caused by secondary bacterial invaders [1]. 

Worldwide, influenza accounts for about 300,000 to 600,000 

seasonal influenza-associated respiratory deaths annually [2]. 

In Spain, the flu surveillance report indicates that 5,977 severe 

hospitalized confirmed cases of influenza were reported, of 

which 21.8% were admitted to the ICU and 17.3% died in the 

2017/2018 season [6]. In the Community of Madrid, an 

accumulated incidence of 1,540.33 cases per 100,000 

inhabitants was estimated in the same season [7]. In conclusion, 

influenza is a major public health problem worldwide related to 

a high rate of morbidity and mortality, increase in social and 

health costs, potentially preventable and whose management 

and control of risk should continue to evolve and improve to 

increase the level of health of the community [2,7]. 

Vaccination is one of the main acts of care in primary 

prevention, definid as health behaviors aimed at avoiding the 

health problem, or reducing the probability of it appearing [8]. 

In particular, it is essential for the prevention of health problems 

of infectious origin worldwide [9]. Fernandez Batalla et al. 

indicate that vaccination is an act of care of high clinical 

complexity, which can be learned and trained, so that decision-

making in vaccination requires elements of judgment that act 

logically in a cascade. The first assessment should be based on 

the characteristics of the individual (vaccine selection) and then 

the administration decision according to the context [10]. In 

addition, the computational implementation of decision-

making in care allows a better identification of the population 

to which vaccination is recommended. This allowed us to 

design tools for specific distance recruitment and increase 

vaccination rates, which has been progressively decreasing in 

recent years [11]. 

Methods 

For the identification and description of variables, the 

methodology used was deductive, based on: 

• Extraction of knowledge through text analysis 

− Scientific and technical regulations of the Public 

Health services, in relation to the indication of 

influenza vaccination for the 2017-2018 

influenza campaign of the Community of 

Madrid. 

− Instructions for use and technical data sheets of 

the influenza vaccines available in said 

campaign. 

• Education throught expert’s knowledge.  

MEDINFO 2019: Health and Wellbeing e-Networks for All
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The expert group consists of a nurse doctor in computer 

science, mathematical doctor in computer science, a nurse 

specialist in community health, and two master's degree nurses 

in multidisciplinary informatics. 

Establishment of existing relationships between variables: 

algorithm creation. 

• Mathematical formulation through bivalued logic: 

Identification of relevant clinical variables and 

definition of possible values for each variable[12-14]. 

Results 

Extraction and Definition of the Variables. 

A total of 9 variables relevant to influenza vaccination were 

selected. 

Age 

Time a person has lived at the time of the valuation. It was 

classified into 6 stages: less than 6 months (e0), 6 - 35 months 

(e1), 3 - 8 years (e2), 9 – 59 years (e3), 60 - 64 years (e4) and 

65 years or more (e5). 

Life Process 

Indicates the presence of factors that indicate risk group for 

vaccination. Three main groups were identified:  

• Processes that increase the risk of complications from 

the flu 

• People who can pass the flu to those who are at high 

risk of complications 

• Essential public service workers 

With the presence of one factor it will be considered posive (r) 

while the absence of all of them will be considered negative (¬r) 

First Vaccination 

Indicates that the person has not been vaccinated against the flu 

in previous years (p). 

Interval Between Doses 

When vaccination with several doses is necessary, it indicates 

that 4 weeks have passed after the first dose (i). 

Initial Dose 

When vaccination with several doses is necessary, it indicates 

that the vaccine proposed constitutes the first dose to be 

administered in this anti-flu campaign. 

Influenza Vaccination Completed 

Indicates the correct vaccination in the current anti-flu 

campaign (c) 

 

Health Situation 

Indicates the presence of factors that contraindicate the 

administration of the vaccine at that time. Three main situations 

were identified: fever, acute infection, allergy to some 

components of the vaccine. 

With the presence of one factor it will be considered posive (s) 

while the absence of all will be considered negative (¬s). 

Anticoagulation 

Indicates that the patient is at increased risk of hemorrhage by 

intramuscular puncture (a). 

Vaccination Action 

It is the result variable. Indicates whether the vaccine is 

indicated (v) or not (¬v) and complementary information (type 

of vaccine, dose, route of administration, cause of non-

vaccination). 

Order of Variables 

For decision making in vaccination, a hierarchy of the variables 

is necessary to indicate when to ask for each variable. 

The final formalization of the variables is presented in Table 1. 

Table 1 – Description and Formalization of Variables  

Variable Order Code Range 

Age 1 e e0 –e5

Life process 2 r r/¬r 

Influenza vaccination 

completed 

3 c c/¬c 

First vaccination 4 p p/¬p 

Initial dose 5 d d/¬d 

Interval between doses 6 i i/¬i 

Anticoagulation 7 a a/¬a 

Health situation 8 s s/¬s 

Vaccination action 9 v v/ ¬v 

Establishment of the Relationships Between Variables 

With the identified variables, a total of 47 different clinical 

cases were obtained leading to a specific vaccination action 

(Table 2). 

• 29 "non-vaccination" situations.  The algorithm has 

five different causes that indicate "no vaccination" 

(distribution in Figure 1).  

• 6 situations in which to vaccinate with inactivated 

vaccine (0.25ml) 

• 11 situations in which to vaccinate with inactivated 

vaccine (0.5ml) 

• 1 situation in which to vaccinate with inactivated 

vaccine with adjuvant (0.5ml) 

 

 

Figure 1 – Distribution of Reasons for Non-Vaccination 
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Table 2 – Coding of the Algorithm 

Caso clínico  Acción vacunal 

e0  & ¬v1 

e1 � r � c  & ¬v2 

e1 � r � ¬c � p � d � a � s & ¬v3 � ¿s?

e1 � r � ¬c � p � d � ¬a � s  & ¬v4 � ¿s?

e1 � r � ¬c � p � ¬d � i � a � s  & ¬v5 � ¿s? 

e1 � r � ¬c � p � ¬d � i � ¬a � s  & ¬v6 � ¿s?

e1 � r � ¬c � p � ¬d � ¬i  & ¬v7 � ¿i? 

e1 � r � ¬c � ¬p � a � s  & ¬v8 � ¿s?

e1 � r � ¬c � ¬p � ¬a � s  & ¬v9 � ¿s?

e1 � ¬r  & ¬v10 

e2 � r � c  & ¬v11 

e2 � r � ¬c � p � d � a � s  & ¬v12 � ¿s? 

e2 � r � ¬c � p � d � ¬a � s  & ¬v13 � ¿s?

e2 � r � ¬c � p � ¬d � i � a � s  & ¬v14 � ¿s?

e2 � r � ¬c � p � ¬d � i � ¬a � s & ¬v15 � ¿s? 

e2 � r � ¬c � p � ¬d � ¬i  & ¬v16 � ¿i?

e2 � r � ¬c � ¬p � a � s  & ¬v17 � ¿s? 

e2 � r � ¬c � ¬p � ¬a � s  & ¬v18 � ¿s?

e2 � ¬r  & ¬v19 

e3 � r � c  & ¬v20 

e3 � r � ¬c � a � s & ¬v21 � ¿s?

e3 � r � ¬c � ¬a � s  & ¬v22 � ¿s? 

e3 � ¬r  & ¬v23 

e4 � c  & ¬v24 

e4 � r � ¬c � a � s   & ¬v25 � ¿s? 

e4 � r � ¬c � ¬a � s   & ¬v26 � ¿s?

e5 � c  & ¬v27 

e5 � r � ¬c � a � s  & ¬v28 � ¿s?

e5 � r � ¬c � ¬a � s  & ¬v29 � ¿s?

e1 � r � ¬c � p � d � a � ¬s  & v1 

e1 � r � ¬c � p � d � ¬a � ¬s  & v2 

e1 � r � ¬c � p � ¬d � i � a � ¬s  & v3 

e1 � r � ¬c � p � ¬d � i � ¬a � ¬s  & v4 

e1 � r � ¬c � ¬p � a � ¬s  & v5 

e1 � r � ¬c � ¬p � ¬a � ¬s  & v6 

e2 � r � ¬c � p � d � a � ¬s  & v7 

e2 � r � ¬c � p � d � ¬a � ¬s  & v8 

e2 � r � ¬c � p � ¬d � i � a � ¬s  & v9 

e2 � r � ¬c � p � ¬d � i � ¬a � ¬s  & v10 

e2 � r � ¬c � ¬p � a � ¬s  & v11 

e2 � r � ¬c � ¬p � ¬a � ¬s  & v12 

e3 � r � ¬c � a � ¬s & v13 

e3 � r � ¬c � ¬a � ¬s & v14 

e4 � ¬c � a � ¬s & v15 

e4 � ¬c � ¬a � ¬s & v16 

e5 � ¬c � a � ¬s & v17 

e5 � ¬c � ¬a � ¬s & v18 

Discussion 

In relation to the use of Information and Communication 

Technologies, the CDC indicates logic specification for ACIP 

Recommendations in Clinical Decision Support for 

Immunization (CDSi). The variables used in this research work 

resemble the variables defined by the CDC (Target dose, patient 

series)[15]. 

In the context of primary health care, Martín-Ivorra indicates 

that the development of this type of tools would improve to 

identify the people of being vaccinated who attend the 

scheduled consultations in Primary Care[16]. On the contrary, 

it has found different publications that indicate that the use of 

ICTs are useful to determine and increase vaccination 

coverage[17,18]. 

Gerard et al. developed a system of influenza vaccination 

reminders in a hospital's information systems to increase the 

rate of influenza vaccination in patients hospitalized in internal 

medicine. Although the system was effective, it did not 

discriminate the indication of the vaccine based on their clinical 

features[19]. In relation to decision making in vaccines, 

Jacobson describe the development, of a software tool, 

introduced to assist health care professionals and public health 

administrators in managing pediatric vaccine purchase 

decisions and making economically sound formulary 

choices[20]. In relation to the methodology, Shiffman and 

Greenes used this methodology with with logic and decision-

table techniques to improve cinical guidelines applicates to 

prevention of perinatal transmission of hepatitis B by 

immunization[12]. 

Conclusions 

The formalization of algorithms in the vaccination allows to 

represent the process by which the professional carries out the 

decision making process, in this case, in the influenza 

vaccination. In addition, the algorithms serve as a guide for the 

professional. The hierarchy of variables is not the most 

computationally efficient but it represents in a better way the 

process of decision making. To measure progress in vaccination 

decision-making training, it is proposed to incorporate a case 

generator into the application in the future. Thanks to the 

development of the algorithm, all the variables have been coded 

to generate these cases. 
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Abstract 

Even though Adverse Drug Reactions (ADRs) constitute a 

significant public health issue, there is a lack of Information 

& Communication Technologies (ICT) tools supporting 

Pharmacovigilance activities at the point of care. In this pa-

per, we present the rationale of a Web-based platform to ad-

dress this need. The driving user scenario of the proposed 

platform refers to a clinician who investigates information for 

a possible ADR as part of a specific patient treatment. The 

goal is to facilitate this assessment through appropriate tools 

for searching various relevant data sources, analysing the 

acquired data, aggregating the obtained evidence, and offer-

ing follow-up ADR monitoring over time in a systematic and 

user-friendly way. In this regard, we describe the adopted 

user requirements engineering methodology and illustrate the 

use of Knowledge Engineering (KE) as the platform’s main 

technical paradigm to enable heterogeneous data integration 

and handle the complexity of the underlying information pro-

cessing workflow.  

Keywords:  

Pharmacovigilance; Drug-Related Side Effects and Adverse 

Reactions; Knowledge Management 

Introduction 

Pharmacovigilance (PV) is defined as “the science and 

activities related to the detection, assessment, understanding 

and prevention of adverse effects or any other possible drug-

related problems” [1]. As Adverse Drug Reactions (ADRs) 

cause a significant social and financial burden [2], PV is 

widely recognized as an important public health priority. An 

estimation by the US Office of Disease Prevention and Health 

Promotion has recently calculated that Adverse Drug Events 

(ADEs)
1
 are responsible for 1 in 3 of all hospital adverse 

events, related to about 2 million hospital stays each year, and 

increased hospitalization by 1.7 to 4.6 days
2
. Thus, the 

detection and prevention of ADRs at the point of care rise as a 

major clinical issue as the probability of benefit should 

balance the possibility and cost of potential harm [4]. 

                                                           

1
 ADEs include side-effects that may or may not have a causal 

relationship with the respective drug, also referring to cases of 

adherence failure. ADRs refer only to side-effects caused after 

legitimate drug use, therefore implying a possible causal rela-

tionship between the drug and the adverse effect [3].  

2
 https://health.gov/hcq/ade.asp 

The assessment of potential new or incompletely documented 

ADRs (called “signals”) is typically performed by national 

and international drug monitoring/regulatory organizations 

(e.g., the Food and Drug Administration [FDA] in the US, the 

Uppsala Monitoring Centre [UMC], World Health 

Organization collaborating centre for international dug 

monitoring). These organizations perform statistical analysis 

of individual case safety reports (ICSRs) gathered in 

Spontaneous Reporting Systems (SRSs), in order to identify 

indications of a causal relationship between the drug 

administration and the adverse effect based on the measures of 

disproportionality [5], taking also into account other sources 

of evidence (e.g., scientific literature, clinical trial databases, 

etc.). 

While SRSs are the dominant data source for PV, recent 

advances in Information and Communication Technologies 

(ICT) enable the exploitation of new, emerging data sources 

that can expand the real-world evidence base for PV (e.g., 

observational healthcare databases, social media, internet 

search logs). Thus, the need for comprehensive and 

knowledge-intensive ICT tools supporting the systematic and 

efficient exploitation of diverse data sources for PV is evident, 

in order to accommodate the entailed big data challenges [6].  

To this end, we develop a Web-based platform aiming to 

facilitate the early identification and assessment of potential 

ADRs at the point of care. The main objective is to contribute 

at “active”, post-marketing drug safety surveillance [7], 

focusing on the timely assessment of potential drug safety 

risks, supporting clinicians (as well as PV experts and 

researchers) to explore diverse data sources of interest and 

obtain actionable insights via knowledge-intensive analytics 

[8]. The proposed platform is currently in its “user 

requirements analysis” and “design” phase, which is driven by 

the real-life scenario according to which a clinician 

investigates information for a possible ADR as part of a 

specific patient treatment. The ultimate goal is to facilitate the 

integration of ADR assessment in routine clinical practice 

(Figure 1), by introducing tools that facilitate the search of 

diverse data sources, the analysis of the acquired data, the 

aggregation of the evidence to conclude with ADR 

assessment, and follow-up ADR monitoring over time in a 

systematic and user-friendly way. 

In this paper, we present the methodology applied and the 

main challenges identified during the “user requirements anal-

ysis” phase of our development, which were in turn mapped to 

relevant user goals. We also illustrate the main elements of the 

platform design through the respective information processing 

workflow. In this regard, we elaborate on how a Knowledge 

Engineering (KE) based approach can accommodate the re-
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spective design and development challenges. We further dis-

cuss practical implications of our work and outline directions 

for future work, aiming to support a comprehensive learning 

health system for active, post-marketing drug safety surveil-

lance at the point of care [9]. 

Compared to relevant works, like the SALUS platform [10], 

which focused on exploiting Electronic Health Records 

(EHRs) for ADR detection, or the platform developed in Web-

RADR [11], which exploited social media for new insights on 

drug safety, our work relies on multiple, diverse data sources, 

increasing the search space for real-world evidence with an 

explicit focus on the clinical environment. 

Methods 

The employed “user requirements analysis” process is an ad-

justed version of the methodology described in [12]. It can be 

summarized as follows:  

1. Analysis of the currently applied Business Processes 

(BPs) based on the respective user scenarios. 

2. Definition of User Goals upon the elaborated ΒPs based 

on end-user input. 

A Business Process (BP) is defined as a collection of relevant 

and ordered structured activities/tasks aiming to produce a 

specific outcome [13]. ADR assessment can also be consid-

ered as a BP conducted in the context of a hospital, as part of 

other parallel BPs (e.g., patient treatment, administrative pro-

cesses). We envisage that the use of the proposed platform 

could reform the current process of ADR assessment, typically 

conducted manually and without systematic ICT support, to a 

well-defined sequence of information processing steps, sup-

porting the overall clinical treatment processes. The ultimate 

goal is to optimize this BP model by satisfying the so-called 

User Goals. User goals are defined as “abstract user require-

ments, not directly referring to specific technical solutions or 

components” [12], associated with specific user actors or roles 

and facilitating timely identification and resolution of poten-

tial conflicts between actors. For the optimization of the ADR 

assessment process, user goals were elaborated based on feed-

back provided by clinicians and PV experts in the “user re-

quirements analysis” and the “design” phases. 

Regarding the presented platform design, the main BP of in-

terest refers to the assessment of a potential ADR by a clini-

cian. However, other BPs could also interact with it, e.g., con-

cerning the patient’s treatment. Given that patient treatment is 

the topmost priority in the clinical environment and that it is a 

personalized process, highly dependent on the local context 

(e.g. the way the specific clinic/hospital is organized), the 

modelling of these “interacting” BPs is very important and 

could be rather complex. The proper modelling and early iden-

tification of such BP interactions could be critical as they may 

substantially affect the identified goals and, thus, the platform 

design. 

We model the identified BPs using flowcharts based on a no-

tation similar to Business Process Management Notation 

(BPMN), in order to identify decision points, possible infor-

mation processing bottlenecks, interactions with other BPs, 

etc. These flowcharts are further refined collectively by ICT 

experts, healthcare professionals (i.e., clinical doctors) and PV 

professionals (i.e., scientists who investigate potential ADR 

signals). Furthermore, interviews and workshops among re-

searchers and end users were conducted as part of the overall 

“user requirements analysis” phase to analyse the established 

BPs, identify the User Goals and refine the platform’s infor-

mation processing workflow accordingly. Meetings were also 

held in the clinical environment (i.e., in the two hospitals 

which will host the platform in its pilot phase) to validate 

these goals and also address deployment issues in practice. 

All types of current and emerging data sources considered in 

PV [6], were found interesting to explore by the end users. 

These include the local EHR systems, national and interna-

tional SRSs, reference bibliographic databases as well as so-

cial media. From a technical viewpoint, programmatic data 

access is considered of high priority, as it enables systematic 

data gathering (e.g., spontaneous reports from the FDA Ad-

verse Event Reporting System via openFDA [14], articles via 

the PubMed Central Application Programming Interface). 

In order to successfully accommodate the imposed challenges 

regarding the synthesis and analysis of the vast data available, 

Knowledge Engineering (KE) is adopted as the main technical 

paradigm for our platform development. KE refers to methods, 

tools and theories for developing knowledge-intensive appli-

cations [15], and includes knowledge extraction, knowledge 

integration, knowledge representation, knowledge dissemina-

tion, and knowledge elicitation as its subdomains. 

In the scope of our work, which concerns the systematic ex-

ploitation of all the available evidence from multiple PV data 

sources for the assessment of possible ADRs, we employ two 

technology artefacts tightly related with KE, namely, “Linked 

Data” [16] and “Semantic Web” [17]. Linked Data refer to a 

group of standards which facilitate the interconnection of data 

Figure 1 - Integrating the ADR assessment process in the clinical context. 
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over the existing Internet infrastructure, while Semantic Web 

refers to the vision of semantically annotated publicly availa-

ble data interlinked via Linked Data standards.  

The use of Semantic Web and Linked Data standards provides 

two main technical benefits: (a) Interoperability: The use of 

the Linked Data paradigm provides syntactic and semantic 

interoperability tools to interlink heterogeneous data sources 

and unify them in one processing realm. (b) Reasoning capa-

bilities: The well-defined semantics upon a robust mathemati-

cal infrastructure, i.e., Description Logics [18], enable auto-

matic reasoning through specific software, a.k.a. “reasoners”. 

Results 

Based on this methodology and the choice of KE as the main 

technical paradigm, several challenges were identified from 

the end user perspective, leading to concrete user goals and 

the design of the platform’s information processing workflow. 

In particular, given the characteristics of the clinical environ-

ment, the following challenges (enumerated with Cx) regard-

ing the adoption of an ICT-based ADR assessment process 

were identified: 

C1 | Lack of time: While the assessment of potential ADRs is 

identified as an important task, it is often neglected by clini-

cians due to lack of time. 

C2 | Lack of expertise: PV entails specialized knowledge, 

which may not be available in clinical settings. While this 

argument supports the need for ICT-based support tools, it 

could also be conceived as a barrier for their adoption as their 

value might not be evident for the end-users. 

C3 | Adaptation to the clinical workflow: Workflow diversity 

among various clinical environments (different hospitals, or 

even different clinics in the same hospital apply different BPs) 

could hinder the definition and the adoption of a “one-size-

fits-all” workflow of PV information processing. 

C4 | Inadequate evidence: While spontaneous reports are the 

dominant source of evidence for PV, other data sources such 

as EHRs, bibliographic databases, and even social media plat-

forms are interesting for clinicians during ADR assessment. 

However, systematic access to multiple data sources shall be 

facilitated through appropriate tools. 

C5 | Coping with “big data”: Expanding the search space for 

PV does not only provide a broader evidence space, but it also 

imposes “big data” challenges. 

Overall, challenges C1-C5 have been discussed in the con-

ducted workshops and the following user goals (enumerated 

with Gx) were identified and mapped to the respective chal-

lenges: 

G1 | Flexibility and Unobtrusiveness (mapped to C3): The 

ADR assessment process should be flexible and tolerant to 

interruptions by tasks directly related with patient treatment. 

Thus, an important feature would be the ability to easily re-

cover from such interruptions. Practically, this can be inter-

preted as the need to “save” the ADR assessment workflow 

and continue later. In addition, clinicians stressed that the pa-

tient’s treatment should not be disrupted. Thus, the designed 

process should be as unobtrusive as possible, minimizing 

“alerts”/ “warnings”. 

G2 | Balance between assessment depth and speed (mapped to 

C1 and C5): As the clinician’s time is valuable, the platform 

should enable both “in depth” assessment capabilities, while 

also supporting a “quick look” which could provide rigorous 

information. Although the information provided this way 

would obviously be more superficial than an “in depth” as-

sessment, it could still provide value for clinicians. 

G3 | Semantic enhancement (mapped to C1, C2 and C5): 

Since the expression of the drug and condition of interest can 

be ambiguous (e.g., active substances, trade names, synonyms 

etc., could be used as drug terms), the overall process should 

be supported by curated standard terminologies and lexicons 

(e.g., with automatic synonym matching) to accelerate and 

facilitate information search and synthesis. 

G4 | Heterogeneous data synthesis (mapped to C4 and C5): 

Clinicians identified the need to synthesize various and heter-

ogeneous data sources (e.g., scientific literature, drug-

information databases, clinical trial information, SRS data, 

observational healthcare databases). Overloading the end user 

with incomprehensible data was identified as a major risk and, 

thus, the need for knowledge-based analytics emerged. 

G5 | Data sharing (mapped to C2): The need to share data to 

further elaborate on the collected ADR information and as-

sessment results was also identified. Moreover, the value of 

data provenance was highlighted, especially for the process of 

reporting assessment outcomes to regulatory organizations.  

G6 | Follow-up monitoring over time (mapped to C4): Typi-

cally, an ADR assessment produces a report with the conclu-

sion and the supporting evidence. However, the time dimen-

sion is critical in PV, especially regarding newly marketed 

drugs. Thus, a follow-up mechanism for monitoring potential 

ADRs over time is important and is currently missing. 

The main information processing workflow supported by the 

proposed platform (Figure 2) that was defined based on the 

abovementioned challenges and user goals are organized in 5 

steps. These steps are summarized next, describing the use of 

the KE methods that are applicable in each case: 

Figure 2 – Outline of the main information processing workflow supported by the proposed platform (tasks related with Knowledge 

Engineering are highglihted in red). 

P. Natsiavas et al. / A Knowledge-Based Platform for Assessing Potential Adverse Drug Reactions at the Point of Care 1009



Step 1 | Definition of “ADR assessment scenario”: When the 

user launches an ADR assessment, the platform shall support 

the definition of the drug and the condition of interest by au-

tomatic suggestions of synonyms and relevant terms obtained 

from reference terminologies, e.g., the Anatomical Therapeu-

tic Chemical (ATC) classification for drugs, and the Medical 

Dictionary for Regulatory Activities (MedDRA®) and the 

International Classification of Diseases (ICD) for the condi-

tions of interest. The use of such well-defined knowledge 

structures expands the search space, enables the semantic 

normalization of the overall process, prevents ambiguities, and 

facilitates automatic information interlinking in the next anal-

ysis steps. 

Step 2 | Browse/analyse raw data from each data source: Each 

raw data source has its own characteristics. For example, SRS 

data could be used for disproportionality analysis, while EHR 

data could be explored through observational healthcare data 

analytics [14]. KE approaches will be exploited for the analy-

sis of each data source, e.g., text mining techniques can be 

used to extract and semantically annotate information from 

unstructured data sources such as the literature or social me-

dia. Thus, the end user can browse or analyse the respective 

data source in a dedicated workspace, providing suitable fea-

tures and analysis capabilities.  

Step 3 | Combine analysis results from raw data sources: The 

results/analysis outcome obtained from each data source 

workspace shall be integrated in one common processing 

realm, where all the analysis results could be integrated, com-

pared and evaluated by the end user. Knowledge integration is 

based on semantic annotations produced in the previous steps 

and the use of Linked Data standards. Moreover, semantic 

reasoning can be applied to further elucidate knowledge from 

the already extracted analysis results. 

Step 4 | Produce a consolidating assessment report: The over-

all analysis outcome shall be generated as a consolidated re-

port, facilitating further analysis in collaboration with other 

clinicians, or even reporting to PV regulatory agencies. The 

produced report shall be available in both human-readable 

(e.g., in text form as a PDF document) and machine-readable 

(e.g., an RDF document) formats. Knowledge dissemination 

approaches can be used to facilitate the respective information 

exchange in a way that could promote the automatic reuse of 

this information. For example, the recently developed Open-

PVSignal model [19] could be used in this regard, to enable 

compliance with the FAIR data principles [20]. 

Step 5 | Launch follow-up monitoring: The end user can 

launch a monitoring follow-up process, in order to receive 

potentially new information regarding the assessed ADR from 

the available data sources. This process would notify the end-

user based on his/her notification preferences to avoid over-

alerting. Ontology models such as the Time Ontology [21] and 

the PROV-O Ontology [22] can be used to enrich the obtained 

information with semantically enhanced time and provenance 

annotations, and thus, facilitate further processing/reasoning 

regarding the time aspects and the origin of the information 

collected regarding the ADR under assessment. 

It should be noted that the presented workflow defines an in-

dependent BP, which can be adapted to each organizational 

context. Furthermore, in each assessment process, the end-user 

may decide the time spent on each BP step, either selecting to 

use the automatically retrieved information, drill-down to in-

vestigate further or manually curate the produced outcomes, 

and save or share his/her work with others at any time. 

Discussion 

Drug safety is an important issue in the clinical environment. 

Among the common tasks that are routinely performed in PV 

centres/departments in hospitals, the collection and review of 

all the available data for a potential ADR of interest is vital. 

However, there is a lack of comprehensive tools to support PV 

activities, specifically tailored for use at the point of care. For 

example, a clinician may ask for a timely evaluation of the 

respective patient case after a new drug administration, and 

the PV centre/department shall provide a documented answer 

with a medical advice about the case, after assessing the even-

tuality of an ADR [8]. To respond to this challenge, current 

available sources of information about the drug–event pair 

have to be searched by PV experts separately and in many 

cases without using appropriate support tools.  

To address this need, we are currently developing a Web-

based, knowledge-intensive platform aiming to support the 

assessment of potential ADRs, experienced during routine 

patient treatment. In the current paper, we presented the en-

tailed challenges and the goals for such a development from 

the user perspective. We also presented the platform’s main 

information processing workflow (Figure 2). Its design relies 

on exploiting various KE-based methods, employed in each 

step of the workflow.  

In particular, the use of Linked Data and Semantic Web tech-

nologies provides the following key benefits:  

• Information linking can be improved and automated 

by reducing the need for manual data exploration and 

discovery as data could be automatically retrieved. 

• Rich semantics enhance information processing capa-

bilities, which are typically limited in the PV domain 

to statistical measures of disproportionality. The al-

ready established statistical methods could be com-

bined with semantically-enhanced knowledge sources 

to improve outcomes via automatic reasoning capabil-

ities (e.g. regarding causality assessment). 

• Evidence can be strengthened through the knowledge-

intensive, concurrent exploitation of multiple data 

sources, eliminating false positive findings [6]. 

• KE-based automatic information linking enables the 

use of provenance information to annotate the gener-

ated analysis outcomes. This is important as full sup-

porting evidence shall be explicitly available, e.g. 

when reporting results to regulatory organizations.  

Despite the abovementioned benefits, the implementation of 

KE-oriented techniques entails complex challenges, both in 

methodological and technical terms, e.g.: 

• Automatic reasoning capabilities based on the De-

scription Logic defined semantics are one of the most 

prominent features of Semantic Web technologies. 

However, “reasoners” require significant computa-

tional resources and their efficient use in large da-

tasets remains a challenge. 

• Various reference knowledge sources (e.g. terminol-

ogies/thesauri/vocabularies) are available and can be 

applicable in the scope of this work. However, since 

these sources are constantly evolving and refined, 

their alignment is a complex task as it can lead to 

semantic inconsistencies. 

• Integrating all the collected evidence under one uni-

fied knowledge model can be very challenging. This 
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process engages many heterogeneous data sources, 

which could be available via standard data exchange 

interface or not. For example, using proprietary 

EHRs to retrieve observational healthcare data would 

typically require specific interface implementations. 

To this end, besides the ultimate goal of delivering a robust 

and evaluated ADR assessment platform, our mid-term goals 

are: (a) the design of a unifying semantic model enabling the 

integration of heterogeneous data sources in one information 

processing realm, and (b) the modelling of ADRs in one 

ontological model, facilitating advanced reasoning operations 

upon the collected information. 

Conclusions 

There is a clear need for comprehensive tools to support PV 

activities at the point of care. The proposed platform aims to 

support the assessment of potential ADRs in routine clinical 

practice, relying on the concurrent exploitation of multiple 

data sources for appropriate evidence. This entails the analysis 

of the acquired data, the aggregation of the obtained evidence, 

and the support of follow-up ADR monitoring over time in a 

systematic and user-friendly way. In this paper, we presented 

the main challenges and the goals from the end-user perspec-

tive for such a development, identified during the “user re-

quirements analysis” phase of our development. We also pre-

sented the main elements of the platform design, i.e. its main 

information processing workflow, and illustrated the use of 

KE as the platform’s main technical paradigm. Our work con-

tributed to the development of a learning health system for 

active, post-marketing drug safety surveillance at the point of 

care. 
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Abstract 

Despite similar policy goals, the adoption of eHealth practices 

took different paths in Austria (AT), Switzerland (CH), and 

Germany (GER). We seek to provide a rigorous analysis of the 

current state of hospitals by focusing on three key eHealth 

areas: electronic patient records (EPR), health information 

exchange (HIE), electronic patient communication. For 

validation and in order to gain better contextual insight we 

applied a mixed method approach by combining survey results 

from clinical directors with qualitative interview data from 

eHealth experts of all three countries. Across countries, EPR 

adoption rates were reported highest (AT: 52%, CH: 78%, 

GER: 50%), HIE-rates were partly lower (AT: 52%, CH: 14%, 

GER: 17%), and electronic patient communication was 

reported lowest overall (AT: 17%, CH: 8%, GER: 19%). 

Amongst others, results indicate patient awareness about 

eHealth to be equally weak across countries, which thus may 

be an important focal point of future policy initiatives.  

Keywords:  

Electronic Health Records, Health Information Exchange, 

Health Policy 

Introduction 

Widespread diffusion and usage of electronic health records 

across care settings are a major issue on health policy agendas 

worldwide [1–3]. Also, Austria (AT), Switzerland (CH), and 

Germany (GER) aspire to improve continuity of care by 

fostering eHealth. Although, there are similarities between the 

major German-speaking regions in Europe, there are also 

crucial differences (Tab. 1).  

Table 1 – Country characteristics 

  AT CH GER 

Population (2013)*  8.5 Mill.  8.1 Mill. 80.6 Mill. 

Federal States  9 26 16 

Welfare type  SHI Public/Private SHI 

Hospitals (2016)*  273 283 1,951** 

Expenditure on 

hospitals (2016)* 

 4.0% of 

GDP 

4.3% of  

GDP 

3.2% of 

GDP

SHI: Social Health Insurance, GDP: Gross Domestic Product  

*see www.stats.oecd.org, **see www.destatis.de (accessed 10/25/2018) 

 

Correspondingly, eHealth legislation took different paths in the 

three countries (Fig. 1). For instance, Germany has seen a rather 

long process of eHealth legislation with changing goals and 

approaches, dating back to 2003 but medically useful 

applications are not available up to this point. In Austria, the 

introduction of the Electronic Health Record (“ELGA”) has 

already started, allowing health care providers and patients to 

access selected structured patient documents. In Switzerland, 

the federal government regulations of the Electronic Patient 

Dossier (EPD) stipulate that health professionals in hospitals 

are technically able to store essential patient information 

required for further treatment until 2020 (see Tab. 2).  

Table 2 – Recent eHealth legislation 

AT ELGA (Electronic Health Record Act) 

• Focus on the “Elektronische Gesundheitsakte” (ELGA) to 

exchange discharge letters, laboratory data, medical imaging, 

medication data  

• Mandatory participation for health care providers 

• Citizens participate unless they object (Opt-Out) 

• Defined structure, format and standards for ELGA data 

CH EPDG (Federal law on the electronic patient dossier) 

• Focus on the “Electronic Patient Dossier” (EPD) 

• Mandatory participation for in-patient care providers 

• Voluntary participation for out-patient health care providers 

and citizens (Opt-In); patients themselves determine access 

rights 

• National subsidies to fund and build the necessary 

preconditions for the EPD 

• Defined monetary penalties in case of misuse 

• Defined standards, which are to be used to get certified (legal 

obligation)  

GER E-Health-Gesetz (Act for Secure Digital Communi-

cation and Applications in the Healthcare Sector)

• Planned: Medication summary, telemedical applications, 

emergency data management, electronic patient records  

• Subsidies for sending and receiving medical eSummaries  

• Penalty for out-patient health care providers in case the 

insurance data is not up to date 

• Implementation of an interoperability register 

 

Recent studies show that Germany is lagging behind Austria 

and Switzerland when it comes to diffusion and use of health 

IT applications in hospitals [4–7].� Spreading medical 

innovation in health care, hospitals are crucial hubs also for 

national eHealth infrastructures [8]. While there is information 

about the current state in terms of numbers, little is known about 

how the stakeholders perceive and evaluate this situation 

against the background of the national eHealth legislation and 
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the respective healthcare ecosystem. In order to find out how 

high-level survey data go along with the perceived reality, a 

combination of quantitative and qualitative methods is helpful 

to yield the full picture and cross-validate findings.  

 

 

Figure 1 – Timeline of eHealth-laws 

 

This study thus aims at investigating the current state of 

development and the combined views from a broad range of 

stakeholders in Austria, Germany, and Switzerland in the key 

areas: a) hospital internal electronic patient records (EPR)
1
, b) 

health information exchange (HIE) across settings, and c) 

electronic communication with patients.  

RQ1: Do quantitative data and qualitative findings provide a 

similar picture in the three key eHealth areas?  

RQ2: Can qualitative findings explain potential quantitative 

differences between the three countries?  

Methods 

We used a parallel mixed method study design (Fig. 2) in which 

the data of both sets were collected simultaneously, hence 

providing a point in time observation [9]. Quantitative data 

were obtained from clinical directors (either nursing or medical 

directors) as hospital representatives using the standardised 

online survey IT Report Healthcare 2017 [5] that measured 

various aspects of IT adoption [4]. Qualitative data were 

obtained from 59 health care experts representing a broad field 

of expertise (Fig. 2): health care delivery (hospitals, out-patient-

care, nursing, telemedicine), industry (IT-provider, pharma 

industry), health care policy, and others (academia, data 

protection, patient organisations). Phone interviews were 

conducted using a guideline covering the national eHealth 

initiatives. Using the software MAXQDA
®
, interview data was 

screened systematically for statements regarding the three key 

eHealth areas in each country. Relevant quantitative data from 

the survey respondents (Fig. 2) was tested for country 

differences using logistic regression models in each area. In 

order to synthesise both data sets, the quantitative data was then 

complemented by selected quotes from the expert interviews. 

The screening of the qualitative interview material for hospital 

related statements lead to 547 initial hits of which we retained 

97 statements for further analysis that were relevant to the 

research questions (AT=28, CH=29, GER=40,). The 

quantitative survey yielded a response rate (RR) of 17.8%. Out 

of 2,421 hospitals contacted (contact data were missing for 

some hospitals), we received 430 responses – 32 from Austria 

(RR = 12.3%), 43 from Switzerland (RR = 20.4%), and 355 

from Germany (RR = 18.2%). Bigger and non-private hospitals 

were slightly overrepresented in our samples.  

                                                           

1
 We provided the following definition of an EPR for all respondents: “The 

EPR is an electronically generated and based institution-specific collection of 

 

Figure 2 – Research process 

Results 

Research question 1: 

Do quantitative data and qualitative findings provide a similar 

picture in the three key eHealth areas? 

Key area a) Hospital internal electronic patient records 

Adoption rates of EPR systems within hospitals showed to be 

similar in the German and Austrian sample while Swiss 

hospitals indicated a significantly higher EPR adoption rate 

(Tab. 3). 

Table 3 – Adoption rates of electronic patient records with 

95% confidence intervals (CI) and test for group differences 

Question Country 

% of Hospitals with 

an EPR

Q1: Does your hospi-

tal have an Electronic 

Patient Record 

(EPR)? 

AT (n=29) 52% (±18%) 

CH (n=41) 78%*(±13%) 

GER (n=338) 50% (±5%) 

*significantly higher adoption rate (p<0.01), GER as reference category 

 

As summarized in Table 4, experts in all three countries 

provided a mixed picture, with some recognizable trends: 

Austrian experts pointed to the progress in building the clinical 

IT-infrastructure but also showed to be aware of the still 

existing deficiencies. In Germany, experts mostly confirmed 

the deficiencies and only alluded to progress made in selected 

institutions. The Swiss experts clearly perceived some progress 

and an advanced state of developments without neglecting 

some deficiencies. The similarity in adoption rates between 

Austria and Germany were referred to by one Austrian expert 

as follows:  

“In the hospital sector, I think we have approximately the same 

IT status as, for example, in Germany or other comparable EU-

countries.” 

The German experts pointed at only modest maturity levels, 

stressing for instance that 

“talking about EPRs, hospitals are already somewhat 

advanced, although there are still many blank spots”.  

Swiss hospitals appeared to be better off with EPR adoption 

rates close to 80% based on the quantitative survey. These 

results were supported to some extent by expert opinions in the 

interviews: 

patient information on current and previous stays in the institution. It is sup-

ported by clinical decision-making systems and replaces paper based medical 

documentation as the primary source of information.” 
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“So many hospitals are now becoming much more active in this 

domain.” 

However, seen collectively, the interviewees also added more 

sceptical assessments and pointed to difficulties (Tab. 4): 

“One would simply have to show much more the benefits, 

wouldn't one? If you are looking at the hospital processes and 

you are a clinical director and you know this system offers me 

benefits (presumably in monetary terms as well) and the 

processes are so much better and so on… then I consider using 

the system – but usually it´s not like that right now.” 

Table 4 – Expert statements on the electronic patient record 

and clinical IT-infrastructure within hospitals 

Expert assessments AT CH GER 

Existing deficiencies 6 3 6

Selected progress among individual 

hospitals 

2 2 4 

Progress in the clinical IT-infrastructure 

is recognisable 

1 5 2 

Advanced status 6 2 1

Included interview statements in total* 15 12 13

*representing 40 out of 97 or 41.2% of all included expert statements 

 

Key area b) Health information exchange 

When extending the focus to information exchange with other 

health care institutions, the quantitative survey data indicated 

lower implementation rates in German and Swiss hospitals and 

somewhat higher implementation rates in Austrian hospitals 

(Q2). Austria is also using more sophisticated technology (Q3), 

i.e. portals, compared to Swiss hospitals, which were using 

primarily email to communicate (Tab. 5).  

Table 5 – Health Information Exchange with 95% CI’s  

and tests for group differences. 

Question Country Respondents indicating “yes”

Q2: Are external 

health data 

usually 

transferred using 

a portal?
†
 

AT 

(n=12) 

52%** (±28%) 

CH 

(n=20) 

14% (±15%) 

GER 

(n=123) 

17% (±5%) 

Q3: Is the medical 

discharge letter 

(doctor's letter) 

provided 

electronically for 

outside 

practitioners? 

 No 

Via 

email 

Via 

Portal 

AT 

(n=26) 

31%** 

(±18%) 

11% 

(±11%) 

58%** 

(±19%)

CH 

(n=39) 

33%** 

(±15%) 

54%** 

(±16%) 

13% 

(±11%)

GER 

(n=315) 

87% 

(±5%) 

5% 

(±2%) 

8% 

(±3%)

*significantly higher adoption rates (p<0.05), GER as reference category 

**significantly higher/lower adoption rates (p<0.01), GER as reference category 

†This question was addressed only to those who indicated that they electronically 

integrate data from previous care stages into their systems. Almost all other respondents 

that didn’t use a portal, answered that they scan in paper documents. 

 

The experts pointed at comparably few deficits and more 

progress in Austria than in the other two countries, though 

structural barriers were reported in all three of them (Tab. 6). 

“I think we're on the right track with this IT-infrastructure, 

which we're currently setting up in the course of introducing 

ELGA.” one Austrian expert reported. 

The modest adoption rates of HIE in Switzerland (see Tab. 5) 

were reflected by existing deficits and structural barriers as 

expressed by one Swiss expert: 

“The possibilities for health information exchange across 

settings are still very limited and the patient record, i.e. the 

EPD, does not yet exist.” 

German hospitals were significantly poorer developed with 

regard to transferring discharge letters (Tab. 5) – a well-known 

drawback in Germany´s eHealth landscape which was 

reiterated by many of our interviewees (Tab. 6). One expert 

stated: 

“Even across sector boundaries, from hospitals to out-patient 

care. We are still, I don’t know, 20 years behind.” 

Table 6 – Expert statements on HIE 

Expert assessments AT CH GER 

Existing deficits in HIE  1 4 9

Structural barriers for HIE 4 4 7

Progress in HIE recognisable 4 1 1

Structural facilitators for HIE 1 3 2

Included interview statements in total* 10 12 19

*representing 41 out of 97 or 42.3% of all included expert statements

 

Key area c) Electronic communication with patients 

Looking at IT-functions that allow for direct communication 

between patients and providers, all countries still operated on a 

rather low level (Tab. 7). Swiss hospitals reported the lowest 

adoption rates while rates in Austria and Germany were 

slightly, but not significantly, higher. This pattern was mostly 

in line with the experts´ comments (Tab. 8). However, deficits 

were more often voiced by German experts. In total, this topic 

was not addressed all too often by the experts. 

Table 7 – “Communication with patients” with 95% CI  

and test for group differences. 

Item Country 

% of Hospitals indi-

cating availability

Q4: Availability of IT 

function for commu-

nication with patients 

(e.g. via patient  

portals)
*

AT (n=30) 17% (±13%) 

CH (n=40) 8% (±8%) 

GER (n=319) 19% (±4%) 

*no significant group differences, GER as reference category 

Table 8 – Expert statements on electronic communication  

with patients 

Expert assessments AT CH GER 

Deficits present 1 3 5

Increasing expectations  1 1 2

Progress discernible 1 1 1

Included interview statements in total* 3 5 8

*representing 16 out of 97 or 16.5% of all included expert statements

 

Research question 2: 

Can qualitative findings explain potential quantitative 

differences between the three countries?  

Key area a) Hospital internal electronic patient records 

The quantitative data pointed to a more advanced situation with 

regard to EPRs in Switzerland in comparison to the other 

countries. However, the Swiss experts did not offer a 

comprehensive explanation but rather pointed to the strengths 

of the Swiss hospitals, as one expert stated: 

“And that is why in-patient structures, such as hospitals, are of 

course good carriers for ICT-innovations and for the 

promotion of the EPD, because with their central structures 

they have the necessary power (human and financial resources) 

to carry out such projects much better.”  

The qualitative interviews provided some background 

information on the mixed results among the Austrian hospitals. 

One participant indicated that ELGA initiated positive stimuli: 
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“I also think that such topics are very good drivers for 

innovation in a hospital. I see it this way: When you introduce 

a new system, when you deal with processes, then you always 

have the opportunity to clean up old things and think about how 

processes can be streamlined. From my point of view, the ELGA 

system has also brought us something positive.” 

However, criticism was also expressed particularly with regard 

to advanced functionalities: 

"What is missing is a real innovation, like automatically 

creating summaries, displaying trends, abstracted from the 

concrete data. [...] What used to be known as a medical expert 

system or as clinical decision support is now completely 

lacking. We are currently at the level of medical raw data.” 

Reasons for the rather modest EPR adoption rates in Germany 

included the following explanation given by one expert:  

“Of course, there are reasons for that, as I already mentioned, 

the financial situation: Half of the hospitals generate a deficit 

and they have to try to buy IT with the resources they have. 

There is only little support, financial funding in other words.”  

Key area b) Health information exchange 

The Austrian hospitals showed the greatest progress in HIE in 

comparison to Switzerland and Germany based on the 

quantitative survey results. This progress was reflected in the 

interviews particularly in reference to ELGA:  

“And ELGA has actually started to standardise all the 

documents in the hospital. This means that the doctor´s 

summary looks the same throughout Austria: it has the same 

structure, the same layout, it is generated in the same way. 

From my point of view, this is something that will help the 

health care system to move forward.” 

However, as one expert expressed, implementation was not yet 

completed among all stakeholders and some unsolved problems 

remain:  

“But what’s still a problem for us, is the representation and 

integration into local information systems.” 

The survey results indicated limited HIE capabilities of Swiss 

hospitals. This could be related to the ongoing introduction of 

the EPD as the following statement illustrates:  

“Due to the obligation of hospitals and other in-patient 

providers, it will inevitably happen within a time horizon of 

three to five years, all in-patient providers will become part of 

this system.” 

Despite similar HIE adoption rates in Switzerland and 

Germany, the German experts described the situation 

differently and expanded on the missing incentives for 

collaboration across care settings:  

“Our health care system has a silo mentality. […] One worries 

if something works in one´s own system. As soon as it comes to 

cross-sectorial issues, it doesn´t work because there is no in-

centive, no financial incentive, to do so.”  

They also criticized the E-Health-Gesetz for its one-sided focus 

on the out-patient sector and for its missing strategic approach. 

Overall, experts from all three countries addressed similar 

barriers and facilitators for hospitals (Tab. 6): 

• missing, insufficient, or inadequate funding, 

• lack of interoperability,  

• lack of willingness to cooperate across sectors, 

• resistance of physicians, 

• less technically advanced out-patient sector. 

In total, more barriers than facilitators were mentioned in this 

context. Only Austrian and Swiss experts stated that the 

national eHealth laws serve as facilitators.  

Key area c) Electronic communication with patients 

The quantitative survey results suggested that the capabilities 

to communicate with patients were equally poor in all three 

countries. The interviews provided some background 

information on this issue. For instance, interviewees stressed 

that citizens did not yet make use of the power they possess – 

there was a clearly lacking demand on the patients´ end. One 

Austrian expert commented on the role of citizens within the 

ELGA initiatives as follows:  

“I think it's true that many people may not even know that they 

have access to ELGA, they don't care about it.” 

Similarly, a Swiss hospital representative stated: 

“On the other hand, we have not had a single request from a 

patient in recent years: Can I access my data? In this respect, 

interest in effective access to the data: zero. Really, zero. And 

that also tells me, how active are we there as a hospital at the 

moment? And the answer is: not at all. Because there would be 

no balance between effort and yield.” 

However, according to one German expert patients and health 

policy makers actually are desirable facilitators of electronic 

data exchange with patients:  

“If you follow the treatment process and realise that hospitals 

send their documents via mail to the GP or that you yourself 

are walking around with a letter, then that is very absurd. In my 

opinion, the driver can only be the citizen or policy by changing 

certain laws.”  

The lacking demand and the resulting unwillingness to offer 

an electronic communication service was summarised by an-

other German expert as follows: 

“Well, I think there´s going to be a lot of adjustments. […] Be-

cause there are a lot of patients who are ignorant of this; or 

patients who don´t want it and don´t request it at all. Then, the 

hospitals notice: Oh, we don´t necessarily have to provide this 

service, people don´t want to have it anyway, and there is no 

one who keeps track if we are providing these things.” 

This statement highlighted the need of health policy to get in-

volved and to set up mechanisms of informing the citizens.  

Discussion 

This study offered unique insights into key eHealth areas by 

combining cross-country surveys with qualitative expert 

interviews from the countries involved. To our knowledge, it is 

the first study of this kind. Many of the interview statements 

corroborated the survey findings and thus contributed to their 

validation. There is some support from other studies as well 

[4,7,10] that overlap in parts.  

Overall, adoption rates were the highest for EPRs, followed by 

HIE, and electronic patient communication ranking lowest. 

This finding largely matched the patterns of statements on 

deficiencies, progress and advanced status provided by the 

experts. Background information provided by the experts shed 

light into the “whys”. Among the most salient reasons given 

were increased expectations towards the rather new legislative 

frameworks in Austria as well as Switzerland that might have 

sparked some advances of hospital EPRs. Moreover, 

particularly Switzerland spends more on secondary care, thus 

allowing more operational flexibility. In contrast, missing 

incentives in Germany could have dulled the motivation of 

hospitals to invest in EPR systems. A clear story of the benefits 

can work as a strong motivator. ELGA is seen as an important 

lever for HIE in Austria. Due to the fact that the Swiss eHealth 

act, the EPDG, is a rather young law, the technical 

developments for HIE are still in their infancy and effects do 

not materialise yet. In Germany, where HIE exists only in few 

places, lack of real incentives and a preponderance of the out-
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patient sector in the eHealth law seem to function as strong 

barriers. In general, wherever funding, willingness to cooperate 

and interoperability are missing, the odds are rather low to have 

HIE in place. Electronic communication with patients is not 

well developed in all three countries. Experts spoke about the 

chicken or egg problem in this context: Because patients do not 

voice a strong demand hospitals do not offer it. Because there 

are no offers from providers, patients do not know about them 

and do not ask for it. 

Policy recommendations  

Based on results of this study, some massages might be of 

interest for health policy considerations: All three countries are 

facing similar structural barriers for HIE when it comes to 

funding, interoperability, and willingness for collaboration 

across settings. Despite these communalities eHealth took a 

different path in Austria and Switzerland than in Germany that 

could be due to the design of eHealth legislation that better 

integrates hospitals in Austria and Switzerland. Large 

healthcare organisations are well known for being able to drive 

and spread IT innovation [4,8]. Although patient centred 

approaches are claimed to be pursued in all three, the citizen is 

not really part of the digital agenda yet, raising efforts by health 

policy. Effects of pertinent new laws that are under way, e.g. in 

Germany, need to be observed.  

Findings from other countries  

Especially many Nordic countries such as Finland, Norway and 

Denmark, that compare to Austria and Switzerland at least in 

terms of population, have made noticeably greater progress 

towards national eHealth infrastructures. Following early 

political commitment, all three countries approached market 

saturation of hospital EPR’s about 5-10 years ago [11–13] and 

policy makers have since moved on to establish HIE 

capabilities across sectors and connect all citizens. Other, larger 

OECD countries, like the United Kingdom made some more 

troublesome experiences. Despite early advances through the 

“National Programme for Information Technology” (NPfIT) in 

2004, aiming (amongst others) at digitizing secondary care, the 

program was terminated unsuccessfully in 2011 – essentially 

due to inadequate management [14]. However, in contrast to 

Germany, the UK has and still does acknowledge secondary 

care to be a crucial determinant for fostering eHealth and is thus 

launching new funding initiatives [15]. In essence, the different 

approaches seen internationally show that it is not only about 

doing it but also about doing it right.  

Limitations 

Due to the study design, some limitations need to be consid-

ered: Selection bias might occur in the survey data in light of 

the modest response rates (volunteer bias) and in the qualitative 

data (purposive sampling). Furthermore, this study provided a 

point in time analysis only. Follow-ups are planned and an in-

depth analysis of the qualitative data is currently in progress. 

However, we tried to mitigate these limitations by pooling the 

two data sets, thereby mutually validating the findings and by 

blending a broad scope with contextual information.  

Conclusions 

The mixed methods study offered a new approach, contributed 

to a validation of the findings per country and provided a better 

insight into the overall context than with a single method alone. 

Hospitals and large care providing organisations must be well 

integrated into a national eHealth strategy before all sectors can 

benefit. The patients’ awareness of the potential of eHealth still 

needs to be developed by health policy in conjunction with 

providers offering tangible solutions. Cross-national studies 

yield a good and rich basis to leverage the science-politics 

dialogue.  
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Abstract 

Recently the two most influential clinical guideline were 

published for diagnosing and treating hypertension in US and 

Europe: 2017 American College of Cardiology/American 

Heart Association (ACC/AHA) and 2018 European Society of 

Cardiology/European Society of Hypertension (ESC/ESH) 

Guideline. Though both of them have most in common, the 

differences in details between guidelines have confused many 

clinicians in the world. Because guidelines were evidence-

based literature, through the analysis of articles cited in 

guidelines, these similarities and differences could be 

explained. Bibliometric analysis is  a method of quantifying the 

contents of literature to analyze literature. So using the 

bibliometric analysis including co-citation network analysis, 

articles cited in guideline were analyzed. As a result, we figured 

out that bibliometrics can analyze the influence of the countries, 

authors and studies on the guidelines, which might affect on the 

similarities and the differences between both guidelines. 

Keywords:  

Hypertension; Bibliometrics; Guideline  

Introduction 

In clinical areas, guidelines serve as standards to diagnose 

diseases and to give proper treatment to patients. Guidelines 

rely on evidence-based literature [1], citing articles about 

relevant diseases and treatments, and they are continually 

updated based on newly identified clinical research [2]. 

Therefore, guidelines can be used to identify key literature that 

contains the most important and essential information in the 

clinical domain from past to present.  

Recently, two most influential guidelines for hypertension,  the 

2018 European Society of Cardiology/European Society of 

Hypertension (ESC/ESH) Guideline and the 2017 American 

College of Cardiology/American Heart Association 

(ACC/AHA) guideline have resulted in vigorus debate because 

of common ground in a broad view and differences in details 

[3]. Since both guidelines have been established on thorough 

review of hugh amount of high-quality evidences, the complex 

network of cited articles might reflect and help to understand 

the inherent intention of the guidelines.  

Bibliometric analysis is  a method of quantifying the contents 

of literature through statistical methods to analyze literature [4]. 

Co-citation analysis is one of the bibliometric analysis, which 

focuses on the documents cited, by calculating the frequency of 

two documents that are co-cited by specific documents [5]. We 

conducted bibliometric analysis using articles which were cited 

in guidelines to identify the contributions according to the 

countries, authors, cited articles [6]. We can present the 

network between  articles’ references, co-citation network 

[7,8].  

To our knowledge, there has been no previous evidence of a 

comparative bibliometric analysis of articles cited between two 

clinical guideline for the same theme. We explored the impact 

of the articles that make up the guideline and how these 

influences explain the similarities and differences between two 

guidelines.  

Methods 

Extracting data 

Data was gathered by using the Web of Science (WoS) 

database. The references cited in the 2018 ESC/ESH 

hypertension guideline and the 2017 ACC/AHA hypertension 

guideline were searched. Published years, author(s), countries, 

and cited references were obtained. 629 articles for 2018 

European guideline and 991 for 2017 US guideline were 

included.  

Bibliometric analysis 

The countributions of countries and author participation in 

guideline production were obtained with the open-source 

Bibliometrix R-package (http://www.bibliometrix.org/) [9]. 

We conducted the co-citation analysis to identify highly cited 

references and productive authors. The results of co-citation 

analysis was presented as network visualization maps using the 

VOSviewer version 1.6.9 (Leiden University, Leiden, 

Netherlands) techniques [10]. 
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Results 

Through the WoS, total 609 references for the European 

guideline and 860 for the US guideline were extracted out of 

the total cited papers 629, and 991, respectively. Articles cited 

in the 2018 European guideline were published from 1950 to 

2018, and articles cited in the 2017 US guidelin were from 1967 

to 2018. Guidelines tended to cite more recent referneces 

(Figure 1a,b). 

 

Figure 1a – Annual articles cited in the 2018 European 

guideline 

 

Figure 1b – Annual articles cited in the 2017 US guideline 

 

Table 1 lists the top ten countries that contributed to each 

guideline using citation analysis. The US was the country with 

the highest production in both guidelines. In the European 

guideline, the articles published by the US was total 133, 

22.2 %, followed by the UK 102 articles, 16.9 % and the Italy 

99, 16.4 %. In the US guideline, the articles published by the 

US was 395, 47.0 %, followed by the UK (68, 8.1 %), Australia 

(48, 5.7 %), Italy (37, 4.4 %). 

Table 1 – The contribution of countries  

Europe guideline US guideline 

Country 

Publicatio

n, n (%) Country 

Publication

, n 

USA 133 (22.1) USA 395 (47.0)

UK 102 (16.9) UK 68 (8.1)

Italy 99 (16.4) Australia 48 (5.7)

Canada 29 (4.8) Italy 37 (4.4)

France 24 (4.0) Canada 28 (3.3)

Germany 22 (3.6) China 24 (2.9)

Australia 20 (3.3) Netherlands 24 (2.9)

Spain 20 (3.3) Belgium 18 (2.1)

Belgium 19 (3.2) Japan 17 (2.0)

Netherlands 19 (3.2) Spain 17 (2.0)

 

The contributions of authors published articles cited in each 

guideline were analyzed, and the top 10 most cited author were 

listed in the table 2. In the European guideline, G. Mancia 

published 83 articles and it took 13.6 % in total articles cited in 

the European guideline.  A. Zanchetti and B. Williams followed 

next published 44 (7.2 %), 36 (5.9 %). In the US guideline, P.K. 

Whelton contributed most, 40 articles 4.7 %. B. Neal, M. 

Woodward were 2nd and 3rd most contributed author, 23 

(2.7 %), 23 (2.7 %). In case of G. Mancia, ranked 10th in the 

US guideline, published 19 articles (2.2 %). 

Table 2 – The contribution of authors   

Europe guideline US guideline 

Author 

Publicatio

n, n (%) Author 

Publicatio

n, n (%) 

G. Mancia 83 (13.8) P.K. Whelton 40 (4.8)

A. Zanchetti 44 (7.3) B. Neal 23 (2.7)

B. Williams 36 (6.0) M. 

Woodward

23 (2.7) 

G. Parati 35 (5.8) J. He 22 (2.6)

J. Redon 26 (4.3) S. Oparils 22 (2.6)

S.E. Kjeldsen 23 (3.8) J. Chalmers 21 (2.5)

S. Yusuf 22 (3.6) L.J. Appel 20 (2.4)

J.A. Staessen 21 (3.5) J.A. Cutler 20 (2.4)

G. Grassi 20 (3.3) J.T. Wright 20 (2.4)

B. Dahlof 19 (3.2) G. Mancia 19 (2.3)

 

In co-citation network analysis, the most frequent appeared 

author in articles cited in the European guideline's references 

was G. Mancia. His citation count was nearly 3 times more than 

the second highest citation count, P. Verdecchia. The thrid was 

S. Yusuf, similar with P. Verdecchia (Figure 2a). In the US 

guideline, the first most frequently cited author, G. Mancia, and 

the second most, A.V. Chobanian. G. Mancia and A.V. 

Chobanian had almost similar citation counts. The third most 

frequently cited author was S. Yusuf (Figure 2b). 

 

 

Figure 2a – co-citation network map presenting cited authors 

in references of the 2018 European guideline’s references  

The size of each circle reflects the number of citations an 

article has received. So citation count could be estimated and 

compared by circles' size. And circles that are located close to 

each other in the visualization tend to be more strongly 

related 
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Figure 2b – co-citation network map presenting cited authors 

in references of the 2017 US guideline’s references 

 

Except for the previous versions of hypertension guidelines, the 

most frequently cited study in the European guideline's 

references was S. Lewington, 2002, LANCET which was meta-

analysis. The next most frequently cited study was Syst-Eur 

trial which targeted people aged more than 60, followed by F. 

Turnbull, 2003, LANCET (meta-analysis), HOT trial, HOPE 

trial, ACCORD-BP trial, M.R. Law, 2009, BMJ (meta-

analysis), SHEP trial, HYVET trial, SPRINT trial. In the US 

guideline, except for previous version of guidelines, S. 

Lewington, 2002, LANCET was the most frequently cited study 

same as the European guideline. The next was the HOPE trial, 

followed by S. MacMahon, 1990, LANCET (meta-analysis),  

ALLHAT trial, M.R. Law, 2009, BMJ (meta-analysis), F. 

Turnbull, 2003, LANCET (meta-analysis), SEHP trial, Syst-Eur 

trial, HOT trial, PROGRESS trial, ACCORD-BP trial. The list 

of top 15 studies most higly cited were almost same between 

two guidelines except for 4 studies.  

 

  

Figure 3a – co-citation network map present cited articles in 

references of the 2018 European guideline’s references 

 

 

Figure 3b – co-citation network map present cited articles in 

references of the 2017 US guideline’s references 

Discussions 

Our study figured out that the results of the bibliometric 

analysis using articles cited in the guideline had similarities and 

differences between two clinical guidelines. The result of  

measuring published countries of articles citied in the two 

guidelines was that the US guideline chose the articles 

published in the US, and the european guideline chose the 

articles published in the US, UK, Italy evenly. Because Europe 

consists of various countries, the European guideline had 

tendency to choose multi-country published articles. 

The list of top 10 most contributed author, there were no authors  

that ranked at the same time except for G. Mancia. In the terms 

of the contributed authors, the composition of the two 

guidelines looked different. However, there were more 

similarities between two guidelines in the influence of the 

author obtained by author co-citation analysis. It had something 

in common with the results of reference co-citation analysis. 

Studies most cited in the articles used in the guideline were 

almost same in the Europe and the US guideline. Compared 

with the 15 highest cited articles in both the European and the 

US guideline,  the list of studies were same except 4 articles. 

The bases of the two guidelines’s evidences were similar. It 

could explain the European guideline and the US guideline 

were similar in general. And these similarities showed that the 

contents of the actual guidelines are similar to each other. For 

example, S. Lewington, 2002, LANCET was the most cited 

study in both guidelines except for previous guidelines. It is 

meta-analysis which said even in the normotensive people 

lowering systolic and diastolic blood pressure lowers the risk of 

vascular death. It could reflect the tendency of the two 

guidelines treats hypertension more tightly. The SHEP trial and 

the Syst-Eur trial which had high citation count in both 

guidelines could explain to set more strict target blood pressure 

for elder people who aged and over 65 years in the 2018 

European guideline and the 2017 US guideline. Also, the HOPE 

trial ranked high in both guidelines, and it could explain the 

reason why angiotensin converting enzyme inhibitors (ACE  

inhs) remain first line drug in both guidelines. There were also 

differences between the results of reference co-citation  

analysis. The ALLHAT trial was ranked high in the US 

guideline, but not in the European guideline. It could make 

differences between two guidelines' drug choice. While the 

European guideline recommended single pill combination 

consisting of ACE inhs or angiotensin receptor blockers (ARB) 

plus Calcium channel blockers (CCB) or thiazide-like diuretics 

to start anti-hypertensive medication, the US guideline 

recommended to start with thiazide-like diuretics ahead of other 
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classes. In this way, analyses of articles cited in guideline could 

explain the similarity and differences between the European 

guideline and the US guideline.  

But the influence of previous guidelines could not be excluded. 

JNC 7, 2013 European guideline, 2007 European guideline 

ranked high in the results of reference co-citation analyses. 

Actually studies of hypertension are inevitably affected by the 

previous guidelines, because their settion followed previous 

guidelines. It could cause overestimation of the power of some 

articles or authors. The result of author co-citation analysis was 

that G. Mancia had the most frequently cited count in both 

guidelines. Espetially in the Europe guideline, his cited count 

was almost three times more than P. Verdecchia. This 

overwhelming number of citation count was seen because G. 

Mancia was overestimated by previous guidelines.  

Conclusions 

In the bibliometric analysis, the contributions of countries in the 

European guideline and the US guideline were found. There 

were differences the list of most highly contributed author 

between two guidelines, but almost same in the list of the most 

highly cited in the guideline’s references. Also, the studies 

highly cited in the guideline’s references were almost similar in 

both but slightly different. In these results, we could find two 

guidelines looked different but its bases were most in common.  

Through the co-citation analysis, we figured out how much the 

whose or which articles contributed to the references used in 

guidelines. These contributions affected guideline’s direction. 

As a result, analysis of references used in guideline could 

explain the similarity and differences between two guidelines.  
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Abstract 

The objective of this paper is to show how a simple but powerful 

simulation model can be build up using standard spreadsheet 

program and used to simulate future, needs and supply of 

physicians in order to inform policy makers at national level 

when deciding on enrollment to medical schools and 

immigration quotas for physicians. The Republic of Croatia is 

facing a serious shortage of physicians in the healthcare system 

and simulation results have shown that the gap between needs 

and supply will even increase if current enrollment qoutas to 

medical schools would persist. Increasing enrollment quotas, 

adjusting immigration policy, re-directing physicians from 

other professions to the healthcare system, task shift and skill 

mix options are just some of the measures needed to be taken 

promptly in order to prevent a huge deficit of physicians in the 

future. Simulation modeling is certainly a method for predicting 

changes within healthcare systems with a possibility to examine 

multiple different scenarios and suggest interventions. 

Keywords:  

Physicians; Decision Support Techniques; System Analysis 

Introduction 

Imbalance in the health workforce is a major concern in both 

developed and developing countries [1]. Shortage of proper 

policy planning and human resources management in many 

countries has resulted in an imbalance of needs and supply with 

multiple effects on employees in health care as well as on 

population health. Although the determination of the ratio 

between number of health workers and population size 

including age structure has become an aim of national policy on 

the human resources development in health care, in most cases 

remains a gap between plans and their realization [2]. The 

number of physicians is continuously changing because new 

physicians enter the system almost daily, and many in different 

ways come out of it. During 10-year period starting by 1 

January 2007 the number of physicians in Croatia increased 

from 12,065 to 14,394 (i.e. by 19% or from 2.8 to 3.5 per 1,000 

inhabitants) while in the same period number of inhabitants 

decreased by 4%. In the same time population ageing continued 

and a shift of age distribution towards older ages resulted in the 

increased needs for health care services and surge of their use 

[3].  

The increase of the number of elderly people in Croatia in the 

upcoming period could become one of the major generators of 

increasing need for physicians, despite the expected stagnation 

or even decline in the total population. Folowing the country’s 

accession to the European Union (EU) in 2013, the outward 

migration of health workers to other Member States has 

increased and contributed to the workforce shortage in the 

Croatian health care system. The majority of physicians are 

concentrated in major cities and their density varies regionally 

within country which is administratively organized in 21 

counties. Some counties do not have enough physicians in 

primary health care, particularly in remote poorly populated 

areas and islands. In some counties, more than 35% of 

physicians are aged 55 and over, what raises concerns about 

their number in the near future when they will be retired, 

especially having in mind that those counties are less developed 

[3]. 

With around 3.3 full-time physicians per 1,000 inhabitants 

including those without specialization and interns, Croatia was 

at the end of 2016 below the EU average being 3.6 physicians 

per 1,000 inhabitants, despite the fact that the number of 

physicians in the last three decades has increased by about 57%. 

A large increase in number of physicians was recorded by 

mostly developed EU member states, while among Central and 

Eastern European countries an increase in number of physicians 

was less pronounced, especially after their accession to the EU 

(e.g. Estonia and Romania) [3]. 

Croatia has kept publicly funded health care services accessible 

to its population. Besides concerns about financial 

sustainability of health care system due to large share of 

expenditures spend on pharmaceuticals and low efficiency of 

hospital sector accumulating debts, shortage of health care 

personel is seen as a main threat to the sustainability of health 

care system, particularly after EU accession. Number of 

physicians, and particularly nurses, is below the EU average 

and thus the strategic planning of human resources for health is 

urgently needed [4]. 

Simulation modeling has been used for a long time primarily 

for understanding of complex phenomena but it is also a 

suitable tool to present a problem and enhance a systematic 

debate between the stakeholders in many areas of human 

activity including healthcare. It allows to imitate a complex 

system behaviour in situations wich are unfit for experiment 

and prediction of future events under assumed circumstances. 

Generally, simulation models have been successfully used in 

research, instruction and training as well as an aid to decision 

making why they have been long ago named also policy 

simulations. The main advantage of policy simulations is their 

capacity to deal with considerable complexity of the system and 

the ability to explore “What if …?” type of questions [5]. 

There are comercialy available application-oriented simulation 

packages but a special program can also be developed in any 

programing language including standard spreadsheet as a 

platform for representing model structure with a set of 

formuals, performing simulation experiments and charting 

results [6].  

The objective of this paper is to show how a simple but 

powerful simulation model can be build up using standard 

spreadsheet program and used to simulate future needs and 

supply of physicians in order to inform policy makers at 

national level when deciding on enrollment to medical schools 
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and immigration quotas for physicians entering the public 

healthcare system.  

Methods 

Two main types of simulation models are discrete events 

simulation and continuous simulation also known as system 

dynamics which proved to be powerful method not only when 

used in research but also as a tool in decision making providing 

necessary information to policy makers [6]. 

Already in late 1980s, an original method based on the use of 

standard spreadsheet program was developed in authors’ 

Department at the Andrija Štampar School of Public Health and 

used to simulate population dynamics of infectious diseases. 

The approach was general and method enables simple and 

intuitive use of simulation models including model 

implementation, changes of parameters and initial values in an 

easy manner, performing simulation experiments and display of 

results in tabular and graphical form [7]. At that time the most 

used spreadsheet program was Lotus 1-2-3 like nowadays is 

Microsoft EXCEL. It proved to be powerful tool for 

development of system dynamics models and running of 

simulations. Same approach was employed in simulation 

modeling of health personnel dynamics aimed for decision 

making on enrollment policy to medical schools and higher 

education programs in health sciences in Croatia [6].  

The working group established in 1989 by the Association of 

higher education schools in medicine and health sciences as a 

consultative body at national level (at that time of the Federal 

Republic of Croatia), whose founding was initiated by 

discussions on enrollment quotas at schools of medicine and 

proposals for their reduction, accepted the proposal to use the 

simulation modeling as an aid for decision making. A 

simulation model was developed with the aim to simulate needs 

and supply of physicians as well as other health professionals 

(nurses, laboratory technicians, radiology technicians and 

other). A series of simulation experiments has been performed 

with different assumptions about the number of enrolled 

students and other relevant aspects (e.g. introduction of private 

practice, employment outside health care and differences in the 

presumed number of health care users), and the results served 

as a basis for decisions on enrollment policy [8,9]. Based on 

that results authorities adopted a decision to decrease the 

enrollment quotas starting from the year 1993 because at the 

time there were a surplus of physicians resulting in rise of their 

unemployment rates. 

Adaptation of the previously developed model structure and 

parameters has been made in order to use the simulation again 

as a tool to inform decision makers in current situation when 

the Republic of Croatia is faced with an opposite situation, a 

huge lack of physicians. 

Simulation model is structured as multicompartmental (or 

multistate) model in which variable values are numbers of 

physicians in one-year age groups and simulation is run by 

calculating changes in one-year steps (calculated values for 

successive years are stored in rows). We can consider data as a 

table (or matrix) with rows being consecutive years (here 2016-

2040) and columns are containing number of persons of the 

same age (25-65). We can denote these values with Xi,j, i=2016, 

…,2040; j=25, …, 65 having in mind that the youngest age at 

which one can graduate in medicine is 25 years and 65 is age 

for retirement. Thus model simulation correspond to 

calculation of state variables (or compartments) and intuitively 

results in a move of one compartment in diagonal direction 

(from left to right means ageing for one year, from one row to 

the next one is move to the next year value). Of course, it is not 

only about moving because of ageing, but other different 

calculations are taking place (mortality, disability, emigration 

and immigration as well as flows reproducing graduation and 

retirement). Model parameters (mortality and disability rates, 

immigration and emigration and other parameters and input 

values) are entered in different areas of spreadsheet and used in 

calculations.  

Parameters’ estimation 

Population projections by 2040 were taken from the publication 

of the Croatian Bureau of Statistics [10]. Currently there are 3.3 

full-time physicians employed in health care system per 1,000 

population while in the more developed EU Members States 

there are 3.6 physicians per 1,000 inhabitants [4]. It can be 

noticed that Croatia lags behind the European average that we 

strive for. The target value is defined as the EU average (3.6 

practicing physicians per 1,000 population). 

In developing this model and assessing the needs for physicians 

in Croatia, it is important to consider the following factors: the 

number of physicians working in the healthcare system and 

their age distribution, the number of inhabitants, the number of 

enrolled students at the medical schools and their years of 

studying span, as well as the mortality, disability and 

emigration rates of physicians. The rate of emigration is 

particularly significant after Croatia joined the EU, but one has 

to take in account also the employment opportunities for 

physicians within the country but outside the healthcare system 

(for example in pharmaceutical industry, insurance companies 

or even outside the biomedical profession). We estimated that 

about 11% of physicians are currently employed outside the 

healthcare system and it is expected that this percentage will 

rise up to 15% by 2040. According to available data there are 

14,394 practicing physicians and it is estimated that another 

1,600 are out of the health system [3]. 

 

 

Figure 1 Age distribution of Croatian physicians 

Age distribution of physicians employed in Croatian healthcare 

system is shown in Figure 1. Data are for the year 2016 and it 

is obvious that the age group 55 years and older is the largest 

one and having in mind that according to present regulations 

retirement age is 65 years, it means that in the next 10 years 

28.5% of working force is going to be out of employment. 

There are four medical schools in Croatia and medical study 

lasts 6 years. We estimated that about 5% of enrolled students 

never complete their studies while 80% of students graduate six 

years since enrollment, 10% after seven years, 3% after eight 

years, while approximately 2% of students complete their 

studies at the age of 28 years i.e. after nine years of study. 

Estimated rates of mortality and disability are spanning from 

0.12% for physicians at 25 years of age up to 2.39% for those 

aged 61 to 65. Apart from mortality and disability, which affect 

drain outside profession, migration outside Croatia is also 

supposed to be significant. It is estimated that the number of 
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those who will leave the country will increase. Simulations 

were made with the assumption that 3% of those aged 25 to 27 

years will leave the country every year, 2% of those aged 28 to 

29 years, and 1% of physicians aged 30 to 45 years. No outflow 

is expected for those over 45 years of age who are already 

acknowledged in their profession and have established their 

social and family surrounding.  

Simulation was made for three potentially achievable scenarios: 

(1) increase of the total enrollment quota at the existing four 

medical schools by 50 students per year starting from 2020; (2) 

introduction of immigration quota for of 50 physicians per year 

and (3) combination of previous two scenarios - increase of the 

enrollment quota by 50 students per year and immigration of 50 

physicians per year. Year 2020 has been taken as the earliest 

year when potential changes could be implemented with respect 

to all political and administrative procedures.  

Results 

In the case of an increased enrollment quota by 50 medical 

students starting from the year 2020 (a total of 650 instead of 

current 600 freshmen per year at the national level) there will 

be a huge lack of 3,511 physicians in the health care system in 

2025 if we want to reach most developed EU countries which 

have 3.6 physicians per 1,000 population; in 2040 there will be 

shortage of 1,769 physicians. Second scenario with 

introduction of immigration quota of 50 physicians per year 

would give a little bit faster raise of supply with a shortage of 

3,467 physicians in 2020 and 1,542 in 2040. Third (combined) 

scenario would result in the growing number of physicians from 

the year 2020 and the lack of 1,029 physicians in 2040. Not 

only with current enrollment quota, but even with higher quota 

of 650 freshmen per year it is obviously not possible to meet 

the needs for physicians in the Republic of Croatia by the year 

2040.The results of all three scenarios are presented in one chart 

(Figure 2).  

 

 

 

Figure 2 Results of simulation experiment 

 

Table 1 Predicted number of physicians in the Republic of Croatia – 

results of simulation with 650 freshmen medical students and immigration quota of 50 physicians per year 

Year 

Enroll

ed 

Gradua

ted 

Health 

care 

Total 

Drain

Total % Retirement Emigration Death+Disability

+ Emigration 

2020 650 570 12,239 13,930 633 4.53 313 109 320 

2025 650 570 12,157 14,066 547 3.90 236 124 311 

2030 650 618 12,485 14,688 524 3.60 212 138 312 

2035 650 618 13,148 15,468 494 3.23 176 149 318 

2040 650 618 13,873 16,321 492 3.04 164 154 328 
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Discussion 

Use of spreadsheet program for simulation modeling 

Although the application-oriented programing languages and 

packages for simulation modelling appeared very early and 

became commercially available already during 1980s and 

1990s, different software tools can be used to represent 

structure of simulation model and perform simulation 

experiments. Many applications were developed and used 

within certain academic or other institutions, among them 

widely used standard spreadsheet programs like Microsoft 

EXCEL proved to be a suitable platform for development and 

use of simulation models of both type’s system dynamics and 

discrete events simulation [6, 11]. 

“Spreadsheet simulation" refers to the use of a spreadsheet as a 

platform for representing simulation models and performing 

simulation experiments. Despite nowadays advanced 

commercial program packages for modeling and simulation 

would be a method to choose, standard spreadsheet programs 

as a tool for model implementation and simulation run is worthy 

to use due to many reasons. Spreadsheets are widely used by 

many people for different tasks on everyday basis and the 

spreadsheet’s table structure allows the developer to organize 

the computations and outputs in a natural and intuitive manner. 

A large number of functions to do mathematical, statistical, 

database, date/time, financial and other calculations are 

available and, very important, it is easy to make charts and 

present simulation results either in table or graphical form. It is 

very important that end users are either able to develop 

simulation models by themselves or understand and use models 

developed by others, control parameters and perform 

simulation experiments [11]. 

Informativeness of simulation results for policy makers 

and applicability to other circumstances and countries 

Although the enrollment quotas have been increased at Croatian 

medical schools since the year 2009, this increase is not 

sufficient to meet the current needs for physicians. 

Unfortunately, this increase in quotas was not followed by the 

adequate staff and financial needs of medical schools. As we 

see in the projections made in this research - if the enrollment 

quotas were increased by 50 students per year, what is 

challenging in an organizational and financial way; it would be 

insufficient if Croatia were to reach the current EU average of 

3.6 physicians per 1,000 inhabitants. 

In recent years the interest of students in studying medicine is 

decreasing, there are less and less applicants competing for one 

enrollment place [3]. Reasons may be different, from the quite 

a long lasting and demanding study program, difficulties in 

getting the desired specialization at the desired place upon 

graduation to the better opportunities in other professions. The 

diploma of physician still does not provide income and the 

position adequate to the invested efforts and time. The fact is 

that most physicians are still at the beginning of their careers in 

their middle age, while other professions are at the peak of their 

careers.  

Since increasing quotas is not an only option that can contribute 

good results, a potential option is a better organized and 

coordinated immigration policy - recruitment of physicians 

trained in other countries to whom work environment and life 

in Croatia are acceptable. Since Croatia joined the EU (1st July 

2013) till the end of 2016 only 30 foreign-trained physicians 

have been employed in Croatia. The largest number came from 

Macedonia (32.3%), Bosnia and Herzegovina (19.4%), Serbia 

(16.1%), Syria (9.7%) and the rest of physicians migrated from 

 

Slovakia, Montenegro, Lithuania, Russia, Slovenia and Kosovo 

[3]. Current quotas for physician’s immigration in Croatia are 

negligible. A significant number of domestically trained 

physicians work outside of their profession (around 1,600) so 

another possibility might be to return some of them to the 

healthcare system. A harmonized combination of increasing 

enrollment quotas for medical students and increasing 

immigration of physicians will lead to an EU average of over 

the next 20 years. 

There is a problem of organization and insufficient planning of 

healthcare staff in Croatia visible in the fact that there are 116 

physicians per 100,000 inhabitants at the tertiary level of health 

care, 107 at the secondary level and 92 physicians in primary 

health care. This is also manifested by a huge number of 

overtime working hours and imbalanced geographical 

distribution of physicians [3]. 

It is necessary to take into account all that provide skill mix –

the mix that produces the maximum number of health care 

services at a given quality and cost – more health care services 

are going to be accessible and affordable to populations seeking 

care and task shifting - a policy option that should be considered 

to help achieve productive efficiency and provide access to 

services that otherwise might not be available. A more 

productively efficient skill mix will partially dampen the effect 

of health workforce needs-based shortages [12]. 

According to estimates of population trends in Croatia, 

reduction in the number of inhabitants is forecasted along with 

population aging, what means that the number of patients and 

those who need health care will increase. 

Other groups of researchers also used system dynamics 

modeling for the forecasting of needs/demand and supply of 

physicians at national or regional level. Similarly to Croatian 

situation in the late 1980s, Japan had also reduced enrollment 

quotas to medical schools due to surplus in number of 

physicians and has faced absolute and relative shortage of 

physicians twenty years later. Of course, Japanese absolute 

numbers are more than tenfold higher than Croatian ones, but 

the problem and approach employed in order to inform policy 

makers are the same [13]. Majority of other problems inherent 

to healthcare system are similar: maldistribution of physicians 

at both the regional and departmental level and others. 

Regarding calculation of needs/demand similar approach was 

taken: the number has been evaluated by a comparison with 

OECD average. Spain has also gone from a surplus to a 

shortage of physicians in a very few years what initialed a 

development of a system dynamics model for simulation of 

supply and demand/need of specialist of 43 medical specialties 

[14]. Problems and debates within the medical profession and 

in public at general are very similar in many countries. Besides 

planning of enrollment quotas to medical schools and 

immigration quotas for foreign trained physicians, an important 

question that needs to be tackled is how to plan specialist 

education [2, 14]. Another example is simulation model of the 

allocation of residency grants for medical specializations given 

from regional and national level [15]. System dynamics model 

was developed with the aim to project and optimize supply of 

medical specialist under three different supply scenarios in 

Emilia-Romagna Region in Italy. Demography, service 

utilization rates and hospital beds were taken into account as 

demand drivers while a potentially effective assignment of 

medical specialization grants for each year in 20-year period 

was targeted.   

System dynamics modeling is an excellent method for 

simulation of health workforce supply and demand. A proactive 

approach to the planning and management of health workforce, 

involving continued monitoring, might facilitate more frequent 

and less dramatic adjustments to needed supply. Many issues 
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and challenges of public health can also be presented and 

analyzed using simulation modeling [16]. 

Limitations 

This study did not take into account the number of medical 

students in English study programs (Medical Studies in 

English) that are running by the Croatian medical schools. 

Students enrolling in English programs are largely foreigners 

who plan their employment after graduation in their homelands. 

Furthermore, the study did not take the geographical 

distribution of physicians and it has not targeted adequate 

distribution according to the levels of health care – these are 

very important determinants of quality planning of a public 

healthcare system. 

Although official data and projections of the Croatian Bureau 

of Statistics on the population trends have been used, we are 

already witnessing of a decline in the total population that 

happened by the year 2018 which is far greater than it was 

forecasted in 2015. Population aging has not been taken into 

account, but only projected total number of inhabitants. 

Conclusions 

The Republic of Croatia is facing a serious shortage of more 

than 3,000 physicians in the healthcare system.  

Increasing enrollment quotas, defined and agreed immigration 

policy, re-directing physicians from other occupations to the 

healthcare system, task shift and skill mix options are just some 

of the measures that need to be taken now in order to improve 

the situation in the near future. 

Simulation modeling is certainly a method for predicting flow 

of physicians and other health professionals within healthcare 

system capable to simulate different scenarios that can 

potentially take place in future. Standard spreadsheet program 

proved to be powerful platform for model implementation, 

simulation experiments and presentation of results.  
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Abstract 

Patient safety is an important topic but non-trivial to measure, 

as it comprises very different phenomena. One important 

example of patient safety issues is delirium. Many approaches 

for the detection and prediction of delirium are described in 

the literature. However, additional effort is often needed for a 

comprehensive data collection and for the avoidance of 

potential biases. To systematize a process for the detection 

and prediction of delirium reusing available clinical routine 

data, we aim to develop a minimum data set (MDS) for 

delirium. By combining a top-down and bottom-up approach, 

we compiled a comprehensive delirium map containing 

potential delirium elements based on evidence. The alignment 

with clinical routine data led to a specific version of an MDS 

for delirium and revealed that most of the delirium elements 

could be identified within available nursing routine data. 

Keywords:  

Delirium, Data Collection, Patient Safety 

Introduction 

Patient safety is an important topic receiving increasing atten-

tion [1,2]. The World Health Organization defines patient 

safety as the reduction of risk of unnecessary, preventable 

harm to an acceptable minimum [3]. Issues of patient safety 

and patient safety research have a big impact on the health 

care sector. However, patient safety features a high complexi-

ty characterized by a whole series of interacting factors and 

dimensions [1,4].  

Hence, measuring patient safety is not a trivial task. Several 

methods for the detection of patient safety incidents are al-

ready described in the literature, e.g., patient safety indicators 

for the detection of adverse events, chart reviews, incident 

reporting systems, or trigger tools [2,4,5].  

However, various weaknesses of those methods and instru-

ments are evident [2,4–7]: Incident reporting systems tend to 

have a lack of sensitivity and an increased risk of (reporting) 

bias; manual review of patient records (as necessary for global 

trigger tools) requires a vast amount of resources; patient safe-

ty indicators based on administrative data are often biased, as 

documentation follows accounting and billing instead of clini-

cal purposes. 

In order to overcome some of those disadvantages, especially 

to reduce the resources needed to measure patient safety accu-

rately, the secondary use of available clinical routine data 

within an institution seems to be a helpful approach [2,8]. 

Secondary use of clinical routine data is defined as usage of 

available clinical routine data for other purposes than patient 

care, e.g., for health care research or quality management 

[9,10].  

Examples of secondary use of clinical routine data can be 

found in the literature [9,11]. However, secondary use projects 

exhibit a high level of complexity and issues to be resolved, 

such as inadequate standardization and poor data quality. This 

demands the structured and goal-oriented planning of such 

projects. The SPIRIT framework (Systematic Planning of In-

telligent Reuse of Integrated Clinical Routine Data), which is 

designed for systematic planning of secondary use of clinical 

routine data, can help [9]. 

Every incident and measuring method requires a clearly de-

fined set of well-described specific data, and available clinical 

routine data often diverge from one institution to another. 

Thus, it seems necessary to individually align patient safety 

issues of interest with the available clinical routine data. For 

such an alignment, the issues of interest must first be selected. 

Then a priori knowledge and expert knowledge on all dimen-

sions of these issues must be assessed to define all relevant 

data elements for the respective issues. These elements would 

constitute the theoretic “maximum data set”. 

In a following step, the clinical routine data set has to be 

screened for these elements. If available, the routine data ele-

ments are included in a special data set which can be under-

stood as the “greatest common divisor” between all available 

routine data and the maximum data set. It thus represents the 

“minimum data set” for the patient safety incident of interest. 

Implicit is that minimum data sets can vary between institu-

tions.  

In this study, we want to demonstrate how this approach is 

applied to a very important patient safety issue: delirium. De-

lirium is an acute disturbance of mental functioning which 

occurs quite often within the population of older hospitalized 

persons. It is associated with an enormous burden to the af-

fected people and to the health care systems. It is regarded as 

preventable in up to 40% of the delirium events and is consid-

ered to be an important patient safety indicator [12,13]. 

Delirium features a high complexity and is often overlooked 

by clinical staff. It is estimated that up to two out of three of 

all delirium cases are overlooked in hospitals despite available 

assessment and screening instruments [12–14].  

Several predictive models for the detection of delirium are 

proposed in the previous studies [15], some of which are 

based on routine data [16,17]. However, the available clinical 

routine data often diverge from one institution to another, 
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which makes the generalizability and usability of these predic-

tive models challenging. Thus, it is necessary to specify the 

data types necessary for detection of delirium as well as data 

availability. 

Our objective is to systematically compile a Minimum Data 

Set for the Detection of Delirium (MDS-DD). We will achieve 

this aim through the systematic development of a generally 

applicable and comprehensive view of relevant delirium ele-

ments (maximum data set) as a basis for the alignment with 

already available clinical routine data in hospitals with diver-

gent hospital information systems.  

Methods 

Based on the SPIRIT framework as a systematic approach for 

the secondary use of clinical routine data [9], we combined a 

top-down with a bottom-up approach to construct the MDS-

DD. Figure 1 depicts in a summarizing manner the undertaken 

actions (grey boxes) and the expected results (white boxes). 

Top-Down Approach: Literature Work and Expert Review 

A literature and guideline review was conducted to obtain a 

thorough overview of relevant elements of delirium as an im-

portant patient safety incident in order to generate the maxi-

mum data set for delirium. The maximum data set thus com-

prises all those elements associated with delirium. Thus, it is 

necessary to incorporate and collect all elements related to risk 

factors , diagnosis, and treatment for delirium measurement 

tools. In order to systematize our findings and to gain a classi-

fication of delirium, the identified elements were assigned to 

different classes based on common features. A classification is 

the compilation of classes (e.g., risk factors) with their seman-

tic relationships [3]. The classes for outlining delirium were 

developed inductively and deductively out of the body of lit-

erature.  

Furthermore, previously developed relevant classification sys-

tems were screened systematically to collect information on 

delirium, including the International Statistical Classification 

of Diseases and Related Health Problems (ICD), the Diagnos-

tic and Statistical Manual of Mental Disorders (DSM), the 

nursing diagnosis classification of the North American Nurs-

ing Diagnosis Association International (NANDA-I), and the 

Nursing Outcome Classification (NOC).  

To validate the usability of the comprehensive maximum data 

set, the first draft was reviewed by clinical and IT experts and 

within our working groups in addition to literature.  

During the iterative developing process, we found that the 

alignment of the classes of the maximum data set with the 

International Classification for Patient Safety (ICPS) key con-

cepts in PS-CAST (Patient Safety – Categorical Structure) 

[3,18] expedient as a first step for knowledge management and 

representation.  

In order to obtain a visual representation of the maximum data 

set, PS-CAST was used to structure a “delirium map”, includ-

ing the identified classes and particular elements of delirium. 

Bottom-Up Approach: Case Study 

The maximum data set, a comprehensive collection of relevant 

elements for delirium, was then used as a “dragnet” to screen 

in a clinical information system of Tirol Kliniken, a health 

care institute in western Austria, for available delirium-

specific routine data elements.  

In cooperation with an IT expert from Tirol Kliniken, first all 

(nursing) data elements were screened, as they were easily 

accessible in a comprehensive nursing data mart [19]. In the 

next step, the clinical and medical data elements were 

screened together with a chief physician from a psychiatric 

clinic within Tirol Kliniken. 

The Minimum Data Set for the Detection of Delirium (MDS-

DD) was then described as a simple spreadsheet which con-

tains the linkage between the elements of the maximum data 

set and the available clinical routine in the clinical information 

system of Tirol Kliniken. This MDS-DD can now be used as a 

basis for all following data extraction processes.  

 

Figure 1 – Systematic approach for the development of a 

Minimum Data Set  

Results 

With this approach, we were able to collect, classify, and vis-

ualize relevant elements associated with delirium. The align-

ment of the maximum data set with the available clinical rou-

tine data revealed that several elements could be identified 

within various data sources. That means, indications for the 

risk factor such as infection could be identified within the la-

boratory information system, administrative data, nursing as-

sessment, etc., although other elements, e.g., the training of 

the staff, were not identifiable within the routine data. Most of 

the elements could be identified in available nursing data. The 

medical data often remained on a less structured data quality 

level. 

Elements of Delirium - Maximum Data Set  

We identified eight classes: circumstance, action, outcome, 

detection, care setting, agent, data, and classification.  

The class circumstance has two subclasses: risk factors and 

organizational factors. Risk factors are divided into contrib-

uting factors (pathophysiological factors), predisposing fac-

tors and precipitating factors. The predisposing factors can be 

further divided into demographic characteristics (with 

14 concrete elements, e.g., age, sex, language), cognitive sta-

tus (four elements, e.g., dementia, cognitive impairment), 

functional status (eight elements, e.g., functional dependence, 

pain), sensory impairment (two elements, e.g., visual impair-

ment) and coexisting medical conditions (ten elements, e.g., 

comorbidity). The precipitating factors are constituted of pri-

mary neurologic diseases (six elements, e.g., stroke, head 

trauma), intercurrent illnesses (14 elements, e.g., infection, 

hypoxia), surgery (nine elements, e.g., orthopedic surgery), 

environmental factors (17 elements, e.g., setting, social isola-

tion) and physiological factors (five elements, e.g., electrolyte 

disturbance). Additionally, drugs are related to the class risk 

factors (28 elements, e.g., drug abuse, analgesic agents). We 

also found 34 pathophysiological factors (e.g., proinflamma-

tory markers) and genetic factors (e.g., Apolipoprotein E). 

Altogether, 151 risk factors were identified. The distinction of 

the elements was not always clear; for the purpose of integrity, 
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therefore, if it was possible to assign the same risk factors to 

two or more classes within the literature. Those factors were 

also represented as many times in the maximum data set. The 

organizational factors comprise five elements, including oc-

cupancy rate and technical resources; they were mainly men-

tioned in the expert review. 

We screened four classification systems thoroughly: ICD, 

DSM, NANDA-I, and NOC. We identified 237 delirium-

related nursing outcomes according to the Nursing Outcome 

Classification (NOC), e.g., 0905-Concentration (the ability to 

focus on a specific stimulus). These can be linked to the 

NANDA-I diagnoses “acute confusion” (00128) and “risk for 

acute confusion” (00173). 

Furthermore, features and symptoms constitute additional 

delirium elements. They were assigned to the class detection. 

According to the literature, relevant criteria of delirium in 

ICD-10 and DSM-5 are: consciousness disturbance, 

inattention/ disturbance in attention, perceptual disturbance, 

disturbance in day-night rhythm, increased or decreased 

activity/agitation; disturbance in psychomotor activity, 

disorientation, memory disorder, cognitive disturbance, 

thought disorder, communication disorder, disturbance in 

visual-spatial capabilities, and/or disturbance in 

emotion/affect, characterized by an acute outbreak, a 

remarkable trigger, and changes during the course of the day 

and in the degree of severity. 

Additionally, 51 assessment and screening instruments as rel-

evant elements for delirium were identified for differential 

diagnostics and the detection of delirium, respectively. Exam-

ples are the Confusion Assessment Method (CAM) and the 

Delirium Observation Screening Scale (DOSS). Several tools 

for the measurement of delirium (patient safety indicators, 

trigger tools) were added to the maximum data set.  

Concrete elements concerning the outcome class were identi-

fied which could be divided into patient outcome and organi-

zational outcome. Relevant elements are the consequences for 

hospitalized patients with delirium, e.g., higher mortality dur-

ing hospitalization, an increased length of stay, and higher 

expenditure. 

Delirium management (6 elements, e.g., drug adjustments), 

therapy/treatment (pharmacological vs. non-pharmacological 

therapy), prevention (12 elements, e.g., prevention of cogni-

tive impairment/disorientation), and diagnostics constitute the 

class action, i.e. interventions and actions to handle the topic 

were subsumed under this class.  

Moreover, we identified the class data. Here, we screened the 

literature in order to find the first data group where the rele-

vant data elements of delirium could be stored in general. The 

data are categorized as: demographic data, administrative data, 

nursing assessment, laboratory data, diagnosis, and procedures 

(health interventions). 

The classes care setting and agent are not addressed at this 

point since they have been already discussed above. 

Delirium Map  

Figure 2 shows the structure of these classes and their sub-

classes without the concrete elements. Furthermore, the first-

level relationships between delirium and the eight main clas-

ses are shown. This visualization can be regarded as the first 

step for knowledge management and representation for deliri-

um. 

Minimum Data Set for the Detection of Delirium (MDS-

DD) 

The bottom-up approach led to a specialized version of a 

minimum data set for delirium and revealed that most of the 

delirium elements could be identified within the available 

nursing data.  

Based on the comprehensive maximum data set, we were 

enabled to screen the available clinical routine data in a goal-

oriented manner. Every single element was considered. Within 

this screening process, we were able to compile a special data 

set, the “greatest common divisor” between all available 

routine data and the maximum data set: the Minimum Data Set 

for the Detection of Delirium (MDS-DD). 

As it turned out within the case study, the minimum 

requirement for future data extraction and analyses is the 

access to the following data groups: nursing assessment data, 

care planning data  (including nursing diagnoses, nursing 

goals, nursing interventions), administrative data, laboratory 

data, surgery data, medication data, medical data, several 

Figure 1– Delirium map following the PS-CAST with classes, subclasses and relationships (arrows) 
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additional forms (vital signs, pain, stool excretion, physical 

restraints, falls, decubital ulcers). 

Within the class of risk factors, we ascertained that 

approximately 50% (75 elements) of the risk factors could be 

identified within the nursing routine data. 

In table 1, we present a short extract of the MDS-DD.  

Table 1 – Extract from MDS-DD with elements, classes, and 

the data source where it is stored; “n.a.” denotes “not 

available in clinical routine data”. 

Element Class Data source 

Age Risk factors 

Nursing assessment/ 

administrative data

Cognitive  

impairment 

Risk factors 

Nursing assess-

ment/care planning 

data/medical da-

ta/administrative data

Electrolyte dis-

turbance 

Risk factors Laboratory data 

Pain Risk factors 

Nursing assess-

ment/care planning 

data/forms 

Technical  

resources 

Organizational 

factors 

n.a. 

Apolipoprotein 

E 

Pathophysio-

logical factors 

n.a. 

Inattention/ 

disturbance in 

attention 

Detection 

Nursing assess-

ment/care planning 

data 

Normalize sleep-

wake cycle 

Action 

Care planning data 

(nursing interventions)

Acute confusion 

(00128) 

Classification 

Care planning data 

(nursing diagnoses)

Discussion 

The first version of a Minimum Data Set for the Detection of 

Delirium (MDS-DD) was developed at Tirol Kliniken. The 

MDS-DD consists of eight main classes which were further 

divided into subclasses. The content of the classes constitutes 

the relevant elements associated with delirium. 

The compiled data set has not yet been validated. This 

circumstance must be regarded as a limitation for now.  

One strength of our approach is the reproducibility with regard 

to further patient safety phenomena and especially to various 

hospital information systems that are designed in different 

ways. Evidence within our development procedure are several 

similarities to the existing indicator development approaches 

[20, 21], such as the combination of literature work, guideline 

reviews, and expert feedbacks with regard to available clinical 

routine data.  

Relevant measuring methods for delirium, such as delirium 

indicators and assessment methods, were also incorporated 

into the delirium map. This comprehensive compilation of the 

different delirium classes offers the possibility to link several 

approaches in order to detect delirium events with one auto-

mated tool. This  the secondary use of clinical routine data to 

avoid the disadvantages of the particular existing methods and 

instruments within future stages of the project. 

The delirium map can be used as the foundation for a concept 

map to represent concepts and relationships and describe the 

safety-related phenomenon of delirium. Furthermore, the 

map’s elements and classes could be aligned in further steps in 

directed acyclic graphs to attempt to find causal effects and 

identify confounders. The cross mapping between delirium 

map and the International Classification for Patient Safety 

(ICPS) key concepts in PS-CAST provides the advantage of 

incorporating the ontology with the indicator measurement 

[22]. One of the next steps in the patient safety project could 

therefore be the formalization of the delirium map into a con-

text-embedded and secondary data-based ontology to automat-

ically detect and compute delirium indicators both retrospec-

tively and prospectively. 

There might be potential elements missed in our method. It is 

conspicuous, however, that social factors such as family ab-

sent or social isolation are named as risk factors in the litera-

ture but concrete mention of risk factors such as language, 

religion or socioeconomic status could be hardly identified, 

likewise organizational aspects, e.g., light conditions, the or-

ganizational occupancy rate or available technical resources. 

Such potentially relevant delirium elements were added after 

expert feedback with regard to the meaningfulness of the 

comprehensive delirium element set. 

Another possibility for the execution of the bottom-up 

approach would be a comprehensive analysis of the existing 

information systems and available data within an organization, 

i.e. a thorough description of the whole system, for example, 

with a so-called three-layer graph-based meta model [9]. This 

will make it possible to identify unknown risk factors and 

enable in-depth exploratory analyses. 

According to our results, the maximum data set seems to be a 

generally applicable and comprehensive overview of relevant 

delirium elements as a basis for the alignment with already 

available clinical routine data in hospitals with divergent 

hospital information systems. It must be clarified, however, 

which data elements can be used for which analyses and 

whether this makes sense. This means, for example, that a 

symptom as an element of delirium cannot be used as a 

predictor variable.   

Up to this point, it was clarified which data groups are 

relevant for subsequent analyses. The next steps on the way to 

these analyses are the development of data extraction and 

transformation routines. 

Conclusions 

In this study, a comprehensive maximum data set for relevant 

delirium elements was developed systematically. This 

maximum data set shows its applicability for the alignment 

with publically available data and the construction of MDS for 

delirium in various organizations. We tried to confirm the 

issue in a first case study. As a next step, we will use the 

MDS-DD as the basis to develop a model for automated 

delirium detection and prediction and validate our data model. 

Overall, the approach we applied for the systematic 

construction of concrete MDSs seems to be usable for the 

development of other patient safety phenomenon element and 

data sets. This circumstance should be considered for further 

studies. 
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Abstract 

This study selects the users generated content in diabetes 

groups of ManYouBang and DailyStrength which are two 

representative HCQA (Health Communities of Questions and 

Answers). Theme coding was applied to identify information 

needs while social network analysis was used to compare  

Chinese and American HCQA. In theory, we combine Social 

Network Analysis and content analysis to capture and contrast 

the pattern of Q&A in HCQA. On the one hand, the core needs 

of HCQA are "how to treat the disease" and the "diet" theme is 

closely related to other themes. On the other hand, the Chinese 

diabetes communities have "question and answer attributes" 

while the American diabetes communities have both "question 

and answer attributes" and "social support attributes." In 

practice, the founding provides enlightenment for the 

development of HCQA including improving content quality and 

strengthen emotional connection and disease treatment 

infrastructure. 

Keywords:  

Diabetes Mellitus; Diet; Social Support 

Introduction 

Health information refers to information related to people's 

physical and mental diseases, nutrition, health care, etc. [1] 

Health Information Seeking Behavior (HISB) is described as 

"verbal or nonverbal behavior used to obtain, clarify or confirm 

knowledge or information about a specific event or situation" 

[2]. Recently, most HISB researches have adopted 

questionnaire and structured interview methods to conduct 

quantitative analysis[3]. Themes cover searching behaviors, 

motivations, purposes, influence factors, information quality 

assessment, impact on health practice, and so on [5]. Many 

people, either adolescents or older adults, reported that the 

Internet was an important channel to reach health information 

source available [4]. HISB can be affected by external and 

internal factors, such as uses and gratifications (U&G), Media 

System Dependency (MSD) [6], user’s goals, motivations, 

emotions and so on [7]. Betsch [8] studied online vaccine 

information’s impact on patient's vaccine receiving behaviors 

based on TPB theory. It appears information plays an important 

role in patient's vaccine receiving behaviors, especially for 

lack-of-knowledge individuals. 

HCQA is different from users' online health information 

browsing. It is characterized by two main functions: 

informational support and social support. With the number of 

people with chronic diseases skyrocketing, more and more 

users joined HCQA to seek and share treatment experience and 

health knowledge. They offer views, conduct emotional 

communication, and seek emotional support from others in the 

community. It is considered to be critical in patient’s recovery 

[9]. Researches analyze more based on encoding topics 

including content analysis and quality evaluation [10,11]; user 

behaviors and psychological analysis [12, 13]; topic 

identification [14-16]. 

Kim et al. [10] and Oh et al. [11] studied the content of forums 

in Yahoo�Answers. The former analyzes linguistic properties 

of different types of questions about eating disorders while the 

latter investigates evaluation criteria people use about the 

online health information. Factor and regression analyses 

conducted among 231 breast cancer patients were used to 

examine the role of social support perception and emotional 

wellbeing on online information seeking within the context of 

CHESS [12]. Ahadzadeh [13] used PLS-SEM to test the 

moderating effect of health consciousness on attitude towards 

internet usage in HISB. Coulson [14] and Arden [15] captured 

three main themes of alcohol discussion forums and guidance 

on public forums respectively by qualitatively thematic 

analysis. The current body of research has shed light on the 

HCQA related landscape. Notwithstanding, researches using 

hybrid methods on user online health information need are 

limited. Only a few studies focused on understanding 

information needs. Min [16] used both content and semantic 

network to analyze forums which revealed two dominant 

topics: breast cancer tests and treatment. 

Few researchers have applied Social Network Analysis 

combined with content analysis to capture and contrast the 

pattern of Q&A in HCQA. To fill the gap, this study focuses on 

understanding the patterns and users’ needs of HISB in Chinese 

and American communities, taking diabetes for example. 

Methods 

Data were obtained from diabetes-patient-group in 

DailyStrength (https://www.dailystrength.org/) and Man 

Youbang (http://www.manyoubang.com/), one of the largest 

online communities in the USA and China. DailyStrength was 

established in 2006 comprised of 421 patients-groups and 1096 

members in diabetes-group; while Man Youbang was 

established in 2013 comprised of 84 patients-groups and 7,995 

members in diabetes-group. Although Man Youbang also raises 

money for patients, we only focus on its Q&A which is a 

relatively separate and important section in fact. 

Users post messages and replies on a variety of topics referring 

to diabetes. A total of 3,553 replies associated with 777 

questions from Man Youbang and 11,754 replies associated 

with 2,115 questions from DailyStrength related to diabetes 

posted in Jan. 1st, 2013 to Dec. 3st, 2017 were collected. 

Through manual review, meaningless entries are deleted. Then, 

we get 2,556 replies associated with 777 English questions fr
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 Table 1 – Topic Coding Scheme of Dataset 

Level 3  Level 2  Level 1  Connotation  

Disease 

specific 

information  

Prevention  How to prevent diabetes  How to prevent diabetes from genetic, environmental, diet, 

exercise, and other factors.  

Diagnose  Symptom  Anything that accompanies diabetes and is regarded as an 

indication of diabetes. 

Cause  Events that lead to diabetes.  

Typing  Diabetes is divided into type 1 and type 2 

State of an illness  Describe the state of an 

illness.  

Description of the patient's condition.  

Treatment  insulin therapy Treatment with insulin injection.  

Other treatments Other treatments, such as oral medication. 

Complication  Diabetic foot  A diabetic foot is a foot that exhibits any pathology that 

results directly from diabetes.  

Ketoacidosis  Acidosis with an accumulation of ketone bodies; occurs 

primarily in diabetes mellitus.  

Retinopathy  The most important manifestation of diabetic 

microangiopathy is specific changes in the fundus. 

Blood glucose 

monitoring  

Self-monitoring of blood 

glucose  

Patients observe and record their blood glucose by 

instruments, test paper, etc.  

Special cases  

 

Gestational diabetes  Pregnant women develop diabetes before or during 

pregnancy. 

Juvenile diabetes  Patients are diagnosed with diabetes between the ages of 

13-25. 

Senile diabetes Patients are diagnosed with diabetes after age 60. 

Others  Patients have other diseases besides diabetes. 

Drug’s side effects  Side effects caused by drugs  Symptoms, such as nausea, vomiting, hair loss and fatigue, 

caused by drugs. 

Non-disease 

specific 

information  

Diet  Dietary precautions Food that helps or deteriorates with treatment. 

Exercise  Exercise to lose weight Exercise during illness to lose weight.  

Insurance  Medical insurance Obtain compensation or security for treatment. 

Other insurance Other insurance. 

Finance  Financial concerns Financial pressure during treatment.  

Emotional support  Spiritual support Seek comfort and encouragement during treatment. 

Social support  Charity relief  Property and other charitable assistance during treatment.  

 

 

Man Youbang and 9,179 replies associated with1,640 questions 

from DailyStrength. In this study, we explore hot topics and  the 

evolution in different periods by coding content to reflect users' 

information need. 

Manual annotation and word frequency statistics are often used 

to summarize the characteristics of information needs. Topics 

are identified manually by two coders considering the coding 

scheme adapted by Oh, Zhang, and Park [17]. Table 1 shows 

the coding results. 50 English and 50 Chinese questions and 

associated replies were selected randomly to test inter-rater 

reliability. For the level 2 categories, Cohen's kappa scores 

were 0.892 and 0.913 for the English questions and Chinese 

questions respectively. For the level 1 categories, Cohen's 

kappa score were 0.812 and 0.791 for them.  It indicated that 

the two coders achieved good agreement on categories. 

Results 

Hot Topics Comparison of Chinese and American HCQA 

Topics in domestic and foreign have similar performance. The 

most popular topics are treatment, diet, and state of illness. It is 

surprising that "community health service" is mentioned merely 

as an important auxiliary treatment for chronic diseases. It 

reflects that patients still pay more attention to disease-specific 

information. Most of them expect to obtain practical and 

reliable treatment and health management information, which 

can guide medical treatment and drug selection. 

We also found some differences. To make numbers 

comparable, we calculate the proportion of each topic instead 

of absolute value. In Man Youbang, participants sought 

information about treatment most frequently, followed by diet, 

state of illness, complication, and diagnose, which reflects 

obvious practicability. Especially, "treatment" accounted for 

more than a quarter of all topics, which was the top priority for 

patients in Chinese communities. The least were prevention, 

insurance and, social support. Regarding DailyStrength, 

information need focuses on treatment, state of illness, and diet. 

Beyond the disease-specific information, an important non-

disease specific term, emotional support, accounts for 15% in 

DailyStrength. It appears that American users pay great 

attention to the impact of emotion and gain comfort and 

encouragement from others in the community. Figure 1 present 

the top 5 hot topics.  

Comparing the two communities, it becomes apparent that the 

proportion of "emotional support" in DailyStrength is about 

twice that of Man Youbang. Considering the content of relevant 

posts, American users intend to use emotional words more 

frequently out of religious belief, humanistic concern, and so 

on. Most questioners not only describe conditions but show 

their moods. At the same time, answers deliver their concern, 

sympathy, and support. It reflects the fact that DailyStrength 

not only possesses the attribute of "Q&A" but the attribute of 

"social contact." Patients express emotions and seek support 

frequently because they trust and depend on other members. It 

becomes apparent that western countries pay attention to 

emotional support in addition to drugs and physical ways.  
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Figure 1– Comparison of the top 5 hot topics in HCQA 

Evolution of Hot Topics 

Combined with the time label, Figure 2 and Figure 3 show the 

topics' composition of diabetes forums' in 2013-2017.  

 

Figure 2– Theme Tags of Man Youbang 

 

Figure 3– Theme Tags of DailyStrength 

First, the overall trend of topics evolution is different. Annual 

topics' composition changes obviously in Man Youbang while 

not in DailyStrength. It is related to the development of HCQA 

in Chinese and American. Founded in 2006, DailyStrength is at 

a stable stage now. Users of various conditions and courses are 

balanced. By contrast, the heats have a larger fluctuation with 

members in different stages altering in Man Youbang.  

Second, specific topics have different trends. In Man Youbang, 

the proportion of "treatment," "state of illness," and "finance" 

increase while "complication" and "diet" decrease. "Emotional 

support" and "diagnosis" are stable. By contrast, topics 

proportion is more balanced in DailyStrength. "Complication" 

usually posted by severe patients while "treatment" and "state 

of illness" may be issued by newcomers. In China, changing 

topics' proportion reflects Diabetes incidence and treatment 

burden are growing. 

Comparison of Co-occurrence Network of Topics  

Figure 4 shows the co-occurrence networks of Man Youbang 

and DailyStrength, which demonstrates the overall patterns and 

holistic properties. The larger the node, the higher the 

betweenness centrality. It shows that these topics are more 

likely to co-occurrence with others. The thicker the line, the 

higher the co-occurrence frequency between two topics. 

 

Figure 4– Co-occurrence Network of Topics in Man 

Youbang(left) and DailyStrength(right) 

Figure 4 indicates the heats distribution is similar. We also 

focus on detailed information on different topics. 

First, the top degree centrality topics are "treatment," "special 

cases," "state of illness," and "diet" in both Man Youbang and 

DailyStrength. All of them appear alongside more than 10 

themes. "Treatment" is the most critical theme. Even if the main 

purpose of the question is not "treatment," the related narrative 

emerge. Second, we found that although "diet" does not co-

occur with many topics, its average co-occurrence rate is high. 

It indicates "diet" has a closer correlation with its co-

occurrence. 

Diabetes is closely related to dietary habits for improper diet 

leading to the fluctuation of blood sugar. Therefore, patients 

discuss whether certain food can be eaten and how to control 

blood sugar. Food therapy is also used in the treatment of 

diabetes, which explains why "diet" is frequently associated 

with "treatment" and "state of illness." Also, obesity is one of 

the causes, and losing weight is a hot topic for diabetic patients. 

As two major ways to lose weight, "exercise" and "diet" are 

connected closely. 

On the other hand, there are also significant differences. First, 

the overall network attributes are different. Topics in 

DailyStrength are connected more closely than Man Youbang. 

The co-occurrence network of Man Youbang includes 14 nodes 

and 50 lines. Average degree is 7.143, that is each topic co-

occurs with other 7 topics on average. The density is 0.549, and 

average weighting degree is 48.571. Overall, the topic themes 

are not closely connected. The co-occurrence network of 

DailyStrength includes 14 nodes and 77 lines. Average degree 

is 11. The density is 0.846, and average weighting degree is 

208.571. Overall, these themes are closely connected. 

Second, topics play different roles. The high-degree nodes in 

DailyStrength are more than that in Man Youbang. In 

DailyStrength, nodes with a degree centrality above 10 

accounts for 79% where "complication," "state of illness," 
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"emotional support," "diet," and "treatment" co-occur with all 

other topics. We found that DailyStrength has a distinct role in 

"sharing." Patients ask and answer questions, also share their 

conditions, moods, and even matters in life. This increases the 

number of words and the probability of topics occurrence. 

While obvious attribute of "practice" in Man Youbang, patients 

ask and answer with short words involving fewer topics. 

In addition, members have different emotional needs. As shown 

in Figure 4, "emotional support" not only co-occurs with all 

topics but appear a higher average co-occurrence rate In 

DailyStrength. Diabetes has a long treatment period 

accompanied by serious complications, which may cause 

fatigue and negative emotions. Diabetes is closely related to 

living habits, especially diet and exercise. Most patients have to 

reduce living quality and take on a greater economic burden. 

At last, Topic clustering of Man Youbang is relatively scattered 

but more concentrated in DailyStrength. Table 2 presents the 

clusters. Cluster 1 refers to the main direct-related topics. Other 

topics are divided into 2 categories in Man Youbang. Cluster 2 

refers to few disease-specific topics about diabetes or 

complications, while cluster 3 refers to non-disease specific 

topics about living habits. In DailyStrength, the remaining 

topics do not be divided. Therefore, we can infer American 

HCQA users pay more attention to the impact of diet and 

exercise on prevention. Improper living habits is an important 

cause of diabetes, such as high-calorie eating habits. 

Table 2–Topics clusters results 

Man Youbang  DailyStrength 

Clusters  Topics  Clusters  Topics  

Treatmen

t and 

protectio

n of 

disease  

Treatment, 

Special cases, 

State of an 

illness, 

Emotional 

support, 

Finance, 

Drug’s side 

effects, 

Insurance  

Treatmen

t and 

protectio

n of 

disease  

Emotional 

support, 

Treatment, State 

of an illness, 

Complication, 

Drug’s side 

effects, Special 

cases, Social 

support, 

Insurance, 

Finance  

Preventio

n and 

complica

tions  

Prevention, 

Complication, 

Diagnosis  

Diagnosi

s and 

manage

ment of 

disease  

Diet, Exercises, 

Diagnosis, Blood 

glucose 

monitoring, 

Prevention 

Daily 

manage

ment of 

disease  

Diet, 

Exercises, 

Blood glucose 

monitoring  

  

Discussion 

Using topic analysis and social network analysis, we examine 

hot topics evolution, related terms, and co-occurrence of HCQA 

in China and the USA. Then we will summarize the main 

similarities and differences of user information needs. 

Common characteristics 

First, the information needs of users in HCQA are similar. The 

main purpose is to provide patients with sharing disease and 

treatment experience. The core need is "how to treat diseases," 

which involves such topics as "state of illness," "treatment," 

"complication," and so on. It mainly depends on the function of 

HCQA. HCQA are working to provide information exchange 

channel for participants. Even if users do not intend to ask 

questions about treatment, most of the narratives relate to the 

core. Second, "diet" and "finance" are the most popular non-

disease related topics. This is related to characteristics of 

chronic diseases, such as long treatment period, the healing 

process, multiple complications, high cost, etc. which brings 

greater financial burden to patients. Most patients expect to get 

practical and reliable information about treatment and health 

management in the community. 

Different Characteristics 

First, communities stand at different stages. American 

communities started early and develop stable now. The 

composition of members and demands are relatively stable, 

obvious, and connected more closely. Chinese communities 

started late and possess development period. Users' 

composition and demands fluctuate widely and are not closely 

related to each other. Second, there are different attributes. The 

attribute of "Q&A" is remarkable in Chinese communities. 

Patients prefer direct and short narrative for paying more 

attention to practicality. But they seldom seek mood expression 

and emotional support. However, American communities also 

show the attribute of "social connect" in addition to "Q&A." 

The former is even more significant. According to the content 

of related posts, it is related to differences in the social 

environment and living habits between Chinese and American 

communities. Due to religious beliefs and humanistic care, 

American HCQA users are better at expressing emotions and 

communicating with people. They intend to use more emotional 

words in expressions and eager to be comforted by others. 

Chinese users implicitly express their emotions and do not  

express their emotions to strangers or seek encouragement. It 

also reflects low trust and dependence in community members. 

Although interesting findings were made, this study has its 

limitations. First, correlation degree and the quality of Q&A 

have not been considered. It remains to be studied to take 

correlation degree into the multi-dimensional analysis 

framework. Second, researches on topic and content evolution 

are not enough. We should consider time slice analysis by 

season, quarter, etc. 

Conclusions 

In this study, we analyze hot topics evolution and co-occurrence 

on the topic of diabetes. On the one hand, the information needs 

of HCQA in Chinese and American are similar focusing on 

"how to treat diseases." Other living-habits-specific needs, such 

as "diet," are clearly expressed in chronic disease groups. On 

the other hand, Chinese communities appear the attribute of 

"Q&A," and members pursue practicality. By contrast, 

American communities have both the attribute of "Q&A" and 

"social connect." Furthermore, topics fluctuate frequently in 

Chinese communities while stable in American communities.  

In theory, we combine Social Network Analysis and content 

analysis to capture and contrast the pattern of Q&A in HCQA. 

Some clear conclusions are obtained referring to the similarities 

and differences of users' information needs of HCQA in China 

and the USA, which has certain theoretical significance for 

following researches. In practice, the founding provides 

enlightenment for the development of HCQA. Chinese 

communities should focus on improving the content quality and 

strengthen emotional connection among users to retain them.  

In addition, the rising incidence of diabetes must be taken 

seriously by government departments, which can take certain 

measures to further improve disease treatment infrastructure. 

For example, they can promote the role of community service 

and strengthen medical security to reduce the financial burden 

of patients. 
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Abstract 

Health information exchange (HIE) is implemented in Quebec, 

Canada to improve the exchange and use of clinical 

information for decision making in the province’s health care 

system. The objective of this mixed-method approach study was 

to evaluate the usage, usability, and usefulness of an electronic 

health record (EHR) to access and import clinical information 

from a centralized HIE. First, a heuristic analysis was 

performed of three different commercial EHRs, using end users 

to analyze the integration feature through think aloud 

protocols. Second, interviews were conducted with advanced 

users to describe the usefulness. Third, usage data were 

analyzed to describe the level of use of each data domain, per 

EHR and user. The results show that usefulness is high for 

medication data; leading to greater use of this domain, its 

relation to integration, and meets the needs of general 

practitioners. Difficulties in the implementation processes 

reduced the potential of this system. 

Keywords:  

Health Information Exchange, Electronic Health Records, 

Systems Integration 

Introduction 

Health Information Exchange (HIE) has been defined as the 

"electronic sharing of clinical information among users to 

facilitate care coordination and transitions between different 

settings of care" [1]. The use of HIE has the potential to 

generate significant improvements in patient safety, efficiency, 

and productivity of healthcare organizations [2]. In emergency 

departments (ED), the HIE can improve the quality of health 

care [3]. For example, sharing clinical information with a HIE 

has reduced the number of patient readmissions in seven 

hospitals in Israel [4]. In primary care, the use of HIE has led to 

improvements in efficiency: better access to test results, as well 

as reduced staff time for managing referrals and processing 

complaints [5]. Despite the achievements, several barriers to the 

exchange of health information have been recognized [1-2]: not 

enough information in the HIE to justify its use, differences in 

the way HIE is integrated into the clinical workflow and a 

poorly designed interface. 

HIE usage has become an important issue in achieving the 

desired effects. Several studies have indicated that usefulness 

and usability are the most important variables for ensuring use 

of information technology[6-8]. The perceived usefulness of a 

health information technology depends on two types of impact: 

perceived improvement in work efficiency and perceived 

improvement in quality of care [6], two variables that have been 

evaluated by either quantitative or qualitative approaches [7]. 

Usability is the degree to which a system can be successfully 

integrated to perform tasks in a planned work environment [9]. 

As a result, usability is evaluated by user, system, and task 

interaction in a specified context. A review of usability 

assessments of electronic health records (EHR) revealed that 

the most common methods were surveys, think-aloud protocols 

and heuristic methods [10]. Heuristic methods involve the 

examination of an interface by a human evaluator looking for 

usability problems [11]. Such problems represent violations of 

the usability principles developed by Molich and Nielsen [12]. 

Scapin and Bastien developed ergonomic criteria as dimensions 

in order to synthesize best practices in the field of the person-

machine interface[11].  

In Canada, HIE initiatives have been developed in different 

provinces, resulting in a significant increase in the number of 

active monthly users of HIE from 2006 to 2017[13]. However, 

the same report indicates that adoption and utilization rates 

fluctuated between 22% and 42% of the total number of 

potential users, which is still far from optimal. The main 

barriers identified were at the level of system usability, project 

management, and how to integrate the HIE into clinical 

practice. 

In Quebec, a HIE, the “Dossier Santé Québec” (DSQ), has been 

proposed as "a highly secure technological environment that 

allows the collection, storage, and consultation of certain health 

information" [14]. The law governing the exchange of health 

information stipulates that the HIE collects, stores and allows 

the consultation of health information in six domains: 

medication, laboratory tests, medical imaging, immunization, 

the hospitalization summary, and allergy and intolerance. In 

2018, the information domains available are prescribed 

medications dispensed by community pharmacies, results of 

laboratory tests carried out in public and private labs, and 

reports and images from medical imaging examinations 

(radiography, computed tomography [scans], MRIs, etc.) 

carried out in public and private organizations. 

The aim of our study was to assess the usage, perceived 

usefulness, and usability of the Quebec HIE in order to identify 

factors that may enhance or reduce its potential in clinical 

practice in primary care. 

Methods 

This mixed method study was conducted to evaluate three EHR 

systems integrated through HIE. The three chosen EHRs 

represented more than two thirds of all EHR users in the 

province of Quebec. The HIE integration features evaluated are 
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vendor-mediated HIE, with a pull-type mechanism to access 

information (clinicians needed to actively request or "pull" 

from their EHR the patient information from the HIE). The 

Quebec HIE applies an “opt-out” patient consent model, in 

which patients need to opt out if they want to make their 

information inaccessible to clinicians.  

This study was conducted in three parallel parts. First, a de-

scriptive analysis of HIE usage was conducted using audit trails 

of HIE accesses provided by the Ministry of Health from Janu-

ary 1 to December 31, 2017. The data provided included the 

user’s role, the data accessed, and the commercial EHR used to 

access the HIE. The median number of accesses per general 

physician (GP) was calculated per week, for each EHR-HIE in-

terface (EHR 1, EHR 2, and EHR 3) and for each clinical data 

domain (Drugs, Laboratory, and Images). 

Second, a modified heuristic analysis was performed using 

observation sessions with end-users, because in Quebec HIE 

access is not allowed if you are not a clinician. Experts had no 

access to the EMHR/HIE integrated interface without a 

clinician actually accessing it for a given patient. Usability 

problems were identified using the ergonomic criteria 

developed by Scapin and Bastien for assessing the usability of 

interfaces [11] (Table 1).  

 

Table 1 Ergonomic criteria developed by Scaping and Bastien 

[7] 

Criteria Description 

Guidance Available to advise, orient, inform, 

instruct, and guide the user throughout 

their interactions, including from a lexical 

point of view. 

Workload Concerns all interface elements that play a 

role in reducing the user’s perceptual or 

cognitive load.  

Explicit 

control 

Concerns both the system processing of 

explicit user actions and the control that 

users have over the processing of their 

actions. 

Adaptability Refers to the system’s capacity to behave 

contextually and according to the users’ 

needs and preferences. 

Error 

management 

Refers to the means available to prevent or 

reduce errors and to recover from them 

when they occur. Errors are defined in this 

context as invalid data entry, an invalid 

format for data entry, incorrect command 

syntax, etc. 

Consistency The way interface design choices (codes, 

naming, formats, procedures, etc.) are 

maintained in similar contexts and are 

different when applied to different settings. 

The 

significance 

of codes 

Between a term and/or a sign and its 

reference. Codes and names are significant 

to the users when there is a strong semantic 

relationship. 

Compatibility Refers to the match between the real task 

and system inputs or outputs.  

 

Think-aloud observation sessions were organized for each 

EHR. Clinicians had to perform specific tasks. The screen and 

the voice of the user were captured during the sessions. For 

each EHR, three physician sessions were recorded around the 

following subtasks:  

1. Accessing the HIE for a given patient 

2. Visualizing and importing drug-related information 

3. Visualizing and importing laboratory-related 

information 

4. Visualizing and importing clinical imaging-related 

information 

Finally, a qualitative analysis was conducted of user 

perceptions of usefulness, benefits, and barriers. Twelve semi-

structured individual interviews were conducted with the aim 

of identifying perceptions of usefulness as well as barriers and 

facilitators to the use of the HIE system. The participants were 

general practitioners (GP) and family medicine residents 

(FMR). 

The distribution of the participants in the different HIE systems 

was as follows: 

• EHR 1: 6 participants (4 GPs and 2 FMRs) 

• EHR 2: 3 participants (3 GPs) 

• EHR 3: 3 participants (2 GPs and 1 FMR) 

An analysis was performed of the content of the interviews us-

ing a qualitative analysis software program (ATLAS TI) based 

on the following dimensions:  

1. Completeness of clinical data: the underlying reasons 

for incomplete information can include that HIE 

systems do not integrate all essential sources of data, 

perhaps over a concern for losing referrals to 

competitors[1], 

2. Organization and workflow: the perception of changes 

in work efficiency and quality of care, 

3. Technology and user needs: forms of HIE technology 

(direct exchange or push vs. query-based exchange) 

and information needs (more information vs. 

meaningful information), 

4. Perceived usefulness. 

 

Results 

HIE use 

Medication-related information was the most used clinical data 

domain. EHR1 presented the highest level of HIE usage, fol-

lowed by EHR 2, while EHR 3 showed the lowest level of use 

(Figure 1). In the laboratory test domain, EHR 1 and EHR 2 

showed the highest level of HIE usage, while EHR 3 showed 

the lowest level of use. In the imaging test, the level of usage 

was similar among the three EHRs.  

Figure 1 presents the differences in HIE usage among the EHRs 

by clinical data domain.  
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Usability problems 

The fewest usability problems were observed in the EHR1 

(Figure 2) 

 

Figure 2 Usability issues by EHR 

 

Figure 3 Usability issues by the problem domain (ergonomic 

criteria) 

 

 

 

The main usability issues were code significance, workload, 

and guidance problems (Figure 3). 

Regarding the severity of the identified problems, minor 

severity problems were the most frequent, followed by major 

severity problems (Figure 4). High severity, potentially 

catastrophic problems were rare. 

 

Figure 4 Analysis of the severity of usability problems 

Drug prescription was the domain with the highest number of 

usability problems (43%), and visualization of the medication 

list was the most problematic feature, with the issues the most 

important to usability, especially guidance, workload, and code 

significance problems (Figure 5). 

EHR 1 is the drug prescription integration that have fewer usa-

bility problems compared to the other two EHRs. We must also 

remember that drug prescription is the domain with the largest 

use. 
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Figure 1 HIE-EHR integration usage: medians of the number of consultations of HIE using an EHR (different accesses) per week, by 

EHR 
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Figure 5 Usability problems according to EHR-HIE 

integration functionalities 

Clinician authentication presented a common challenge. 

Different logins were needed for the EHR and HIE systems. 

This generated an extra burden for clinicians. 

Perception of usefulness: advantages and barriers 

All the physicians perceived that the EHR-HIE integration was 

meeting, for each clinical data domain, the objectives for which 

it was designed:  

• Drugs: Access to information about prescriptions and 

dispensations. 

• Laboratory: Access to laboratory results. 

• Medical imaging: Access to information on imaging 

results, the status of the examination and the report. 

However, there were differences in perceptions of the utility 

and the number of barriers to its use, and they had an impact on 

the level of utilization of EHR-HIE integration.  

Also, some aspects of the implementation process are important 

to consider. Lack of familiarity and a lack of knowledge of 

some functionalities of integration were observed. On the other 

hand, the progressive availability of the different domains of 

clinical data in the HIE may have had an impact on perceptions 

of utility and use. 

Medication 

The EHR-HIE integration used the most by the physicians was 

the medication domain. 

General practitioners identified groups of patients for which 

integration had been useful: 

• Patients with multiple morbidities and multiple 

medications or for whom there were doubts about 

compliance. 

• Frequent users of narcotics. 

• New patients, patients without an appointment or 

former patients who had not consulted for a long time. 

• Patients who did not know their medications. 

• Patients who had seen other specialists or who had 

medicines prescribed by another doctor. 

The most critical barriers were lack of certainty about the infor-

mation available (the medication list) and the duplication of 

drugs. One of the main concerns was about whether the infor-

mation was complete (i.e., the need to have all the information 

about the medications that the patient is receiving or has ever 

received). In all three clinics, certainty about having access to 

an updated medication list was a common theme; especially in 

relation to all the extra tasks and workarounds and the resulting 

overload of clinical work needed to develop such a medication 

list. 

Interestingly, there seems to be a threshold beyond which per-

ceived benefits can lower the number of reported barriers, a 

state which was observed for EHR 1. In contrast, when there 

was a higher level of barriers, as in the case of EHR 3, there 

were fewer reported benefits. EHR 2 showed an intermediate 

position between the other two EHRs. In this domain, greater 

options for integration functions generated fewer barriers to us-

age and better perceptions of usefulness. 

Laboratory 

Although more requests for laboratory tests were generated per 

patient than for imaging tests, this was the domain that was the 

least used by the physicians, who preferred the legacy local la-

boratory systems and data accumulated in their own EHR. 

The lack of adaptation to clinical needs was an important factor 

affecting EHR-HIE use. The functionalities valued in clinical 

practice included having the ability to observe trends in graphs 

and the need to record whether the doctor had visualized the 

exams, and these features were only available in the legacy lo-

cal laboratory systems and local EHR. These functionalities 

were not available with the HIE integration. 

Some benefits were observed only in the case of EHR 1 (effi-

ciency gains in clinical practice and avoiding repetitions of la-

boratory tests). The lack of knowledge of some functionalities 

and a deficit in the availability of some laboratory tests were 

mentioned as factors diminishing the use of EHR-HIE integra-

tion. 

Imaging 

Consulting reports or results of imaging exams are essential for 

informed clinical decision-making. Visualizing medical images 

is not as important a need, especially for complex images, for 

which a radiologist’s opinion is needed anyway. For less com-

plex images, it can be useful to see the images before receiving 

the radiologist report. In any case, the inaccessibility of images 

in the HIE remained a barrier, more so since other systems of-

fered such access. 

Perceived benefits included avoiding the duplication of 

imaging exams and developing medical notes on the basis of a 

copy-and-paste function.  

Discussion 

The most important finding of this study is the importance of 

the value added for clinicians by EHR-HIE integration. The 

medication domain was where we observed the largest number 

of usability problems, but it was also the domain in which we 

observed the greatest use of EHR-HIE functionalities.  

The aspects of using HIE integration that were the most valued 

for their usefulness were: 

• The opportunity to improve adherence to treatment in 

the case of chronic conditions. 

• The usefulness of prescription and dispensing 

information on medications for better management of 

patients who were frequent users of narcotics. 

• Avoiding duplicated image and laboratory tests. 

The importance of getting access to an updated medication list 

that was observed in our study is consistent with a study that 

evaluated the accuracy of drug data in Quebec [15], in which a 

total of 38% of the information represented discrepancies when 

the list of references was compared with the list obtained from 

the HIE. From this perspective, we underline that HIE 

medication data was the most important source of added value 

for clinical practice as perceived in the clinics we studied. 

In relation to laboratory tests and images, the positive 

appreciation of EHR-HIE integration as a tool to reduce the 

duplication of tests is another finding consistent with the 

literature. A systematic review on the benefits of HIE published 

in 2018 listed: the reduced duplication of imaging exams, 

therapeutic medical procedures, total number of orders, and 

reduced total cost of care, lab test costs and imaging test costs 

[16]. 
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Our study was focused on the experience of primary care users 

with EHR-HIE integration. We did not directly study the 

implementation processes. However, according to the 

interviews and observations of EHR-HIE integration in use, we 

observed some barriers resulting from the implementation 

processes, such as a lack of knowledge of the EHR-HIE 

integration functionalities and insufficient follow-up activities 

after the initial training provided when the system was 

introduced. The literature has shown those factors to be 

essential to the use of HIE. 

This study has some limitations. Given that we did not directly 

observe the use of the EHR-HIE integration functions, the 

method chosen to conduct the heuristic analysis can limit the 

quality of usability problem evaluations. As well, the 

difficulties encountered balancing the recruitment of 

participants for each EHR can induce some variations in the 

analysis of the perceptions of utility, barriers and facilitators 

associated with the EHR systems studied. Finally, we underline 

that the dissemination of HIE in Quebec, Canada is not 

complete. For instance, the availability of data in different 

domains was still a work in progress. This phenomenon could 

have affected perceptions of usefulness and usage in the clinics 

studied.  

Conclusions 

The deployment of HIE is still in a work in progress in Quebec. 

Even if usage levels need to improve, clinicians have already 

identified areas in which system usage proved useful to their 

clinical practice. There are grounds for hope. To support this 

hope, it is important to address the problems of usability and 

barriers to utilisation that we have identified. It is only by 

improving the design of EHR-HIE integration or its 

implementation processes that this initiative will be an 

unqualified success for the province’s health system. 
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Abstract 

Natural language processing (NLP) technologies have been 

successfully applied to cancer research by enabling automated 

phenotypic information extraction from narratives in electronic 

health records (EHRs) such as pathology reports; however, 

developing customized NLP solutions requires substantial 

effort. To facilitate the adoption of NLP in cancer research, we 

have developed a set of customizable modules for extracting 

comprehensive types of cancer-related information in 

pathology reports (e.g., tumor size, tumor stage, and 

biomarkers), by leveraging the existing CLAMP system, which 

provides user-friendly interfaces for building customized NLP 

solutions for individual needs. Evaluation using annotated data 

at Vanderbilt University Medical Center showed that CLAMP-

Cancer could extract diverse types of cancer information with 

good F-measures (0.80-0.98). We then applied CLAMP- 

Cancer to an information extraction task at Mayo Clinic and 

showed that we can quickly build a customized NLP system with 

comparable performance with an existing system at Mayo 

Clinic. CLAMP-Cancer is freely available for academic use.  

Keywords:  

Natural Language Processing, Information Storage and 

Retrieval, Electronic Health Records 

Introduction 

Cancer is a highly heterogeneous group of related diseases with 

a growing body of evidence that cancer initiation, progression, 

metastasis, and response to treatment are directly associated 

with variability at the molecular level [1]. Technological 

advances have enabled us to identify an increasing number of 

molecular biomarkers, leading towards personalized oncology 

[2]. Personalized cancer research relies heavily on large clinical 

series of well annotated and high-quality data. One emerging 

research direction is to leverage large, real-world practice data 

stored in electronic health records (EHRs) to facilitate clinical 

and translational research [3]. However, much of this 

information (e.g., tumor characteristics) can only be found in 

narrative or semi-structured text in EHRs, such as pathology 

reports. Despite the move towards synoptic reporting by the 

pathology community [4], uptake of this formatting is not 

complete and synoptic reports are usually only issued for 

definitive resections, as mandated by the American College of 

Surgeon’s Commission on Cancer Standard 2.1.  Natural 

language processing (NLP) technologies that can automatically 

extract and structure information from narrative documents 

have been extensively investigated in the medical domain and 

cancer sub-domain [5, 6].  In particular, many studies have 

focused on named entity recognition (NER), a fundamental 

NLP task that locates and classifies named entities to pre-

defined categories (e.g., diseases, drugs, and lab tests).  

Several NLP systems have been developed to process 

pathology reports, which contain rich information about tumor 

specimen characteristics [7]. An earlier study by Xu et al. 

extended the existing MedLEE system to extract information 

from pathology reports to support cancer studies [8]. Crowley 

et al. reported the Cancer Tissue Information Extraction System 

(caTIES), which focuses on de-identification of cancer 

specimens for research purposes, along with information 

retrieval and concept coding functionalities [9]. MedKAT 

(MedTAS/P) is a rule-based system, which aims to extract 

cancer characteristics from pathology reports including 

anatomic site, histology, and grade [10]. Recently, Savova et al 

reported another rule-based system named DeepPhe, which can 

extract summary of cancer phenotypes including morphology, 

topology, procedure, and staging information from clinical 

documents [11]. 

Despite the success of reported use cases on cancer information 

extraction from clinical text, NLP has not been widely used for 

routine EHR-based cancer research, likely due to 

implementation barriers. Because of the diversity and 

complexity of clinical documentation, significant effort is 

required to develop custom clinical NLP systems or to extend 

existing systems for individual applications. In a study that 

aimed to locally adopt a smoking module in the cTAKES 

system [12], users had to write extensive code to re-train 

modules and re-define rules [13], which could be challenging 

for programmers without much NLP expertise. Additionally, 

completeness and the accuracy of the information remain as 

major obstacles in computational processing of clinical texts. 

CLAMP (Clinical Language Annotation, Modeling, and 

Processing) [14] is a general clinical NLP system that provides 

not only high-performance NLP components but also user-

friendly interfaces for building customized NLP pipelines for 

individual needs. In this study, we describe our work on 

developing a library of information extraction modules for 
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important tumor informiton in pathology reports within 

CLAMP. Using these built-in modules and user-friendly 

interfaces of CLAMP, users can quickly build customized NLP 

solutions to extract cancer information from their local 

pathology reports, with minimal programming effort. We 

believe such a tool would greatly benefit cancer researchers to 

leverage clinical text for their studies. 

Methods 

CLAMP follows the pipeline-based architecture as defined by 

the Apache UIMA™ (Unstructured Information Management 

Applications) framework, where an NLP system consists of 

multiple components in a specific order. The development of 

CLAMP Cancer Modules involved building cancer-specific 

NLP components and extending CLAMP interface that allows 

end users to customize and assemble different components into 

an NLP pipeline for their specific needs.  

Developing Cancer-Specific NLP components 

As the primary goal is to extract important information related 

to cancer, we limited the scope to the “diagnosis” section of 

pathology reports and followed these steps to build CLAMP 

Cancer Modules: 

Define an Information Model for Pathology Reports  

We reviewed available models including the Cancer Disease 

Knowledge Representation Model (CDKR) used in the 

MedKAT [10] and the information model in caTIES [9]. As our 

goal is to support clinical research, we specified data elements 

for pathology reports as recommended by the College of 

American Pathologists (CAP) (Figure 1). We reviewed all 

available CAP cancer templates (available at 

http://www.cap.org/cancerprotocols ) as of January 2017, 

including the biomarker templates, and defined a list of 

minimum elements and relations to be included in CLAMP-

Cancer Modules. 

We define Primary-site (site of the source of the material 

extracted from the body) as the root concept, with relations to 

Specimen (often numbered in the reports), Sub-site (detailed 

sub-anatomical sites related to the primary sites), Procedure 

(methods for specimen extraction from the body, e.g., biopsy), 

and Histology diagnosis (the morphology of cancer cells, e.g., 

“squamous cell carcinoma”). In addition, we also extract 

several important attributes defining histologic behavior and 

malignant potential, including Tumor Grade, Tumor Size, 

Invasiveness (invasion status and sites infiltrated by the tumor), 

Tumor Margin (tumor involvement in excisional margins), as 

well as Tumor Biomarkers and Values (e.g., estrogen and 

progesterone receptors).   

Annotate a Corpus of Pathology Reports following the 

Information Model  

Based on the information model, we developed an annotation 

guideline, which specifies the types of entities and relations for 

annotation, as well as different examples. We randomly 

selected 400 pathology reports from patients with a cancer 

ICD9 code at Vanderbilt University Medical Center (VUMC) 

in 2010. Four domain experts manually reviewed each 

pathology report and annotated all the entities and relations 

following the guideline, using CLAMP. Following a typical 

evaluation design for NLP studies, the annotated corpus was 

then divided into a training set (200 reports) and a test set (200 

reports).  

Develop Various Entity and Relation Extraction 

Components of CLAMP Cancer Modules  

As CLAMP Cancer Modules extract a broad range of entities 

and their relations from pathology reports, different approaches 

were implemented to achieve optimal performance. For named 

entity recognition, we implemented regular expression-based, 

dictionary lookup-based, as well as machine learning-based 

approaches. For relation extraction, both rule-based and 

machine learning approaches were developed. Hybrid 

approaches that combine rules and machine learning were also 

used to optimize the performance. All the resources collected 

for developing these components (e.g., dictionaries, rules, and 

models) are available in CLAMP Cancer Modules and users 

can use them as-is or customize them to improve performance 

on their local data. 

 

 

 

Figure 1.  CLAMP information model is based on data element suggestions of College of American Pathologists 
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Evaluating CLAMP Cancer Modules 

The evaluation of CLAMP Cancer Modules has two aspects. 

First, we developed the default CLAMP Cancer Modules using 

the training set from VUMC and evaluated them using the test 

dataset from VUMC. For each type of entity, we report 

precision, recall, and F-measure on recognizing entities only, 

using both exact and partial (relaxed) matching criteria [15]. 

We also report the system performance by considering both 

entity and relation information (e.g., a detected “sub_site” 

entity is correct only if both the entity and its relation to the 

linked “primary_site” are correct). Then, we apply CLAMP 

Cancer Modules to the same information extraction task as the 

MedKAT system [10]. Using CLAMP Cancer Modules, we 

assembled a customized NLP pipeline and compared it with 

MedKAT, using the same annotated corpus from Mayo Clinic.  

Results 

The developed CLAMP Cancer Modules consist of several 

components with machine learning models, dictionaries and 

rule sets to extract various types of cancer specific information 

from pathology reports following the CAP recomendations. 

Figure 2-a shows the cancer-specific modules in CLAMP and 

how they can be used to build customized NLP pipelines for 

local pathology reports. In Figure 2-b shows document 

annotation for cancer specific entities, and relationships among 

them. 

 

 

Table 1 (a) shows the evaluation results of CLAMP Cancer 

Modules for different types of entities and relations. The default 

components of CLAMP Cancer Modules achieved good F-

measures for entity recognition, with a range of 0.87 to 0.99, 

for exact matching criterion. A quick manual review shows that 

a fair number of relevant entities are missed by the system (e.g., 

a low recall in “invasion”), probably due to the complexity of 

expression patterns of these entities and the relatively limited 

size of the training corpus. When the relaxed matching criterion 

was used, CLAMP Cancer Modules achieved higher 

performance for some entities (e.g., Histology improved from 

0.88 to 0.97), indicating some errors were about entity 

boundary only. When the relationships of entities were taken 

into consideration, performance dropped as expected (F-

measures within 0.82-0.98), because of some known challenges 

for relation extraction (e.g., long-distance dependency).  Table 

1 (b) shows the results of the customized NLP pipeline built for 

Mayo Clinic’s pathology reports using CLAMP Cancer 

Modules, as well as the results from MedKAT. It took 12 hours 

for a developer to build the customized NLP pipeline for the 

specified task using CLAMP Cancer Modules, and it achieved 

comparable performance as MedKAT, indicating high 

effectiveness of CLAMP-Cancer for building customized NLP 

pipelines for pathology reports. Although MedKAT has slightly 

higher performance in certain entities, the production time and  

the adaptability remain as the major advantage of using 

CLAMP. 

Table 1 – Evaluation results of CLAMP Cancer Modules 

Type of 

information 

# of 

ent.
* 

Entity only 

(Exact/Relaxed Matching) 

Entity and Relation 

Precision Recall F-measure Precision Recall F-measure 

Specimen 310 0.99/0.99 0.99/0.99 0.99/0.99 0.97 0.98 0.98

Primary-site 351 0.98/0.99 0.98/0.99 0.98/0.99 0.98 0.98 0.98

Sub-Site 187 0.96/0.98 0.82/0.83 0.89/0.90 0.88 0.78 0.83

Procedure 339 0.98/0.99 0.98/0.99 0.98/0.99 0.97 0.97 0.97

Histology 553 0.91/1.00 0.85/0.93 0.88/0.97 0.90 0.85 0.86

Tumor Grade 92 0.96/1.00 0.88/0.91 0.92/0.96 0.91 0.83 0.86

Tumor Size 60 0.96/0.96 0.90/0.90 0.93/0.93 0.88 0.83 0.85

Tumor 

Margin 

93 0.92/0.99 0.91/0.98 0.92/0.98 0.80 0.79 0.80 

Invasion 71 0.92/1.00 0.83/0.90 0.87/0.95 0.86 0.78 0.82 

Biomarker 107 0.95/0.99 0.90/0.94 0.92/0.96 0.88 0.84 0.86

(a) Performance of CLAMP-Cancer components on the VUMC test corpus 

* The number of each type of entities in the test corpus of 200 notes. 

 CLAMP-Cancer MedKAT 

 Precision Recall F-1 Precision Recall F-measure 

Tumor size 1.00 0.99 0.99 1.00 1.00 1.00 

Dimension 

Extend 

1.00 0.99 0.99 0.99 1.00 0.99 

Dimension 

Unit 

1.00 1.00 1.00 1.00 1.00 1.00 

Tumor Site 0.94 0.89 0.92 0.96 0.95 0.96 

Histology 0.91 0.92 0.92 0.96 0.98 0.97 

Grade 1.00 0.88 0.94 0.93 0.97 0.99 

Date 1.00 1.00 1.00 1.00 1.00 1.00 

(b) Performance comparison of CLAMP Cancer Modules and MedKAT on the same information extraction 

task from 302 pathology reports at Mayo Clinic 
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Discussion and Conclusions 

The contribution of CLAMP Cancer Modules is two-fold. First, 

it is a new NLP system that extracts comprehensive cancer 

information from pathology reports, including some that are not 

included by previous systems, e.g., biomarkers. Moreover, 

CLAMP Cancer Modules allow users to quickly build 

customized NLP pipelines by leveraging existing components 

and user-friendly interfaces. To the best of our knowledge, this 

is the first attempt to build cancer-focused NLP system that 

integrates into a drag and drop graphical user interface (GUI) 

for building customized NLP solutions for individualized 

needs. As pathology reports contain important cancer 

information, we believe that CLAMP Cancer will facilitate 

wide adoption of NLP in cancer research. 

We acknowledge that cancer knowledge is constantly evolving 

and new standards, such as the AJCC 8
th

 Edition, may require 

 

 

Figure 2. a. CLAMP Cancer module implements several cancer specific components (A), can be used to build customized pipelines 
(B). b. Pipeline annotates pathology reports to extract entities as well as their relationships. 
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re-annotation for additional concepts. As a full-featured NLP 

system, CLAMP Cancer Modules ease such tasks. To further 

accelerate EHR-based cancer research, we plan to extend 

CLAMP Cancer Modules in several directions. First, we will 

develop an encoding function to further map extracted cancer 

information to existing terminologies, e.g., ICD-O-3, or to 

standard value sets. We will then expand CLAMP Cancer 

Modules to include other types of clinical reports containing 

rich cancer information, e.g., radiology reports. We also plan to 

conduct formal usability studies of CLAMP Cancer Modules 

and iteratively improve the user interface based on users’ 

feedback. 
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Abstract 

Within a funding initiative for patient registries in Germany, 

data specifications from 15 projects were collected in a 

structured format. Subsequently, the data specifications were 

transferred into a structure following the ISO/IEC 11179-3 

standard for metadata registries. The data specifications 

included a median of 16 documentation objects and 196 data 

elements per project. Only Common designations were used. 

The bridging to ISO/IEC 11179-3 revealed several overlaps 

between the specifications. For example, bridging can be used 

to align the multifold designations of sex and sex categories as 

well as to harmonize the respective value lists. Further work 

intends to create a metadata repository based on a 

community-driven approach as part of the IT-infrastructure of 

this funding initiative. Without this infrastructure, 

comparability of the data specifications is unlikely.  

Keywords:  

Documentation, metadata, registries 

Introduction 

From the perspective of medical informatics, registries are a 

type of medical documentation system aiming at the analysis 

of research questions regarding a group of individuals, 

typically patients. From this perspective, registries could be 

differentiated from health records supporting health care for 

individuals. In a broader view, registries are projects that 

maintain staff, rooms, and IT infrastructure and sometimes 

have a specific legal status [1]. However, even in the broader 

view, data recorded on the observational units are the assets of 

registries. The definition of those data in terms of variables 

and value lists is therefore a main task in the development of 

registries [1, 2, 3]. Ideally, this definition is supported by 

documentation standards. Documentation standards guarantee 

that the data on the one hand cover all information needed to 

answer the research questions. On the other hand the data 

must support the analysis methods applied in statistical 

evaluations in reports and in scientific and public publications. 

Proposals for those documentation standards are available [4].  

On a level going beyond a single registry, the interaction 

between projects and between different types of 

documentation systems gains importance. This interaction 

requires a description of the data independent from individual 

research questions and individual statistical analyses. Use 

cases on that level can include the identification of projects 

sharing the same approach to quality of life or addressing the 

same population, for example patients suffering from 

dementia [5]. ISO/IEC 11179 “Information technology - 

Metadata registries (MDR)” [6] is a standard that relates to 

such kinds of use cases. ISO/IEC offers an approach to 

maintain data about data, i.e. metadata, in a systematic and 

unambiguous approach. Although ISO/IEC 11179 is noticed 

in health care [7, 8], the relationship between documentation 

standards and the metadata approach is complex [9].  

With the goal of supporting both the development of 

individual registries and the interaction between different 

registries, a German funding initiative defined a bridging 

between documentation standards and metadata standards that 

will be introduced below. The bridging will be used to 

establish a metadata repository for the funding initiative in the 

future. 

Methods 

Registries 

The German Ministry for Research and Education launched a 

funding initiative for registries in health services research. 

Sixteen projects were accepted for a concept development 

phase lasting nine months. At the end of this phase, the 

projects were invited to submit a proposal for an 

implementation phase lasting up to five years. In parallel to 

the funding of individual registries, an accompanying project 

(abbreviated REGISVF-AP) was accepted that supports the 

registries in development and implementation. REGISVF-AP 

started one month later than the registries which began in 

September 2017 and will last two years. Thus, it covered eight 

of the nine months of the concept development phase. The 

decision about funding of the registry implementation will be 

announced at the end of 2018. 

The 16 projects of the development phase covered different 

areas of health care: rare diseases, oncology, acute conditions, 

chronic diseases, interventions, and other conditions. Further 

information about the projects is provided in table 1. 
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Table 1 – Projects of the development phase 

Acronym Institution Area 

Rare diseases 

sLEGER University clinics 

Düsseldorf  

Systemic lupus erythe-

matosus in Germany

PAREMIS University clinics 

Leipzig 

Prader-Willi-Syndrome 

Oncology 

HerediCaRe University clinics 

Cologne 

Hereditary breast and 

ovarian cancer 

BRE-4-MED University clinics 

Würzburg 

Breast cancer care for 

patients with metastases

Acute conditions 

RADaR University clinics 

Regensburg 

Acute respiratory 

distress syndrome

FieberApp-

Register 

Private university 

Witten/Herdecke 

Fever in childhood 

HIRB Brandenburg Medical 

School 

Heart attacks in 

Brandenburg 

EMBO-Lung Ludwig-Maximilians-

Universität Munich 

Pulmonary embolism 

RECUR University clinics 

Freiburg 

Recurrent urolithiasis of 

the upper urinary tract

Chronic diseases 

TOFU  University clinics 

Bonn 

Treatment exit options 

for uveitis 

GeCeR Competence network 

bowel diseases 

German celiac registry 

ParaReg University clinics 

Heidelberg 

Lifelong monitoring of 

paraplegic patients

Interventions 

INDICATE-

TKR 

Technical University 

Dresden 

Appropriateness of total 

knee replacement for 

osteoarthritis 

IISAAR Saarland University Vaccination information 

system Saarland

Other conditions 

SoLKID-GNR University clinics 

Münster 

Safety of living kidney 

donors in Germany

CDDD_ENMR Center for Population 

and Health Wiesbaden

National mortality 

registry 

Documentation Standard 

REGISVF-AP suggested the use of the catalogue of attributes 

from Leiner and Haux [10] as a format for data definition in 

the registries’ concepts. The registries agreed to use this 

approach in an adapted structure. The catalogue of data 

elements offers a view on data definitions that is 

communicable to domain experts on the one hand and usable 

for computer scientists to implement the data definitions in the 

data management infrastructure on the other hand. The 

catalogue of data elements differentiates between 

documentation objects like “patient” or “quality of life” and 

data elements like “sex” or “VAS” (= visual analogue scale). 

Data elements are assigned to one and only one 

documentation object. Documentation objects and data 

elements share several attributes like designation and 

description. Both could be related to predefined research 

questions, to project modules, to statistical methods defined in 

a statistical analysis plan, to health care related categories such 

as therapies, and to project-related events such as follow-ups. 

It was furthermore possible to enrich each data element with 

a) a value set that is either a list or a data type, b) a coding of 

values within a value list, c) a unit in case of a numerical data 

type, d) a differentiation between single and multiple 

occurrences, and e) plausibility checks.  

The registries were advised to start the development with the 

agreement on research questions, to extract target variables, 

influencing variables and confounders as potential data 

elements, and to check any proposed data elements according 

to the following aspects: 

• Is the data element needed to answer a research 

question? 

• Does the data element adequately cover the 

information? 

• Is the recording of the data element feasible for the 

study sites? 

• Could the data element be used in the process of 

analysis? 

Templates for the registries’ catalogues of data elements were 

provided as Microsoft Excel and Microsoft Access files. The 

templates were available in German and English. A short 

explanation supported the use of the templates. Additionally, a 

few integrity constraints were implemented in the Access file. 

Metadata Standard 

The Data Description metamodel and the Concepts metamodel 

parts of the ISO/IEC 11179 third edition (ISO/IEC 11179-3) 

were used [6]. In short, a DATA_ELEMENT is defined by a 

DATA_ELEMENT_CONCEPT (e.g. sex of a patient) which 

uses a CONCEPTUAL_DOMAIN (sex) combined with a 

specific VALUE_DOMAIN (e.g. consisting of the 

PERMISSIBLE_VALUES male, female, diverse, 

undetermined, and unknown, representing the legislative 

definition of sex for citizens in Germany). A 

VALUE_DOMAIN has two possible subclasses, namely the 

ENUMERATED_VALUE_DOMAIN (represented by a list of 

distinct values) and the DESCRIBED_VALUE_DOMAIN 

(represented by a textual definition).  

Bridging Approach 

The documentation object of the data element catalogue was 

mapped to the OBJECT_CLASS of ISO/IEC 11179-3. Each 

data element of this documentation object establishes a 

PROPERTY leading to a DATA_ELEMENT_CONCEPT 

combining both. The value set of the data element catalogue 

was defined as ENUMERATED_VALUE_DOMAIN in case 

of a list of values and as DESCRIBED_VALUE_DOMAIN 

otherwise. Values of the value list became 

PERMISSIBLE_VALUES of ISO/IEC 11179-3. These 

transformations were automatically performed based on the 

received specification of the registries. To close the loop 

between the DATA_ELEMENT_CONCEPT and the 

VALUE_DOMAIN at the conceptual level of the Data 

Description metamodel, a CONCEPTUAL_DOMAIN was 

created in a stepwise-approach. Firstly, all designations of data 

elements that occur at least twice established automatically a 

CONCEPTUAL_DOMAIN. This CONCEPTUAL_DOMAIN 

was assigned to all data elements that share the designation. In 

a second step, all remaining data elements were assigned to a 

preexisting CONCEPTUAL_DOMAIN if possible. Otherwise 

a new CONCEPTUAL_DOMAIN was created. Finally, the 

CONCEPTUAL_DOMAINS were manually corrected for 

duplicates and overlaps. To support understandability and 

retrieval of the results, each CONCEPTUAL_DOMAIN was 
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related to a single broader CONCEPT via a LINK of the 

ISO/IEC Concept metamodel region. In the preliminary stage 

of the presented work, the CONCEPT was arbitrarily defined 

by the authors.  

Table 2 shows an overview of the bridging concept. The 

bridging was performed semi-automatically using Microsoft 

Access.  

Table 2 – Bridging concept 

Catalogue of data 

elements 

ISO/IEC 11179-3 Comment 

Documentation  

object 

OBJECT_CLASS  

Data element PROPERTY  

Value set ENUMERATED_ 

VALUE_DOMAIN 

in case of a list of 

values 

Value set DESCRIBED_ 

VALUE_DOMAIN 

in case of data 

types 

 PERMISSBLE_ 

VALUE 

items in the list of 

values 

 CONCEPTUAL_ 

DOMAIN 

semi-

automatically 

determined

 CONCEPT manually created

Results 

Fifteen out of the 16 projects submitted a specification of their 

data. Two projects submitted a Word file with free text; 13 

projects made use of the template of the catalogue of data 

elements: seven submitted an Excel file, five submitted an 

Access file, one submitted an Excel and an Access file in 

parallel. Six projects defined their data in German, six in 

English, and three in both languages. Nine projects primarily 

used phrases for the designation of data elements, one used 

questions, one used phrases and questions, and four used 

labels. 

Catalogues of Data Elements 

The catalogues of data elements defined a total of 352 

documentation objects. Excluding a project that used 126 

documentation objects, the number of documentation objects 

ranged between 8 and 27 (median: 16, variation coefficient: 

0.31). Fifty-one documentation objects were additionally 

described in a second language (German or English) leading 

to 403 designations. The most frequent designation was “basis 

data” (four in English, six in German as “Stammdaten”). A 

unique phrase or question was present in 385 out of the 403 

designations.  

The documentation objects included 3,935 data elements 

(range per project: 48 to 756, median: 196, variation 

coefficient: 0.73), 842 additionally available in a second 

language. Excluding duplicates for the combination of 

designation and language, 4,068 different designations 

remained from 4,777. From 4,068 designations, 3,929 

occurred only once, and 53 occurred several times. The most 

frequent designations were “Geschlecht” (=sex, six times), 

“Geburtsdatum” (=date of birth, six), “Pseudonym” (German, 

five), “date of birth” (five), “Vorname” (=first name, four), 

“gender” (English, four), and “sex” (four). The range of data 

elements per documentation object was 1 to 191 (median: 16, 

variation coefficient: 1.62). 

Example - The Data Element Sex 

All projects defined at least one data element related to the sex 

of a patient. In total, 25 data elements occurred for sex with 

eight different designations. The data elements for sex were 

assigned to 16 different designations of documentation 

objects, most frequently to “Stammdaten” (=basis data, five 

times) or “basis data” (four times). The 25 data elements 

shared 14 different value lists. The languages and acronyms 

were mapped to the following seven values: männlich/male/m, 

weiblich/female/w, intersexuell/intersexual, unbe-

kannt/unknown, unbestimmt/not determined/undecided, 

anderes/other/a, and unclassified. Only one data element used 

the value list defined on a national level for routine data in 

secondary care, and not one used the definition defined in 

Germany for primary care. 

Mapping to ISO/IEC 11179-3 

1. Identified by using a well formatted structure as the 

value list, 1,197 

ENUMERATED_VALUE_DOMAINS out of 3,935 

value sets were identified (30%) in the preliminary 

stage of the bridging process.  

2. Those ENUMERATED_VALUE_DOMAINS 

included 4,162 different PERMISSIBLE_VALUES.  

3. The remaining 70% of the value sets were regarded as 

DESCRIBED_VALUE_DOMAIN.  

4. With a minimum of two occurrences of data element 

designations independent from languages or project 

assignments, 670 CONCEPTUAL_DOMAINS were 

extracted. Those covered 1,709 data elements out of 

4,777. 

5. By now, another 761 data elements have been 

manually assigned to an existing or newly created 

CONCEPTUAL_DOMAIN.  

6. After clearing of duplicates, 464 

CONCEPTUAL_DOMAINS remained covering 2,470 

data elements. 

7. Preliminarily, 325 of the 464 

CONCEPTUAL_DOMAINS covering 2,143 data 

elements were aggregated to 21 CONCEPTS with drug 

(533 data elements) and disease/symptom (302) as the 

most frequent ones. 

Discussion 

Fifteen projects submitted their specifications of variables and 

values as part of the registry development. Thirteen used the 

recommended format of a catalogue of data elements for the 

submission. According to the coefficient of variation, the 

projects agreed concerning a reasonable number of 

documentation objects. To the contrary, the total number of 

data elements varied strongly between the projects. 

Additionally, the number of data elements that were 

condensed to a documentation object was quite different. In 

agreement with a survey including 30 already implemented 
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registries [11], most of the registries intended to record 

between 100 and 499 data elements (cf. figure 1). 

 

 

Figure 1 – Number of of data elements per registry 

(references for 2012 from [11]). Data elements: 

oblig.=obligatory, opt.=optional. 

However, the projects strongly disagreed concerning the 

designations of documentation objects, data elements and 

values. They also disagreed concerning the value lists that 

arise through the aggregation of single values. To some extent 

this could be explained through the diverse use cases like 

uveitis, fever, or metastasizing breast cancer. But the example 

of the values found for the data element sex showed that the 

projects did not even consider national conventions. An 

evidence-based recommendation about an appropriate 

documentation standard was not sufficient to establish 

homogenous metadata. 

Therefore, the results clearly emphasize the need for metadata 

repositories. A metadata repository can be used for several use 

cases [11]: 

• it makes the creation of case report forms and data 

models easier,  

• it improves the quality of case report forms and data 

models,  

• it harmonizes variables and value lists,  

• and it supports the mapping of metadata and data.  

Nevertheless, the relationship between metadata approaches 

and documentation standards is ambivalent [4]. For both, the 

modelling of health-related information could be different. 

One might consider “disease” as the main entity and “heart 

attack” as attribute or “heart attack” as main entity and 

“existence” as attribute. The implementation of models for 

complex information objects like “blood pressure” or “quality 

of life” is unclear for both metadata standards and registry 

definitions. 

The interim results of the bridging between the projects’ 

specifications of data elements and the structure of ISO 

11179-3 underline the value of a metadata repository. For 

many data elements, counterparts in other projects can be 

identified. The authors expect a significant stimulus for 

harmonization of variables and value lists through feedback of 

this information to the projects. However, the time-consuming 

effort for the mapping demonstrated the necessity of direct 

involvement of registry staff in maintaining their metadata 

themselves. Additionally, the high abstraction level of ISO 

1179-3 must be concretized to reach acceptance by those 

users. 

Conclusions 

A metadata repository is a core component of an IT-

infrastructure for registries as well as for health services and 

health science research in general. The experiences gained 

from merging data specifications from 15 registries 

demonstrate impressively that harmonization and 

comparability will not arise without explicit metadata services. 

The high resource consumption needed to align data 

specifications subsequently underpin that a community-driven 

approach is essential involving the individual projects in the 

maintenance of the content. REGISVF-AP will further pursue 

the objective to implement this approach in the funding 

initiative of registries for health services research in Germany. 
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Abstract 

In this study, treatment and the serum uric acid (UA) level were 

compared using medication history generated by prescription 

order records of antihyperuricemic to examine the treatment 

success rate. We examined the treatment success rate among 

these patients based on the serum UA level during 120–180 

days after the initiation of treatment, which was set as the 

endpoint. The number of patients whose UA level before the 

start of treatment was > 8.0 mg/dL but decreased to < 6.0 

mg/dL after the treatment, which is the target treatment 

success, was 92 (success rate of 14.2%), 50 (53.2%), 76 

(41.5%), 35 (31.9%), and 45 (37.8%) in the allopurinol 100 

mg/day (A1) and 200 mg/day (A2), febuxostat 10 mg/day (F1) 

and 20 mg/day (F2), and benzbromarone 50 mg/day (B), 

respectively. Compared with that of the other drugs, the 

treatment success rate was high with A2 and low with A1. From 

the generated medication history, the treatment success rate 

with antihyperuricemic can be extracted mechanically.  

Keywords: 

Electronic health records, Pharmacoepidemiology, 

Antihyperuricemics.  

Introduction 

Clinical studies include crossover studies in which different 

drugs are administered to the same patient in an order and the 

respective results are compared. This study represents one of 

the methods that can be used in the treatment of chronic 

diseases [1]. As the effect of a target drug can be compared 

among different individuals, individual differences in the 

effects can be eliminated, which is an advantage. However, 

with long-term administration, a washout period is necessary 

and that can prolong the study period. Consequently, the 

economic costs and burden on patients are high; even for 

established standard drugs, evidence of treatment efficacy  that 

is required in a clinical setting is not adequate. 

Pharmacoepidemiological studies that use real-world data 

stored in electronic medical charts as target are drawing 

attention. If patients who are eligible for a crossover study can 

be extracted automatically from the drug ordering information 

stored in the electronic medical charts using a computer, then, 

data similar to those of interventional studies can likely be 

obtained at a low cost. In drug intervention studies, the 

relationship between a patient’s treatment period and the 

endpoint is important. However, drug information stored in the 

electronic medical chart system is a record of prescription 

orders generated during a physician’s prescription. Therefore, 

it is difficult to select subjects while estimating the treatment 

period for each patient. In this study, we developed a system for 

estimating the treatment period of patients by drug and dose 

using a computer to correct overlapping periods and gaps 

present in prescription order records [2]. We evaluated the 

treatment efficacy of antihyperuricemic from the treatment 

periods that were generated using this system, and herein report 

our findings [3]. 

Methods 

Study environment 

The EMR of Tottori University Hospital (TUH) was introduced 

on September 1, 2002, and by September 2015, the treatment 

data of 307,944 patients had been recorded. In this study, the 

treatment efficacy of antihyperuricemic used at the TUH was 

the observation subject. The target drugs of evaluation were 

allopurinol (A), febuxostat (F), and benzbromarone (B). All of 

them tend to be prescribed as antihyperuricemic for long 

periods. Both A and F inhibit the production of uric acid (UA), 

whereas B promotes the excretion of UA. Although A and B 

are present in the prescription ordering database since the start 

of EMR operations, the use of F in the hospital started in June 

2011 and therefore data only from that time are available.  

The outline of processing flow of the system that automatically 

predicts the outcomes of antihyperuricemic from the EMR data 

is elucidated in Fig. 1. The prescription records are extracted 

from the EMR prescription database, and then a record of 

medication history is generated. The generated record of 

medication history contains the start and end dates of 

medication. Subsequently, the generated record of medication 

history and the record of labottory test data that includes the 

serum UA level are combined. The UA laboratory test data 

corresponding to before and during (endpoints) treatment with 

antihyperuricemic become the subject. By this process, a record 

by which changes in the UA level before and during treatment 

can be observed is generated. The details of respective 

processes are described below.  

Method of generating medication history 

Prescription records are used in generating medication history. 

Generally, a prescription record contains the patient ID, drug 

name, prescription start and end dates, unit dose, and method of 

administration. The outcome of treatment with a drug has a 

major effect on the dose of the drug, and even with the same 
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drug, when the daily doses are different, the endpoints have to 

be distinguished.To distinguish the same drug name present in 

a prescription record by daily dose, the information on daily 

dose is combined with the drug name in the prescription record. 

For example, if A 200 mg/day is prescribed, the drug name will 

be �allopurinol-200mg.” By this process, the same drug that 

is prescribed at differing daily doses can be distinguished 

mechanically.The medication history generation program 

developed in this study was used to generate and process the 

medication history. With this program, prescription records of 

the same patient with the same drug name are extracted, and the 

overlapping periods from records with old prescription dates 

and remnant drugs that the patient forgot to take are calculated. 

If there are gaps in the prescription periods, a decision is made 

regarding whether or not a correction can be made with the 

remaining drugs. The operations for combining the records are 

then performed (Fig. 1-1). The record on medication history 

comprises the patient ID, name of the drug, and dates of start 

and end of the treatment. The generated records of medication 

history are stored in the medication history database. The 

treatment start and end dates of a patient can be obtained from 

the record of medication history. 

 

Figure 1 - RCT study based on medication history 

Evaluation of treatment outcome based on medication 

history 

The treatment objective of hyperuricemia drugs is to lower 

the serum UA level to < 6.0 mg/dL between 90 and 180 days 

by repeated administration. With the treatment start and end 

dates in the record of medication history as the standard, the 

treatment efficacy can be observed by comparing data of the 

serum UA level before and during the treatment, which can be 

obtained from the EMR sample test data (Fig. �1-2). The 

criteria presented in Table 1 were used to screen the subject 

patients.  

Table 1 - Screening criteria of subject patients for the 

endpoint evaluation 

 Criteria for extracting subject patients 

� Serum uric acid (UA) level is ≥ 8 mg/dL from 30 

days prior to the start of treatment to the day when 

the treatment is started.  

� From the day when the treatment was started to at 

least 180 days of repeated treatment, with the same 

drug and the same dose of hyperuricemia 

medication.  

� Test records on the UA level during 120�180 days 

after the start of treatment are available. 

With medication history as the standard, patients on repeated 

treatment with different antihyperuricemic at different periods 

were extracted, and a crossover intervention study was 

performed using the EMR data (Fig. �1-3). Table 2 shows the 

screening of subject patients. 

Table 2 - Extraction of patients to be subjects of the crossover 

intervention study with medication history as the standard 

 Criteria for extracting the subject patients 

� Serum uric acid (UA) is ≥ 8 mg/dL from 30 days 

prior to the start of treatment to the day when the 

treatment is started.  

� From the day when the treatment was started to at 

least 180 days of repeated treatments, with the same 

drug and the same dose of hyperuricemia 

medication. 

� Test records on the UA level during 120�180 days 

after the start of treatment are available.

� At least two patients meet criteria � and � and 

have a medication history. 

� During the treatment period between the first 

evaluation drug and the next evaluation drug, there 

is no period of concomitant use of another 

hyperuricemia medication. 
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To exclude effects due to other antihyperuricemic, with the start 

and end dates of medication history as the standard, patients on 

treatment with different antihyperuricemic between the first 

and next endpoints were excluded from the observation 

subjects. Moreover, to reduce the effect of treatment with the 

first drug, as much as possible, the period to the next endpoint 

evaluation was set at 120–180 days after the initiation of 

treatment. 

Results 

Extraction of subject patients for the verification by 

generating medication history 

The number of prescription records of antihyperuricemic 

extracted from the electronic medical charts was 52,797 

(number of patients = 2687), 7400 (675), 5530 (655), 2304 

(316), and 10,997 (519) prescriptions of A 100 mg/day (A1) 

and 200 mg/day (A2), F 10 mg/day (F1) and 20 mg/day (F2), 

and B 50 mg/day (B), respectively (Table 1). The mean 

treatment period was 898, 398, 438, 419, and 897 days with A1, 

A2, F1, F2, and B, respectively. Compared with that of A2, F1, 

and F2, A1 and B tended to have a long period of administration 

(P < 0.01). A and B were commercialized more proactively than 

F, and they have a prolonged treatment period. As A2 is 

commonly a dose increase from A1, its administration period is 

shorter than that of A1. The number of patients who met the 

screening criteria in Table 1 and those who could be in the 

endpoint evaluation were 649 (24%, observation subject 

patients/prescription subject patients), 94 (14%), 183 (28%), 69 

(22%), and 119 (23), for A1, A2, F1, F2, and B, respectively. 

We examined the treatment success rate in these patients based 

on the serum UA level during 120–180 days after the initiation 

of treatment, which was set as the endpoint. Furthermore, 37 

patients were confirmed to have received repeated treatments 

with another drug at a different period for at least 180 days. 

Among these patients, the serum UA level during 120–180 days 

after the initiation of treatment was compared. 

Comparison of the uric acid lowering effect of 

hyperuricemia medication based on the estimated 

medication history 

The endpoint of each drug was examined with medication 

history as the standard. The mean UA level before the initiation 

of treatment decreased after the initiation of treatment with all 

the drugs (P < 0.01). The number of patients whose UAlevel 

reached < 7.0 mg/dL by treatment with A1, A2, F1, F2 and B 

was 346 (53.3%), 78 (83%), 119 (65%), 35 (50.7%), and 63 

(75%), respectively. The number of patients whose UA level 

reached < 6.0 mg/dL by treatment with A1, A2, F1, F2, and B 

was 92 (14.2%), 50 (53.2%), 76 (41.5%), 35 (31.9%), and 45 

(37.8%), respectively. Compared with that of the other drugs, 

the treatment success rate was high with A2 and low with A1.  

Results of the crossover study based on the EMR data 

Among patients on antihyperuricemic, those whose treatment 

was switched to another drug or the daily dose was changed 

were extracted from the medication history database. The 

endpoints in the initial treatment and those after the switch in 

the same patient were compared (Fig. 2). 

�

Table 3 - Medication history generation results 

Allopurinol 100 

mg/day (A1) 

 Allopurinol 200 

mg/day (A2)

Febuxostat 10 

mg/day (F1)

Febuxostat 20 

mg/day (F2)

Benzbromarone 

50 mg/day (B) 

Number of prescription subject patients         

2687  675 655 316 519 

Number of prescription records 

52,797  7400 5530 2304 10,997 

Number of treatment histories 

4825  1055 860 368 729 

Number of observation subject patients 

649  94 183 69 119  

Mean number of treatment days 

898  398 438 419 897 

Comparison of mean number of treatment days;�  

P� value (Fisher's exact test) P < 0.01 

A2, F1, F2  A1, B A1, B A1, B A2, F1, F2 

Table 4 - Evaluation of endpoints of the antihyperuricemic 

 Allopurinol 100 mg/day 

(A1) 

Allopurinol 200 mg/day 

(A2)

Febuxostat 10 

mg/day (F1)

Febuxostat 20 

mg/day (F2) 

Benzbromarone 

50 mg/day (B) 

Number of examination target patients�  (male/female ratio)

 649 (493/156) 94 (87/7) 183 (124/59) 69 (45/24) 119 (82/37) 

Mean ± SD of age 

 64.8 ± 16.5 65.3 ± 16.3 65.4 ± 17.8 64.2 ± 15.6 58.1 ± 20.2 

Mean ± SD serum UA level of > 8 mg/dL before treatment�

 9.6 ± 1.9 9.0 ± 0.9 9.7 ± 1.2 9.8 ± 1.7 9.8 ± 1.7 

Mean ± SD serum UA level 120–180 days after the initiation of treatment  

 7.1 ± 1.3 6.0 ± 1.5 6.4 ± 1.6 7.1 ± 1.8 6.7 ± 1.9 

Comparisons before and after the initiation of treatment� P� value (Paired t-test)

 P < 0.01

UA level < 7.0 mg/dL; No./total no. (%)�  *P < 0.01and **P < 0.05

 346/649 (53.3) 78/94 (83.0) 119/183 (65.0) 35/69 (50.7) 63/512 (75) 

Comparison of  treatment success rate of UA level < 7.0 mg/dL� P� value (Fisher's exact test) *P < 0.01 and **P < 0.05 

 A2*, F1* A1*, F1*, F2*, B** A1*, A2*, B** A2* A2*, F1** 

UA value < 6.0 mg/dL; No./total no. (%) 

 92/649 (14.2) 50/94 (53.2) 76/183 (41.5) 35/69 (31.9) 45/512 (37.8) 

Comparison of  treatment success rate of UA level < 6.0 mg/dL� P� value (Fisher's exact test)

 A2*, F1*, F2*, B* A1*, F2**, B** A1*, A2** A1*, A2** A1*, A2** 
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Figure 2 - Results of the crossover intervention study based on the EMR data

With the drug change from A1 to F1, the mean UA level 

decreased from 6.30 ± 0.8 mg/dL to 5.85 ± 1.6 mg/dL. With the 

drug change from A	to F2, the mean UA level decreased from 

7.8 ± 1.1 mg/dL to 6.5 ± 0.9 mg/dL(paired t-test, P < 0.05). 

With the drug change from A1 to B, the mean UA level 

increased from 7.3 ± 1.1 mg/dL to 7.5 ± 2.5 mg/dL. Among 

patients in whom the dose of the drug was doubled, with the 

drug change from F1 to F2, the mean UA level decreased from 

8.6 ± 0.5 mg/dL to 6.5 ± 0.9 mg/dL (paired-T test, P < 0.05). 

Discussion 

When clinicians observe the effect of drugs from retrospective 

studies, it is necessary to estimate the medication history of 

patients. In such a case, clinicians need to estimate the treatment 

period for each drug from the prescription order history in the 

electronic medical charts. The number of first-time screening 

subjects used in this study was 4852 and the number of target 

prescription records was 79,028. With only a few subjects, it is 

possible to estimate the treatment period by manual operations. 

However, with a large number of patients as in this study, it is 

difficult to extract patients who are required for the endpoint 

from such a large number. Besides the cost associated with 

processing human data, there is also the issue with gathering 

and managing the data. In this study, medication history that 

was automatically generated using a program that generates 

such information using prescription orders was used. This 

enabled us to perform the relevant process of gathering 

observation data automatically.  

With the OMOP  method, the effect of drug exposure period 

can be examined from the prescription records. If the gap 

between the end of a first prescription record to the start of the 

next prescription record is within 30 days when the prescription 

records are consecutive, that gap is also considered a period of 

drug exposure. Therefore, even when there is a washout, there 

is a possibility that as an endpoint, it is considered an 

observation period. Meanwhile, in medication history, by 

correcting for the remnant drugs in the overlap period, the gap 

in the prescription order is corrected for, and treatment start and 

end dates that are close to the actual treatment period of the 

patient are generated. In this study, this is accompanied by the 

evaluation of endpoint; the method of generation of medication 

history is effective.  

As shown in Table 2, the number of patients with improved UA 

level of < 7 mg/dL was 641 of 1108 (57.9%). The percent of 

patients in whom gouty tophi disappeared as the UA level 

improved to < 6 mg/dL was 25.7% (285/1108). The rapid 

decline in the UA level due to antihyperuricemic is the cause 

for the onset of gouty arthritis, and the sudden increase in UA 

excretion is the cause of UA calculi and renal failure. Therefore, 

clinicians start prescription from a low dose to minimize the 

effect of adverse effects as much as possible. Thus, once there 

is improvement (UA < 7 mg/dL) from the state of 

hyperuricemia, fixing the drug and dose is commonly 

considered. In a report on the outcomes of treatment with 

antihyperuricemic in a phase III clinical study conducted in 

Japan, the patients on A2 and F2 whose UA level improved to 

< 6 mg/dL were 35.2% and 29.6%, respectively. In this study, 

the results were 33.5% and 27.4%, respectively, which were 
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similar to those of the previous clinical study. With B 50 

mg/day, a postmarketing surveillance was performed and the 

rate of patients with decrease in UA level was 37% (31.6% in 

this study). This also supports the data of this study. In other 

clinical studies, A at a dose of ≥ 200 mg/day and F at a dose of 

≥ 40 mg/day are generally used. Therefore, study data showing 

treatment results of long-term use of low-dose A, F, and B are 

beneficial while formulating treatment plans.  

In a crossover intervention study, a subject is selected, 

administered various drugs at different treatment periods, and 

the treatment effects are compared. In this study, highly reliable 

data were obtained even with a fewer number of patients by 

removing the diversity among patients. However, with this 

method, once the final treatment is completed, a return to 

baseline is necessary. Moreover, a washout period is necessary 

based on the time of switching the drugs. It is a challenge to 

completely meet these two criteria when the data of patients 

attending hospital for the purpose of receiving 

antihyperuricemic are to be used as subject. Thus, in this study, 

the endpoint used for making comparisons before and after 

switching the drugs was set at 120–180 days. As such long-term 

data were used and as patients on concomitant treatment with 

other antihyperuricemic were removed, the effect of previous 

drugs was decreased as much as possible. Therefore, among the 

4852 patients, only 37 (0.76%) were used as observation 

subjects. Of the 37 patients, 28 were patients who had switched 

from A to other medications. Five were switched from B to F 

and four were on increased F dose. Febuxostat was launched 

approximately 30 a fter A. Even in patients with moderate renal 

impairment, F can be administered with dose reduction. The 

administration is once daily, and it can be indicated even in the 

absence of complication of hypertension. This makes it a 

readily switchable drug. Allopurinol and B are medications that 

have been in use for a long time, and several studies on their 

treatment efficacy have also been performed. On the contrary, 

the fact that a study equivalent to a crossover study using real-

world data with F as the subject could be performed is of 

significance.  

Clinical data stored in clinical facilities are an important 

intellectual resource. These data include diseases with various 

characteristics. By consolidating these data, the causal 

relationship between interventions and outcomes can be 

examined.  

In this study, the effect of antihyperuricemic on renal function 

and diuretics, which are related to adverse events, was not 

observed. These data that are linked to the unique ID of patients 

are stored in electronic medical charts, making it easy to extract 

those patients who can be the subjects of an evaluation. Patients 

can be classed according to the status of renal impairment and 

the status of diuretic treatment. By doing so, the relative 

evaluation of treatment effect and the onset of adverse events 

can also be performed. One can also expect that the factors 

affecting treatment efficacy can be investigated using patients 

who are extracted by this method. With the system developed 

in this study, data of multiple medical facilities could be 

handled. Moreover, we were successful in generating 

medication history from prescription order data using the 

electronic medical chart of various makers. If the criteria of 

patients, who will be the subject of observation by physicians 

based on medication history, can be set using a computer, 

clinical epidemiology studies will improve dramatically. 

Conclusions 

In this study, medication hostory for hyperuricemia and the 

serum uric acid (UA) level were compared using mdeication 

history database generated by prescription order records. From 

the generated medication history, the treatment success rate 

with antihyperuricemic can be extracted mechanically. This 

method will be useful for comparing drug effects 

retrospectively.   
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Abstract 

 We applied an open source natural language processing (NLP) 

system “NimbleMiner” to identify clinical notes with mentions 

of alcohol and substance abuse. NimbleMiner allows users to 

rapidly discover clinical vocabularies (using word embedding 

model) and then implement machine learning for text 

classification.  We used a large inpatient dataset with over 

50,000 intensive care unit admissions (MIMIC II). Clinical 

notes included physician-written discharge summaries (n = 

51,201) and nursing notes (n = 412,343). We first used 

physician-written discharge summaries to train the system’s 

algorithm and then added nursing notes to the physician-

written discharge summaries and evaluated algorithms 

prediction accuracy.  Adding nursing notes to the physician-

written discharge summaries resulted in almost two-fold 

vocabulary expansion. NimbleMiner slightly outperformed 

other state-of-the-art NLP systems (average F-score = .84), 

while requiring significantly less time for the algorithms 

development.: Our findings underline the importance of 

nursing data for the analysis of electronic patient records.  

Keywords: 

Substance-Related disorders, Alcoholism, Nursing informatics.  

Introduction 

Over the past decade, widespread adoption of health 

information technology, such as the electronic health record, 

resulted in rapidly growing volumes of clinical data.  Most of 

these data are stored in an unstructured format, such as text 

narratives, within electronic health records across diverse 

healthcare settings. The narrative data require innovative tools 

that help clinicians and researchers to extract meaning from 

large databases of text. 

Natural language processing (NLP) is a set of powerful 

techniques that can help in processing and deriving meaning 

from clinical narratives. NLP has the potential to identify 

clinicians’ detailed documentation of wound information, 

mentions of gender identity, documentation of poor self-

management status and other concerns about a patient 

expressed as free text [1–5]. 

Although significant progress has been made within the 

medical domain, for nursing and allied health professions NLP 

development and implementation remains relatively 

challenging and scarce[6,7]. Some of the challenges include 

lack of large datasets of labeled clinical notes from nursing or 

allied health professions needed to create machine learning and 

text mining algorithms. On the other hand, rule-based NLP 

systems are hard to construct because large curated 

vocabularies of nursing or allied health professions-specific 

lexicons are rarely available. Moreover, the importance of 

nursing data and its contribution to general tasks such as text 

classification, remains generally under-studied. We found only 

one study that used information extracted from nursing notes as 

an indicator of out-of-hospital mortality[8]. Our main 

contribution is further assessment of the importance of nursing 

data. 

This study focuses on an important domain-identification of 

alcohol and substance abuse from clinical data. Prior research 

suggests that alcohol and substance abuse information is often 

documented as free text[9]. However, previous NLP studies 

used physician notes to extract alcohol and substance abuse 

information[10,11]. In this study, we explore the potential 

added value of nursing data. 

In this study we applied our open source NLP application called 

“NimbleMiner” [12,13] to generate an algorithm that can 

automatically identify clinical notes with mentions of alcohol 

and substance abuse. Our system allows users to rapidly specify 

clinical vocabularies for a certain domain, apply weakly 

supervised rapid labeling, and then implement machine 

learning for text classification. In this study, we first used 

physician-written discharge summaries to generate the NLP 

algorithm and evaluate the algorithm’s prediction accuracy. We 

then added nursing notes to the physician-written discharge 

summaries and evaluated the algorithm’s prediction accuracy. 

We compared the performance of the two NLP algorithms to 

understand whether adding nursing notes resulted in better 

prediction accuracy when identifying clinical notes with 

mentions of alcohol and substance abuse. We also compared 

our system’s performance to other state-of-the art NLP systems 

that were applied on the same documents. 

Methods 

Dataset 

This study used the large, publically available, de-identified 

dataset MIMIC II which is comprised of data from adult 

patients admitted to the intensive care units (ICUs) at the Beth 

Israel Deaconess Medical Center from 2001 to 2012. The data 

included over 50,000 hospital ICU admissions. The dataset 

contained several types of clinical notes, including physician-

written discharge summaries (n = 51,201) and nursing notes (n 
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= 412,343). Nursing notes included nursing admission notes, 

daily progress and status update notes, case management notes, 

etc. This study received an Institutional Review Board approval 

from the University of Haifa, Israel. 

NLP System Description  

Our NLP system NimbleMiner is an open source system 

developed by our team[12,13]. User manual and download 

options can be accessed at: 

http://github.com/mtopaz/NimbleMiner. Other research or 

clinical teams can use the system under the GNU General 

Public License v3.0. NimbleMiner includes several 

methodological stages of clinical note processing that are 

briefly described below and presented in Figure 1. 

 

 

Figure 1– NimbleMiner system process stages. 

Stage 1- Language Model Creation: 

The user selects a large corpus of clinical notes and defines 

language model characteristics. We use a word embedding 

model for language model generation and users can change 

model settings based on their preferences. 

Stage 2- Interactive Rapid Vocabulary 

Explorer:  The user enters a query term of interest, and the 

system returns a list of similar terms it identified as relevant. 

The list of suggested similar terms is based on the cosine term 

similarity metric extracted from the word embedding model.  

The user selects and saves the relevant terms. Negated or other 

irrelevant terms that are not selected by the user are also saved 

in the system for further tasks, such as negation detection. 

Figure 2 describes the steps of the vocabulary explorer stage. 

Stage 3- Labels Assignment and Review: 

The system uses the stage 2 discovered similar terms to assign 

labels to clinical notes (while excluding notes with negations 

and other irrelevant terms). Assigning a positive label means 

that a concept of interest is present in the clinical note. When 

needed, the user reviews and updates lists of similar terms and 

negated similar terms. The user reviews the clinical notes with 

assigned labels for accuracy. This weakly supervised rapid 

lableing approach is based on  a postive labels learning 

framework validated in previous research [14,15]. 

Stage 4- Machine Learning: 

The user choses a machine learning algorithm to be applied to 

create a predictive model. The model is then applied to predict 

what clinical notes might have the concept of interest. The user 

reviews the predicted notes and can go through stages 2-4 again 

to add new labels.  

NLP System Settings   

NimbleMiner's user interface is implemented in R statistical 

package.  To create a word embedding model, we used a skip-

gram model implementation called word2vec and phrase2vec 

in R[16,17]. Parameters of the word embedding model were 

held constant based on parameters suggested in other studies of 

word embedding[18]. Specifically, we used a model with 

window width size = 10, vector dimension = 100, minimum 

word count = 5, negative sample size = 5, and sub-sampling = 

1e-3. For each similar term entered by the user, the system 

presented 50 potentially similar terms based on the cosine 

similarity. Our previous experiments [12] showed that the 

random forest algorithm outperforms other approaches (e.g., 

J48 Decision trees, Support Vector Machines), hence we used 

this algorithm in the machine learning stage of this study. The 

algorithm was trained using only discharge summaries, as was 

the case in other studies. The Random Forest algorithm was 

used with default settings (number of iterations = 100, 

minimum number of instances = 1, minimum variance for split 

= 1e-3, depth = unlimited). 

NLP System Performance Evaluation    

The system performance evaluation was performed based on 

the publically available gold-standard testing dataset generated 

by Gerhman et al. [19]. To create the gold standard dataset, 

Gerhman et al. annotated 1,610 discharge summaries for 

presence of several patient phenotypes, including alcohol and 

substance abuse. Each discharge summary was labeled by at 

least two experts in medicine and health informatics [19]. Full 

agreement about each of the labels was achieved on all the 

cases. Overall, the annotated dataset included 155 instances of 

substance abuse and 196 instances of alcohol abuse. For both 

domains, a relatively high inter-rater agreement was achieved 

(Cohen's Kappa inter-rater agreement =  .86). We applied our 

NLP algorithms on this dataset to predict alcohol or substance 

abuse for each of the discharge summaries. We calculated 

precision (defined as the number of true positives out of the 

total number of predicted positives), recall (defined as the 

number of true positives out of the actual number of positives) 

and F-score (F1, weighted harmonic mean of the precision and 

recall) to evaluate the performance of our system. 

Comparison with Other NLP Systems    

NimbleMiner’s performance was compared to the results 

reported by Gerhman et al. who developed a convolutional 

neural network (CNN) for text classification[19]. CNN is a 

subtype of machine learning models called neural networks. 

CNN is built of one or more convolutional layers and then 

followed by one or more fully connected layers, as in a standard 

multilayer neural network[20]. CNNs were found to 

outperform other machine learning methods in several 

classification tasks, such as image recognition[21].  

In addition, NimbleMiner’s performance was compared to 

another open-access rule-based NLP system called the clinical 

Text Analysis and Knowledge Extraction System 

(cTAKES)[22].  cTAKES was applied by Gerhman et al. to 

identify alcohol and substance abuse instances in each of the 

notes in the testing set[19]. To pre-process the clinical notes, 
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cTAKES splits sentences and phrases into individual words 

(tokenization), normalizes them (e.g., removes plurals) and tags 

part-of-speech (e.g. noun, verb). Then, the named-entity 

recognition algorithm is implemented to detect named entities 

for which a concept unique identifier (CUI) exists in the Unified 

Medical Language System (UMLS). 

Results 

Applying NimbleMiner on discharge summaries alone resulted 

in identifying 73 alcohol abuse-related words and expressions 

(e.g., "heavy drinker" or "alcohol addiction"). Adding nursing 

notes resulted in identifying 71 additional unique words and 

expressions, resulting in a 97% lexicon expansion (total alcohol 

abuse expressions n = 144). Similarly, 76 substance abuse-

related words and expressions (e.g., "illegal drug abuse" or 

"crack/cocaine abuse") were identified from the discharge 

summaries alone and 60 additional expressions were identified 

when nursing notes were added (total substance abuse 

expressions n = 136). Adding nursing notes enabled 79% 

lexicon expansion for the substance abuse domain. The lexicon 

discovery phase for each domain was conducted by one of the 

study co-authors and took about 4 hours in total to implement 

(2 hours for each domain) with discharge summaries only and 

about 6 hours when nursing notes were added (since more 

potentially relevant words needed to be reviewed). Two more 

hours were spend on system refinement (e.g., reviewing labeled 

notes and adding negations) and machine learning algorithm 

implementation for each domain. Overall, a maximum of 10 

hours were spent on vocabulary development and algorithm 

implementation. Table 1 presents examples of alcohol and 

substance abuse words and expressions. 

In addition, 1,736 terms for substance abuse and 2,255 terms 

for alcohol abuse were not selected by the user during the 

interactive rapid vocabulary explorer process (stage 2). These 

irrelevant terms included a diverse range of negations (e.g., 

"illicits none" or "not addicted to drugs"), family history 

expressions (e.g., "family history of alcoholism" or "father used 

cocaine") and other irrelevant terms that appear in the same 

context, for example other habits or related diseases (e.g., 

"tobacco smoker" or "hepatic cirrhosis"). Examples of negated 

or other irrelevant terms are shown in Table 1. 

Table 1– Examples of alcohol and substance abuse 

expressions 

Domain Examples of relevant terms 

Alcohol 

abuse  

“heavy drinker” 

“alcohol addiction” 

“etoh [ethyl alcohol] abuse” 

“ciwa [The Clinical Institute Withdrawal 

Assessment for Alcohol scale] high”

“korsakoff syndrome” [chronic memory 

disorder common in alcoholics]

“alcoholic cirrosis [misspelling of cirrhosis]”

Substance 

abuse  

“ho [history of] ivdu” 

“heroin withdrawal” 

“recent crack cocaine” 

“narcotic overdose” 

“iv heron [misspelling of heroin]”

“cocaine in urine” 

 Examples of negated or other irrelevant 

terms 

Alcohol 

abuse 

"drinks alcohol rarely" 

"occasionally drinks alcohol" 

"father was alcoholic" 

"family history of alcoholism"

"alcohol abstinence" 

"social alcohol use" 

Substance 

abuse 

"ilicit drug use denies" 

"denies recreational drug use "

"father used cocaine" 

"illicits none" 

"drugs none" 

"not addicted to drugs" 

  

Figure 2– NimbleMiner Stage 2 -Interactive rapid vocabulary explorer process overview. 

Legend: Interactive Rapid Vocabulary Explorer:  The user enters a query term of interest (step 1), and the system returns a list of 

similar terms it identified as relevant (step 2). The list of suggested similar terms is based on the cosine term similarity metric 

extracted from the word embedding model.  The user selects and saves the relevant terms while negated or other irrelevant terms 

that were not selected by the user are also saved in the system for further tasks (step 3). The system iteratively identifies new 

potential similar terms and presents them to the user for review (steps 2-3) and the process continues until there no new similar 

terms to suggest (step 4). 
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NLP System Performance Evaluation    

NimbleMiner's predictive algorithm (Random Forest classifier) 

slightly outperformed other state-of-the-art NLP approaches in 

terms of the F-score. The best performing NimbleMiner 

algorithm was based on words and expressions learned from a 

corpus of discharge summaries and nursing notes compared to 

discharge summaries alone. See Table 2 for details on system 

performance measures 

Table 2– Comparison of system metrics across NLP systems* 

Metric Nim-

bleMiner 

(discharge 

summar-

ies+ nurs-

ing notes) 

Nim-

bleMiner 

(discharge 

summaries 

only) 

Best per-

forming 

Convolu-

tional 

Neural 

Network 

Text Analy-

sis & 

Knowledge 

Extraction 

System 

(cTAKES) 

Alcohol abuse 

Precision 83 79 85 88 

Recall 84 78 79 79 

F1  84 78 81 83 

Substance abuse 

Precision 87 78 83 93 

Recall 80 77 83 47 

F1  84 77 83 62 

*All systems were tested on discharge summaries only.  

Discussion 

This study applied a rapid NLP system called NimbleMiner to 

identify clinical notes with mentions of alcohol and substance 

abuse. Our approach showed promising results and it performed 

similarly or outperformed other systems developed for this 

domain[19]. For traditional machine learning and text mining, 

large datasets of labeled data are needed to train the system. For 

example, Gerhmann et al. annotated 1,610 discharge 

summaries and 70% of these notes were used for system 

training[19]. This approach required two or more clinicians to 

read and label the corpus of discharge summaries, resulting in 

significant time investment of at least 260 hours for data 

labeling (5 min per note * 1,610 discharge summaries * 2 

clinicians= ~260 hours). On the other hand, the strength of rule-

based systems lies in carefully curated and developed 

terminologies and rich hierarchical relationships between the 

concepts.  However, rule-based systems like cTAKES require 

significant time and expertise investments when creating 

vocabularies and rules, defining negations, identifying family 

history, etc. 

Our approach offers a hybrid solution where the human expert 

is interacting with the machine to rapidly create  weakly 

supervised large labeled datasets for further machine learning. 

NimbleMiner also allows users to create large corpora of 

negated or other irrelevant terms (such as family history) that 

should be excluded from the labeled clinical notes processed 

through machine learning. Using the NimbleMiner, it took less 

time (4 hours) compared to other systems for algorithm 

development and implementation with comparable or better 

results. These findings suggest that for some text mining 

domains, such as identifying socio- behavioral determinants of 

health, NLP approaches can be implemented in a rapid, 

clinician-driven manner.    

Our results also demonstrate the added value of extending data 

sources [23]. to include nursing data for vocabulary 

exploration. In our approach, adding nursing clinical notes 

resulted in an almost two-fold vocabulary expansion, leading to 

better classification performance. Other recent studies confirm 

our results about the importance of nursing data. For example, 

a NLP study conducted with the same dataset (MIMIC) has 

recently found that sentiment presented in nursing notes was 

significantly associated with a 30-day intensive care patient 

mortality[8]. Thus, the presence of negative-sentiment related 

expressions in nursing notes predicted a 30-day patient 

mortality. These findings underline the importance of nursing 

data for the analysis of electronic patient records. Other studies 

conducted in diverse clinical domains should consider using the 

valuable information from nursing notes to improve text and 

data mining algorithms.  

Limitations 

Our study has several limitations. First, our approach might not 

be applicable to solve more complex NLP challenges, such as 

word sense disambiguation or relation extraction. Comparing 

our results with rule-based systems like cTAKES would likely 

result in biased results in favor of more domain-specific 

systems like NimbleMiner. In addition, different NimbleMiner 

users can discover different vocabularies, which might 

influence the system’s performance. Also, the vocabulary 

discovery phase was implemented by one co-investigator and 

adding more reviewers to this phase could have resulted in a 

different vocabulary for alcohol and substance abuse terms. A 

larger study with more domains is needed to validate the 

generalizability of our approach. 

Conclusions 

We applied our open-source NLP system NimbleMiner to 

conduct clinician-driven concept discovery in clinical 

narratives. Our results suggest that NimbleMiner can be applied 

to rapidly discover similar clinical terms and create large 

datasets of labeled clinical notes required for machine learning. 

Our system slightly outperformed other state-of-the art NLP 

systems while requiring significantly less time for the 

algorithm’s development. We believe that NimbleMiner can be 

used by almost any clinician without special informatics 

training to create accurate NLP algorithms.   
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Abstract 

Hospitalization expenses account for a high rate of national 

medical care expenditure in Japan. The Japanese national 

medical care expenditure was 42 trillion 364.4 billion yen in 

2015, in which hospitalization expenses were 15 trillion 575.2 

billion yen (36. 8%). Therefore, it is necessary to take 

measures to reduce hospitalization expenses. The total ratio of 

the labor cost of physicians and nurses accounted for about 

1/3 of all expenditures of general hospitals in 2015. Moreover, 

the personnel cost of nurses accounted for about 1/5 of all 

expenditure, showing that the personnel cost of nurses is an 

element with a large influence on hospital management. The 

objective of this study was to develop a methodology to reduce 

the overtime work of nurses accounting for a large rate of 

personnel expenses by focusing on overtime work, a personnel 

expense-increasing factor, aiming at hospital cost reduction. 

First, the cause of overtime work, planning, and recording by 

nurses were analyzed and an IT application increasing the 

quality and efficiency of the work was developed. Then, fees 

for the use and maintenance of the IT system meeting the 

following conditions were set as a strategy to introduce the 

system: (1) 50% reduction of the overtime work of nurses and 

(2) fees 50% or lower than the reduced payment for overtime 

work. This IT application was introduced to the heads and 

directors of nursing of 5 hospitals and the strategy was 

proposed. All heads and directors highly evaluated the system 

and responded to initiate the process for the introduction. It 

was suggested that the methodology to reduce the overtime 

work of nurses proposed by this study is useful and feasible. 

Keywords:  

Hospitalization, Health expenditures 

Introduction 

Problems with health care are discussed from viewpoints of 

safety, quality (in a narrow sense), and cost, and all advanced 

countries have immense tasks in each issue. Aging spurs an 

increase in national medical care expenditure to which 

advanced countries inject large public finance.  

In Japan, hospitalization accounts for a high proportion of 

national medical care expenditure. The national medical care  

Table 1 Ratios of personnel expenses in general hospitals in 

Japan [3] 

expenditure in Japan was 42 trillion 364.4 billion yen in 2015, 

in which hospitalization expenses was 15 trillion 575.2 billion 

yen (36. 8%) [1]. Therefore, it is necessary to take measures to 

reduce hospitalization expenses, which account for 36.8% of 

the total medical expenses. For ‘reduction of the 

hospitalization expenses’ in medical care, which is an 

important socio-technology to be possessed by a country, it is 

necessary to aim at ‘improvement of efficiency while securing 

quality’, i.e., improvement of added values for customers 

while optimizing devoted resources.  

In data analysis of 773 general hospitals (2015 account 

settlement) [2], the numbers of workers per 100 patients were 

9.9 full-time physicians, 2.4 part-time physicians, 65.7 nurses, 

and 52.7 other workers. Regarding the rate of cost to the 

medical revenue, the ratio of personnel expenses was 52.4%. 

The annual medical revenue per worker was 11,953,000 yen 
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(about 12 million yen) and the personnel expenses per worker 

were 6,267,000 yen.  

On the other hand, in data analysis of 520 sanatorium-type 

hospitals (2015 account settlement) [2], the numbers of full-

time and part-time physicians, nurses, and other works were 

3.3, 1.7, 59.4, and 39.9, respectively. The proportion of 

personnel expenses was 58.5%, the annual medical revenue 

per worker was 8,999,000 yen (about 9 million), and the 

personnel expenses per worker was 5,266,000 yen.  

Regarding the personnel expenses of general hospitals by 

hospitals established in 2015[3] are categorized as follows: 1) 

medical corporation, 2) local government, and 3) former social 

insurance-related organization, the overall ratio of personnel 

expenses was: 1) 53.3%, 2) 63.1%, 3) 51.8%, the ratio of 

personnel expenses for physicians was: 1) 13.8%, 2) 14.2%, 3) 

15.9%), and the ratio of personnel expenses for nurses was: 1) 

17.7%, 2) 22.2%, 3) 18.6%, showing that the total ratio of the 

labor cost of physicians and nurses accounts for about 1/3 of 

all expenditures. In addition, about 1/5 of all expenditures is 

the personal cost of nurses, showing that the personnel cost of 

nurses is an element with a large influence on hospital 

management. 

To realize high-quality excellent services, ‘co-creation’ [4] by 

customers and service providers is attracting attention, i.e., 

greater importance is attached to designing for points of 

contacting customers. For hospitals, it is necessary to focus on 

ways of working of physicians and nurses who have many 

important contact points with patients. Their abilities and 

numbers influence the operational efficiency of elements other 

than the humans described above. Therefore, ‘the ratios of 

personnel expenses for physicians and nurses’ and ‘way of 

working to create value’ may be important.  

 

 

This study aims at developing a management method to 

reduce the hospital cost for the latter. Focusing on a personnel 

cost-increasing factor, overtime work, reduction of overtime 

work of nurses, which accounts for a large ratio of personnel 

expenses, is targeted. In the present study, we proposed the 

design of digitalization as an innovation of nursing records 

and investigated its usefulness and feasibility aiming at 

solving the problem with overtime work in health care. 

Methods 

We took the following steps for the purpose of a high-quality 

nurse's record and reduction of the overtime work. 

Step1: 

We suggested the rate of recording nursing observation of 

patient condition necessary to deal with individual patients 

does not reach 50% through a survey to evaluate the quality of 

nursing records in the current state. Failures of its inclusion in 

the planning, implementation, and recording have been 

identified as causes and ‘volatizing situation’ was suggested 

[5-7]. Moreover, it was clarified that data production and input 

depend on individual nurses and many documents are 

descriptive electronic records, being a long way from re-

utilization.  

Step2: 

To solve failure to include it in a plan, preparation and 

utilization of many high-quality models of treatment and 

nursing care plans are useful. Thus, we have developed 

clinical knowledge content by incorporating NursingNAVI™ 

(Navigator for Thinking Process in Nursing) into PCAPS™ 

(Patient Condition Adaptive Path System) as a structured 

clinical knowledge content [8-12]. In the process of this 

development, using the Standard Terminology for Nursing 

Observation and Action (Ministry of Health, Labour Standards 

since 2016) for electronic medical records, the content of 

structured nursing care plan was developed. 

Step3:  

The result of two hospitals carried out record reform for 

problem-solving was shown five hospitals. 

Case1: An acute hospital 

 A system application to support recording the structured 

nursing care plan was designed and implemented in a large-

scale acute-care hospital with 1,000 beds. The proportion of 

nurses who took 30 minutes or more to identify the condition 

of patients in whom they were in charge of decreased from 

45.4 to 5% after 3 months. It was suggested that utilization of 

the high-quality structured nursing care plan, which is clinical 

nursing knowledge, supports the thinking process of nurses 

and shortens the work time. After 3 years, 40% of patients 

applied clinical path, 60% of patients applied NursingNAVI®. 

It became zero in the overtime for records. The overtime work 

markedly decreased in the hospital and overtime work for 

recording was mostly resolved. 

Case2: A non-acute hospital 

We analyzed the nurse's record. Physicians satisfied the 

nursing record of observation. Only the PCAPS introduction 

ward was able to maintain a decrease of the overtimes.  

 
Fig. 1     Service excellence pyramid [4] 
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Fig. 2     Overtime and the payment every month 

Step4: 

These five hospitals carried out follows two surveys. The aim 

of Survey 1 is to remark the problem of quality of nursing 

record using our survey sheet[7]. It is set elements of nursing 

observation in the acute phase after colectomy. We used the 

‘Master File of Standardized Nursing Practice Terminology’. 

It is standard terminology for nursing practice by the Ministry 

of Health, Labour and Welfare in Japan. The set of elements 

was developed after reviews using the framework of 

NursingNAVI® [6-8] by multiple clinical nursing specialists. 

The availability of the survey sheet was verified by comparing 

surveys among four and fifteen hospitals. The aim of Survey 2 

is to remark the problem of the overtime work. It was 

conducted in each hospital. We prepared output-table of each 

month and each nursing unit. Senior nursing officers of five 

hospitals gathered data in each hospital, and input the output-

table sum of overtime and sum of overtime payment.  

 

Fig. 3  Survey 1: Surve sheet of nursing documents using 

NursingNAVI® Content for quality evaluation of nursing 

observation 

Results 

Survey 1: Quality of nursing record using our survey sheet 

Vital signs, in/out, was relatively recorded, but the observation 

to affect the monitoring of a symptom, complications of the 

disease was less than 50%. A certain hospital investigated 

record time and the number of record letters using log data of  

 

HIS. As a result, we understood that they recorded it until the 

night after daily service duties of 2 change were over. In 

addition, the actual situation that wrote an enormous amount 

of description record became clear. 

Survey 2: the overtime work 

Each hospital surveyed the payment amount and time of 

overtime work by month and ward for one year. The annual 

payment was 20-90 million yen in acute-care general hospitals 

with about 400 beds, 150 million yen in acute-care general 

hospitals with about 490 beds and 250 million yen or more in 

university hospitals with about 1,000 beds. In contrast, the 

payment for overtime work in the large-scale hospital with 

1,000 beds described above which introduced the support 

system for the structured nursing care plan recording was 

about 25 million yen, confirming that recording work 

necessary for medical treatment is performed in overtime 

work. 

Five hospitals started activity for the innovation of the nursing 

record system after having confirmed the results of this 

investigation. 

Discussion 

Standardized care plan using structured nursing knowledge is 

effective and efficient for nursing practice. Nurses can observe 

systematically using the structure. They can gather data and 

information for analyzing own nursing. We could introduce 

NursingNAVI® and PCAPS in the hospital information 

system. It was suggested that hospital nursing can use two 

types of systems as structured nursing knowledge.  

Even though an excellent system is designed and developed an 

actual practice sites request its introduction, if the contribution 

to management cannot be claimed, the realization is difficult. 

For a strategy to introduce the system, we investigated a 

business model (1) targeting 50% reduction of overtime work 

time of nurses and (2) setting fees for the use and maintenance 

of the system and content at 50% or lower of the reduced 

payment for overtime work.  

It is possible to set a business model in which this system can 

be introduced into acute care hospitals with 400 beds paying 

20 million yen for overtime work a year, which is a relatively 

small payment, and the hospital income can be increased. For 

large-scale acute care hospitals, contribution to management 

increases because the payment for overtime work is high.  

Hospitals introducing the system are requested to provide 

information on ‘overtime work time of nurses and payment for 

it in each ward’ as Key Performance Indicators (KPI), and 

changes in improvement are presented as numerical values. 

Conclusions 

This strategy and scenario were provided to nursing 

administrators and hospital administrators of five hospitals, 

and all hospitals responded to initiate the process for 

introduction, suggesting that the strategy proposed by this 

study is highly feasible. 
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Abstract 

Social media presents a rich opportunity to gather health 

information with limited intervention through the analysis of 

completely unstructured and unlabeled microposts. We sought 

to estimate the health-related quality of life (HRQOL) of 

Twitter users using automated semantic processing methods. 

We collected tweets from 878 Twitter users recruited through 

online solicitation and in-person contact with patients. All 

participants completed the four-item Centers for Disease 

Control Healthy Days Questionnaire at the time of enrollment 

and 30 days later to measure “ground truth” HRQOL. We used 

a combination of document frequency analysis, sentiment 

analysis, topic analysis, and concept mapping to extract 

features from tweets, which we then used to estimate 

dichotomized HRQOL (“high” vs. “low”) using logistic 

regression. Binary HRQOL status was estimated with moderate 

performance (AUC=0.64). This result indicates that free-range 

social media data only offers a window into HRQOL, but does 

not afford direct access to current health status. 

Keywords:  

Quality of Life, Social Media, Natural Language Processing 

Introduction 

Social media platforms are increasingly used for clinical 

research. Investigators now harness social media data for many 

purposes, including recruiting patients into clinical trials [1], 

measuring mood and sentiments [2], educating patients about 

social and medical concerns [3], and many others [4–9]. 

Although these applications expand the ability to perform 

health outcomes research on a broad scale, there is currently no 

reliable technique to measure patient reported outcomes 

(PROs), such as health related quality of life (HRQOL), using 

social media data. 

The availability of a psychometrically valid, automatically 

generated social media PRO instrument would offer researchers 

and clinicians a new method to measure the “real life” 

effectiveness of interventions, behaviors, and therapies outside 

the confines of traditional research. Ideally, such a PRO would 

not require explicitly prompting users to speak specifically 

about health-related issues. Instead, the PRO would rely on 

existing social media posts and then estimate HRQOL using 

techniques such as natural language processing (NLP) and 

sentiment analysis.  

An important step toward using social media for HRQOL 

estimation is to develop a method for translating diverse, 

unprompted, unstructured social media posts into information 

useable by clinicians and researchers. Given concerns about the 

representativeness and validity of social media data, there are 

limitations to measuring "true" HRQOL using social media 

analytics. Specifically, social media users may be 

systematically different from non-users, and even among users, 

many likely display a version of themselves that does not reflect 

their true functional state. Nevertheless, it would be useful to 

develop a method of extracting meaningful information from 

social media posts that operates within these limitations. 

Several previous studies have looked at whether information 

about various components of an individual’s health status could 

be inferred from unprompted social media use. For example, 

one study found that language used in Facebook posts could 

predict depression [10]. Another study found that aggregated 

Twitter data could predict county-level mortality from heart 

disease [11]. Others still have looked at PTSD [12] and county-

level life satisfaction [13] with positive results. To the best of 

our knowledge, however, this is the first study that has tried to 

directly predict HRQOL measured by a validated PRO 

instrument using unprompted social media data. 

In the present study, we collected social media posts from users 

of Twitter (http://www.twitter.com/), a web- and smartphone-

based tool for users to express comments in short statements 

(“Tweets”), often appended with images or embedded with 

links to websites. We contacted users and administered a brief, 

empirically validated questionnaire that assesses HRQOL. We 

then used multiple analytic methods to develop predictors of 

their ground-truth HRQOL scores using data solely from their 

“Tweets”. We hypothesized that, despite the limitations of free-

range social media data, HRQOL could be classified with a 

degree of accuracy greater than chance. 

Methods 

Study Overview 

We recruited a cohort of 1,831 Twitter users between May and 

December of 2015 through a combination of online solicitation 

and in-person contact. All participants were asked to complete 

the four-item Centers for Disease Control Healthy Days 

Questionnaire (CDC-4) questionnaire [14] at the time of 

enrollment and 30 days later to measure "ground truth" 

HRQOL. We then collected their tweets over a period of 60 

days: 30 days before and after enrollment. Next, we collected 

and analyzed the tweets to determine characteristics that 

distinguish users with low or high HRQOL, using the CDC-4 

as a gold standard. Of the 1,831 participants recruited, 878 had 

at least one accessible tweet during the analysis period, and the 

remaining participants were not used for analysis. 
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Participant Recruitment 

We recruited participants through three mechanisms. First, we 

recruited general Twitter users by tweeting announcements 

through our institutional Twitter account (@CedarsSinai). 

Second, we recruited a general population sample through Cint, 

a survey research firm that recruited a sample of Twitter users 

from its survey cohort. Third, we supplemented our cohort of 

general Twitter users with a defined group of patients seeking 

care by recruiting individuals seen at the University of 

Pennsylvania Emergency Department for non-life-threatening, 

ambulatory conditions. Subjects in all cohorts were required to 

be 18 years of age or older and able to read English. Participants 

were entered into a drawing for one of two randomly selected 

$500 USD prizes. Participants with Twitter accounts who 

consented to participate completed the CDC-4 and provided 

their Twitter handle. Additional information about the 

University of Pennsylvania cohort has been published 

previously [15]. 

Study Measure 

The CDC-4 Healthy Days Questionnaire [14] is a brief measure 

that assesses a number of factors, including general HRQOL on 

a five-point scale. This measure has been rigorously validated, 

demonstrating criterion validity with the Short Form 36-item 

health survey (SF-36) [16] as well as content, construct, and 

predictive validity, internal consistency, and test-retest 

reliability across diverse populations. The measure was chosen 

for its simplicity, reducing respondent burden to a minimum. 

Acquisition and Preprocessing of Twitter Data 

All tweets were acquired from the Twitter website. Tweets 

collected from each participant were segregated into two 

"collection waves": tweets from the 30 days prior to enrollment, 

and tweets from the 30 days including and subsequent to 

enrollment. 

In order to reduce the proportion of marketing-related tweets in 

our dataset, we filtered out tweets containing any of a set of key 

phrases (any URLs, or the strings "sponsored", "my echo", 

"#mpoints", "giveaway", "@youtube", "giftcard", and "gift 

card.") that were determined to be associated in our dataset with 

marketing tweets by manual review of a random tweet sample. 

In addition, any users who tweeted more than 300 times in a 

given 30-day collection wave were removed from analysis in 

that period. This threshold was determined manually in order to 

remove accounts that were predominated by spam. 

We then applied an initial preprocessing pipeline consisting of 

custom filters as well as Natural Language Tool Kit (NLTK) 

[17] tools to all tweets. The pipeline consisted of the following 

steps: 

1. Unicode normalization form C (NFC) was applied 

2. The Penn Treebank tokenizer was applied to generate 

tokens 

3. Mention and reply tokens (e.g., @username) were 

removed 

4. All tokens were converted to lower case 

5. Repeated characters were removed iteratively until 

either no additional repeat characters existed or the 

token was transformed into a word in WordNet [18] 

6. A Lancaster [19] stemmer was applied to each token 

After preprocessing, we created “tweet sets” consisting of the 

concatenation of all of the tweets from each of the two 

collection waves (thus creating two tweet sets per participant). 

We then applied a term frequency-inverse document frequency 

(TF-IDF) transformer to each tweet set. For each of these tweet 

sets, we also computed several additional features. We fed each 

acquired tweet in each document set into the SentiStrength 

sentiment analysis tool, a validated opinion mining toolkit that 

computes positive and negative sentiment scores [20–22]. 

Then, we computed the mean, median, standard deviation, 

maximum, and minimum of the SentiStrength scores across all 

tweets in the set, and added them to the set’s data vector. We 

also added the number of tweets in the set to the vector. 

In order to conduct semantic processing on the large volume of 

tweets, we utilized Latent Dirichlet Allocation (LDA), an 

automated method for discovering semantic themes in 

unstructured text [23]. For each concatenated tweet set, a vector 

representing the topics contained in the set was generated and 

added to the set’s data vector. Selected examples for 

demonstration are presented in Table 1. 

Finally, we used the cTAKES processing engine [24] to map 

words in each tweet to concepts found in the Unified Medical 

Language System (UMLS) Metathesaurus and to detect 

concept negation. Instances in which the concepts were negated 

were considered to be separate concepts from non-negated 

versions. After determining the list of all concepts present in 

our dataset, for each 30-day tweet set, we created a data vector 

representing whether or not each concept was present or absent 

in the set. We then added this vector to the set’s data vector. 

Statistical Analysis 

We first dichotomized survey responses to HRQOL question 1a 

– a single 5-level global measure of HRQOL – into a “high” 

(>3) or “low” (<3) HRQOL binary variable; responses of 

exactly 3 were discarded. Next, we applied several machine 

learning techniques to produce a model that predicted this 

variable using the input vectors described above and 5-fold 

cross-validation. We employed the following techniques: 

standard logistic regression, random forest classifiers, and 

bagging generalized linear models (GLMs) trained using 

stochastic gradient descent (SGD). 

We also applied a range of explicit and implicit feature 

selection techniques. Explicit methods included the use of a 

variance threshold for each column, principle component 

analysis (PCA), selecting the K best columns based on a 

univariate t-test, a unit origin transformer, and class balance 

subsampling. The random forest and bagging GLMs also used 

implicit feature selection, in which random subsets of the 

feature space were used to train classifiers which were then 

combined to produce an aggregate prediction. 

We analyzed overall model performance in predicting our 

dichotomized HRQOL measure by conducting receiver 

operating characteristic (ROC) curve analysis. We evaluated 

resulting models using a held-out test set of 20% of the dataset. 

We generated accuracy scores, confusion matrices, and ROC 

curves for each test. Our main analysis was performed using 

data from subjects recruited from Cint or Cedars-Sinai. A 

follow-up analysis was also performed combining this data with 

data obtained from the University of Pennsylvania. 

Results 

Participant Characteristics 

Table 2 presents demographic information of the participants 

recruited from Cedars-Sinai, Cint, and the University of 
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Pennsylvania. Because some users signed up multiple times 

through multiple accounts, we removed duplicate entries from 

the study. In addition, we removed participants who had 

protected (i.e., non-public) Twitter accounts that could not be 

analyzed, or who had zero tweets in the analysis period. In the 

end, recruitment efforts yielded 1,831 users who completed the 

survey at enrollment.. We could retrieve at least one tweet from 

835 of the original 1,831 subjects. The remaining 996 subjects 

either did not tweet during the 60-day period or had a protected 

or deleted twitter account when tweet collection was being 

performed. Of the 835 subjects with tweets, 581 of them 

completed both surveys, and the remaining 254 only completed 

the first survey. The latter subjects were discarded from the 

analysis. In the follow-up analysis, data obtained from the 

University of Pennsylvania for 43 patients (with accessible 

Tweets) was added to the data from Cedars-Sinai and Cint. 

Over each 30-day period, participants posted an average of 99 

messages (range 0 to 4880). The rate at which patients posted 

did not significantly differ between the pre-enrollment period 

and post-enrollment period (p=0.19). The initial tweet corpus 

had neutral sentiment overall, as measured by the difference of 

the average positive and negative SentiStrength score across all 

Tweets in this analysis (M(Pos) = 1.58, SD(Pos) = 0.81, 

M(Neg) = 1.43, SD(Neg) = 0.84). 

Predictive Model Accuracy 

To develop our model, we employed a grid search to test 

various combinations of model designs and subsets of our data. 

The tested model designs included generalized linear models 

with varying forms of regularization, as well as a random forest 

model. We also tested subsetting our data to include or exclude 

each of the three data sources (Cedars-Sinai, Cint, and UPenn). 

We also tested different methods of handling subjects who 

completed both surveys, including using only the first 

collection wave and survey, and using both collection waves 

and surveys. The resulting models achieved AUCs ranging 

from 0.58 to 0.64 for predicting the ground truth binary 

HRQOL status (Figure 1). The highest AUC of 0.64 was 

achieved using a bagging GLM model with L1 regularization, 

using all three datasets and all available collection waves. The 

model used 100 estimators with a maximum sample and feature 

proportion of 0.75 with bootstrapping, and was trained with 500 

iterations of SGD. Further optimization of logistic regression 

parameters, model design and feature selection, or tweet subsets 

was unable to achieve a greater AUC than 0.64.  

 

 

a) L1-SGD Model - AUC 0.64 

 

b) L2-SGD Model – AUC 0.62 

 

c) None-SGD Model – AUC 0.63 

             

d) ElasticNet-SGD Model – AUC 0.58 

           

e) Random Forest Model – AUC 0.60 

 

Figure 1 - Best ROC Curves for Five Classes of Prediction Models. Models evaluated included bagging generalized linear models 

using a) L1 regularization, b) L2 regularization, c) no regularization, or d) ElasticNet combination regularization, as well as e) a 

random forest model. The best performance was obtained from the bagging GLM model using L1 regularization, with an AUC of 

0.64. This model used 100 estimators with a maximum sample and feature proportion of 0.75 with bootstrapping, and was trained 

with 500 iterations of SGD. As can be seen from the ROC curves, the three standard logistic regression models outperformed the 

random forest model and the combination ElasticNet model.
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Table 1 – Selected LDA-generated Topics and Highly Related 

Tweets 

Table 2 – Demographic Characteristics of Twitter Users in 

Study 

Discussion 

The goal of this study was to develop a PRO instrument that 

estimates HRQOL from a user’s social media posts on Twitter. 

Further, we studied the feasibility and validity of measuring 

HRQOL without prompting users to talk specifically about 

health-related issues. After using a wide range of text 

processing methods, the best achievable AUC in predicting 

ground-state HRQOL was 0.64. Although this performance 

may be considered sub-optimal, it is better than chance and 

suggests there is at least a correlation between the language 

used in Tweets and actual HRQOL; a notable finding 

considering that the data collected was not posted with the 

intent to provide insight into the HRQOL status of the 

participants. However, the results also indicate that free-range 

social media data only offer a window into HRQOL, but do not 

afford direct access to current health status. Despite the inherent 

limitations in this pragmatic, naturalistic study, our 

classification algorithm exhibited moderate performance in 

estimating true HRQOL status (i.e. high vs. low using CDC-4 

as the gold standard) with an AUC of 0.64 by evaluating the 

language used in 140 character Tweets, the allowable size of 

microposts during the time this study was conducted. Of note, 

Twitter currently allows 240 characters, so it is possible that 

longer posts could include more health-related data and 

demonstrate a stronger relationship with ground-truth HRQOL. 

We hypothesize that the sub-optimal performance of our 

classifier is due to a poor signal to noise ratio in the dataset. 

Most people do not routinely post about their health status, 

including patients undergoing active care (e.g. the ED patients 

in this sample). In addition, the subjects from the Cint cohort 

may be more likely than the baseline Twitter user to tweet about 

marketing-related subjects rather than personal subjects, 

because they are paid Twitter marketers for Cint. Considering 

that subjects in this study were obtained from a variety of 

sources, received no instructions about what to post, included a 

combination of patient and general population samples, and 

were limited to a maximum of 140 characters at a time per 

tweet, the ability to predict HRQOL above chance suggests that 

this approach – albeit imperfect – still has merit. Despite the 

inherent limitations in this preliminary study, our classification 

algorithm exhibited moderate performance in estimating true 

HRQOL status (i.e. high vs. low using CDC-4 as the gold 

standard) with an AUC of 0.64 by evaluating the language used 

in 140-character Tweets. 

Other investigators have encountered sub-optimal performance 

using social media data to estimate health status. For example, 

Nascimento and colleagues [9] note that their automated 

processes for identifying “migraine” versus descriptions of an 

actual patient’s migraine experiences were difficult to separate. 

Indeed, in much of our own dataset, even topics generated using 

NLP that appeared to be health-related were often about 

commerce (i.e., other users should consider buying product X, 

rather than the user attesting to how product X treated their 

condition). Future research could attempt to more specifically 

recruit “high-volume” non-commercial Twitter users in order 

to obtain richer features that maybe more predictive, though this 

may compromise the generalizability of the method. In 

addition, future efforts could aim to use a larger patient-specific 

cohort via targeted recruitment, rather than a general population 

sample. Nevertheless, the challenge of gaining health insights 

from unstructured “free-range” social media posts is 

formidable; additional studies are needed to assess the potential 

for this data to achieve sufficient accuracy for real world 

clinical and interventional applications. 

Conclusions 

In conclusion, we found that analysis of free-range social media 

posts can predict HRQOL better than chance, but that this 

technique remains an imperfect method for assessing current 

health status despite testing a wide range of text processing 

methods. The best performing model (AUC = 0.64) was a 

bagging GLM with L1 regularization; this may be helpful when 

selecting among semantic processing techniques. We hope this 

study may serve as a template for future research in extracting 

health data from unstructured social media posts, and believe 

future studies could improve upon our work by refining 

recruitment efforts to avoid commercial accounts, expanding 

the cohort size, and making use of a broader spectrum of social 

media data from additional platforms.  
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Topic Words 

(First Three) Example Tweet 

data, health, gt @[redacted] Yes, we needs a digital 

platform between patients & medical 

professional to work 4 better outcome with 

medication / treatment 

t, patient, patients T4 Patients who are actively engaged 

should get priority but if a patient wants 

they should go.  5% of attendees! ideally. 

#hchlitss 

cell, sickle, does @[redacted] Sickle Cell Disease: 

underfunded, underresourced, 

underappreciated

lupus, lupuschat, 

w 

@[redacted] I am in DC to advocate for 

#Lupus Research.  From Culver City to 

Capitol Hill, here to share my journey of 

33 years. 

Demographics 

Value 

(Cint/CSHS) 

Value 

(UPenn) 

Number of Subjects 835 43

Age (Mean ± SD) 40.0 ± 12.6 26.9 ± 7.4

Gender (%)   

Male 31.6% 27.9%

Female 68.1% 72.1%

Transgender/Other 0.3% 0%

Race (%)   

American Indian / Alaskan 

Native 

3.0% 0% 

Asian 5.6% 0%

Native Hawaiian / Pacific 

Islander 

0.4% 0% 

Black or African-American 11.9% 62.8%

White 76.6% 34.9%

Other / Unknown / Declined to 

answer 

2.5% 0% 
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Abstract 

The increased use of eHealth services has shifted focus towards 

quality and interoperability. This study quantifies the technical 

quality of the ePrescription in Belgium by validating the 

construction of the Kind Messages for Electronic Health 

Records (KMEHR) used for communicating between prescriber 

and pharmacist, and by validating the digital signature within 

the ePrescription. A two-way cluster randomized subset of 

prescriptions of the tarification service Koninklijk Limburgs 

Apothekers Verbond (KLAV) is used (n=82,952). Here, 38,032 

prescriptions (45.85%) were handled electronically, but 180 

prescriptions (0.22%) contained an empty KMEHR message at 

tarification. All 37,852 ePrescriptions (100%) passed the XSD 

Schema validation, but only 29,428 ePrescriptions (77.74%) 

passed the Software Development Kit (SDK) XPath validation 

rule set of the national Recip-e project. 37,622 ePrescriptions 

(99.39%) passed the validity test for having a correct digital 

signature. Improvement towards the construction and the 

digital signature is required in order to fully dematerialize the 

ePrescription workflow. 

Keywords:  

Electronic Prescribing, Quality Control, Community Pharmacy 

Services.  

Introduction 

In general, an electronic health (eHealth) system on a national 

basis can help in making healthcare systems economically 

sustainable. An increased use of eHealth services and in 

particular the usage of electronic prescriptions (ePrescriptions), 

has shifted focus towards quality [1] and interoperablity[2].  

Electronic prescribing, or “ePrescribing” is the computer-based 

electronic generation, transmission and filling of a prescription, 

taking the place of paper and faxed prescriptions [3]. In the flow 

of ambulatory ePrescribing, there are often three human actors 

(the prescriber, the patient and the pharmacist) and two system 

actors (prescribing and dispensing providers).[4] Sometimes, a 

reference to the 3 Ps will be made in literature when addressing 

these human actors.[5] In Belgium, a third party payment 

applies, where the patient only pays the amount to the 

pharmacist that is not reimbursed by healthcare insurance. That 

is why in this flow of digital communication, the tarification 

services –responsible to invoice the remaining amount of 

medication costs to the healthcare insurance of the patient– 

might be added.  

In Belgium, ePrescribing made its entrance in April 2007, 

where the Belgian government launched the e-MED project 

with the intention of developing a coherent action plan for 

making the ePrescription of medicines in ambulatory care 

possible.[6] After a national pilot phase in the years 2009-2012, 

the national project was introduced to the public in 2014. From 

then on, patients that visited a general practitioner (GP) to 

prescribe his medication, using the integrated electronic health 

record (EHR) of the patient, would get a proof of electronic 

prescription when the GP’s software was connected to the 

national ePrescribing services. Independently, the national 

project Recip-e is responsible for the temporary storage of the 

encoded ePrescriptions on a national server. Both the paper-

based prescription and the ePrescription were –and are still– 

accepted as a medium for communication between the 

prescriber, the patient, the pharmacist and the tarification 

service.  

In a later stage, the national project evaluated the authentication 

methods used when prescribing. With paper-based 

prescriptions, the combination of the healthcare party identifier 

(RIZIV number provided by Rijksinstituut voor Ziekte- en 

Invaliditeitsverzekering (RIZIV)) and the signature was used to 

identify the prescriber. When using the ePrescripion, the 

combination of the RIZIV number with the digital signature, in 

an encrypted and timestamped message was chosen as 

evidential value to show that the prescriber made the 

ePrescription. In 2016, the project opted for using an additional 

SAML-token (Security Assertion Markup Language token) 

included in the encrypted message based on the RIZIV nr of the 

prescriber, to allow healthcare providers to have a single sign-

on for a couple of hours. 

The RIZIV number for each care provider is provided by the 

RIZIV organisation. This number serves as a unique healthcare 

identification number and is constituted of 11 numerical 

characters. This number can be broke down into 4 groups with 

each having a function for identification. The structure of the 

number consists of (1) a professional number, (2) a serial 

number, (3) a checksum number and (4) a qualification number, 

e.g. 1-12345-12-123. With the professional number, a 

distinction can be made between physicians, dentists, hospitals, 

pharmacists, etc. Since the qualification number (last 3 digits) 

is, in fact, a reference towards the specialisation and not really 

identifying as such, one could consider the first 8 numerical 

characters as identifying for the healthcare provider. However, 

for reimbursement purpose, it is necessary that the KMEHR 

message contains the correct RIZIV number consisting out of 

11 numeric characters. 

As of 2017, an additional change compared to the paper-based 

prescription came into place, where an extra barcode on top of 

the electronic proof of prescribing was placed, i.e. the Recip-e 

ID (RID). This RID barcode is used to uniquely identify an 

ePrescription and to prevent patients from frauding with their 

medication prescriptions. In Belgium, people still get a paper-

based proof of prescription where this RID is printed on, in case 

of an ePrescription. It does not fulfill the function of 

prescription, but can only be used by the community 

pharmacies in combination with the patient’s electronic identity 

(eID) to get dispensed. The Belgian government is thinking 
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about dematerialising the prescription process. This means that 

this paper proof, that is actually used in the transition phase 

towards dematerialisation, will be removed in this process of 

ePrescribing. 

When digitalising the healthcare sector on a national basis, one 

needs to adapt to healthcare standards. Healthcare standards 

often used for ensuring the interoperability are ISO 13606 [7], 

HL7 [8] and SNOMED CT [9]. In Belgium, the KMEHR 

standard [10] is used as a communication standard to be able to 

send messages and the CNK (Code National(e) Kode) 

standard [11] for identifying the medication. In essence, the 

KMEHR standard is a structured XML message.  

The Belgian government is responsible for the maintenance of 

both standards and sending updates when necessary, e.g. when 

a new medication is brought to the market. Proper versioning 

of these standards among different eHealth initiatives on a 

national basis is thus required in order to be able to interpret the 

ePrescription in a uniform way.  

In Belgium, a free market for the generation of software for 

both prescriber and community pharmacist additionally 

complicates the eHealth story. However, to be able to talk 

health informatics in a uniform way for ePrescriptions, the 

Recip-e party developed a software development kit (SDK) for 

software vendors.[12] The usage of this SDK is not an 

obligation, but it is a recommendation for software vendors 

providing software willing to interpret the electronic KMEHR 

messages in a uniform manner. An incorrect creation of an 

ePrescription, possibly caused by a software not integrating the 

SDK, can lead to an incorrect interpretation of the ePrescription 

KMEHR message at the community pharmacist’s side and 

maybe lead to the pharmacist incorrect dispensing the patient’s 

medication.  

Currently, the patient still has a paper proof of prescription that 

he receives in order for the community pharmacist to read in the 

RID printed on top of the ePrescription. The patient will then 

be able to retrieve the prescribed medication. This RID barcode 

on top facilitates the reading in the software of the community 

pharmacist. When dematerialising, only the eID of the patient 

will be used to retrieve ePrescriptions linked to the patient’s 

eID. Therefore, it will be necessary for KMEHR messages to 

not contain any technical errors. In this study, the soundness of 

the Belgian ePrescription will be investigated. The focus will 

not be put on the correct medication prescribing as such, but 

rather on the technical construction of these messages and the 

correct use of digital signatures in Belgian ePrescriptions. 

Methods 

Data of the tarification service Koninklijk Limburgs 

Apothekers Verbond (KLAV), one of the bigger tarification 

services in Belgium, was used in order to obtain a randomized 

subset. Since this tarification service provides services all over 

Belgium, location was used as a first randomization factor. A 

second randomization factor used was the amount of 

prescriptions a community pharmacy sends to the tarification 

service. These factors are now combined in a two-stage cluster 

random sampling technique, where randomization was first 

performed over the location (province) within Belgium and 

secondly over the community pharmacies within the selected 

provinces based on their number of prescriptions. 

With this sampling technique, a random sample of 

50 community pharmacies was selected. The prescriptions 

retrieved by KLAV from the month June 2018 were used for 

observing the technical quality of both the KMEHR message 

and the digital signature within the retrieved ePrescriptions.  

Tarification services do not receive these KMEHR messages in 

plain text. Pharmacists use multiple encryptions to encapsulate 

the message in different constructs in a time-stamped manner 

before sending it for tarification. Different elements within 

different levels of encryption will be required to verify the 

quality. 

Ethical approval for this study was obtained from the ethical 

committee of UZ Brussels (nr. 2018/218). 

Quality of the KMEHR Message 

Since the KMEHR message is a structured XML message, the 

construction of it can first be validated towards an XSD 

Schema. However, the quality of the KMEHR message was 

mainly checked by applying the validations that are found in 

the SDK provided by Recip-e. 

These validations exist of XPath validations rules to verify the 

construction of the KMEHR messages. In these rules a 

minimum and a maximum number of occurrence for a specific 

tag or attribute were used, see Rule example below. These rules 

are normally used in the prescriber software to validate the 

message before sending it to the national server in an encrypted 

way. However, since two different KMEHR structures are 

accepted in this validation of the SDK, i.e. against KMEHR 

version 1.17.1 and KMEHR version 1.19.0, different validation 

rule sets applied.  

Hereunder, an example of an XPath validation rule is explained. 

����������	
����
�����	����������

This rule states that within the folder element of the KMEHR 

message, there can only be one patient element (minimum = 1; 

maximum = 1). When no or more than one patient element is 

specified, this XPath expression will fail. 

Quality of the Digital Signature 

The evidential value of a digital signature in the Belgian 

eHealth system is two-fold. First of all the certificate within the 

sealed KMEHR message has to match the holder of key (HOK) 

certificate within the SAML message. Secondly, also the 

healthcare identifying RIZIV numbers within the KMEHR and 

SAML have to match, with an extra requirement of having an 

11-character RIZIV number used in the KMEHR message. 

One exception applies to hospitals. Within the hospital, you 

have different specialist physicians. To lower the 

administrative burden within the national ePrescribing project 

a “circle of trust” is organised between the organization, which 

is the hospital, and the employer working for the organization, 

which is the specialist physician. Since there is a circle of trust 

relationship, the prescriber will use the certificate of the 

hospital. When verifying the quality of the digital signature, the 

certificates should match with that of the hospital organization 

and in the KMEHR message the hospital should correspond as 

being the sender and the physician should act as an author. Both 

are elements in the KMEHR XML structure. In an ePrescription 

of a healthcare provider not working at a hospital, both the 

sender and author element should represent the same person. 

One should note that June (month of inclusion) is one of the 

first months in Belgium where also ePrescriptions are used in 

the hospital context.  

Results 

In Belgium, the population of community pharmacies exists of 

in total 4,943 community pharmacies (source Sirius Insights, 

2017 - [13]). In the month June 2018, 563 community 

pharmacies (11.39%) used the KLAV tarification services (see 

Table 1). In that month, this tarification service collected a total 
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of 794,724 prescriptions, for which no special tarification rules 

applied.  

Using the two-stage cluster random sampling technique, where 

a selection of 50 community pharmacies was chosen, a total 

subset of 82,952 prescriptions was observed. Here all 

prescriptions of these 50 pharmacies were included (both paper-

based prescriptions and ePrescriptions). Within this subset, a 

total of 38,032 prescriptions treated as ePrescriptions was found 

(see Table 1). An ePrescription rate of 45.85% was observed 

within this randomized subset. 

However, when analysing the content of these messages that 

were retrieved at the side of the tarification service, 

180 ePrescriptions (0.48%) appeared to have no KMEHR 

message (see Figure 1). This can be explained by a possible 

fallacy in the Belgian eHealth system when trying to consult 

eHealth services of the national eHealth platform when 

transmitting the data to the tarification service or due to a 

software error at the side of the pharmacist. These errors are 

solved by retransmitting the data for tarification in the next 

month.  

In these messages, both the quality of the KMEHR message as 

the quality of the digital signature was checked (see Figure 1). 

Quality of the KMEHR message is evaluated in terms of the 

XPath validation rules provided in the SDK of Recip-e that 

serves software vendors for prescribers, and in terms of the 

XSD Schema evaluation. Quality of the digital signature was 

mainly dependent on the prescriber type (GP, hospital or 

dentist). 

Table 1. Community pharmacy and KLAV’s subset of 

prescriptions characteristics 

Community pharmacies 

 Level N % 

 National 4,943 100.00

 KLAV (total) 563 11.39

 KLAV (random sample) 50 1.01

Prescriptions at KLAV 

 Level N % 

 Total in June 2018 794,724 100.00

 Prescriptions within randomized  

   group of community pharmacies 

82,952 10.44 

 ePrescriptions within randomized  

   group of community pharmacies 

38,032 4.79 

 ePrescriptions with no KMEHR  

   message 

180 < 0.01 

 

 

Figure 1. Flow chart of quality validation for 

the KMEHR and the digital signature 

Quality of the KMEHR Message 

Currently, KMEHR version 1.19.0 is the latest version that is 

accepted to communicate with in terms of the ePrescription. 

Version 1.17.1 is also acceptable in the Belgian context, but 

preference is given to the later standard. Since the versioning 

plays an essential role in the XPath validation of the KMEHR 

message, the distribution of KMEHR standards used over the 

different software packages at the prescriber’s side is 

represented in Table 2. This versioning is retrieved within the 

KMEHR message using the SV attribute (scheme version). 

When no KMEHR message was observed, the versioning was 

not able to be retrieved. 

Table 2. Distribution of different versions of KMEHR 

communication standard (n = 37,852) 

Versioning N % 

SV=1.1 – KMEHR version 1.0.0 601 1.59

SV=1.3 – KMEHR version 1.1.0 85 0.22

SV=1.6 – KMEHR version 1.5.0 47 0.12

SV=1.8 – KMEHR version 1.7.0 14 < 0.01

SV=1.18 – KMEHR version 1.17.1 6,906 18.24

SV=1.19 – KMEHR version 1.18.0 328 0.87

SV=1.20 – KMEHR version 1.19.0 23,470 62.00

SV=1.23 – KMEHR version 1.22.0 6,401 16.91

 

Validation against the XSD Schema of KMEHR version 1.19.0, 

resulted in a 100% success rate, see Table 3. However, when 

looking at the XPath validation rule set, a lower validation rate 

of only 77.74% in total was found. This result was split into two 

parts, according to the version of the KMEHR standard. 

Table 3. Prescriber type for ePrescription (n = 37,852) 

XSD validation SUCCESS FAIL 

 Version N % N % 

1.19.0 37,852 100.00 0 0.00

Total 37,852 100.00 0 0.00

XPath validation   

 Version N % N % 

1.17.1 6,710 17.73 31,142 82.27

1.19.0 22,718 60.02 15,134 38.98

Total 29,428 77.74 8,424 22.26

 

Quality of the Digital Signature 

Verifying the evidential value of a digital signature on an 

ePrescription requires to know the prescriber type of it, since 

physicians working in a hospital are treated as working within 

the circle of trust of the hospital. Table 4 provides descriptive 

statistics about the prescriber type within the ePrescriptions in 

the retrieved subset. When no KMEHR message was observed, 

the prescriber type was not able to be retrieved.  

The majority of ePrescriptions was generated by a general 

practitioner (GP) (n=34,455; 91.03%). The physicians working 

in a hospital prescribed 3,061 ePrescriptions (8.09%). Dentists 

prescribed only 336 prescriptions (0.89%) electronically. 

The evidential value of a digital signature in Belgium consists 

of correct use of certificates and correct use of the identifying 

RIZIV number of the prescribing healthcare party. In Table 4, 

the matching percentages for the RIZIV number within the 

SAML versus the RIZIV number within the KMEHR message 

and the HOK certificate within the SAML versus the certificate 

in the sealed KMEHR message are represented. 

When observing the use of the certificates (see Table 5), a 100% 

matching rate was observed. When looking at the identifying 

RIZIV number of the prescriber, a matching rate of 99.39% 

between the SAML and the KMEHR message was observed. 

These rates varied across different types of prescribers. 

38,032

ePrescriptions

37,852

ePrescriptions

-180 containing no 

KMEHR message

Quality

of KMEHR

Quality

of Signature

XSD

validation

Xpath

validation
GP DentistHospital

�����������

	���
���	�

���
������ �
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The mismatch between RIZIV identifiers, where an 11 numeric 

character string is required in the KMEHR message (see 

Table 5), occurred most frequently when prescribed by dentists 

(1.79%), followed by an ePrescription generated by a GP 

(0.65%). No mismatch between RIZIV identifiers occurred 

within the hospital setting. 

Table 4. Prescriber type for ePrescription (n = 37,852) 

Prescriber type N % 

General practitioner (GP) 34,455 91.03

Hospital 3,061 8.09

Dentist 336 0.89

Table 5. Evidential value of digital signature (n = 37,852) 

Certificate match SUCCESS FAIL 

 Prescriber type N % N % 

 GP 34,455 100.00 0 0.00

 Hospital 3,061 100.00 0 0.00

 Dentist 336 100.00 0 0.00

 Total 37,852 100.00 0 0.00

RIZIV number match with 11 characters in KMEHR 

 Prescriber type N % N % 

 GP 34,231 99.35 224 0.65

 Hospital 3,061 100.00 0 0.00

 Dentist 330 98.21 6 1.79

 Total 37,622 99.39 230 0.61

Discussion 

A two-stage cluster randomized subset of prescriptions was 

used from one of the biggest tarification services in Belgium, 

i.e. KLAV. In total, 45.85% of the prescriptions (38,032 out of 

82,952 prescriptions) were handled as ePrescription by the 

community pharmacist. 180 prescriptions were excluded, since 

not containing a KMEHR message at the side of the tarification 

service. This study shows that the construction of the Belgian 

ePrescription is 100% valid towards the XSD Schema, but is 

only valid in 77.74% (29,428 out of 37,852 ePrescriptions) of 

the cases when comparing the KMEHR messaging standard 

used to the national ePrescription project validation rule set. 

Secondly, a higher validation rate of 99.39% (37,622 out of 

37,852 ePrescriptions) was observed when observing the digital 

signature.  

The low validation rate of 77.74% for the KMEHR standard can 

partly be explained by the free market of software vendors in 

Belgium for both the prescriber and community pharmacist. 

Using different versions of the KMEHR standard over the 

different vendors might cause problems interpreting 

ePrescriptions in different software at the pharmacist side.  

However, since the XSD validates all prescriptions correctly, 

one may state that the Belgian KMEHR standard is used quite 

loosely when validated towards its schema. A technique like 

Java Architecture for XML Binding or JAXB [14], might help 

to capture data in a uniform way using the XML of the KMEHR 

message in the back-end of the software.  

However, since the validation rules do not always apply to the 

KMEHR message and most software programmers use only a 

limited subset of test case ePrescriptions to work with when 

writing the software, the Belgian ePrescription might give 

problems in reading and interpreting them correctly once 

entered in the working field. 

A study by Anderson, reveals a possible reason why this 

discrepancy might be observed between the actual 

ePrescription (KMEHR) and its validation rules. In his 

work [15] about barriers to eHealth adoption in the practice of 

the physician, 79.3% of the physicians named the vendor’s 

inability to deliver acceptable products as a significant barrier 

to implementation of IT in their practice. In Belgium, a 

prescriber might think that by using his EHR software, he 

produces standard ePrescriptions in the front-end and standard 

KMEHR messages in the back-end. However, this study 

demonstrates this is not always the case. 

The benefits of putting a digital signature are first of all that it 

ensures the identity of the sender. Secondly, compared to the 

manual signature on the paper-based prescription, it saves time 

since the use of a SAML-token lasts for a couple of hours. 

Thirdly, the digital signature will ensure the validity of the 

content of the prescription. The slightest change to the digital 

content will revoke the validity of the digital signature. 

Plans of dematerialisation for the Belgian ePrescription require 

the validity of the digital signature in order to guarantee the 

authenticity of the sender. In Belgium, the digital signature was 

introduced at the beginning of the existence of the 

ePrescription. However, not all prescribers support the idea of 

using a digital signature using an ePrescription. For example, in 

Turkey [16] 78.23% (194 of 248 prescribers) reported that they 

did not use an electronic signature to sign ePrescriptions and 

52.42% (130 of the 248 prescribers) doubts or does not support 

the use of an electronic signature. 

Sometimes an invalid signature might lead to errors in the 

workflow of the community pharmacist. In a study by 

Reed-Kane et al. [17] over a four-week study period for 

pharmacy compounding, they observed the most frequent error 

was an invalid signature (31.25%; 10 of the 32 errors identified 

within 138 ePrescriptions). This potentially leads to an increase 

in working time handling the ePrescription. In that same study, 

the most frequent used error resolution method was a phone call 

to the physician (59.38%; 19 of the 32 errors identified within 

138 ePrescriptions). 

To the best of our knowledge, this is a first study that evaluates 

the technical construction of this kind of messages. Lots of 

studies in the field of ePrescriptions evaluate the number of 

prescribing errors and its causes, in different settings [18-21]. 

However, this study also has some limitations. Due to the cross-

sectional nature of this study, it is not able to sort out the exact 

reason for this rather low validity. For example, the author of 

the prescription is responsible for the placing of a valid 

signature using the right certificate, but the vendor is 

responsible for a good implementation of it when using the 

identifying RIZIV numbers. Multiple aspects are thus expected 

to be at the basis of these validation rates. A second limitation 

is that this study uses prescriptions of community pharmacies 

affiliated with one tarification service in Belgium. However, 

due to the fact that KLAV delivers services to all provinces in 

Belgium and since a two-stage cluster randomized subset was 

used, the conclusions may be generalized to the population of 

ePrescriptions in Belgium. Another limitation is the low 

number of ePrescriptions coming from hospitals, limiting the 

generalizability of the study. 

Future research should focus on a timely review of these 

validations in order to be able to continue towards a national 

dematerialisation. This study only focuses on the construction 

of the KMEHR message and the validity of the digital signature 

within the Belgian ePrescription. An important part of the 

ePrescription lies in the validity of the medication section of an 

ePrescription. This part of the prescription should undergo a 

similar evaluation towards the CNK standard, which is the 

identifying code in Belgium for medication products. 

Currently, pharmacy compounding prescribing within the 

Belgian ePrescription occurs in plain text in the KMEHR 

standard. A future extension of the KMEHR standard to 

integrate this in a structured way is required. Validation towards 
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this future standard is also required before removing all paper 

(proof of) prescriptions.  

Conclusions 

This study evaluates the quality of the Belgian ePrescription by 

looking at the validity of the construction of the KMEHR 

message and by looking at the validity of the digital signature 

of the prescriber. The construction of the KMEHR message 

showed a 100% validity towards the provided XSD Schema, 

but only 77.74% succeeded to validate against the Recip-e 

project validation rule set. When looking at the validity of the 

digital signature, a rather successful validation rate of 99.39% 

was observed. 

The incorrect construction of the underlying KMEHR message 

might lead to an incorrect interpretation of certain fields 

represented in the software of the pharmacist, whereas incorrect 

signatures might lead to errors and an increased workload in the 

pharmacist’s workflow. Timely review of these validations is 

required in order to dematerialize the ePrescription in a safe 

way.  
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Abstract 

In order to realise the potential benefits of eHealth, 
governments develop eHealth policies to define and prioritise 
initiatives, the strategic goals and the resulting benefits. During 
the 23 years with eHealth policies in Denmark only a few status 
reports with a systematic and transparent evaluation have been 
made. This paper advocates a more systematic approach to 
strategic planning of development and implementation of 
eHealth systems, by encouraging the concept of evidence-based 
policy making through analysis of how focus of the Danish 
eHealth policies have evolved. The Danish eHealth policies 
have very different framings following the different focus points 
for the policies. Interestingly, strategies for evaluating the 
devolopment of eHealth and eHealth policies were very 
sparcely noted in the policies. For the first time the de-
emphasising of evaluations of eHealth policies in Denmark has 
been empirically demonstrated, thus undermining the objective 
of obtaining evidence-based eHealth policies.  

Keywords:  

Policy, Medical Informatics, Learning  

Introduction 

Health information technologies (HIT) are viewed as a means 
to easing the everyday life for patients, relatives and health 
professionals, modernizing and better utilising the resources of 
the healthcare system [1,2]. The promise of HIT has been 
profound. In Denmark in 1968, the vision was that within a 
couple of years, there would be no paper on the doctor’s desk, 
and the patient record could be retrieved on a ‘data screen’ in a 
split second [3]. In order to realise the potential benefits, 
governments develop HIT or eHealth strategies to define and 
prioritise initiatives, the strategic goals and the resulting 
benefits [1]. Policies have been a tool for reaching consensus 
on the prioritisation of eHealth service development and large 
scale implementations in Denmark since 1995 [4], where the 
white paper “From Vision to Action: Info-society in Year 
2000” described guidelines for national developments towards 
the information society and pointed out a number of specific 
priority areas – one of which was health care [5]. The first 
national eHealth policy, called “Action Plan for Electronic 
Patient Records” (The HEP-program), was published by the 
Ministry of Health in 1996 [6]. Since then, five additional 
national eHealth policies have been published (see Table 1). 

During the 23 years with eHealth policies in Denmark only a 
few systematic and transparent evaluations have been made. In 
the absence of a firm base for the next policy, the subsequent 
policies have randomly involved data from the past and have 

mainly been designed as political documents without 
references. They seem to reflect the current balance of power 
between the municipal, regional and central levels. 

It is now an established practice within healthcare to review 
clinical practice, in order to learn and improve [7]. eHealth  is 
no different from other tools for improving healthcare systems 
and the development, implementation and use hereof needs to 
be based upon best available knowledge. In order to ensure 
learning and continuous improvement, evaluations identifying 
successes and failures and their causes are paramount [7]. Both 
policy and practice in eHealth should be based on scientifically 
obtained facts, as they are in healthcare in general [7], and 
evaluation is the only way to obtain knowledge on the effects 
of eHealth. Best practice for using evidence to develop a policy 
include assessing evidence of the likely effectiveness of policy 
options in order to inform decisions on future policy actions. 
Moreover, planning for collection of evidence from evaluations 
of implemented policies to inform decisions ‘on whether to 
continue or how to adjust and improve policies and to 
contribute to the evidence base to inform future consideration 
of policy options’ [8] is essential. 

It has been the ambition of the authors to introduce a more 
systematic approach to strategic planning of development and 
implementation of eHealth systems, by encouraging the 
concept of evidence-based policy making. Figure 1 shows a 
model for strategic management [9] inspired by the continuous 
learning cycle of PDSA (Plan-Do-Study-Act)  and applying this 
rationale to the process of strategic management of eHealth 
policy, development, and implementation. Strategic planning 
and development starts with formulating strategic goals. These 
strategic goals are the basis for reaching consensus among the 
involved interests and hence ensure commitment. As a result, a 
specific plan is drafted specifying operational and specific 
goals. These operational goals can point at particular 

Figure 1 – Strategic management of eHealth policy, development 
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technology innovations or issues that need to be consolidated to 
achieve these goals. The third step is to develop infrastructural 
elements and prepare them to be implemented and disseminated 
in the healthcare system. The aggregate aim is to improve 
clinical services which must be assessed and evaluated to 
determine how well the strategic goals have been achieved. 

In order to learn from the development of previous policies, the 
first step is to analyse how the policies have evolved and how 
the focus has changes over the years. Such an analysis was 
published in 2008 analysing the four national Danish policies 
for IT in the healthcare sector at the time [4]. Since then, ten 
years have passed, and two more policies have been launched. 
This paper aims at analysing how focus of the Danish eHealth 
policies have evolved from the first eHealth policy published in 
1996 to the current policy published in 2018. The analysis shall 
reveal to what degree evaluation of each step in the model of 
strategic management in figure 1 has been carried out. It is the 
hope that other nations will adopt a similar approach to strategic 
management of eHealth development and contribute to a more 
rational and evidence-based policy making regarding eHealth. 

Methods 

By using the model of strategic management (figure 1) as a 
reference, the policy documents were analysed by means of a 
text analysis tools by two researchers following three steps. 
Using the text annotation tool NVIVO (NVIVO 12 for Mac), 
the first researcher (SV) annotated the texts. Sentences and 
sections that contained statements about the five factors: 
Strategic goals, Operational goals, Infrastructural development, 
Improvement of clinical services, and Evaluation were 
identified and coded. Examples of coded text are presented in 
the results. As the policies were annotated, the codebook was 
extended to cover two aspects of evaluation: a) references to 
previous evaluations or follow-up, and b) references to 
ongoing, planned or desired evaluation or follow-up. 
Thereafter, a second researcher (CN) validated the coding 
based on the codebook. Common consensus on whether the 
document section deserved a particular code was reached 
through discussion between the researchers. Coded statements 
were sorted within the five focus areas and the frequencies 
counted. 

Results 

Some difficulties were encountered when coding the policies 
within the five facets. Strategic goals were most often 
formulated as either broad/vague initiatives and their supposed 

benefits (i.e. ‘The vision is that IT is easy to use for the staff, 
gives access to necessary information and facilitates recording 
and documentation of delivered professional health care’ [10]), 
or as an imperative need or problem that needs to be addressed 
or solved (i.e. ‘It must not be necessary to give the same 
information each time you encounter a new instance of care 
[…]’ [10]). A more clearly defined example is found in [10]: 
‘To some extent, physicians, patients and pharmacies all lack 
an overview of what medication is prescribed and actually 
taken by the individual patient [Strategic goal – need based]. 
One way to generate such an overview is to provide safe access 
to the personal electronic medicine profile through the public 
health portal [Operational goal]. The portal will host 
information concerning prescribed medicine, dosage, 
indication, delivery, etc. [Infrastructural development]. This 
will lead to better utilization of drugs with subsequent 
consequences for the entire health care system and the public 
finances [Improved clinical services].’[10]. Ideally, 
improvements of clinical outcomes should be described as 
SMART-goals. However, only few of the benefits described in 
the policies render this granularity  (i.e. ‘Before the end of 2015, 
80% of all applications, reporting, letters and written 
communication between the healthcare system and the citizen 
should be digital.’ [11]).  

The first national eHealth policy HEP from 1996 was focussed 
on collecting and sharing data electronically. Connecting local 
systems to national registers had high priority – creating a 
health data network. Using national and international standards 
and terminology was a central point to be explored further [6]. 
The policy included a national survey of the counties’ status on 
Electronic Patient Records (EPR) and local eHealth strategies. 
The action plan focused on local pathfinder projects aiming to 
exploit IT to gain better service and faster and more efficient 
treatment of patients. Interestingly, this policy had a high 
proportion of operational goals in relation to strategic goals as 
well as notations of specific IT/IS functionalities and focus on 
changes in the organisation, collaborations, workflow and 
documentation (infrastructural development), which might 
reflect the document’s status as an action plan rather than a pol-
icy (figure 2).  

The action plan was followed by the first ‘National strategy for 
IT in the Hospital system 2000-2002’ published by the Ministry 
of Health, the National Board of Health, the Counties, and the 
Capital Area’s Hospital Corporation (H:S) [12]. This policy 
pointed out initiatives to support the national goals for the 
hospital sector. Great emphasis was put on developing and 
testing a ‘Basic Structure for Electronic Health Records’ 
(BEHR) with the aim of complete EPR coverage on all Danish 
hospitals within 2005.

Table 1 - Included policy papers 

Published Author Title 
1996 The Danish Ministry of Health Action plan for Electronic Patient Records (EHR) – strategy report 
1999 The Danish Ministry of Health National strategy for IT in the Hospital system 2000-2002 
2003 The Ministry of the Interior and 

Health 
National IT Strategy 2003-2007 for the Danish Health Care Service 

2008 Connected Digital Health in Denmark National Strategy for Digitalisation of the Danish Healthcare Service 
2008-2012 - to promote public health as well as prevention and treatment 

2013 The Danish Government 
Local Government Denmark 
Danish Regions 

Making eHealth Work - National Strategy for Digitalisation of the Danish 
Healthcare Sector 2013-2017 

2018 The Ministry of Health 
The Ministry of Finance 
Danish Regions  
Local Government Denmark 

A Coherent and Trustworthy Health Network for All - Digital Health 
Strategy 2018–2022 
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Figure 2. Density of annotations of strategic management fac-

tors in the six Danish eHealth policies 

The 2000-2002 policy had a strong focus on standards and 
integrations, but also on the organisational aspects of 
implementing such as organisational changes and training of 
staff – formulated as strategic goals and operational goals 
mainly. The need for research within health informatics was 
stated explicitly in this policy.  

The succeeding policy ‘National IT Strategy 2003-2007 for the 
Danish Health Care Service’ broadened the scope to cover the 
IT initiatives necessary for not only the hospitals but the entire 
health sector to support the realisation of the national health 
policy goals [10]. The 2003-2007 policy further supports the 
development of BEHR as a generic information model that sets 
the national standard for EHRs. The central vision was ‘that 
citizens, health care professionals, authorities and 
administrators have access to updated information through 
channels perceived to be free of any undue obstructions’ [10]. 
The 2003-2007 policy refers to the independent EPR-
Observatory for objective follow-up on the national status on 
eHealth. In 2005 a status report from the EPR-Observatory 
concluded that complete EPR coverage would not be obtained 
before 2013 at best [13], and in 2007 two reports (one by the 
Public Accounts Committee) raised critique of BEHR and the 
general level of IT support in the hospital sector [14,15], stating 
that national use of BEHR would not be feasible within the 
desired time span [14]. That might be one of the reasons why 
the ‘National Strategy for Digitalisation of the Danish 
Healthcare Service 2008-2012 - to promote public health as 
well as prevention and treatment’ did not comment further on 
the BEHR [16].  

The 2008-2012 policy was very different from the previous 
ones, setting a new course for eHealth in Denmark. Focus 
turned towards consolidating the IT systems to ensure that 
diverse solutions could act together and exchange or share data. 
This policy described the ways of working towards joint digital 
healthcare services rather than describing the specific initiatives 
[16], which is reflected in the proportion of strategic goals 
compared to operational goals (figure 2). The 2008-2012 policy 
presented the national goals for the healthcare system in general 
(agreed on in other policies) and specified the eHealth 
contribution of the eHealth policy in attaining these visions. In 
2007 the 14 Danish Counties were merged into five Regions. 
Each Region is responsible for the secondary healthcare 
services (i.e. hospitals). This implied that the different IT-
solutions in the counties now needed to be consolidated within 
the Regions. The Regions were charged with setting specified 
goals for use and value of eHealth and to work towards 
attaining these goals [16]. Consolidating initiatives became a 
focus point not only for the Regions, but also for the 

municipalities and General Practitioners. Interestingly, the 
2008-20012 policy includes an appendix presenting the 
conclusions of an external review of the EPR status in 
Denmark.  

‘Making eHealth Work - National Strategy for Digitalisation of 
the Danish Healthcare Sector 2013-2017’ focused on exploiting 
the digital possibilities to the fullest and create better coherence 
in the digitisation effort [11]. The strategic goals where to 
ensure that patients and staff would profit from the benefits of 
ongoing IT projects through an increased focus on full 
dissemination and use, reflected in the higher proportion of 
operational goals (figure 2). This policy had a stronger focus on 
benefits realisation than the previous policies (figure 2 - 
Improved clinical services), and indicators, follow-up, and 
evaluation was distinctly more prominent in this policy than in 
any of the others. This may be due to the strong focus on 
consolidating and “making eHealth work” through learning and 
taking actions to improve the dissemination and use of health 
IT.  

The present policy, ‘A Coherent and Trustworthy Health 
Network for All - Digital Health Strategy 2018–2022’, reflects 
two main aims: putting the citizens’ needs at the centre and 
easing the everyday work for healthcare staff [2]. The 2018-
2022 policy is framed differently than the others. Focus lies on 
five specific areas, identifying 27 initiatives. The initiatives are 
described with respect to the technological and 
implementational deliveries needed, which is reflected in the 
high proportion of Infrastructure Developments mentioned 
(figure 2). The 2018-2022 policy concludes with a section on 
follow-up, where it is described how the National Board of 
eHealth will continuously follow the progression of the 
initiatives and adjust. However, evaluation is not mentioned 
specifically and does not play a central role in the current 
eHealth policy.  

 
Figure 3. Density of annotations of references to evaluation in 

the six Danish eHealth policies 
 
A prerequisite for strategic evidence-based management of 
eHealth development is evaluation [7]. In order to ensure 
learning and continuous improvements, systematic and 
transparent evaluations must be performed throughout the 
stages of the management process described in figure 1. When 
looking only on statements specifically mentioning evaluation, 
only a few counts can be made. In this analysis, evaluations 
have therefore been recognized in broad terms, spanding 
hearings on the policies, descriptions on follow-up activities, 
referencing to statistics on EPR dissemination status etc. It is 
interesting to note that the first Danish national eHealth policy 
(1996) had a high proportion of references to previous 
evaluations and follow-up, and planned on presenting yearly 
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statusreports and adjusted action plans for the Danish 
Parliament [6] (figure 3). The 2000-2002 policy had only few 
references to past evaluations but highlighted the need for 
creating a National Strategy Group for IT in the hospital sector 
and a National Reference Group for health informatics, 
specifying the roles and responsibilities for these groups [12]. 
The following two strategies (2003-2007 and 2008-2012) 
aimed the evaluation towards the initiatives described in the 
policies, thus delegating the evaluation to steering groups and 
centers of excellence. In the two latest strategies (2013-2017 
and 2018-2022) the responsibility of follow-up and evaluation 
has been chartered to the National Board of eHealth primarily. 
In the 2013-2017 policy, follow-up had a more prominent role 
than in any of the other policies, with a strong focus on 
designing and monitoring indicators for eHealth availability 
and use in order to inform future planning of development and 
implementation. This strong focus on follow-up and evaluation 
was not continued in the 2018-2022, where notions on 
following the status and progress on the initiatives are found in 
the last chapter . 

Is has not been possible to map the statements on evaluation 
across the policies to the steps in the model of strategic 
management (figure 1) due to the vast differences in how 
evaluation and follow-up were described and defined. When 
looking at ongoing and future planning of follow-up and 
evaluation, the policies point to boards and groups responsible 
for this task. The responsibility has changes over the years, but 
since 2013, the National Board of eHealth has been the 
coordinating organ (table 2).  

Table 2 - Groups and boards responsible for evaluation of 
eHealth policies 

Policy Responsible groups and boards 
1996 The Danish Ministry of Health 
2000-2002 National strategy group for IT in the hospital 

sector (The Danish Ministry of Health and 
hospital owners). 
National reference group for health informat-
ics 

2003-2007 EPR Observatory  
National strategy group for IT in the health 
care service (National Board of eHealth, the 
hospital owners and the National Association 
of Local Authorities).  
Steering groups for initiatives of the IT strat-
egy.  

2008-2012 Connected Digital Health in Denmark 
Centres of expertise 

2013-2017 National Board of eHealth 
Danish Regions 

2018-2022 National Board of eHealth 
Existing boards (e.g. MedCom) 
New boards 

Discussion 

In this study, we found that Danish eHealth policies have 
significantly shifted focus and it has been impossible to deduct 
any rational reasoning behind the shifting focus. An evidence 
based approach would have based the visions of a new policy 
on references to former policies or at least some reported 
knowledge about former experience or documented needs. The 
scoring of the content of the policies also show a very low 
occurrence of evaluation activities – in fact our analysis 
revealed that evaluation is the least mentioned theme. The 

Danish policy makers have obviously not laid importance in 
establishing learning loops which would require evaluation – a 
situation which is not unique to Denmark, as it is seen in other 
countries as well [7]. However, to establish evaluation 
introduces a risk to the policy makers. The purchase and 
implementation of eHealth technologies e.g. an EPR system, is 
a massive expense and time commitment. If there are major 
problems - and there usually are - no one in charge wants to 
have that publicized. Hence: evaluation might not be desired. 

As the analysis shows, there is no clear tendency in the policies 
over the years. Each policy appears as a unique new policy 
based on prevailing trends. The strategic goals are formulated 
as relatively abstract visions with only limited connections to 
specific changes in clinical services or the workflows that 
produce them. ‘If you don’t know where you are going, any 
road will take you there’ (Alice in wonderland). For the policies 
to point at a specific road to follow, the destination has to be 
formulated in continuation of the visions. Nonetheless, the anal-
ysis shows that relatively little attention has been payed to ex-
plaining how specific clinical services should be changed. In 
the implementation of such strategies the primary actors need 
to fully agree on why they find it important to implement [17].  

An approach to support the Strategy Management Model in de-
veloping and implementing eHealth policies is framing a bene-
fit dependency network (BDN) as described by Ward and Dan-
iel [18]. A BDN visualises the dependencies between the stra-
tegic goals (Why), the operational goals and intended clinical 
improvements (What) and which changes are warranted in the 
organisation and workflows in order to reap the benefits of a 
eHealth system or functionality (How) [17]. The operational 
goals define the roads to take, and hence should translate to the 
infrastructure development – what is necessary to innovate and 
design in order to realize the organisational and technological 
change. And finally, how should this be implemented and dis-
seminated. The policies display a significant variability in how 
each of the steps in the strategy management model are priori-
tized. This constitutes an impediment, since progress and im-
provements require continuity and persistence. Because evalu-
ation activities are prioritized so low it becomes very challeng-
ing to identify inadequacies and insufficiencies, and realigning 
a failed course or refining the approach in order to obtain the 
goals and visions aimed for.  

The strongest focus on monitoring and evaluating eHealth was 
found in the 2013-2017 policy, where benefit realization and 
national indicators were central themes. In this period a sub-
page on the National Health Data Authority official website 
was dedicated to indicators of eHealth (figure 4). However, the 
sub-page was empty – updated last time in 2016 and now it does 
not exist anymore. The unresolved situation around monitoring 
indicators was silenced, and indicators were not mentioned in 
the 2018-2022 policy. However, indicator work has been 
continued and in March 2019 the first follow-up on the current 
policy was published [19]. The status report contains data on 
three of the five areas mentioned in the policy, but does not 
inform why there are no indicators on the remaining two focus 
areas.  

Evaluation of eHealth can be difficult to quantify and is both 
nuanced and profoundly complex. Policymakers must 
understand the powers, problems, and implications of eHealth 
services in order to evaluate the effects. That is a daunting 
challenge, but no viable alternatives exist [7]. A method for 
monitoring the progression and effect of eHealth policies are by 
viewing the strategic goals as constructs. To every construct a 
series of indicators reflecting the construct can be developed 
and monitored. 
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Figure 4 - National Health Data Authority official website 

dedicated to indicators of eHealth 

If a clear strategic management approach and BDNs have been 
framed, indentifying indicators reflecting the intention of the 
strategic goals will be feasible.  

Allthough awareness on the value of evidence-based policy 
making is increasing, evaluation studies on national eHealth 
policies are not carried out frequently or consistently in the 
Nordic countries. Since 2012 the Nordic eHealth Research 
Network, supported by the eHealth group of the Nordic Council 
of Ministers, has been developing, testing and assessing a 
common set of indicators for monitoring eHealth in the Nordic 
Countries. The overall goal is to support national and 
international policy makers and scientific communities to 
develop Nordic welfare.   

The Strategy Management Model and the insights gained from 
the analysis of the Danish ehealth policies may serve as an 
inspiration and example for managing eHealth policies, thus 
aiming at creating a learning healthcare system [20] and 
evidence-based eHealth policies that will increase the value of 
eHealth.  

Conclusions 

The Danish eHealth policies have very different framings 
following the different focus points for the policies. 
Interestingly, strategies for evaluating the development of 
eHealth and eHealth policies were very sparcely noted in the 
policies. For the first time the de-emphasising of evaluations of 
eHealth policies in Denmark has been empirically 
demonstrated, thus undermining the objective of obtaining 
evidence-based eHealth policies. In order to realise evidence-
based policy making it is neccesary for the eHealth policy 
makers to focus on continous learning and evaluation of the 
previous and current eHealth policies. This work may be 
leveraged by using the Strategy Management Model aimning at 
supporting learning healthcare systems and optimizing the 
value of eHealth. 
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Abstract 

There are more than 300 research groups for rare diseases in 

Japan. Although various clinical and genomic information of 

patients are being collected by the groups, the information is 

managed individually by each research group and the current 

practices for managing and sharing research data are not very 

efficient.  Since “rare diseases” are literally rare, the 

understanding of the underlying disease mechanisms are 

incomplete and collecting a sufficient number of patients for 

clinical trials is difficult. Therefore, there is a need to collect 

and integrate the data and construct a data integration 

platform for rare disease research. Funded by the Japan 

Agency for Medical Research and Development, a national 

research and development project to establish a standard 

platform and supporting organization for rare disease 

registries in Japan is currently under way. In this article, we 

report the background, purpose, process, results, current 

status, and future plans of this project. 

Keywords:  

Rare diseases, registries, data sharing. 

Introduction 

In Japan, research studies on rare diseases have been conducted 

for over four decades, and the Ministry of Health, Labour and 

Welfare of Japan (hereafter, referred to as “MHLW”) has been 

supporting these studies. 

The MHLW or the Japan Agency for Medical Research and 

Development (hereafter called "AMED" and was established in 

2015 as a funding agency for medical research in Japan) 

supports about 300 research groups for rare diseases in Japan. 

In addition, there are research groups of various sizes that are 

not funded by MHLW or AMED.  

All of these research groups are collecting various kinds of 

clinical and genomic information from patients for their own 

purposes. However, in most cases such data are managed 

individually by each research group, and long-term stable 

management of the data or effective data sharing among 

research groups are not sufficiently achieved because of the 

burden on each research group. 

Since the number of the rare disease patients is low, collecting 

a sufficient number of patients for clinical trials is frequently 

difficult. As a result, the quantity and quality of the information 

about rare disease patients which a single research group can 

collect is limited, and the understanding of the underlying 

disease mechanisms for rare diseases is largely unknown.  

Therefore, there is a strong need for collecting and integrating 

the data from rare disease patients and constructing a data 

integration platform for rare disease research in Japan. Such a 

platform will contribute greatly to the advance and expansion 

of rare disease research. 

With this in mind, a research project was launched by AMED 

in 2017 to establish a national research infrastructure for rare 

disease registries in Japan, and our research group was placed 

in charge of the project [1].  

Methods 

The purpose and the goal of this research project is to establish 

a national information infrastructure and management 

organization to enable: stable longitudinal management; 

effective sharing among research groups; and integration, 

analysis, and secondary use of the clinical and genomic 

information from the research participants. 

The information system and the supporting organization was 

named “RADDAR-J” (RAre Disease DAta Registry of Japan) 

and the following tasks were carried out: 

1. Administering a web-based survey of the rare disease 

research groups supported by AMED or MHLW 

2. Defining the rules and regulations 

3. Designing and developing the information 

infrastructure 

4. Establishing a support system for the management of 

registries 

Web-based survey 

Modeled on a prior survey in Europe [2], a web-based survey 

targeting rare disease research groups supported by AMED or 

MHLW was conducted in order to investigate the current 

development and management of rare disease registries in 

Japan, the needs for support, and so on. The survey items were 

as follows: 

• Characteristics of the research project (5 questions) 

• Characteristics of the disease registry (25 questions) 

• Information system of the registry (24 questions) 

• Management and registration scheme (35 questions) 

• Collected data (48 questions) 

• Management of the data (18 questions) 

• Biorepository (16 questions) 

• Needs and expectations (2 questions) 
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Defining the rules and regulations 

Rules and regulations necessary for collecting, integrating, 

sharing, and providing the clinical and genomic information 

from the research groups included: 

• Designing the organization 

• Developing the operating policy 

• Developing the data-sharing policy  

Designing and developing the information infrastructure 

The overall design of the information infrastructure necessary 

for RADDAR-J was created, and the development of the system 

was started. 

Establishing a support system for registry management 

A support system for registry management was organized by: 

• Establishing a secretariat of RADDAR-J 

• Setting up and operating the portal site in both Japanase 

and English 

• Preparing the standard documents for management and 

operation of the registry 

• Holding consultation meetings for research groups about 

the disease registry 

Results 

Web-based survey 

A total of 303 rare disease research groups supported by AMED 

or MHLW were surveyed, and 89% (271 groups) answered our 

web-based questionnaire, which consisted of 173 questions 

mentioned above. The initial analysis of the answers showed 

that : 

• 74% (200 groups) of the responding groups had some kind 

of registry. 

• 29% (78 groups) were operating some data entry system 

for registry. 

• 18% (49 groups) had a problem in collecting research 

participants. 

• 12% (32 gropus) had a problem in utilizing the collected 

data effectively. 

• 37% (100 groups) were short-staffed (especially with 

regard to specialist staff). 

A part of the survey data was released to the public on our portal 

site, and all the data obtained from the survey are now under 

analysis in detail. 

Defining the rules and regulations 

Designing the organization of RADDAR-J 

Design of the organization of RADDAR-J was modeled on an 

international organization in Europe named "RD-Connect" 

(https://rd-connect.eu/), which aims to accelerate rare disease 

research by providing a global platform for database, registries, 

and biobanks [3].  Based on the result of the web-based survey, 

the roles of RADDAR-J were set as follows: 

• Collecting, managing, and providing the information and 

data shared from each disease research registry 

• Integrating and analyzing the data provided from the 

disease registries 

• Supporting the management of each disease registry 

research 

• Returning the analytic results of the integrated data by 

RADDAR-J to the original research groups 

Considering the diversity of the data types and the importance 

of the patients' personal information management, it was 

decided that RADDAR-J should consist of three main 

departments (Personal Information Management department, 

Clinical Information Integration department, and Genomic 

Information Integration department) and a RADDAR-J 

secretariat, which controls the whole organization.  A 

committee was formed for each department. 

Developing the operating policy of RADDAR-J 

Detailed operating policies of RADDAR-J, such as the 

organizational structure, the role of each department, the 

operation of each committee, the necessary specifications of the 

standard registry system for reseach groups, the rules for the 

registry system management and the data management, were 

developed and documented. 

1. Personal Information Management department is mainly 

in charge of the management of patients' personal 

information including real names. The department 

performs a “name-based aggregation” of patient 

information within one research project group as well as 

between different research project groups, so that patients 

are not duplicated within projects and can be tracked 

between projects. 

Since there is no national identification number available 

for medical research in Japan, personal information 

including real names need to be used to identify each 

patient correctly in order to avoid double registration of a  

patient in one research project or to find the existence of a 

patient that is registered in multiple disease research 

projects. After the “Name-based aggregation” process,  

patients whose real names, dates of birth, and gender 

match each other will be extracted as “possibly identical 

patients”. 

2. Clinical Information Integration department is mainly in 

charge of : 

• supporting research groups in the development and the 

management of registry. 

• collecting, integrating, and managing clinical data 

provided by each research group. 

• aggregating and analyzing the integrated data. 

3. Genomic Information Integration department is mainly in 

charge of : 

• collecting and managing genomic information and 

omics information provided by each research group. 

• collecting some clinical information from Clinical 

Information Integration department necessary for 

genomic analysis or omics analysis, and performing an 

integrated analysis of these data and genomic and/or 

omics data. 

• supporting research groups in genomic analysis such 

as providing some disease analysis tools, and 

providing genomic and/or omics information of 

control groups available for disease analysis. 

Developing the data-sharing policy of RADDAR-J 

A data-sharing policy of RADDAR-J was developed based on 

“Data Sharing Policy for Facilitation of Genomic Medicine” of 

AMED [4]. Three forms of data-sharing are defined in the 

policy as follows: 

1. Group sharing data 

Data will be shared only between RADDAR-J and the 

research group, the original source of the data. 

2. Controlled-Access Data 
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Data will be provided to third parties based on review and 

approval of RADDAR-J if the provision is approved in 

advance by the original source of the data. 

3. Open Data 

Data will be published by RADDAR-J publicly if the 

publication is approved in advance by the original source 

of the data.  

In order to operate these policies, researchers should obtain 

written informed consent from patients or use an opt-out 

consent process only when the research is an academic study 

and opt-in procedures are impractical, as described in the 

national ethical guidelines. 

The basic data sharing policy of RADDAR-J was decided as 

group sharing between each research group and RADDAR-J in 

order to make it easier for each reseach group to obtain 

agreement with patients on data sharing.  Each reseach group 

develops their own data sharing policy with RADDAR-J and its 

external seconady users. 

Designing and developing the information infrastructure 

Based on the organizational structure and the role of each 

department, a system configuration of RADDAR-J was 

designed, in which each department holds its own dedicated 

system and all the systems cooperate with each other as shown 

in Figure 1. 

• Personal Information Management System, used in the 

Personal Information Management department, stores and 

manages the patients' basic personal information including 

real names in encrypted form. In addition, it is able to 

compare the personal information without decryption for 

privacy protection, so that it can safely perform "name-

based aggregation” of patients as necessary [5]. 

• In order to standardize the clinical information of each rare 

disease registry as much as possible, a standard registry 

system was prepared for each research group to use at a 

reasonable price, reducing the burden of the system 

development and management. The system is based on an 

electronic data capture system that one of our research 

collaborators had developed as a commercial product.  It 

stores and manages various kinds of patient clinical 

information in de-identified form and some personal 

information in encrypted form,  which are necessary for the 

operation of each registry secretariat. International standard 

codes such as ICD-10 and HPO (Human Phenotype 

Ontology) were implemented on the standard registry 

system to facilitate international sharing of information. 

• Regarding Clinical Information Integration System that will 

be used in the Clinical Information Integration department, 

the specification including the system linkage is currently 

being considered, and the development will start shortly.  

The system collects the fixed standard clinical information 

from each registry system in de-identified and standardized 

form, and receives the result of “name-based aggregation” 

from the Personal Information Management System as 

necessary. 

• Genomic Information Integration System, used in the 

Genomic Information Integration department, stores and 

manages genomic information, omics information, and 

some clinical information necessary for genomic analysis in 

de-identified form. In addition, some simple genetic 

analysis functions are planned to be implemented in the 

system.  This system is currently under development. The 

basic functions such as storing or managing genomic 

information have already been developed, and additional 

functions such as searching for genetic mutations are under 

development. 

Support system for the management of registries 

The official website of RADDAR-J was launched in both 

Japanese and English (https://raddarj.org/en/).  An explanation 

of the RADDAR-J project and the result of the web-based 

survey about rare disease registries in Japan are available on the 

site.  

The RADDAR-J secretariat held an explanatory meeting about 

the RADDAR-J project with rare disease research groups 

funded by AMED or MHLW, and is conducting individual 

consultations for research groups that request support for 

developing their disease registries. For an individual 

consultation, members of the secretariat have an interview with 

the reseach group to determine their current situation and 

demand, and consider how to support them. 

Various kinds of standard documents for developing and 

managing rare disease registries are being developed as shown 

in Table 1. They will be provided at no charge to reseach groups 

according to their needs. 

Discussion 

Background of this research project 

According to AMED policy, data obtained from research and 

development supported by public funds is national intellectual 

property, and AMED places great importance to the appropriate 

collection, quality assurance, presevation, utilization and 

application of data.  To that end, AMED has established “Data 

Sharing Policy for the Realization of Genomic Medicine” [4] 

and promotes data sharing.  Based on the policy, AMED 

launched a research project for the construction of information 

infrastructure for rare/intractable diseases, and awarded 

funding to the current authors’ researh group. 

RADDAR-J aims to contribute to the acceleration of rare 

disease research by providing the infrastructure and the 

organization which enables effective sharing and integration of 

clinical and genomic information that rare disease research 

groups collect.  

Need for support 

Although the data from the web-based survey, which was 

conducted in advance of designing the organization and the 

information system of RADDAR-J, are currently under detailed 

analysis, the survey showed that about three quarters of the 

responding research groups hold some kind of registry, but that 

less than half of them operate some data entry system for 

registry. In addition, slightly more than one-third of the 

responding research groups are understaffed (especially lacking 

in specialist staff). 

From these results, we concluded that support by RADDAR-J 

for the information system and the operation of registry would 

help to advance the progress of rare disease research. 

What we have done so far 

After the whole picture for RADDAR-J including the necessary 

systems and regimes were designed, the development of the 

information system and the supporting organization for the 

registry systems was prioritized. The rare disease research 

groups could thus smoothly launch and start using their own 

registries because this part is, as it were, a gate for the data into 

RADDAR-J. 

In order to secure data provenance, a standard registry system 

with operational log function and user authentification 

function, as well as standard documents for organizational 

operation and procedures are offered by RADDAR-J. Using 

these, the research groups can manage their registries and the 
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information appropriately and undergo monitoring when 

necessary. 

Next, an explanatory meeting about the RADDAR-J project 

was held with rare disease research groups funded by AMED 

or MHLW, and individual consultations started to be conducted 

for research groups that request support for developing their 

disease registries. Being able to exchange frank opinions which 

can improve  future support, these consultations were found to 

be good opportunities to get to know deeply the actual 

circumstances of the research groups. 

What we are doing 

Currently, the information system and the organization for 

integration, analysis, and secondary use of the patient data 

collected by the registry system is being developed. Since 

multiple systems of different origins and by different software 

manufacturers need to link to each other mainly due to budget, 

there are many problems to be solved such as the specification 

of system linkage, the specification of data integration (e.g., 

patient ID, project ID, data format), the system operations, and 

so on. Therefore, the detailed specification development has 

been challenging and time consuming.  

There is no national identification number available for medical 

practice in Japan, and so harmonizing information between 

registries and clinical record systems is a big challenge for this 

project. A new system of national identification number for 

medical practice is recently being designed, which may enable 

such harmonization in Japan as in the Nordic countries [6]. 

It can be said that this research project is still in the midst of 

development and there are numerous issues that remain to be 

resolved. However, when complete, this infrastructure and 

organization will greatly fascilitate effective data sharing and 

promote the progress of rare disease research. International 

cooperation with some similar organizations in Europe is 

currently under cosideration. 

Conclusions 

Data sharing between research groups will play an important 

role in the field of rare disease research due to the rarity of 

patients. In this research project (RADDAR-J), an information 

infrastructure and a supporting organization are being 

developed for building rare disease registries and sharing 

patient data, which are expected to greatly contribute to the 

progression of rare disease research.  

Table 1– Examples of the standard documents to be provided 

Name of Documents 

Sample of Protocol 

Sample of Informed Consent Form 

Sample of Informed Assent Form 

Guide to modification of an already existing protocol

Guide to modification of an already existing informed con-

sent form 

Sample of information disclosure document for opt-out

Guideline for data sharing 

Standard Operating Procedure for research 

Operating Procedure for data management 

Operating Procedure for configuration and management of 

EDC (Electric Data Capture) 

Operating Procedure for monitoring and audit 

Manual for data collecting 

Manual for data entry to EDC 

Database structure definition 

Case Report Form 

Statistical analysis plan 

 

Figure 1– System configuration and data flow of RADDAR-J 

Acknowledgements 

RADDAR-J is a three-year research project which started in 

February 2017 and is supported by AMED under Grant Number 

JP17ek0109196 and JP18ek0109348. 

References 

[1] Furusawa Y, Yamaguchi I, Yagishita N, et al. National 

platform for Rare Diseases Data Registry of Japan. Learn 

Health Systems. 2019;e10080. 

[2] Taruscio D. et al. The Current Situation and Needs of Rare 

Disease Registries in Europe. Public Health Genomics 16 

(2013), 288–298. 

[3] Thompson R. et al. RD-Connect: An Integrated Platform 

for Rare Disease Research. Journal of General Internal 

Medicine, 2014 Aug;29 Supple 3:S780-7. 

[4] Japan Genomic Medicine Project Data sharing Policy for 

the Realization of Genomic Medicine. 

https://www.amed.go.jp/content/000017356.pdf 

[5] Yamaguchi I. et al. Development of a real name 

registration and verification system for epidemiologic 

studies in order to avoid overlapping of patient registration. 

Japan Journal of Medical Informatics, 2017; 37(Suppl.): 

939-942. 

[6] Andreassen OA. eHealth provides a novel opportunity to 

exploit the advantages of the Nordic countries in psychiatric 

genetic research, building on the public health care system, 

biobanks, and registries. American Journal of Medical 

Genetics Part B. 2018;177B:625–629 

Ethics approval 

The positive ethics vote (No. R1399-2) from the ethics commit-

tee of Kyoto University Graduate School and Faculty of Medi-

cine, Kyoto, Japan was obtained (chairman: Atsushi Asai). 

 

Address for correspondence 

Izumi Yamaguchi, M.D. 

Center for Genomic Medicine,  

Graduate School of Medicine, Kyoto University 

Nanbusogo-Kenkyu-To-1, 5F 

53 Shogoinkawahara-cho, Sakyo-ku, Kyoto 606-8507, JAPAN 

Tel:  (+81)-75-751-4157 

FAX:  (+81)-75-751-4167 

E-mail: yamaguchi@genome.med.kyoto-u.ac.jp 

I. Yamaguchi et al. / Establishment of a Comprehensive Information Infrastructure 1083



 

Identifying RNA Biomarkers for Oesophageal Squamous Cell Carcinoma 

Si Zheng
a
, Jiagen Li

b
, Li Hou

a
, Jiao Li

a
 

a 
Institute of Medical Information & Library, Chinese Academy of Medical Sciences & Peking Union Medical College, Beijing, China,  

b 
Cancer Institute and Hospital, Chinese Academy of Medical Sciences & Peking Union Medical College, Beijing, China 

 

Abstract 

It is challenging to predict patient’s prognosis in oesophageal 

squamous cell carcinoma (abbreviated to OSCC) or perform 

early intervention and prevention for this disease. With the 

development of clinical genomics, genetic heterogeneity in 

tumors was found to be relevant to OSCC tumorigenesis in 

precision medicine studies. Over the past decade, global 

microarray expression profiling has been used to investigate 

biomarkers for human diseases. In this study, we proposed two 

computational strategies for identifying RNA biomarkers from 

microarray expression profiles of OSCC. Firstly, the logistic 

regression model with a least absolute shrinkage and selection 

operator (LASSO) regularization was used to analyze RNA 

expression profiles from OSCC tissues. Secondly, differential 

expression analysis for lncRNA profiles from both tumor and 

the corresponding para-cancerous tissues was performed to 

identify biomarkers related with lymph node metastasis, which 

might contribute to the early diagnosis and treatment of the 

disease. 

Keywords:  

Esophageal Squamous Cell Carcinoma, RNA, Biomarkers 

Introduction 

Oesophageal cancer is one of the most malignant forms of 

tumor worldwide regarding its prognosis and mortality, with its 

incidence expected to increase in the following decade [1]. 

According to the statistics, esophagus cancer was the eighth 

most common cancer worldwide with an estimated 456,000 

new cases (3.2% of the total), as well as an estimated 400,000 

deaths (4.9% of the total) in 2012 [2]. Nevertheless, despite the 

advances in diagnosis and treatment strategies, therapeutic 

control of this disease remains limited, with the 5-year survival 

rate ranging from 15% to 25% [3]. There are two major 

subtypes of oesophageal cancer, and one of the most common 

histological subtypes in developing countries, especially in the 

Asian countries, is the oesophageal squamous cell carcinoma 

(abbreviated to OSCC) [4; 5].  

Generally, OSCC is difficult to diagnose in the early stage, as 

it has no significant symptoms or signs. However, in patients 

with early oesophageal cancer who have undergone surgical or 

minimally invasive endoscopic treatment, the 5-year survival 

rate can reach > 90%. Lymph node metastasis is a 

pathognomonic feature of spreading tumors and is widely 

believed to be one of the most powerful prognostic factors 

influencing the outcomes of many solid tumors, including 

oesophageal cancers [6]. Clarifying the molecular mechanisms 

underlying the development and progression of OSCC and 

identifying biological markers for screening high-risk 

populations are therefore of great clinical importance for early 

diagnosis and treatment. 

Studies based on genomic information have confirmed that 

mutations and aberrant expressions can contribute to the 

pathogenesis of OSCC [7-9]. For example, Togashi Y et al. 

identified that frequent amplification of ORAOV1 gene in 

oesophageal cancer can promote the tumorigenesis [10]. High 

expression of XRCC1 and JWA were found to be correlated 

with longer median overall survival, and these genes are useful 

biomarkers in oesophageal cancer [9]. Meanwhile, an 

increasing number of studies have confirmed that non-coding 

RNAs also play an important role in tumor biological process, 

and might be potential biomarkers for tumorigenesis [11-14]. 

For instance, Hou et al. showed non-coding RNAs could be 

new biomarkers and therapeutic targets for esophageal cancer 

[15]. Chen and Li et al. analyzed the microRNA (abbreviated 

to miRNA) and long non-coding RNA (abbreviated to lncRNA) 

expression profiles of 119 paired OSCC samples separately by 

microarray technology and identified four-miRNA signatures 

and three-lncRNA signatures that can predict patient survival 

[16; 17]. Yu et al. confirmed that miR-130b plays an oncogenic 

role in OSCC cells [18]. Actually, lncRNAs might involve in 

governing critical biological processes in cancer by regulating 

target genes expression at multiple stages of cancer 

development. Although various regulatory mechanisms of non-

coding RNAs, mRNAs, as well as their interaction mechanisms 

for disease pathogenesis, have been uncovered. Still, systematic 

and integrative strategies for analyzing RNA expression 

profiles are still worth exploring. 

On the other hand, previous studies indicated that genome-wide 

alterations in tumor compared with adjacent tissues may be 

predictive biomarkers for cancer [19-21]. Thus, identification 

of the molecular changes associated with cancer risk factors 

like lymph node metastasis in para-cancerous tissues (adjacent 

normal tissues) may aid in determining the earliest events of 

carcinogenesis and informing cancer prevention and treatment 

strategies.  

In this research, we proposed two strategies for identifying 

RNA biomarkers from microarray expression profiles of 

OSCC. Followed with a literature search for validating the 

significance of the proposed biomarkers. 

Methods 

Strategy_1: Combination Analysis of miRNA, lncRNA and 

mRNA with Logistic Regression 

RNA expression profiles (mRNA, miRNA and lncRNA) for 

cancer and adjacent normal tissues (para-cancerous tissues) of 

119 OSCC patients were obtained from the study by Chen and 

Li et al [16; 17]. Followed with data filtering and normalization 

to reduce the number of variables. Here we used logistic 

regression to check whether the combination of different kinds 

of RNA molecules might be effective prognostic biomarkers for 

OSCC (Figure 1). 
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Figure 1. Workflow for strategy 1 

• Step 1. Patients were designated as good-prognostic 

(47 patients) or poor-prognostic (72 patients), based on 

whether the survival time was longer than 5 years or 

not (Figure 1). These can be the categorical variable 

indicating the disease prognosis. Then, split 75% of the 

119 OSCC patients selected randomly into training 

dataset (n=89) and the remaining 25% (n=30) sample 

into test dataset.  

• Step 2. After data filtering (lncRNAs with significant 

variable expression, differentially expressed between 

normal and tumor, etc.) and normalization, expression 

profiles of 286 miRNA, 149 lncRNA and 175mRNA in 

tumor tissue of OSCC patients were obtained. 

• Step 3. Adopt the logistic regression model as follows: 

• Logit(P(Y=1|Z))=а+ВZ′, Y is the categorical variable 

with 1 denotes good-prognostic, while 0 denotes poor-

prognostic, and Z is the matrix constituted by 

expression profiles of the mRNA, miRNA and lncRNA 

selected in Step 2. Here, lasso regularization [22-24], 

which optimizes the regression output and select 

features by enforcing sparsity, was used in the 

regression model to extract RNA biomarkers that can 

significantly affect the prognosis. It was confirmed to 

be an efficient algorithm and is suitable for high 

dimensional problems. We employed the 10-cross 

validation to optimize the parameter λ that controls the 

regularization penalty, the one that gives minimum 

mean cross-validated error was defined as the final 

penalty parameter. 

• Step 4. RNA molecules with nonzero estimates in the 

final regression model could be the potential 

biomarkers. Finally, check the efficiency of the 

classification model composed of the selected RNA 

biomarkers in the test dataset. 

Strategy_2: Extracting RNA Biomarkers from Para-

Cancerous Tissues with Differential Expression Analysis 

Microarray expression profiles of 8900 human lncRNAs in 

tumor and adjacent normal tissues of OSCC were obtained [17]. 

The hypothesis of this strategy is that genetic alterations in 

normal tissue adjacent to established carcinomas can facilitate 

tumorigenesis. Here we focused on researching the 

relationships between lncRNA expression and lymph node 

metastasis in para-cancerous tissues of OSCC. The workflow 

of this strategy is shown in Figure 2. 

 

Figure 2. Workflow for strategy 2 

• Step 1. Coefficient of variance (abbreviated to CV) 

was used to measure the specific patterns of 

expression variation across para-cancerous tissue 

samples for each lncRNA molecular. For 

dimensionality reduction, 75% quantile of the CV was 

used to select lncRNAs with great variation in 

expression level (abbreviated to GV_lncRNAs).  

• Step2. Number of lymph nodes was used to measure 

the metastasis. Para-cancerous samples from the 119 

OSCC patients were designated as subgroup-1 (lymph 

node: N0) (n=54) or subgroup-2 (lymph node: N1, 

N2, N3) (n=65), based on the number of lymph nodes 

(N stage, come from the TNM classification system) 

of the patients. This can be the categorical variable 

indicating the disease prognosis [25].  

• Step 3. Among the GV_lncRNAs, identify lncRNAs 

significantly differentiated between para-cancerous 

tissues of OSCC patients from subgroup-1 and 

subgroup-2 using ANOVA. Do survival analysis to 

define lncRNAs whose expression level in para-

cancerous tissue was associated with the survival time 

of patients were defined (Cox regression, p < 0.05). 

These could be potential biomarkers associated with 

disease prognosis. 

Results 

Combination of miRNA, lncRNA and mRNA Emerged to 

be Powerful Biomarkers for OSCC 

Followed with the method mentioned in Strategy_1, we defined 

RNA biomarkers constituted by 10 mRNA, 4 miRNAs and 7 

lncRNAs, which achieved high predicting performance (with 

20% misclassification error ) in our test dataset. 

Among the predicted RNA biomarkers, several have been 

reported to be oesophageal tumour-related items. For instance, 

DKK1 is the inhibitor of the canonical Wnt signaling pathway, 

and aberrant expression of this gene was implicated as a novel 

predictor of poor prognosis in OSCC [26]. WDR66 was 

reported to be a novel marker for risk stratification and involved 

in epithelial-mesenchymal transition of esophageal squamous 

cell carcinoma [27]. Besides, the miRNA biomarker 

microRNA-1290 and its target gene may play crucial roles in 

esophageal carcinogenesis and progression and oral squamous 

cell carcinoma [28]. 

Expression Level of lncRNA in Para-Cancerous Tissue 

might Reflect Tumorgenesis  

Firstly, variation of expression level for each lncRNA in tumor 

and para-cancerous tissues showed no significant difference, 

similar results were observed in those lncRNAs related to 

lymph node metastasis and survival (Figure 3). Therefore, we 
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further focused on those lncRNA molecules with great variation 

in expression level in para-cancerous tissues. 

 

Figure 3. Comparing the variation of expression level for each 

lncRNA in tumor and para-cancerous tissues. Red dot, 

lncRNAs whose expression level in normal tissue is associated 

with patients’ survival time and differentially expressed 

between the para-cancerous tissues of patients from 

subgroup-1 and subgroup-2; Green dot, lncRNAs whose 

expression level in para-cancerous tissues is associated with 

patients’ survival; Blue dot, lncRNAs who differentially 

expressed in normal tissue between patients from subgroup-1 

and subgroup-2. 

Among the lncRNAs with great variation in expression level, 

50 lncRNAs significantly differentially expressed between 

para-cancerous tissues of patients from subgroup-1 and 

subgroup-2, as well as 54 lncRNAs whose expression level in 

para-cancerous tissue associated with the survival time of 

patients were defined. Resulting in 7 overlapping lncRNAs 

(linc_XLOC_008811� linc_ENST00000501008.2� linc_ENS

T00000443445.1� linc_ENST00000504436.1� linc_NR_0293

92� linc_XLOC_001499� linc_ENST00000582654.1), these 

could be the potential biomarkers associated with disease 

prognosis. 

For the 50 lncRNAs differentially expressed in para-cancerous 

tissue of OSCC patients with different lymph nodes metastasis, 

we divided these molecules into different categories, based on 

the mean expression level in tumor and para-cancerous tissue. 

7 potential lncRNA biomarkers who highly expressed in para-

cancerous tissue of patients with lymph node metastasis were 

identified (Figure 4, Table 1). It is worth noting that the 

expression level of linc_ENST00000504436.1 is also 

correlated with the five-year survival rate of patients, indicating 

that this might be as a potential biomarker for the early 

diagnosis and prognosis prediction of the disease. 

Similarly, we compared the mean expression level of the 54 

lncRNAs associated with survival in tumor and para-cancerous 

tissues and divided these molecules into different categories 

based on the mean expression level in tumor and para-

cancerous tissue. (Figure 5). Expression level of 5 lncRNAs 

highly expressed in para-cancerous tissue are also associated 

with tumor prognosis, these molecules are worthy of further 

research for predicting tumor prognosis.  

 

 

 

 

Table 1. 7 lncRNAs highly expressed in para-cancerous tissue 

of patients with lymph node metastasis. 

lncRNA N0_

mean 

N1_N3

_mean 

diff_

mean 

CV

_N 

CV

_T 

diff_

CV 

linc_ENS

T000005

04436.1 

6.47 7.25 0.78 0.21 0.20 0.01 

linc_XL

OC_004

685 

4.28 4.96 0.68 0.25 0.19 0.06 

linc_ENS

T000004

12241.1 

4.58 5.09 0.51 0.22 0.21 0.01 

linc_ENS

T000004

47557.1 

4.22 4.72 0.50 0.26 0.24 0.01 

linc_ENS

T000004

22206.1 

3.79 4.25 0.46 0.30 0.27 0.03 

linc_XL

OC_013

446 

4.85 5.24 0.38 0.18 0.17 0.01 

linc_ENS

T000005

48124.1 

3.12 3.41 0.29 0.18 0.15 0.03 

 

Figure 4. Distribution of 50 lncRNAs based on mean 

expression level. CV(N>T) represents mean expression level 

in para-cancerous tissue was higher than in tumor, and vice 

versa. N(N1_N3>N0) represents mean expression level in 

para-cancerous tissue of patients designated as N1, N2 or N3 

was higher than in normal tissue of those patients designated 

as N0, and vice versa. 
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Figure 5. Distribution of 54 lncRNAs based on mean 

expression level. CV(N>T) represents mean expression level 

in para-cancerous tissue was higher than in tumor, and vice 

versa. T(HR>1) represents protective factor, and T(HR>1) 

represents a risk factor. Differential (N-T) means lncRNA 

differentially expressed between tumor and para-cancerous 

tissue, and NoDifferential (N-T) means it is not differentially 

expressed between tumor and para-cancerous. 

Discussion and Conclusions 

In this study, we proposed two potential strategies for 

identifying RNA biomarkers for OSCC. For the integrative 

analysis strategy, there might be a synergistic effect between 

mRNAs and non-coding RNAs in tumorigenesis. Generally, 

based on the extracted biomarkers composed by mRNA, 

miRNA and lncRNA, patients in test dataset can be classified 

into good-prognostic and poor-prognostic with low 

misclassification error. We further searched evidence from 

published literature and confirmed that several RNA 

biomarkers have been reported to be oesophageal related risk 

factors. Actually, selecting prognostic biomarkers from 

microarray expression profiles is a frequently-used approach, 

but always limited to dimension of input variables. The lasso 

approach for logistic regression can limit the number of 

effective signatures by a proper regularization penalty and 

extract a minimum number of significant features, and 

overcome overfitting issues. Application of the lasso approach 

showed significant power in extracting important prognostic 

biomarkers for OSCC from high dimensional data. 

Nevertheless, further biological effect, as well as the precise 

regulatory mechanisms between mRNAs and non-coding 

RNAs in the pathogenesis of oesophageal cancer are essential. 

Also, due to the sample size limitation, we adopted the cross-

validation rather than other independent datasets for 

penalty parameter optimization, to some extent, might also 

reduce the model accuracy.  

For another strategy, we systematically compared the 

expression profiles of lncRNA in tumor and adjacent normal 

tissues from patients with OSCC, to identify potential 

biomarkers for lymph node metastasis and prognosis 

prediction. Normal tissue samples are often employed as a 

control for understanding disease mechanisms, ignoring many 

of the information that may exist on their own. Actually, 

exposure to the same biological and physical environment, 

some genomics mutations occurring in adjacent tissues may 

also have a certain effect on the development of tumors. 

Generally, this method can generalized to the analysis of 

mRNA and miRNA expression profiles. However, the results 

of informatics research need to be further verified by 

experimental methods.  
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Abstract 

In the United States alone, approximately 6.2 million children 

have asthma. Managing the care of pediatric patients 

presenting in the emergency department with asthma requires 

clinicians to access multiple locations within the electronic 

health record. This wealth of information makes it vital to 

develop methods for sifting through the clutter to information 

that is relevant to the specific task to be completed. 

Unfortunately, current information displays have not been 

developed to maximize provider efficiency when integrating 

information across a number of disparate locations. Using 

proven data display theories, we aimed to create a consolidated 

acute pediatric asthma display to aid in the patient's care with 

the goal of improving the efficiency and consistency by which 

they are treated - ultimately reducing the length of stay, 

complications, and morbidity in these patients. 

Keywords:  

Data Display; Delivery of Health Care; Asthma 

Introduction 

The amount of information available to the clinician has in-

creased exponentially with the advent of more sophisticated 

technological tools. Prior to this technology era, the clinician 

had two sources of information for patient records: the patient’s 

paper chart and the patient. Now, the clinician has access to 

multiple sources with overwhelming information; the elec-

tronic health record (EHR) within their practice, health infor-

mation exchanges, emergency department (ED) records, and 

records from other clinicians in the patient’s care team, clinical 

guidelines, and the patient. This wealth of information makes it 

even more important to develop methods for sifting through the 

clutter to information that is relevant to the specific task to be 

completed at a point in time during care delivery. 

Background 

In the United States alone, approximately 6.2 million children 

have asthma [2].  Each year, acute asthma events result in 

600,000 visits to the ED [2]. In the ED, emergency medicine 

physicians (occasionally with pediatric specialty) and nurses 

are the primary health care providers for children presenting 

with acute asthma exacerbations. There are two major tasks in 

the treatment of these patients: 1) assess and diagnose the acute 

asthma event and; 2) determine and monitor asthma severity. 

In today's emergency room environment, the data needed to 

support these tasks are dispersed throughout many areas within 

the electronic medical record. Information regarding diagnostic 

imaging results are included in the imaging section, results on 

arterial blood gas levels would be found in laboratory notes, and 

additional testing such as spirometry results may be entered in 

a flow sheet. These multiple sources result in the need for 

extensive internal data representation and increased cognitive 

burden to identify trends in the patient's respiratory status and 

asthma history. For some patients, the declining trend may be 

represented slowly over days to critical levels if left improperly 

treated, while others may experience a rapid decline to 

complete respiratory failure within hours [2]. 

To further complicate this scenario, it is less common for 

providers in these departments to have proficiency in managing 

these severe conditions. In a study conducted by Bratton et al. 

[3] on the care provided to 13,552 pediatric critical care cases, 

the results showed a drastic variety in not only the prescribed 

medications and use of mechanical support, but also the 

inconsistency in testing and assessment. Sigsbee and Bernat [9] 

have reviewed potential outcomes ranging from fatigue and job 

unsatisfaction to increased rates of suicide and depression. 

Among the four factors in clinician burnout studied were the 

complexity and time consumption of maneuvering in the 

electronic health system [9]. For these reasons, the creation of 

a consolidated acute pediatric asthma display will aid in the care 

provided to these patients with the goal of improving the 

efficiency and consistency by which they are treated - 

ultimately reducing the length of stay, complications, and 

morbidity in these patients. 

Theoretical Frameworks and Methods  

Prior to the development of the new Asthma Visualization, 

current literature on pediatric asthma care in the ED was 

reviewed. Opportunities for improvement were identified and 

extracted for evaluation. Our findings suggest that inadequate 

assessment of patient visit information, history, results, and 

inaccurate evaluation of asthma severity were the overarching 

gaps in the current state of pediatric asthma care. 

To arrive at an impactful solution to improve and support care 

delivery to pediatric patients presenting with asthma in the ED, 

we performed a twofold evaluation specific to the identified 

gaps in asthma care: 1) the tasks associated with clinical care 

delivery for pediatric asthma patients in the ED and; 2) the tasks 

associated with the use of current clinical tools utilized in 

pediatric asthma care assessment (PACA) in the ED to 

determine severity. The evaluation process involved a review 

of the literature, user interviews, and an ethnographic analysis 

within the users work context.  

Care delivery tasks for pediatric asthma patients in the ED 

To adequately assess a pediatric patient presenting with asthma 

symptoms in the ED, the current literature suggests that four 

clinical tasks should be completed: 

 

Task 1 - A Chest X-Ray must be ordered to help rule out other 

respiratory problems like pneumothorax and pneumonia. 

Task 2 - An arterial blood gas (ABG) test is ordered to evaluate 
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the level of oxygen in the bloodstream 

Task 3 - Pulmonary function tests such as the spirometry and 

peak flow ratio are performed at regular intervals to monitor the 

patient’s airflow. 

Task 4 - Current allergies and medications and reviewed and 

reconciled. 

Tasks for the assessment of pediatric asthma in the ED 

Our research findings indicated that current tools used to review 

patient visit information, screening and diagnostic test results 

and other pertinent history information were not consolidated, 

but rather, were in multiple locations within the EHR, in differ-

ent EHRs, with some even still on paper. We identified the tasks 

and sub-tasks to be completed for adequate review of the ED 

visit information and accurate assessment of asthma severity 

(Table 1).  

Table 1 Five Tasks without PACA 

5 Tasks without PACA 

Task 1 - Review chest X-ray impression 

• Subtask 1 – Login to EHR (or source where located) 

• Subtask 2 – Find the desired patient

• Subtask 3 – Find X-Ray results for the desired date 

• Subtask 4 – Open X-Ray results 

o Subtask 1 – (If image desired) Login to PACs 

system 

o Subtask 2 – Find Patient 

o Subtask 3 – Find X-Ray image for the desired 

date 

o Subtask 4 – Click on image to view 

o Subtask 5 – Retain X-Ray results (cognitive 

task) 

Task 2 - Review arterial blood gas results 

• Subtask 1 – Login to EHR (or source where located) 

• Subtask 2 – Find the desired patient

• Subtask 3 – Find ABG results for the desired date 

• Subtask 4 – Open ABG results 

• Subtask 5 – Retain ABG results (cognitive task)  

Task 3 - Review pulmonary function test results 

• Subtask 1 – Login to EHR (or source where located) 

• Subtask 2 – Find the desired patient

• Subtask 3 – Find pulmonary function test results for the de-

sired date 

• Subtask 4 – Open pulmonary function test results 

• Subtask 5 – Retain pulmonary function test results (cognitive 

task) 

Task 4 - Review current medications, allergies, and other per-

tinent historical information 

• Subtask 1 – Login to EHR (or source where located) 

• Subtask 2 – Find the desired patient

• Subtask 3 – Find allergies and medications section 

• Subtask 4 – Retain allergies and current medications (cogni-

tive task) 

Task 5 - Indicate Asthma severity 

• Subtask 1 – Login to EHR 

• Subtask 2 – Find the desired patient

• Subtask 3 – Find the section in EHR to indicate asthma sever-

ity 

• Subtask 4 – Recall information about task 1 – 4 from multiple 

sources (cognitive task) 

• Subtask 5 – Indicate asthma severity

We hypothesized that a single display with pertinent recent in-

formation on the asthma patient, and a design process incorpo-

rating the theories of information display would enable ade-

quate assessment and directly impact the accuracy of asthma 

severity (Figure 1).  

 

 

Figure 1 Asthma Care Assessment Display Methodology 

To eliminate the inefficiencies associated with current EHRs, 

we focused on developing an information visualization that 

would eliminate the need for users to forage through the EHR 

to find relevant results. Instead, we sought to reduce the above 

list of tasks to just one (Table 2). 

Table 2 One Task with PACA 

1 Task with PACA 

Task 1 - Review Asthma Assessment Display 

• Subtask 1 – Login 

• Subtask 2 – Find the desired patient 

• Subtask 3 – Review X-Ray results for the desired date 

o Subtask 1 – (If image desired) click or hover over 

chest X-Ray section 

• Subtask 4 – Review Arterial Blood Gas (ABG) test results 

• Subtask 5 – Review pulmonary function tests results 

• Subtask 6 – Review current medications, allergies, and other 

pertinent historical information 

• Subtask 7 – Select from drop-down asthma severity 

The design would incorporate a combination of four theories of 

information display including, the theory of Relational Infor-

mation Display, the theory of External Representation, Nor-

man’s Seven Stages of Action, as well as elements from the 

Proximity Compatibility Principle. 

Relational Information Displays 

According to Zhang [12], Relational Information Displays 

(RID) represent relations between dimensions. The dimensions 

are the values to be represented in a display. There are two types 

of dimensions in a RID, the value to be represented, and how 

the value is represented. For instance, given a patient weight of 

150 pounds, the value to be represented is 150. How we choose 

to represent it could either be as a name or in relation to other 

values in order of magnitude. “In order for a RID to be accurate 

and efficient, its physical dimensions must represent the dimen-

sions of the original domain accurately and efficiently” 

[12].  Additionally, the potential tasks to be completed using 

the RID should be at the forefront of the design. 

External Representation 

The classical view of cognition was that all information pro-

cessing occurred within the mind and that the external environ-

ment (i.e., sight or sound) acted as mere inputs [13]. It wasn’t 

until recently that the cognitive science community began to 

recognize the interplay of both internal (in the mind) and exter-

nal (in the world) representations of a task [7]. A common ex-

ample used to describe this interactivity is the use of multipli-

cation aids. Mental multiplication by itself is not a difficult 

concept, however, as the numbers grow larger, the partial 

results of the calculation must be stored in the mind, which 

tends to exceed the limits of a person’s memory. An external 

structure, writing the partial results on paper, is used to allow a 
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person to store this information externally, thus extending their 

working memory [4]. Other forms of external representations 

include images, sounds, or even the physical constraints of an 

object (i.e., being unable to move an object in some desired 

fashion).  

Norman’s Seven Stages of Action 

This feeling of direct interaction can be broken down into two 

phases and seven stages according to Norman’s model of the 

Seven Stages of Action [8]. The first phase is composed of 

stages that comprise the execution of a task, and the second 

phase addressing the stages that enable evaluation of the task 

[8]. The complexity of turning a goal into a path of execution is 

referred to as the “gulf of execution”, where the ability to eval-

uate the effectiveness of the result is considered the “gulf of 

evaluation” [6]. Well-designed direct interaction interfaces will 

attempt to reduce the ‘distance’ of each gulf by aligning the in-

terface to the way the user would describe a task (semantic dis-

tance), and ensuring the forms or images used are accurate to 

represent the task (articulatory distance) [6]. Reducing these 

gulfs will support rapid user adoption and efficiency, but rigid-

ness of design may limit users’ ability to imagine new ways to 

evaluate the data [6]. 

Proximity Compatibility Principle (PCP) 

Wickens and Carswell [11] describe PCP as a guideline to use 

in determining where a display should be located, given its re-

latedness to other displays. As task complexity increased, it was 

shown that for integrative tasks, the dimension of the represen-

tation should also increase. These results suggest that by apply-

ing PCP to data displays, designers can optimize the integration 

or correlation of displayed information and maximize parallel 

processing, while also allowing specific elements to be 

extracted through focused attention. Previous research has con-

cluded that there exists a link between task proximity (i.e., how 

closely related are individual tasks) and display proximity (i.e., 

how closely related are the object representations) [11], and dis-

plays that adhere to this theory are associated with more effi-

cient and effective information retrieval. 

Results 

Our Pediatric Asthma Care Assessment visualization contains 

access to all pertinent information needed to allow the clinician 

to assess the asthma severity level of a child presenting in the 

ED with respiratory distress. Our screen design format 

emphasizes overview-first followed by a click and expand 

capability when more detail is desired. We employed the use of 

spatial proximity, enclosure, and colors to separate and group 

items of similarity.  The two main tasks to achieve the 

clinician’s goal were identified, and our screen design aimed to 

provide the user's ease in executing and evaluating these tasks. 

We maximized external display to limit cognitive burden and 

ensure the categories are appropriately represented in a 

relational information display to avoid over or under-

representation of data. There are four sections to the PACA 

display (Figure 2). 

Section 1 The area along the top quarter of the screen contains 

the patient and care team detail. This section is where one 

would find patient detail such as gender, age, and name. The 

right portion notes all of the participating care team members. 

In the middle of section 1 is an initial asthma severity drop 

down to allow the ED clinician to review the initial severity 

level assigned (Figure 4).  

Section 2 This area is outlined in yellow to draw attention to 

the dimensions required to assess and diagnose the acute 

asthma event.  The dimensions accessed in this section are 

reported triggers, allergies, and medications. Also visible are 

lab results such as chest X-rays, lung function graphs, and ABG 

findings. Hovering over the chest x-ray description brings up 

the actual patient images for review (Figure 3). Color is used to 

represent the lung function test results. Color is also used to 

differentiate between normal, caution, and medical alert to 

speed up information processing.  

Figure 2 Asthma Care Assessment Display
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Section 3 This area will show buttons to expand on further 

patient information if required by the clinician. Patient 

information like past surgical history, appointment history, 

other test results, and past medication is accessible from this 

section. Our design chooses to represent non-essential data as a 

button for selecting when desired, rather than cluttering up the 

screen with extraneous data. The screen is not busy and allows 

the clinician memory and attention to be uncluttered and 

focused.  

Section 4 This area is outlined in blue to draw attention to the 

dimensions required to determine and monitor asthma severity. 

The care timeline shows events such as admit/discharge times, 

lung function readings, timestamps for each test and when each 

drug is administered. The section allows the clinician to easily 

review the care given to the child from ED admission to 

discharge. All pertinent events for a pediatric ED visit are 

visible in the line graph.  

Discussion 

The PACA visualization was developed to reduce the cognitive 

load on clinicians caring for pediatric patients in the ED. 

Relevant data that is often located on a number of separate 

screens in the EHR was represented on a single. Additionally, 

each data dimension was matched with an appropriate 

representing dimension to maximize the external representation 

within the display. For example, the lung function test, which 

was represented only in tabular format is now also represented 

graphically. To accomplish this, multiple information 

visualization principles and theories were referenced. Zhang 

and Walji [14] provided the TURF framework that informed the 

initial analysis of the user’s work domain. The theory of 

relational information displays and the theory of external 

representation provided guidance on mapping the represented 

and representing dimensions for our given distributed task. The 

proximity compatibility principle focused our efforts on 

grouping related objects of interest to reduce the cognitive cost 

of clinicians integrating information internally.  

Our work aligns with other literature on the use of efficient data 

displays to reduce cognitive load. Teets, Tegarden, and Russell 

[10] demonstrated that when the PCP was combined with the 

theory of cognitive fit, there was increased efficiency in 

information integration during simulated tests within a set of 

manufacturing facilities. Marino and Mahan (2005) showed 

that configural displays could increase the speed at which 

consumers were able to process the relationship between 

nutrients on a food label. Alonso, Rose, and Plaisant [1] found 

much faster response times related to a graphical information 

display in comparison to tabular format for personal history 

information. Unfortunately, only a few studies have attempted 

to analyze the impact of data display within healthcare. Even 

fewer have deployed the displays within a live clinical setting 

such as the ED. Furthermore, while EHRs have been around for 

some decades, common data display methods have been 

habitually ignored. As far back as 30 years ago, a physician 

named Larry Weed introduced the problem-oriented medical 

record, but clinicians are still forced to search across multiple 

screens to find all of the information they require. 

Data display continues to be an essential component within 

healthcare to realize the full potential of information 

technology. Healthcare is an incredibly complex sociotechnical 

environment, which creates the opportunity for workarounds or 

mistakes that can lead to serious adverse events. The tragic 

story of Genesis Burkett is one example of such an event, where 

the patient died after a pharmacy technician entered incorrect 

information onto a screen [5]. As a result, an automated system 

prepared an IV solution that was more than 60 times the amount 

ordered by the physician [5]. This story highlights the profound 

impact health data displays can have on patient safety. While 

the PACA visualization adheres to proven theories and methods 

in the design of data displays and usability, further research is 

needed to ensure the application is used as intended when 

implemented within a live production EHR. 

Figure 3 Asthma Care Assessment Display with Imaging View
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Limitations and future work 

Although our design is based upon proven framework and the-

ories, we would prefer there be a more formalized expert do-

main review of tasks to ensure a solid understanding by the de-

velopers. This screen would need to be utilized as part of a clin-

ical workflow of an actual ED to prove the efficiency of the 

tasks to complete the goal.  

Conclusion 

The increased demand on clinician has produced a critical prob-

lem with clinician burnout. Through the application of the vis-

ualization frameworks and design principles, the PACA visual-

ization is expected to reduce the cognitive load and burden on 

the clinician. While the user may benefit and reduce the effects 

of clinician burnout, the resulting display most importantly al-

lows for the informed, efficient, and consistent treatment of pe-

diatric patients experiencing an acute asthma event. 
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Abstract 

Immunization information systems and registries are essential 

for vaccine programs to succeed. Personal Health Record 

should improve decision making of healthcare providers and 

consumer outcomes. This article aims to describe the software 

development of an immunization module using a user-centered 

design, starting from the analysis of potential users' needs. The 

design was made through cycles of iterations, adjustments were 

made validating real scenarios and taking into account the user 

needs. The main features identified through interviews were: 

vaccination schedule, further information on vaccines’ 

usefulness, notification, downloadable patient vaccination 

status and other vaccines outside the official calendar. The final 

scope is to create a simple, efficient and safe platform for 

patient immunization management. 

 

Keywords:  

Personal Health Record, Vaccines, Software Design   

Introduction 

Personal Health Records (PHR) can be defined as "an 

electronic application through which individuals can access, 

manage and share their health information, and that of others 

for whom they are authorized, in a private, secure, and 

confidential environment" [1]. In this way, patients and their 

families can interact with health care systems, becoming 

involved in the medical decision-making process and thus 

achieve empowerment [2,3]. 

PHRs should improve the decision making of caregivers and 

patient outcomes. However, despite the promise of better 

health care through patient-centered information 

empowerment, little progress has been made in terms of 

immunization information systems.  

On the other hand, smartphones have demonstrated the ability 

to improve immunization practices, and the use of reminder 

text messages increases vaccination coverage in both, 

pediatric and adult populations [4–6]. Furthermore, a group of 

experts in Canada has developed a free smartphone app that 

currently functions as a digital tool for people to monitor their 

own and their families' vaccines. This app allows to access 

vaccination information and see outbreaks of preventable 

diseases with vaccines close to the user area [7]. 

Immunization information systems and their registries are 

critical to the success of immunization programs [8]. The PHR 

establishes a digital connection between patients and health 

information systems. This is an opportunity to develop new 

services and collect new information by patients themselves or 

their relatives connected into their own clinical records. 

Access to vaccination records through health information 

technology presents an opportunity to empower patients easily 

with their own health information. Accurate immunization 

status has a greater value for patients, vaccine providers, 

public health officials and industry [9]. 

It is essential to record all vaccines administered to children. 

For some providers have an "unregistered vaccine is 

equivalent to non administered vaccine" and, overall, there are 

safe and centralized computer systems that could allows 

knowing the immunization status at any time and everywhere. 

[10]. 

Currently, caregivers continue to use paper vaccination notes 

to provide families with essential information about the 

immunization status of their children. There are many 

emerging challenges for the adoption of new systems, which 

include: the frequently release of new vaccines to the market, 

and the consequent changes in the official vaccination 

calendar, new recommendations, multiple brand products, the 

use of multiple immunization providers, under registration, 

and / or administrations in several locations (included in the 

intrahospital network, or not) [11]. 

We propose, through the use of a new information technology 

development, to overcome these challenges, to explore the 

needs and barriers of the users, with the scope of designing a 

user-centered interface for the management of immunizations 

and evaluating the effectiveness and user satisfaction. 

Methods 

Setting 

The Hospital Italiano de Buenos Aires (HIBA) is a non-profit 

organization with 165 years of history in Argentina. Its 

healthcare network includes a university hospital of high 

complexity that covers health care from outpatient, inpatients, 

emergencies, critical care, home care, chronic care and medical 

and surgical specialties. It has its own medical insurance service 

(Health Insurance Plan), with more than 160,000 patients 

enrolled, and provides health services to 1,500,000 people with 

other health insurances. Annually, more than 45,000 patients are 

admitted to their hospitals, and 45,000 surgical procedures and 

3,000,000 outpatient visits are made. 

Since 1998, the HIBA has his own health information system 

(in-house) that includes the management of clinical and 

administrative information. Its Electronic Health Record (EHR) 

is an integrated, modular, problem-oriented and patient-centered 

system, used in the different clinical scenarios (ambulatory, 

hospitalization, emergency center and home care) [12,13]. 

As part of the information system, an integrated PHR called 

POPES is available to all outpatients since 2007. The PHR 

allows patients receiving medical care in the hospital network to 

access, verify clinical and administrative information and 

interact with the health system. Among the main functions, the 

PHR allows users to update their personal information, share 
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information, manage schedule appointments, view orders 

results, have a messaging service with the general practitioner, 

check, order and buy medication prescribed, and the possibility 

to consult with the health team by Telemedicine tools, among 

others. At present, POPES has approximately 400 thousand 

registered users, of which 15.000 are under the age of 18 years 

old [14]. 

The project was carried out in the Health Informatic Department 

of our center, a university hospital of high complexity in 

Argentina. 

 

Design 

This article uses a mixed methodology that assesses and 

describes the user centered development of a module to manage 

the immunization of the patient. The development was divided 

into 2 stages, the situational diagnosis and the prototype 

development.  

 

Stage 1:  Situational diagnosis 

The first stage consisted of a qualitative analysis through 

individual interviews with adult patients with at least one child 

in charge, in order to explore the user needs. 

For the selection of the sample, a list of the patients who 

fulfilled the following inclusion criteria was requested:  

• Argentine nationality, 

• current users of the institutional PHR,  

• adult over 18 years, with at least one child (under 18 

years old)  in charge,  

• the patient should have an ambulatory appointment 

programmed in the hospital during the month that the 

interviews were planned. 

 

A convenience sampling was conducted, establishing contact 

via email and to offer an interview before or after the assigned 

appointment. 

 Oral informed consent was given before the interviews, which 

lasted between 30 and 45 minutes, were audio recorded for 

further analysis, and the data was kept anonymous. 

The analysis process was carried out simultaneously with the 

information recollection process, through the codification and 

categorization of the information, based on a comparison 

process. The categories were built taking into account both, the 

central questions of the research team and the findings emerged 

from the interviews [8]. 

 

Stage 2:  Prototype development 

This stage was divided into two phases, the prototype design 

and 5 rounds of usability testing, in order to achieve an efficient 

design, with a lower error rate and greater value for the user. 

 

Phase 1, prototype design: A new vaccine module was built for 

the PHR. This module was determined by a list of vaccines 

segmented by periods of vaccination (newborn, 2 months, 3 

months, etc.) similar to the vaccination calendars on paper. 

Each segment contained the type of vaccine for that age, 

administration status, number of doses required, previous 

vaccine received and date of administration, information related 

to the vaccine and administration data. 

The user possible actions were located in the top of the screen 

(registration, request, reminders settings and download 

immunization status). The prototype was completed with a link 

to the current official vaccination calendar and a series of filters 

for viewing the vaccine status. For the registration interface 

(new vaccination), the following fields were included: the 

corresponding age of vaccination, date of administration, 

institution, vaccine or brand name, batch and voucher. In the 

"prescribe vaccines form”, it was enough to select the ages on 

the calendar (for example, those corresponding to 2 months of 

age) to be prescribed electronically by the health professional. 

For the functionality "download vaccination status", we chose 

to create a PDF with patient identification data and a description 

of the vaccines administered and validated by the attending 

physician. Finally, for the "notification settings" interface, it 

was decided to replicate what already exists in the PHR, where 

the patient selects by which way they are used to be notified 

(SMS, email or through the PHR). 

All the prototypes were designed in Illustrator (Ai) and 

Balsamic, 5 iterations were needed to achieve the final version. 

Phase 2, usability test: Consists in the interviews with the 

patient, showing the developed prototype to 5 users of the PHR 

(who meet previously mentioned inclusion criteria), to detect 

usability problems. 

 The test is an exercise of practice of use. The participant must 

read aloud the tasks and try to solve them. At the same time, 

they are requested, as the test goes forward, to express what 

happens, their interpretation and thoughts. The interviews 

include 3 participants: the user, the facilitator (who moderates) 

and the observer (who observe and records on paper). Finally, at 

the end of the test, a System Usability Scale (SUS) 

questionnaire was conducted to evaluate satisfaction of use. 

This entire exercise is recorded with MORAE, with prior 

informed consent. 

Five iterative testing cycles were made, modifying the usability 

problems detected until reaching a final proposal. Each round of 

testing was carried out with five different users. In the 

validation of the prototypes, for each of them, the metrics 

related to the measurement of effectiveness (percentage of tasks 

performed correctly), and satisfaction of use (SUS) were 

established. 

Results 

About the user perceptions of vaccine registry, we detected 

through the interviews the following main user needs: 

 

• digitization of vaccination calendar,  

• notification system,  

• downloading updated vaccination status,  

• complementary information about the usefulness of 

vaccines (mandatory vaccines and extra official 

calendar).  

The Italian Hospital, where the dispensation of vaccines is 

determined by the medical prescriptions, make as decided to 

include a functionality to "Request Vaccine Prescription". 

This functionality already exists for other prescriptions, (e.g. 

medications) and allows the users to order a delivery at home 

of vaccine prescribed.  

 

First iteration: 

Although 100% complete correctly the registration form (Fig. 

2), the users had difficulties to find the main actions due to the 

amount of elements on the screen. The difficulty was bigger at  
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Fig. 1 - Personal Health Record, vaccine module view 

 

displaying the results, then they try to look for a vaccine, they 

could not recognize which was the correct option because, 

according to them, the vaccines were similar. (Fig. 1) Another 

limitation was the expected feedback from the system, this was 

not accurate or clear in its content. Regarding the Request 

Vaccine Prescription (fig 3) 60% of users completed the task, 

although they did not understand why they should request 

vaccines that are free and obligatory. To obtain the vaccination 

status, 20% of users find it hard to find the option since the 

chosen term was not clear. As for satisfaction, the SUS value 

was 85. 

 

 

Fig. 2 - Registration form view. To add an administered 

vaccine.  

 

Fig. 3 - Request vaccine prescription view.  

 

Fig 4 - Vaccination status view. 

Second iteration:  

The states of the vaccines are clear, but excessively 

overloaded, making it difficult to recognize the main actions. 

The lack of understanding of search field results, the status 

after a new registration and request a vaccine prescription 

persisted despite the update.  

 

Despite the problems described, 100% of people completed 

the registration and it was easy after the first record. Only 60% 

request vaccine prescriptions for the next month. As for the 

vaccination status, only 20% managed to complete the task, 

since the name of the button (print state of vaccines) was not 

clear. Regarding the satisfaction of use, it dropped 1 point in 

relation to the first iteration, 84. 

 

Third iteration: 

A status and age filter was incorporated, to display the 

vaccines according to the patient calendar, which was 

accepted by users.  

The lack of clarity in the search field results is maintained  

with the new update. The new changes brought a reduction  

in the registration form, 80% completed the task. The  

request task is maintained at 60% and the vaccine status 

improves to 60% with the new name (voucher download). 
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The satisfaction of use had a value of 83, one point less than 

iteration two. 

Fourth  iteration: 

In this stage, we locate the actions "register" and "request" in 

each row of the list. Although 100% of the users managed to 

complete the registration, the time to understand the screen 

and perform the task was higher. 

In the registration form, a new visualization of results was 

proposed, where a brief definition is attached to each vaccine, 

either generic or brand name, in order to improve 

understanding.  

The rate of request a vaccine was 60%, maintained as well as 

the voucher download. The SUS scored 87 points. 

 

Fifth  iteration: 

After 4 iterations, we decided to analyze the functionalities 

that were understandable and easy to use, and those that were 

not (Fig 5-7). 

Registration: the minimum fields should be the name of the 

vaccine, the number of doses, date of administration and the 

voucher. 

Request: it was decided not to continue with this functionality 

since it was not a user need, understood as an action of the 

health personnel.  

List of vaccines: the biggest problem founded was the 

overloaded information, the user spends a lot of time 

identifying each element. We decided to simplify the 

interface, where we eliminated the list of mandatory vaccines 

to replace it with a button for the registration form. On the 

right side, a timeline of the current calendar is available as a 

reminder. 

The actions were limited to two: register and download 

voucher. The 100% of users completed the task of registration 

and download the voucher, in both cases there were no 

problems. The SUS value was 84 points. 

Table 1 - Effectiveness of each iteration.  

Task 

Test 1 

Correct 

% 

Test 2 

Correct 

% 

Test 3 

Correct % 

Test 4 

Correct % 

Test 5 

Correct %

Find who 

indicated BCG 

Not 

tested 
100 80 100 100 

Find the 1st.  

dose of rotavirus  

Not 

tested 
60 80 100 60 

Register 

pentavalent  
100 100 80 80 100 

Register 

Hepatitis B  
100 100 100 100 100 

Register 

Pneumoc. 
100 100 100 100 100 

Register 

Rotavirus 
100 100 100 100 100 

Register yellow 

fever 

Not 

tested 
Not tested 0 20% 

Task not 

understand

able 

Request 3rd. 

month vaccines  

80 60 60 60% 
Task 

removed 

Vaccination 

status / voucher 
80 20 60 80% 100 

 

 

Fig. 5 - Personal Health Record, final vaccine module view. 

 

Fig. 6 - Final registration form view. To add an administered 

vaccine. 

 

Fig. 7 - Final vaccination status view (PDF).  

Discussion 

The main strength of this work is that the potential user needs 

were analyzed at the beginning, and the user was incorporated 

in all the process of design, which allowed to generate a tool 

based on user-centered design. Through the iterations, 

adjustments were made, validating the real scenarios of 

patients and taking into account their needs. The ultimate goal 

was to generate a simple and secure platform, being effective 

and efficient. The SUS value always remained bigger than 

80.2, meaning that users love the application, and even 

recommend the use of it to a partner. 

Electronic vaccines management represents an optimal tool to 

monitor the quality and safety of patient care, through the 

ability to allow real-time management by patients. In the 

pediatric population, this challenge becomes even more 

complex, taking into account the number of vaccines included 

in the official calendar, the responsibility centralized in the 

adult in charge and the preventive relevance of immunization 

in this particular population. 

The final version represents an efficient design with great 

value for the user, adjusted to their needs. Have the potential 
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to improve communication between health professionals and 

patients.  

Among other features, more information on vaccines was 

incorporated, which will improve registry and accessibility of 

patient information. 

In the case of yellow fever vaccine, rather than been an error, 

usability test could not be performed, since being an optional 

vaccine (not in the official vaccination calendar), it is recorded 

in a section of the paper vaccination registry where users do 

not usually read. Also, because it was a test, we could not 

interfere and induce the user to register that specific vaccine. 

We believe that the use of this new technological development 

will be able to overcome challenges, the complexity of 

registries and administration of immunizations. It is currently 

in development. It is planned to carry out a test with a beta 

version in order to obtain a baseline (starting point), for future 

measurements and also, based on this experience, we plan to 

incorporate the adult population.  

Conclusions 

A tool based on user-centered design was generated, starting 

from the analysis of potential users needs. Through the 

iterations, adjustments were made to validate the actual 

conditions of the vaccination process, the real scenarios of the 

users, was taken into account. A simple and safe, efficient and 

satisfactory platform was designed. 
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Abstract 

In 2018, the Saudi Commission for Health Specialties (SCFHS) 

created a national working group composed of key health 

informatics (HI) professionals, researchers and educators tasked 

with the development of a draft competency framework for Saudi 

HI professionals. Over an eight-month period, the research 

group collected data obtained from literature sources (both 

academic and grey), international competency standards, 

participant surveys, focus groups, and expert panel reviews. 

Through multiple rounds of discussions and graphic 

visualisation of the information collected using Microsoft 

PowerPoint and flip charts, the data were summarised and a 

visual representation of the proposed SHICF was developed. The 

result of this effort was the development of the first Saudi Health 

Informatics Competency Framework (SHICF). This paper 

provides a comparative assessment between the Saudi HI 

competency framework development and that of other 

internationally recognised HI competency development 

frameworks. Challenges related to the development of the SHICF 

are also discussed.  

Keywords:  

Health Informatics, Professional Competency, Saudi 

Certification. 

Introduction 

Obtaining formal recognition for Health Informatics (HI) as a 

licensed and credentialed profession was the aim of many leading 

HI professional organisations such as Canada's Health 

Informatics Association and HISA (Health Informatics Society 

of Australia). Projects were carried out to identify the core HI 

domains and competencies that would describe the performance 

and set pathways of a health informatics professional. Due to the 

evolving and multidisciplinary nature of health informatics, it has 

been a challenge for HI professional organisations to define the 

competencies and core domains of HI in a manner that would 

satisfy the variety of stakeholders practicing the HI profession. 

Nonetheless, this has not stopped HI professional organisations 

from trying to develop core domains and competencies to define 

the HI field.  

In March 2018, the Saudi Commission for Health Specialties 

(SCFHS) invited key health informatics educators and 

researchers to participate in a national working group which, over 

an eight-month period produced the first competency framework 

for Health Informatics professionals in Saudi Arabia. The 

purpose of this paper is to compare the competency development 

project that was carried out in Saudi Arabia with similar projects 

in five internationally recognised HI professional organisations 

and identify the challenges that the Saudi national competency 

working group faced in the development of SHICF. We 

anticipate that our work will provide insights for future countries 

and/or regions when conducting similar work.  

Methods 

As part of the Saudi HI competency framework development 

project, the working  group searched the literature and identified 

five primary organisations that previously created HI 

competency frameworks from Europe, North America and 

Australia: Digital Health Canada, formerly known as COACH 

[1], The International Medical Informatics Association (IMIA) 

[2], EU-US eHealth Collaboration Initiative [3], the Certified 

Health Informatician Australasia (CHIA) [4], American Medical 

Informatics Association (AMIA) and CAHIIM [5]. The HI 

competency frameworks for each country were reviewed and 

studied through a comparative analysis between the work the 

different organisations conducted in the creation of their own HI 

competency framework. An online discussion also took place 

between the key research members involved in this study 

between October 1 and November 15, 2018 to identify the 

challenges and issues relating to the development of the Saudi HI 

competency and domain-based framework. Comparisons 

relating to project’s objectives, approaches of competency 

development, key outputs (framework), and framework 

applications were conducted between the different HI 

competency and domain-based HI professional frameworks. 

Figure 1 summarises the methodology followed. 

Figure 1– Methodology Followed in Developing the Saudi 

Health Informatics Competency Framework (SHICF). 
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Table 1 – Summary of the Comparative Analysis of Competencies Development Projects of Five Leading Organisations in HI with the 

Saudi Project 

Country Canada Switzerland Europe Australia USA Saudi Arabia

Body/ 

organisation/ 

initiative 

description 

Digital Health 

Canada, 

formerly 

known as 

COACH: 

Canada’s Health 

Informatics 

Association is 

the organisation 

focused on 

advancing 

health 

informatics (HI) 

practices and 

professionalism 

in Canada. 

  

The International 

Medical 

Informatics 

Association 

(IMIA) is an 

independent 

organisation 

established under 

Swiss law in 1989. 

IMIA plays a 

major global role 

in the application 

of information 

science and 

technology in the 

fields of healthcare 

and research in 

medical, and 

health informatics. 

EU-US eHealth 

Collaboration 

Initiative 

(Workforce 

Development 

Group): 

Memorandum of 

Understanding 

(MoU) was signed 

between the 

European Union 

and the United 

States (The Office 

of the National 

Coordinator for 

Health Information 

Technology 

(ONC). 

Two work groups 

were launched: 

1. Interoperability. 

2. Workforce 

Development.

CHIA 

(Certified 

Health 

Informatician 

Australasia): It 

was launched by 

the Health 

Informatics 

Society of 

Australia 

(HISA), the 

Australasian 

College of 

Health 

Informatics 

(ACHI), and the 

Health 

Information 

Management 

Association of 

Australia 

(HIMAA). 

Health 

Informatics 

Accreditation 

Council 

(HIAC): AMIA 

joined the 

CAHIIM and 

established 

HIAC. It was 

charged with 

revising the 

existing 

CAHIIM 

Curriculum 

Requirements 

document and 

the 

“Accreditation 

Standards for 

Masters' Degree 

Programs in 

Health 

Informatics”. 

Saudi 

Commission 

for Health 

Specialties 

(SCFHS): 

National 

Health 

Informatics 

Competency 

Working 

Group was 

established as 

part of the 

Saudi 

National 

Health 

Informatics 

Advisory 

Committee. 

  

  

  

Project’s 

foundation 

year 

2007 2010 2010 2013 2015 2018 

Project’s main 

objective/s 

To set out a 

common core or 

shared set of 

skills, 

knowledge, 

attitudes, and 

capabilities 

necessary to 

effectively 

perform as a 

Health 

Informatics 

Professional. 

To provide a 

framework for 

individual 

curriculum 

development in the 

field of biomedical 

and health 

informatics 

(BMHI). 

To define 

standards, develop 

competencies and 

produce useful 

tools that support 

this work. 

To develop a 

new 

competency 

framework 

based on the 

existing 

frameworks but 

with a focus on 

the Australian 

healthcare 

system. 

To build 

CAHIIM 

Accreditation 

Standards �� 

reflect the 

emergent 

knowledge, 

skills, and 

attitudes 

reflecting the 

foundational 

domains set 

forth in the 

AMIA White 

Paper of 2012. 

To develop a 

new 

competency 

framework but 

with a focus 

on the Saudi 

healthcare 

system. 

Approach for 

competency 

development 

- LR (Journal 

articles, 

textbooks and 

the Internet 

were reviewed). 

- Existing 

provincial, 

territorial, 

national and 

international 

competency 

frameworks 

pertaining to HI 

were reviewed. 

- Workshops 

were carried out 

to revise list of 

competencies 

obtained from 

LR. Participants 

were leaders in 

the field, 

- Establishing a 

Working Group on 

Health and 

Medical 

Informatics 

Education 

- Reviewing the 

publications by 

organisations on 

the development 

of competencies 

- Revising the 

existing 

international 

recommendations 

in health 

informatics 

/medical 

informatics 

education. 

Members met 

every week for 20 

months: 

1. Narrowing down 

the focus to one 

setting where roles 

could be mapped to 

and evaluated 

against Health IT 

competencies 

2. Collating and 

mapping over 250 

job roles and 

careers in the 

Acute Care setting 

in the EU and US 

3. LR (Gathering 

competencies from 

15+ organisations 

from both the EU 

and US) 

Three 

organisations 

(AMIA, IMIA, 

COACH) were 

reviewed. Any 

repetitions, 

overlaps, and 

redundancies 

were removed, 

and the new 

competencies 

were 

restructured, 

ultimately 

producing the 

final 

competency 

framework. 

  

Through an 

iterative process 

of review and 

revision by the 

AMIA 

Accreditation 

Committee 

(AAC) of 

organisations, 

papers, and 

recommendatio 

ns pertaining HI. 

- LR 

(published and 

grey literature 

were 

reviewed). 

- Existing 

international 

competency 

frameworks 

pertaining to 

HI were 

reviewed. 

- Seventeen 

expert panel 

meetings 

- Online 

survey 

followed by a 

focus group 

(workshop) 

were carried 

out to revise 
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representative of 

the HI 

profession from 

across Canada. 

  

4. Organising, 

levelling and 

categorising the 

competencies. 

5. Reviewing and 

reworking the 

competencies. 

list of 

competencies 

obtained from 

LR. 

Participants 

were leaders 

in the field, 

representative 

of the HI 

profession 

from across 

Saudi.

Key Output Health 

Informatics 

Professional 

Core 

Competencies 

Framework 

(version 3.0), 

released 2012. It 

includes  

- 3 domains,  

- 7 areas of 

competencies, 

and  

- 51 

competencies. 

A three-

dimensional 

framework:  

- 1) professionals 

in healthcare,  

- 2) type of 

specialisation in 

BMHI, and  

- 3) stage of career 

progression. 

HitComp tool 

(http://hitcomp.org

), released 2015.  

It includes  

- 5 domains, 

- 33 areas of skills, 

and  

- 1000 

competencies. 

CHIA Health 

Informatics 

Competencies 

Framework 

(edition 1), 

released 2013. It 

includes 6 

domains and 52 

competencies 

Health 

Informatics 

Competencies 

Framework, 

released 2016. it 

includes 10 

domains and 22 

competencies. 

  

Saudi Health 

Informatics 

Competencies 

Framework 

(version 1.0), 

released 2018. 

It includes 6 

domains, 22 

subdomains or 

areas of 

competencies, 

and 92 

competencies. 

Visual 

illustration of 

competencies? 

Yes No No Yes Yes Yes 

Framework 

Applications 

- Establishing 

Professional 

certification 

based on the 

core HI 

competencies 

required in the 

Canadian health 

system. 

- Establishing a 

Career Matrix 

and the Role 

Profiles. 

- Setting the 

minimum 

requirements in 

terms of skills, 

knowledge, 

understanding 

and capabilities 

that will enable 

a candidate to 

perform in a 

professional 

environment. 

- Defining more 

clearly the body 

of knowledge 

underpinning 

this discipline. 

Accreditation of 

BMHI educational 

programs. 

Curricula 

guidelines for 

academic 

institutions that 

define minimum-

level competencies 

required for each 

level and 

knowledge/skill 

domain. 

Recommendations 

for Bachelor, 

Master and 

Doctoral Programs 

in Biomedical and 

Health Informatics 

In future, IMIA 

will also develop 

teaching 

credentialing 

criteria to serve as 

a guide for 

teachers wishing 

to participate in 

BMHI education. 

- Hiring Manager – 

needs all 

candidates to have 

eHealth skills  

- Technology 

College – 

developing new 

eHealth certificate 

program in 

management, 

quality and 

improved 

outcomes 

- ICT/IT Specialist 

– wants to 

transition to 

eHealth  

 

- Providing the 

context in which 

the questions for 

the exam have 

been developed. 

- Setting 

guidelines for 

recruiting 

purposes, 

definitions of 

career pathways, 

or the design of 

educational and 

training 

activities. 

- Setting the 

minimum 

requirements in 

terms of skills, 

knowledge, 

understandings 

and capabilities 

that will enable 

a candidate to 

perform in a 

professional 

environment. 

- Defining more 

clearly the body 

of knowledge 

underpinning 

this discipline.

- Curriculum 

development 

- Accreditation 

quality 

assessment for 

graduate 

(Master's level) 

education in 

applied health 

informatics. 

- Setting the 

minimum 

requirements in 

terms of skills, 

knowledge, 

understandings 

and capabilities 

that will enable 

a candidate to 

perform in a 

professional 

environment. 

- Defining more 

clearly the body 

of knowledge 

underpinning 

this discipline. 

- Establishing 

a professional 

credential 

certification 

based on the 

core HI 

competencies 

required in the 

Saudi 

healthcare 

system. 

- Setting the 

minimum 

requirements 

in terms of 

skills, 

knowledge, 

understanding 

and 

capabilities 

that will 

enable a 

candidate to 

perform in a 

professional 

environment. 

- Defining 

more clearly 

the body of 

knowledge 

underpinning 

this discipline.
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Results 

Table 1 presents a high-level summary of the competency 

development projects in Europe, Canada, Australia, United 

States and Saudi Arabia. The following sub-sections provide a 

summary of the body/organisation initiative, foundation year of 

the project, the project’s main objectives, approach for 

competency development, key outputs, and visual illustrations of 

the competency framework. It also illustrates challenges and 

issues relating to the development of the Saudi HI competency 

framework. 

Foundation Year of the Projects 

When compared to other countries, Saudi Arabia is the latest 

country to join in developing a HI competency framework for HI 

professionals. Canada was the first to begin this task in 2007, 

followed by Europe in 2010, Australia in 2013, and the United 

States in 2015. Saudi Arabia’s delay in the development of a HI 

competency framework can be attributed to the novelty of HI 

education within the country, undefined roles of HI professionals 

working within the Kingdom, and recognition of HI as a health 

profession vs a computing science profession.  

Project’s Main Objectives  

Digital Health Canada and CHIA aimed to develop new 

competency frameworks that set out a core list of knowledge and 

capabilities necessary to effectively perform as a HI professional. 

IMIA and HIAC however built accreditation standards and 

guidelines for curriculum development that reflect the key 

knowledge and skills in HI as a discipline. On the other hand, 

EU-US eHealth Collaboration Initiative established Workforce 

Development that aimed at defining a variety of healthcare roles 

and careers, levels and areas of knowledge.  

In Saudi Arabia, at the beginning of the project, there was a 

debate among the panel’s members on whether we should adapt 

an existing competency framework or build a new one. Decision 

was made to build our own framework for the following reasons:  

� EU-US eHealth Collaboration Initiative project was not 

designed to establish a professional credential 

certification which was an essential aim for our work in 

Saudi. A total number of 1000 of competencies were 

identified which means that they did not set the 

minimum requirements in terms of skills and knowledge 

to perform in a professional environment. 

� HI is a rapidly evolving field. Some competencies were 

outdated; e.g., IMIA’s framework was developed from 

2010. 

� The Australasian framework was built with a focus on 

the Australian healthcare system. 

� AMIA and CAHIIM competencies were designed for 

curriculum development, not for providing professional 

credential certification. 

Approaches for Competency Development  

The comparative analysis of competencies development projects 

showed that most of the identified leading HI professional 

organisations (e.g., COACH, IMIA, etc.) had different project 

objectives but similar approaches for competency development. 

For example, review of published and grey literature, review of 

existing national and international competency frameworks 

pertaining to HI, and workshops and/or panel meetings were 

carried out by all HI professional organisations around the globe.  

The Saudi approach was different in a number of ways than other 

approaches (see Table 1) primarily due to the complexity, 

diversity, and novelty of health informatics education and 

professional practice within the country. Our approach focused 

on building consensus among the diverse academic and 

professional perspectives by generating a list of key professional 

and educational stakeholders and inviting them to participate in 

both an online survey and a focus group session to garner their 

feedback on the proposed Saudi HI competency framework.  

The online survey asked the participants to rank the competencies 

in order of importance. Once the survey and analysis were 

complete, the stakeholders were invited to a focus group session 

to discuss the findings and garner consensus for selecting the key 

elements of the Saudi HI competency framework. The findings 

were presented to the group via a PowerPoint presentation and 

each element of the proposed Saudi HI framework was discussed 

until a consensus was reached either to include, exclude or 

postpone discussion at a later date for the relevant competency 

discussed.  

Key Outputs  

EU-US eHealth Collaboration Initiative developed HitCopm tool 

(http://hitcomp.org). HitComp is a searchable database designed 

for interested parties in healthcare information technology and 

eHealth such as educators, workforce developers, students, 

eHealth managers, etc. It defines 5 domains (Administration, 

Direct Patient Care, Engineering/Information Systems/ICT, 

Informatics, and Research/Biomedicine), 33 areas of skills, and 

1000 competencies.  

Digital Health Canada built the Health Informatics Professional 

Core Competencies Framework (version 3.0). It includes 3 

domains (Management Science, Health Science, and Information 

Science), 7 areas of competencies, and 51 competencies. 

Similarly, HISA developed CHIA Health Informatics 

Competencies Framework (edition 1). It has 6 domains 

(Management Science, Health Science, Information Science, 

Information and Communication Technology ICT, Scientific 

skills of Health Informatics, Human and Social Context) and 52 

competencies. 

AMIA and CAHIIM established the Health Informatics 

Competencies Framework for curriculum development that 

includes 10 domains and 22 competencies. This framework has 

six major domains: Health, Information Science and Technology, 

and Social and Behavioural Science, Professionalism, 

Interprofessional Collaborative Practice, and Leadership. The 

first three domains intermingle and provide four co-mingled 

domains: Health Information Science and Technology, Human 

Factors and Sociotechnical Systems, and Social and Behavioural 

Aspects of Health. On the other hand, IMIA built a three-

dimensional framework. These dimensions are: professionals in 

healthcare (e.g. physicians, nurses, BMHI professionals), type of 

specialisation in BMHI (IT users, BMHI specialists), and stage 

of career progression (bachelor, master, doctorate). 

The Saudi Health Informatics Competency Working Group 

developed the Saudi Health Informatics Competencies 

Framework (version 1.0). It has 6 domains (Core Principles in 

HI, ICT, Health Sciences, Data Science, Education and Research, 

and Leadership and Management), 22 sub-domains or areas of 

competencies, and 92 competencies.  

All of the above projects were established by independent 

organisations/bodies that aim to foster the HI profession. 

However, in Saudi Arabia, SCFHS provided support for the 

Saudi project although it is not devoted for the HI profession. 

SCFHS is a professional body that regulates health care-related 

practices and accreditation at all levels in Saudi Arabia. Lack of 

independent body for taking charge of the HI profession may 

obstacle the process of keeping the framework updated. To 

achieve this state of sustainable professional presence, HI 

workforce development play a significant role, which can be 

accomplished by an independent professional body to fulfil this 
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purpose, or SCFHS via establishing a specialised unit to foster 

the HI profession. A collaborative initiative by SCFHS and the 

National Health Information Centre may be needed to set 

together the future career needs to ultimately improve overall HI 

profession scope and definition in Saudi Arabia. 

Visual Illustrations and Framework Applications 

The projects of competencies development that were conducted 

by HI organisations had led to building a variety of frameworks 

that visually define a set of fundamental competencies for 

describing the HI profession. Few organisations did not provide 

a visual illustration of their competencies. For example, EU-US 

eHealth Collaboration Initiative developed HITComp tool 

instead, and IMIA presented their framework in the form of 

guidelines and recommendations to guide the development of 

biomedical and health informatics bachelor, master, and 

doctorate programs.  

The applications of the developed competencies-based 

frameworks varied from one organisation to another. For 

example, Digital Health Canada and CHIA established 

professional certification based on their frameworks that define 

the core HI competencies required in the Canadian and 

Australian health systems respectively. IMIA and HIAC, on the 

other hand, applied their framework for curriculum development 

and quality assessment for undergraduate and graduate education 

in HI.  

In Saudi Arabia, SCFHS will use SHICF to guide the 

development of a professional credential examination. The 

SCFHS currently interviews candidates without providing the 

interviewer or interviewee with specific areas of study, leading 

to a very subjective interview process. Using the Saudi 

competency framework would provide valuable guidance and 

needed consistency to the SCFHS evaluation team when 

interviewing and credentialing HI professionals. In future phases, 

a written examination is needed to be developed based on the 

framework. A team of HI experts from academia and industry 

should work on developing exam questions using the 

competency framework produced from this project.  

SHICF will also be utilised to refine the Health Informatics 

academic programs of local educational institutions. Since this 

initial framework has been developed, the framework itself may 

not be reflective of what is being taught today in HI programs 

across the country. Therefore, a collaborative initiative by 

SCFHS and the Ministry of Education may be needed to build 

guidelines for current university programs to be refined based on 

the competency framework, and specifically, the competencies 

for each sub-domain. Meanwhile, the need for building 

guidelines based on the framework to design and/or update 

academic programs/degrees in HI is essential to maintain 

consistency between the proposed framework and the current 

educational programs and practises.  

Discussion 

A number of attempts have been made in the last ten years to 

define the HI profession through the development of an HI 

competency framework to guide both HI professional practice 

and curriculum development. Our results show consistency 

between our work and the work developed by the selected five 

organisations. Also, our initial work will provide valuable 

benefits to the SCFHS in supporting planning activities for health 

informatics professional credentialing within the Kingdom of 

Saudi Arabia. 

The project that was carried out over the past eight months 

illustrates the difficulties involved in developing a local 

framework given the discord between current programs being 

delivered and international standards for HI professionals. The 

lack of independent body for taking charge of the HI profession 

in Saudi could be a big challenge that may obstacle the process 

of keeping the framework updated.  

Conclusions 

The Saudi Health Informatics Competency Framework (SHICF) 

can be utilised to define the field of health informatics within the 

country. SCFHS can use the framework to define the boundaries 

of the field of health informatics and distinguish it from areas 

such as Bioinformatics based on the competencies outlined in the 

framework. As a result, SHICF will provide a clearer definition 

and formal recognition of the health informatics filed as it is 

practiced within the country. In addition, the work conducted in 

our project could be a first step towards providing a fair, 

objective, and reliable assessment and guidance for HI 

professionals, employers, and academic institutions within the 

country. 

The health informatics field will continue to evolve and the 

SCFHS should continually review the proposed competency 

framework in order to develop in future a context-based HI 

competency framework that would make HI professionals 

competitive, competent, and reliable in helping improve overall 

healthcare quality within the Kingdom of Saudi Arabia. 
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Abstract 

Patient portals are offered by health care organizations to 

facilitate health information sharing and patient empowerment 

and support patient-centered care. The aim of this systematic 

review is to assess the effect of patient portals on patient 

empowerment and health-related outcomes. After a systematic 

literature search, ten randomized controlled trials (RCTs) were 

included in this review. Of these, seven RCTs were conducted 

in the United States., two in Canada, and one in Japan. Study 

characteristics, risk of bias, and outcomes were extracted. 

varied in terms of intervention, included patients, and outcome.. 

Most studies found no or only a small, clinically non-relevant 

effect of patient portals. The review showed that future research 

should develop a taxonomy to describe patient portal 

functionalities to facilitate the aggregation of evidence.  

Keywords:  

Electronic Health Records, Review, Patient Participation 

Introduction  

Patient-centered care has gained importance in both medical 

research and clinical practice. The concept of patient-

centeredness is based on patient empowerment, patient 

participation, and shared decision-making [1–3]. Health 

information sharing and patient engagement in health care 

decisions are seen as preconditions for patient-centered care 

[1].  

To facilitate health information sharing and patient 

involvement in the care process, healthcare organizations are 

increasingly offering their patients’ access to their health data 

in the institution-based electronic health record (EHR). Patients 

can access these data and integrate it into any (electronic or 

paper-based) type of personal health record [4].  

The interface that provides EHR access is called patient portal 

[5]. These portals are typically web-based, allowing patients 

independent access to their data from anywhere as a primary 

feature. A patient portal may also offer additional features such 

as medication refill requests, appointment scheduling, secure 

messaging, personal health-related reminders, individual 

therapeutic recommendations, personal diaries, and social 

networking with other patients.  

In addition to being offered by healthcare organizations, EHR 

access may also be offered to patients on a national level. Some 

countries, including Austria, Denmark, and Sweden, have 

already started eHealth projects to make selected health-related 

data from various healthcare organizations available to their 

citizens [6].  

A uniform theory or clear evidence of how EHR access via 

patient portals might contribute to patient-centered care and 

related concepts such as patient empowerment or patient 

participation or even improved health outcomes, does not exist. 

Nevertheless, qualitative reviews have shown that patient 

portals may improve patient empowerment, patient adherence, 

and clinical outcomes [7,8]. However, systematic reviews on 

patient portals have found inconclusive results to date [8–12]. 

As all of these reviews were published before 2015, it is 

possible that more evidence is now available. In this systematic 

Cochrane review, we assess the effects of providing access to 

EHR for adult patients on patient empowerment and health-

related outcomes. We summarize characteristics of the 

identified Randomized Controlled Trials (RCTs) and present 

preliminary results on the effect of providing access to EHRs 

for adult patients on patient empowerment and health-related 

outcomes. 

Methods  

We used a Cochrane protocol for conducting this review [13]. 

We systematically reviewed RCTs investigating the effects of 

providing EHR access to adult patients. First, we developed a 

patient portal taxonomy describing seven functionalities:  

• Access: Access to health-related data (e.g., visit notes, 

test results, medical history).  

• Remind: Personalized health care reminders (e.g., for 

mammography or immunization). 

• Request: Transactional services (e.g., scheduling 

appointments, prescription request). 

• Communicate: Bilateral communication (e.g., secure 

messaging). 

• Share: Patient self-documentation and sharing (e.g., 

patient uploads of blood pressure measurements). 
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• Manage: Disease management (e.g., individualized 

recommendations from guidelines).  

• Educate: General health-related education (e.g., 

disease information leaflets).  

Primary outcomes for this Cochrane review are the effect of 

EHR access on patient knowledge and understanding, patient 

empowerment, patient adherence, patient satisfaction, and 

adverse events.  

Secondary outcomes for this review are health-related 

outcomes including quality of life, psychosocial health 

outcomes, health resource consumption, and patient-provider 

communication.  

In our review, all studies offering EHR access to adult patients 

were included, independent of the medical condition of the 

patients. Only studies where EHR access was provided via a 

web-based application were included, thus excluding office-

based systems. Only RCTs were included.  

We systematically searched electronic libraries including 

Central, Medline, Embase, PsycInfo, Scopus, and CINAHL; in 

proceedings of Medinfo, AMIA, and MIE; and in major health 

informatics journals. We also searched for studies cited in 

earlier systematic reviews on patient portals and in identified 

RCTs. Two authors independently screened all titles and 

abstracts to determine whether they meet the inclusion criteria. 

The following information were extracted by two authors using 

the software Covidence (Version v1062 115d548c): 

• Study identification (e.g., country, clinical setting). 

• Study methods (e.g., aim of study, intervention and 

control group, number of arms, study design, funding 

source). 

• Population (e.g., target group, inclusion and exclusion 

criteria, age, gender). 

• Intervention (e.g., name, functionality, usage patterns). 

• Risk of bias (e.g., random sequence, allocation, 

blinding, selective outcome reporting) [14]. 

• Outcomes (e.g., methods and timing of assessing 

outcomes, instruments used, methods for follow-up, 

effect size, mean change in intervention and control 

group, adverse events, measure of uncertainty).  

Primary and secondary outcome results were extracted in 

systematic evidence tables. More details of data extraction are 

published in a Cochrane protocol [13]. 

Results  

We identified ten studies that represent distinct RCTs on EHR 

access for adult patients (seven RCTs and three cluster RCTs). 

Figure 1 shows the flow chart of this systematic review. The 

studies included between 78 and 4,500 patients. 

Identified studies were very heterogeneous in terms of included 

patients’ diseases (hypertension, diabetes, asthma, glaucoma, 

congestive heart failure or unspecific) and outcome measures 

(e.g., frequently patient adherence and health-related outcomes, 

less often patient satisfaction and patient empowerment), 

making meta-analysis challenging.  

Seven RCTs were conducted in the United States, two in 

Canada, and one in Japan (Table 1). The majority of studies 

were published in 2012 or earlier, indicating a scarcity of newer 

studies. 

 

 

 

Figure 1 – Flow chart of the systematic review on patient 

portals.  

Table 1 –Identified randomized studies. 

H-r = health-related outcomes. 

Study Country 

Included 

patients Outcome  

Ahmed 

(2016) 

[15] 

Canada Asthma H-r Outcome 

 

Grant 

(2008) 

[16] 

United 

States 

Diabetes 

mellitus 

H-r Outcome 

Holbrook 

(2009) 

[17] 

Canada Diabetes 

mellitus 

Adherence 

H-r Outcome 

Kashiwagi 

(2014) 

[18] 

Japan Glaucoma H-r Outcome 

Krist 

(2012) 

[19] 

United 

States 

Unspecific Adherence 

McCarrier 

(2009) 

[20] 

United 

States 

Diabetes 

mellitus 

Empowerment 

H-r Outcome 

Ralston 

(2009) 

[20] 

United 

States 

Diabetes 

mellitus 

H-r Outcome 

Health Resources 

 

 

Ross 

(2004) 

[21] 

United 

States 

Congestiv

e heart 

failure 

Empowerment 

Adherence 

Satisfaction 

E. Ammenwerth et al. / Effects of Adult Patient Portals on Patient Empowerment and Health-Related Outcomes 1107



Adverse Events 

Health Resources 

Tang 

(2013) 

[22] 

United 

States 

Diabetes 

mellitus 

Knowledge 

Adherence 

Satisfaction 

Adverse Events 

H-r Outcome 

Health Recources 

Wagner 

(2012) 

[23] 

United 

States 

Hyper-

tension 

Empowerment 

Patient Satisfaction 

H-r Outcome 

 

Table 2 – Functionality supported by the patient portals 

 

Table 2 shows functionality supported by patient portals, based 

on our taxonomy. All included studies offer “access to data”, as 

this was an inclusion criteria. No portal offered the functionality 

“request”.  

There was substantial heterogeneity across studies regarding 

instruments used and study outcomes. For example, the three 

studies measuring patient empowerment used four different 

questionnaires. For two of these instruments, there was no 

statistically significant difference in patient empowerment. For 

the other two instruments, the effect was statistically 

significant, but the effect size was too small to be clinically 

relevant.  

Eight studies measured changes in health-related outcomes.  

These include a outcomes such as asthma control and mortality, 

but mostly risk factors such as hemoglobin A1c (HbA1c), blood 

pressure, low-density lipoprotein and body mass index. Of the 

six studies measuring the effect on HbA1c, two found a 

statistically significant, yet small improvement. Of the four 

studies measuring the effect on blood pressure, only one found 

a statistically significant, small improvement.  

When looking at usage patterns, the functionality offered by the 

patient portal was often not used consistently. For example, in 

one study, the number of logins declined over time [21]. In 

another study, less than 25% of patients used the portal 

consistently [20]. In one RCT, 16% of patients never logged in 

over the three-month study period [15]. Users of the patient 

portal were more often male, white, commercially insured, and 

college-educated [16,19].  

Sub-group analysis of the intervention group revealed that, in 

this group, portal users show better outcome than portal non-

users in three studies [19,20,22]. 

Discussion  

We identified ten randomized controlled studies that evaluated 

the effect of patient portals on a range of outcomes. In 

summary, most studies found no evidence for an effect or only 

a small, clinically non-relevant effect. 

Two studies reported no differences on mortality [22,24], and 

none of the included RCTs reported other adverse effects of 

patient portals. In general, EHR access may increase feelings of 

confusion and anxiety when patients read clinical information 

that is unclear to them [8], but this effect was not reported in 

the included studies.  

EHR access, like many other digital health solutions, is 

sometimes said to be created for “people like me”, meaning that 

these digital solutions may only address the needs of “[…] well-

educated and well-to-do users rather than the needs of the most 

disadvantaged in society (the disempowered, disengaged, and 

disconnected” [25]. Two studies [16,19] found indeed that 

active portal users were more often white, male, and college-

educated.  

Among other factors, health literacy may help to reliably 

interpret content provided in the EHR. The level of health 

literacy may influence the frequency of use and the potential 

benefits from accessing EHR. data Besides disease-specific 

knowledge in one study [22], health literacy was, however, not 

analyzed in any study. 

Three studies found that active users showed better outcomes 

compared to non-users in the intervention group. The concept 

of “implementation fidelity” [26] refers to the degree in which 

an implementation is delivered and used as intended. Low 

frequency and duration of portal usage may show low fidelity 

and may explain lack of visible effect. Another likely 

explanation for the better effects in users may be patient 

characteristics (e.g., education status) that may be associated 

with both higher portal use and better health outcome; 

therefore, the identified difference may be an overestimation of 

the true effect. 

Nine of the ten reviewed RCTs included patients with various 

chronic diseases (Table 1). While earlier research assumed that 

chronic patients may benefit from patient portals [27], we did 

not find clinically relevant effects for this group. We thus do 

not expect to see effects from portals in other user groups.   

Due to the small number of studies, further sub-group analysis 

such as patient group, portal functionality, or fidelity of 

implementation are not possible. 

We were not certain that we have identified all RCTs on patient 

portals, due to various terms describing the intervention or the 

observed effects. So, we also searched in major health 

informatics proceedings, references of other portal reviews, and 

references of the identified RCTs. 

Conclusions  

Preliminary results of this systematic review of RCTs of patient 

portals did not reveal clear evidence of substantial and 

consistent positive effects of patient portals on patient 

empowerment and health-related outcomes.  

The number of identified studies, however, is small, quite 

diverse, and many were published in 2012 or before . Also, in 

several studies, a part of the intervention group did not use the 

patient portal consistently.   

Future research should develop a taxonomy to describe patient 

portal functionalities to facilitate the aggregation of evidence in 

future systematic reviews. 
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Abstract 

[Background] Recent reports of some studies have described 
that the cognitive function of cancer patients often declines by 
a phenomenon designated as cancer related cognitive 
impairment (CRCI). For patients’ decision-making, detecting 
CRCI is important. To do so, this study uses language-based 
CRCI screening to examine participants’ language ability. 
[Objective] This study was conducted to ascertain whether a 
Natural Language Processing (NLP) based system can detect 
CRCI, or not. [Materials and Methods] We obtained materials 
of two types from cancer patients (n=116): (1) speech samples 
on three topics, and (2) cognitive function level test scores from 
Hasegawa’s Dementia Scale – Revised (HDS-R), a test used in 
Japan for dementia patients. The test is similar to the Mini-
Mental State Examination. [Results and Discussion] Cancer 
patients with lower HDS-R scores showed a significantly lower 
Type Token Ratio (TTR). [Conclusion] This result 
demonstrates the feasibility of the proposed speech–language-
based CRCI screening method. 
 
Keywords: 

Cancer, Cognitive Dysfunction, Natural Language Processing 

Introduction 

Rapidly advancing medical technology brings huge numbers of 
treatment options for patients. Consequently, it is important to 
choose among various available options to find a suitable 
treatment. This decision-making process requires careful and 
thoughtful consideration. Cognitive impairment of patients is 
an important difficulty that disturbs patient decision making. 
Recent reports of some studies have described that the cognitive 
function of cancer patients often declines by a phenomenon 
designated as cancer related cognitive impairment (CRCI). 
Although as many as 75% of cancer patients have CRCI, little 
is known about its mechanisms [1]. Consequently, a large and 
precise CRCI study must be done. 
To date, CRCI studies have adopted various approaches: 
biomedical studies have investigated genetic factors; 
neuropsychological examinations have used MRI images; and 
self-report questionnaire-based surveys have also been used. 
Although various approaches have presented some results, 
most have been preliminary studies of small numbers of 
patients. A difficulty of CRCI studies is obtaining a large 
number of patients, which in fact motivates the development of 
a method of rapidly investigating CI. Dementia is diagnosed 
when cognitive impairment has become sufficiently severe to 
reduce social functioning. Mild CI (MCI) is intermediate 
between normal cognition and dementia. 

From the perspective of CI (or MCI) measurement, 
Alzheimer’s disease has spurred development of an MCI 
measurement system. A rapid MCI measurement system is 
speech-based. A salient benefit of speech-based approaches is 
that they require only a patient speech sample [2–5] with no 
intervention. From speech samples, the system estimates the 
patient vocabulary, which is closely related with cognitive 
functions. 
This study’s method was designed to infer CRCI quickly from 
a speech sample. This study was conducted to evaluate CRCI 
from a cancer patient’s speech narrative. To do so, we recruited 
cancer patients, and obtained both narrative and the cognitive 
test results. 
The research questions (RQ) of this study are summarized as 
presented below: 

� RQ1: to investigate the ratio of Japanese cancer 
patients with CRCI. 

� RQ2: to investigate whether a system detect the CRCI 
only from patient speech. 

Materials 

Participants: Cancer patients have been recruited from the 
Osaka International Cancer Institute since July 11, 2018. 
Patient recruiting continues to the present day. In this 
recruiting, 171 patients in all used the system. Among them, 
116 patients finished all tasks (55 (=171-116) were dropout). 
Participants included 53 men and 61 women, with 2 of 
unknown gender. Their average age was 64 years old (SD 
=15.2); the median was 67 years old (min=19, max=90). All 
participants were Japanese and fluent Japanese language 
speakers. All were present cancer patients or had a past history 
of cancer. 

Methods 

The research design: Prospective cohort study.
For this study, we developed a system for cancer patients (Fig. 
1). We designate this system “KOTOBAKARI”, which means 
language (/kotoba/) measurement (/bakari/) in Japanese. 
 
System configuration: “KOTOBAKARI” consists of a touch 
panel computer (Windows 10) and a microphone for speech 
sampling. 
Procedure: The measurement procedure comprises three steps. 
The measurement time is about 10 min in our preliminary 
experiments conducted with healthy users. 
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1. Login: a patient enters the booth and touches the 
screen. The patient then swipes the hospital ID cards to 
log-in. 

2. HDS-R [6]. The HDS-R is a short cognitive test that is 
popular in Japan and which is similar to the Mini 
Mental State Examination (MMSE). 

3. Narrative Sampling: The three questions below are 
given. 

 
(1) What is your most joyful event that you 
experienced in recent days? 
(2) How do you come to the hospital? 
(3) How did you play during your childhood? 

 
A patient responds to each question. The system also displays 
“your talk should be about 3–4 min.” 
If a patient talks longer than 5 min, then the system displays 
“the amount of data is sufficient.” 
 
For 50% of participants, step 2 and the step 3 were inversed 
(Step 1 – Step 3 – Step 2) to mitigate order bias. 
 
Inclusion and Exclusion Criteria 
Inclusion criteria: cancer patient (any kind of cancer, any stage, 
any treatment is included). 
Measurement Method 
The measurement metrics, four NLP metrics, are presented in 
Table 1. 

Table 1– Speech Indicators 

Metrics Description 
Type token ratio (TTR) Vocabulary size 
Educational level (EL) Vocabulary level 
Word Commonness index (WCI) Word commonness 
Length (LEN) Speech length 

 
� Type Token Ratio (TTR): TTR represents the 

vocabulary size, as derived from the ratio of word 
type to token (i.e., type/token, where type refers to the 
number of the use of different words in a text and 
token refers to the number of words in a text). We 
have disambiguated orthographic variants using a 
Japanese morphological analysis system. For example, 
“itta (went; past tense)” was normalized into “iku (go; 
present tense)” using the Japanese morphological 
analysis system, or JUMAN [7]. This study assessed 
both the word function and content. 

� Educational Lexicon Level (EL): EL represents the 
average difficulty in lexical choice. This metric was 
created originally for non-native speakers of Japanese. 
We used the word scores provided in the Japanese 
Learner’s Dictionary [8]. In this dictionary, the most 
common 17,928 words are classified into the 
following three levels: beginner, intermediate, and 
advanced. To derive the score, we extracted and 
summed the number of nouns belonging to the 
intermediate or advanced levels. Then we divided this 
figure by the sum of intermediate and beginner level 
nouns. Details are presented in an earlier report [9]. 

Word Commonness Index (WCI): WCI represents the 
average use of common words. FPU represents the degree of 
commonness of words. The manner of calculating the 
commonness of words is proposed in [10]. We use a dictionary 

constructed in the work. This measure differed from the 
frequency of the occurrence of the word because such 
frequency deals with the number of the usage of the word no 
matter who the user might be, whereas WCI deals with the 
number of people who use the word. 

� LEN: Number of characters of speech. 
� TIME: Time of speech. 

 
These metrics are calculated automatically from transcripts. 
 
Measuring Cognitive Function Levels: The HDS-R, a 
screening test used in Japan for dementia patients, is similar to 
the Mini-Mental State Examination: the tests show a high 
degree of mutual correlation [6]. HDS-R scores that are 20 or 
lower (from a possible maximum score of 30) are regarded as 
indicative of dementia (sensitivity 0.90, specificity 0.82). 
Normal cognitive function is indicated by an HDS-R score of 
27 or higher. 
We implemented this HDS-R test into the system. Although 
most sub scores were judged automatically, several sub-scored 
items required human judgment, such as “list up as many 
vegetable names as possible.” A clinical psychologist judged 
such questions. 

Ethics Statement: This study protocol was approved by the 
Medicine Ethics Committee of the Osaka International 
Institute, 2018. 

 
Figure 1 – “KOTOBAKARI” system. A speech booth in a 
cancer center (top left and top right) consists of a PC and 

mouse. Patients can freely enter the booth and use the system 
(bottom left and bottom right). 

Results and Discussion 

Results are two-fold, corresponding to two research questions. 
RQ1: Does the cancer patient exhibit cognitive impairment, 
or not? 
To answer this question, we investigated the cognitive scores as 
shown in Figure 3. As described, the cutoff score between 
healthy and mild cognitive impairment (MCI) is 20 (20 and 
more indicates healthy; less indicates MCI). The result 
indicates that not a few patients (n=30) show the MCI level 
score. 
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Many factors might bias the results, such as the recruiting 
method and participant effects. The largest bias might be the 
patient age. Figure 4 depicts the distribution of HDS-R scores 
and ages of participants. Results show that age is highly 
correlated with HDS-R scores. Future studies should pursue 
more precise analyses that remove these biases. Although 
various biases exist, cancer patients tend to have cognitive 
impairment for some reason. 
 

 
Figure 3 – HDS-R score distribution. 

 
RQ2: Do cancer patient narratives suggest cognitive 
impairment, or not? 
To answer this question, the relation between language abilities 
and HDS-R scores is shown (Fig. 5). To compare different scale 
language scores for (1) TTR, (2) EL, (3) WCI, and (4) LEN, 
scores are shown in order (higher to lower). The X-axis shows 
the order rank (TTR 10% means the top 10% rank in TTR). The 
Y-axis shows the HDS-R score. 

 

 
Figure 4 – Age and HDS-R score. 

 
The correlation ratio between language abilities and HDS-R is 
TTR (r=-0.34), EL (r=0.15), WCI(r=-0.05), and LEN (r=0.27). 
Among the four language abilities, TTR shows the highest 
correlation to the HDS-R score. 
Next, we investigated the TTR screening performance. We 
divided the patients into two groups (higher and lower cognitive 

 
Figure 2 – “KOTOBAKARI” system screenshots. A patient can take tests of two types: (1) cognitive tests (HDS-R) and (2) Speech 
Tests (proposed method). Speech tests consist of three questions such as “(1) what is the most joyful event that you experienced in 

recent days?” A patient answers the questions by speaking. After the test, the speech is recognized and the result summary is 
displayed. This result is a rapid version based on automatic speech recognition. The final result is presented after judgment by a 

clinical psychologist. 
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groups) using various HDS-R cutoff scores. The TTR 
performance is presented in Figure 6. In cutoff scores (HDS-R 
of 20–21), two groups showed significant TTR difference. 
Furthermore, in cutoff scores of HDS-R from 11 to 19, many 
differences were observed. 
Results indicate two findings. (1) TTR-based screening of 
cognitive impairment is feasible. (2) Patients with a low HDS-
R score are especially easy to detect. 

Discussion 

This study assessed the basic feasibility of speech-based cancer 
related cognitive impairment (CRCI) screening. To date, many 
studies examining Alzheimer disease patients have shows 
lower language ability, especially in the Type Token Ratio 
(TTR) [9, 11–13]. This study first demonstrated that not only 
Alzheimer’s disease, but also CRCI shows lower language 
abilities. Results also reveal that TTR is the highest 
performance language indicator. Considering TTR is based on 
simple metrics (number of type and number of token), TTR-
based screening has high potential for practical use. 

 
Figure 5 – Language abilities and HDS-R score. X-axis shows the language abilities (ordered by the rank).  

Y-axis shows the HDS-R score. 

 

 
Figure 6 –HDS-R score and Type Taken Ratio (TTR; TTR of higher HDS-R group and lower group). We divided patients into two 
groups (higher HDS-R group and lower HDS-R group) using various HDS-R cutoff scores. At all cutoff points (from HDS-R 11–
21), both groups showed significantly different TTR scores. Especially, HDS-R lower than 19 is significantly different (p<0.01), 

suggesting that serious CRCI is readily distinguished by TTR. 
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Nevertheless, the relation between the TTR and diseases 
affecting cognition such as CRCI and Alzheimer disease remain 
unknown. Alzheimer disease examinations are classifiable into 
three types: (1) examinations evaluating cognitive function 
mainly based on memory, (2) examinations evaluating behavior 
disorders and mental symptoms, and (3) examinations 
assessing daily living behavior. Actually, TTR is related with 
the three functions above. Future studies must investigate the 
mechanisms of CRCI and language ability. 

Limitations 

This study has limitations. An important limitation is that the 
speech recognition accuracy is insufficient. This experiment 
relied on human transcription: a time-consuming and expensive 
task. Future clinical trial phases must resolve this problem and 
either find or produce a fully automated system. 
Another limitation is that of screening performance. Results 
show that group-based differences in TTR (higher cognitive 
function group and lower cognitive function group showed the 
significant difference in TTR). However, the individual 
differences are smaller than group differences: patients 
sometimes show high TTR but lower HDS-R, or vice versa. The 
speech is highly dependent on the topic and personality, causing 
the instability. To address this shortcoming, one approach is to 
control the topic and personality. Moreover, a long time series 
analysis is highly desired. 

Conclusions 

Recent reports of some studies have described that the cognitive 
function of cancer patients is often declining. This study 
investigated this phenomenon, designated as Cancer Related 
Cognitive Impairment (CRCI). Using our proposed system, 
KOTOBAKARI, we collected cancer patients’ cognitive 
function scores and speech samples. Among cancer patients 
(n=116), 30 showed mild cognitive impairment. Additionally, 
experiment results revealed that CRCI patients have a 
significantly lower type token ratio (TTR). This result 
demonstrated the feasibility of speech-based CRCI screening. 
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Abstract 

Caregivers of persons with dementia need anticipatory 

guidance about the stages of dementia in order to prepare for 

the caregiving situations they will face. The study objective was 

to develop a set of pictograms representing the functional 

stages of dementia for eventual inclusion in a tailored, 

educational web application. We used a hybrid iterative 

participatory design process. A graphic designer prepared 

prototypes in a flat, minimalistic style. These were then culled 

and refined based on feedback from 16 Hispanic caregivers in 

six design sessions in English and Spanish. The resulting 19 

pictograms representing the functional stages and substages of 

dementia were acceptable to and easily comprehended by 

participants. Short, plain-language captions support 

comprehension and aid discrimination between similar 

scenarios. Our participants preferred candid depictions of all 

aspects of dementia, including bodily functions, but 

acceptability may vary by population so further testing is 

warranted prior to deployment with a new population. 

Keywords:  

Consumer Health Information, Health Literacy, Patient 

Participation 

Introduction 

Caregivers require timely anticipatory guidance to prepare 

them for the complex and changing care needs of persons with 

dementia. Caregivers may need to acquire new skills or 

equipment, connect with community resources, or recruit 

additional caregiving assistance as the care recipient’s 

condition progresses. An important way to prepare for the 

demands of caregiving is to understand the abilities or deficits 

associated with each of the 16 functional stages and substages 

of dementia [14; 15]. Numerous digital information resources 

about dementia exist, such as websites and mobile applications, 

but barriers like Low Health Literacy (LHL) and Limited 

English Proficiency (LEP) may limit the comprehensibility of 

these text-heavy resources for some caregivers in the United 

States [3]. 

Hispanics suffer disproportionately from dementia, including 

Alzheimer’s dementia, and the associated caregiving burden, 

compared to non-Hispanic Whites [13]. Hispanics are also 

over-represented among individuals with LHL and LEP [16]. 

As a result, there is a need for culturally-competent resources 

that are designed specifically to meet the information needs of 

Hispanic caregivers.  

One promising approach to supporting comprehension of health 

information among people with LHL and/or LEP is the use of 

visual enhancements, such as infographics [1] or photos. A 

photographic guide to caregiving for dementia is commercially 

available, but it is targeted to professional caregivers rather than 

family members and is only available in English [10]. Several 

studies report on the use of fotonovelas—soap opera-type 

stories in a photographic comic book format—to help Hispanic 

caregivers gain a general understanding of dementia [18] or 

learn strategies to reduce depression and stress [7]. However, 

our search did not uncover any research on visually-enhanced 

resources intended to make information about the functional 

stages of dementia easy for Hispanic caregivers to understand 

and use. 

To meet this need, our objective is to develop an interactive web 

application, entitled Interactive Functional Assessment Staging 

Navigator (I-FASTN), to inform caregivers about the 

functional stages of dementia. The application will be tailored 

to the user in that it will highlight the specific functional stage 

of the care recipient while also allowing the user to review the 

other stages. Screens for each functional stage will offer links 

to additional caregiving tips and strategies relevant to that stage. 

A long-term objective is to make I-FASTN available within 

patient portals through the Fast Health Interoperability 

Resource (FHIR) Health Level Seven standard and the 

Substitutable Medical Applications and Reusable Technologies 

(SMART) platform that enables systems to behave as ‘iPhone-

like platforms’ through an application programming interface 

(API) and a set of core services that support easy addition and 

deletion of third party apps, i.e., the core system is stable and 

the apps are substitutable [12].  

The first step in the creation of I-FASTN was content 

development. Therefore, the objective of this study was to 

develop a set of pictograms to represent the functional stages of 

dementia. For specific examples of functional deficits, we drew 

from both Functional Assessment Staging (FAST) [15] and the 

Global Deterioration Scale (GDS) [14]. We accomplished our 

objective through a hybrid iterative participatory design process 

in which experts create a starting set of prototype images which 

are then culled and refined based on participant feedback.  

Methods  

The Institutional Review Board of Columbia University Irving 

Medical Center approved this study. Written informed consent 

was obtained from all participants. 
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Participants 

We recruited participants from the New York City Hispanic 

dementia caregiver Research Program (NHiRP), a study of 

family caregivers of persons with dementia.  Participants were 

eligible for the present study if they met the NHiRP inclusion 

criteria: self-identified as Hispanic, 18-90 years old, related to 

the care recipient, physically able to provide care, not have a 

diagnosis of a major psychiatric disorder apart from depression, 

not have depression with psychotic features or suicidal ideation 

within the preceding 5 years, and expected to live in New York 

City for at least 12 months. 

Procedures 

Prior to starting design sessions, we prepared multiple 

prototypes to illustrate each functional stage and substage of 

dementia. In order to maximize our options for I-FASTN 

content, we aimed to identify as many prototypes as possible 

that participants indicated were clear representations of the 

intended meaning. We planned to undertake revisions until 

reaching design saturation, which is the point at which 

participant feedback yields no further substantive changes. 

Iterative participatory design sessions were held in November 

and December of 2016 in New York City in English and 

Spanish. We collected basic demographic information from 

participants. Two investigators experienced in participatory 

design (AA, NST) led the sessions which were also attended by 

the experienced graphic designer (NSG) who had created the 

initial prototypes. In the sessions, we informed participants of 

the intended meaning (e.g., “Here we are trying to show 

difficulty managing complex tasks”) and showed the captioned 

prototypes printed on 8.5” x 11” (22 cm x 28 cm) card stock. 

We solicited preferences among the prototypes by voice or 

hand vote and used open-ended questions to elicit suggestions 

for improvement. Sessions were audio-recorded and study staff 

took notes.  

Analysis was concurrent with data collection: at the end of each 

session, study staff met to 1) synthesize the findings from the 

session, 2) identify poorly-performing prototypes to be 

removed from further consideration, and 3) come to consensus 

about revisions to the favored prototypes based on participant 

feedback. We then carried out any needed revisions between 

sessions. In later sessions after the set of prototypes had been 

narrowed down, we showed the pictograms in the context of 

preliminary layouts for the I-FASTN interface. After all the 

sessions were completed the study staff reviewed the notes, 

audio recordings, and resultant transcripts to audit the results 

and ensure important insights had not been missed. 

Results 

Thirteen women and three men (N = 16) participated in three 

English (n = 6) and three Spanish (n = 10) sessions. They 

ranged in age from 49 to 86 (M = 61.8) and had been caregiving 

for an average of almost 9 years. With respect to educational 

attainment, 12% (n = 2) had some high school, 44% (n = 7) 

were high school graduates, 25% (n = 4) had an associate’s 

degree, and 19% (n = 3) had a bachelor’s degree. Participants 

were predominantly born in or had family roots in Caribbean 

countries, rather than Spain or Central or South America. 

We tested a total of 54 prototypes, which we subsequently 

reduced to a final set of 19 pictograms for the 16 stages and 

substages of dementia, as shown in Table 1. Stages 1, 4, and 5 

each yielded two viable pictograms, so these were retained. Just 

over half of the pictograms (n = 10) underwent one revision, 

one went through two revisions and the remainder (n = 8) were 

unchanged from the original prototypes.  

Participants’ judgments about the extent to which the 

prototypes accurately represented a stage or substage were 

often unanimous and unequivocal, with clear favorites 

emerging early on. Participants narrowed down to the 19 final 

pictograms so quickly that by the fourth session we began to 

combine the pictograms into preliminary layouts for the I-

FASTN interface to gather preliminary data for developing the 

interface. Participants in sessions four through six had no 

additional suggestions for improvement of the individual 

pictograms and thus we achieved design saturation. Participants 

displayed ease of comprehension with the final set of 

pictograms. For example, in sessions four and five participants 

were asked to review a preliminary I-FASTN layout for Stage 

5 that had thumbnail images—less than 0.5” (1.27 cm) high—

without captions of Stages 6a-6e printed in one corner of the 

page. In each of the two sessions, a participant spontaneously 

and correctly interpreted the meaning of the thumbnails. One 

man in session 5 explained: “Either they can’t dress themselves, 

they are not bathing themselves, they need help going to the 

bathroom. Let me see this… they’re having accidents.” 

Despite the ease with which participants interpreted 

uncaptioned pictograms, we concluded that they functioned 

best when accompanied by the captions included in Table 1, 

particularly to help differentiate between stages. For example, 

without captions, the distinction between Stage 5, “difficulty 

selecting appropriate clothing,” and Stage 6a, “difficulty 

dressing without help,” is an important one that might be lost 

on casual observation.  

We noticed a general preference among participants for 

pictograms that featured people rather than objects. For 

example, the pictogram for Stage 3 originally had just the street 

signs; the person shown in the final version was added at 

participants’ request. Participants also preferred imagery that 

was candid and unflinching. For instance, the initial prototype 

for 6e, fecal incontinence, showed the figure from the front with 

only the wavy lines to indicate the meaning. The more explicit 

depiction of sagging, soiled briefs was made per participants’ 

specific request. In general, we noted that prototypes showing 

the presence of something were far more readily understood 

than those that attempted to show the same idea from the 

perspective of absence.  For example, the pictogram for 7e 

showing a face with a drooping mouth was more readily 

understood as representing “cannot smile” than a smiling face 

marked with an X. Similarly, the final pictogram for Stage 4 in 

which a person appears confused as they think about money 

was preferred over a prototype showing a stack of cash with a 

slash through it. 

Discussion 

In this study, we worked with Hispanic caregivers to develop a 

set of pictograms that effectively represents the functional 

stages of dementia in a culturally acceptable manner. The 

pictograms are an important contribution to consumer health 

informatics and health communication because they facilitate 

access to necessary health information for a population at risk 

for health disparities. It is important to note that this work is 

distinct from research aimed at developing visualizations for 

non-literate populations [2] because we find that our population 

has little-to-no difficulty reading short passages of plain-

language text. Rather, we have observed that comprehension 

deficits are related to uncertainty about having arrived at correct 

conclusions and limitations in understanding the basic 
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Table 1– Pictograms of the Functional Stages and Substages of Dementia. 

Functional stages  

and sub-stages  

Captions Related Pictogram(s) 

Functional stages  

and sub-stages  

Captions 

Related 

Pictogram 

1.   No objective or subjective 

functional decrement 

Able to work; normal 

functioning 

  

6d. Urinary incontinence 

Urinary incontinence 

 

2.   Subjective deficit only  

Forgets where they placed 

familiar objects 

 

6e. Fecal incontinence 

Fecal incontinence 

 

3.   Deficits noted in  

demanding occupational 

and social settings  

Gets lost when traveling 

to new locations 

 

7a. Speech limited to 

about six words in the 

course of an average 

day  

Speech limited to a 

few words 

 

4.   Deficits in performance of 

complex tasks of daily life  

Difficulty managing  

complex tasks; unable to 

manage finances 

  

7b. Intelligible vocabu-

lary limited to  

generally a single 

word in the course of 

an average day 

Speech limited to one 

word 
 

5.   Deficient performance in 

choosing proper attire  

Difficulty choosing 

 appropriate clothing; 

can’t remember the names 

of close family members 

  

7c. Ambulatory ability 

lost  

Needs help to walk 

 

6a. Requires actual physical 

assistance in putting on 

clothing properly  

Difficulty dressing without 

help 

 

7d. Ability to sit up lost  

Cannot sit up without 

support 

 

6b. Requires assistance  

bathing properly  

Unable to bathe properly 

 

7e. Ability to smile lost  

Cannot smile 

 

6c. Requires assistance with 

mechanics of toileting  

Unable to manage the  

details of using the  

bathroom 

 

7f. Ability to hold head 

up lost 

Cannot lift head by 

themselves 
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implications of a text. As such, pictograms support 

comprehension by using familiar imagery to reinforce the 

meaning of a text. For example, if a reader is uncertain about 

precisely what is meant in Stage 5 by “appropriate clothing,” 

the pictogram gives a visual example of the incongruous 

combination of jacket and flip-flops. 

The validity of these pictograms as representations of the stages 

of dementia is underscored by participants’ quick, definitive 

judgments and strong interpersonal consensus when selecting 

from among prototypes. Participants’ spontaneous 

interpretations of uncaptioned images, even when reproduced 

in thumbnail size, is robust preliminary evidence of the 

pictograms’ comprehensibility. Group dynamics limit the 

ability to conclusively establish every participant’s level of 

comprehension, but further testing may be undertaken by 

adapting methods outlined by the International Organization for 

Standardization in ISO 9186-1 for testing the comprehensibility 

of graphical symbols [5; 9]. 

For this project, we chose to use pictograms in a flat, 

minimalistic style rather than more detailed illustrations for two 

reasons. One, prior research has shown that viewers, 

particularly those with LHL, are at risk of misconstruing the 

intended meaning of complex illustrations because of a 

tendency to focus on irrelevant details [8]. Two, we wanted to 

minimize details within the images that might prevent a diverse 

population of users from identifying with the figures in the 

pictograms. Implementation of the chosen style was facilitated 

by the inexpensive commercial availability of royalty-free 

stock images which we adapted as needed. This style is 

consistent with other studies that have successfully used what 

have been described as “restroom icons” to convey health-

related risks [20] and “stick figures” to develop easily 

comprehensible symbols for wayfinding in health care settings 

[4; 11].  

In addition to style, other aspects of the final set of pictograms 

are consistent with prior research. When Weiner and colleagues 

[19] set out to design an illustrated patient satisfaction 

questionnaire for low-literacy populations, they found that “a 

few words go a long way” which is in keeping with our 

conclusions about the value of short, plain-language captions. 

As in our study, their illustrations successfully used question 

marks to depict confusion but their attempts to use slashes to 

indicate the negation of an idea (e.g., illustration of the response 

option “not applicable”) were as unsuccessful as ours. Foster 

and Afzalnia tested the comprehensibility of various symbols 

to represent a cash machine and found that images that depicted 

human interaction with an object (i.e., a hand holding a stack of 

bills) were more easily comprehended than images of the object 

alone [6]. In a similar vein, we found that participants generally 

preferred the images that contained people. 

Although these pictograms were developed to suit the needs of 

Hispanic caregivers in the United States, we believe the images 

will be easily comprehensible to a broader range of users. 

However, not all groups may consider all of the pictograms to 

be culturally acceptable, particularly those that depict bodily 

functions [17]. Given that our sample predominantly has roots 

in Caribbean countries, our findings may or may not extend to 

Hispanics from other regions. Explicitly testing for cultural 

acceptability and comprehensibility is warranted before 

pictograms are deployed with a new population. 

The next step for our project is to design and test the I-FASTN 

interface (i.e., heuristic evaluation with experts followed by 

usability testing with end users) using the pictograms presented 

in this report. Spanish-language captions and vector files of the 

pictograms are freely available for non-commercial use upon 

request from the corresponding author.  

Conclusions 

Application of hybrid participatory design methods resulted in 

pictograms that were acceptable and comprehensible to 

Hispanic caregivers as an essential first step in developing tools 

to meet their needs. Well-designed pictograms are a useful 

adjunct to text for meeting information needs in consumer 

health informatics tools.  
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Abstract 

Increasing attention is paid to the Handoff Process and EHR-

integrated tools to enhance the Handoff Process and aid in 

creating Handoff Notes are becoming more prevalent.  In this 

study, we attempted to determine the ideal content of the 

Handoff Note based on the preferences of the resident 

physicians for whom the tool was being constructed.  This 

commenced with an initial semi-structured interview and 

culminated in a large-scale survey.  Overall, 315 resident 

physicians completed the survey.  Plan of Care, Illness Severity, 

and Patient Summary were the most important content elements 

to resident physicians.  The importance and trustworthiness of 

other content elements, as well as their preferred display and 

level of granularity within the Handoff Note, varied 

considerably. Subjective assessment by a colleague of a 

patient’s hospital course and plan of care, rather than any 

single piece of objective data, are preferred as ideal content for 

Handoff Note composition by resident physicians. 

Keywords:  

Patient Handoff, Electronic Health Records 

Introduction 

The transfer of patient care between physicians in the acute care 

setting commonly referred to as the “Handoff Process”, has 

become more frequent with the advent of American Council for 

Graduate Medical Education (ACGME) restrictions on resident 

physician work hours.  Numerous studies have identified 

inpatient Handoff as a source of preventable medical errors [1; 

2]. The ACGME, Joint Commission, and Agency for 

Healthcare Research and Quality have all identified inpatient 

Handoff as a priority for improving patient care [3; 4].  

Beginning in 2003, numerous reports have been published on 

the benefits of Electronic Health Record (EHR)-integrated 

Handoff Notes [5; 6]. No true standard exists for what content 

elements should be contained within EHR-integrated Handoff 

Notes [7; 8]. 

Methods 

In order to investigate the preferred content of Handoff Notes, 

we first conducted a series of semi-structured interviews with 

resident physicians engaged in active clinical service on 

inpatient units within our hospitals.  We then utilized the major 

themes discovered within the semi-structured interviews to 

develop an online survey containing discrete, multiple choice 

questions that could provide quantifiable data regarding the 

preferred content of Handoff Notes by the resident physicians 

for whom this electronic tool was being designed. 

Semi-structured Interview 

In order to gain an initial sense of resident physicians’ views of 

current Handoff Note-generation techniques, content, and 

satisfaction, we conducted semi-structured interviews with 

resident physicians on inpatient clinical service teams at either 

our tertiary, acute care adult hospital or our tertiary, acute care 

pediatric hospital.  Resident physicians functioning as junior 

level residents, who were actively involved in the process of 

Handoff Note creation as part of their daily work or who 

functioned as inpatient cross-cover residents who were actively 

involved in the process of Handoff and receiving Handoff 

Notes to guide their care of patients, were interviewed.  

Resident physicians came from Pediatrics, Internal Medicine, 

and Surgery teams.  Pediatrics and Internal Medicine teams 

were from general pediatrics and general medicine teams.  

Surgery teams were either General Surgery or a surgical 

subspecialty, including Colorectal, Thoracic, Vascular, and 

Surgical Oncology.   

Resident physicians were first presented with a sample Handoff 

Note typical for that specialty.  At this time in our institution, 

different specialties were utilizing different techniques and 

styles for generating Handoff Notes.  Pediatrics and Internal 

Medicine teams were utilizing quasi-EHR integrated Handoff 

Note generating techniques while Surgery teams utilized 

Microsoft Word-based Handoff Notes stored on local 

computers at specific workstations throughout the hospital.  

Therefore, when initially asked to comment on the quality and 

utility of Handoff Notes, resident physicians were presented 

with examples as similar to their specialty’s current practice as 

possible.  During the semi-structured interview, resident 

physicians were presented with a common clinical scenario 

encountered during cross-cover periods (a patient with 

hypotension) and then were asked what data in the Handoff 

Note was useful for clinical decision making.  They were then 

asked to comment on the trustworthiness of the data elements 

found within the Handoff Note. Finally, resident physicians 

were asked to comment on their beliefs for what would be 

required of an EHR-integrated Handoff Note that would contain 

optimal clinical information and be easily constructed and 

shared with colleagues.  Interviews were conducted by one of 

two study investigators (EGA and RKO) and voice recordings 

were performed for each of the interviews.  Narrative content 

of the interviews was then analyzed for major themes and 

headings.   
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Institution-Wide Online Survey 

We then utilized the major themes and headings discovered 

within the narrative content of the semi-structured interviews, 

as well as previous review of the literature on content of EHR-

integrated Handoff Notes (Arsoniadis et al, unpublished), to 

develop an online survey for distribution among resident 

physicians enrolled in American Council for Graduate Medical 

Education (ACGME) – accredited residency and fellowship 

programs at our institution.  The goals of the survey were to 

assess the importance of different data elements within the 

Handoff Note, assess the trustworthiness of certain data 

elements within the Handoff Note, and determine the preferred 

format and level of granularity at which certain Handoff Data 

is displayed within an EHR-integrated Handoff Note 

functionality 

The survey was developed by two physicians (EGA and RKO) 

with experience in health informatics and an expert in human 

factors and usability (JM).  Resident physicians were asked to 

identify their specialty and level of training, as well as 

experience using the EHR.  Resident-physicians were asked to 

rate the importance of different content elements within the 

Handoff Note according to a Likert-style scale, with 1 being 

“Not Important” and 5 being “Very Important” for 

accomplishing clinical care.  An additional option for free text 

response was included at the end of the survey.  Content 

elements included in the survey were extracted from either 

previous review of the literature on standard or suggested 

content for electronic Handoffs [7; 8], from the prior semi-

structured interviews with resident-physicians, or both.   

A Likert-style scale was also utilized to determine the level of 

trustworthiness of certain content elements to resident 

physicians, including Code Status, Patient Summary, Post-

Operative Day, To-Do List, and Anticipatory Guidance.  The 

trustworthiness of these data elements was of special interest, 

given the varied opinions voiced during the semi-structured 

interviews performed previously.  Options ranged from 1, “I do 

not trust at all” to 5 “I trust completely”.  

The preferred format and granularity at which certain Handoff 

Note data is displayed was also queried through a series of 

multiple-choice questions in our survey.  These questions 

included content elements such as patient problem list, past 

medical/surgical history, clinical data (vital signs, imaging and 

laboratory studies, fluid balance), and medications, among 

others.  Again, these multiple choice questions were formulated 

based on themes generated from our initial semi-structured 

interview. 

The final content of the survey was reviewed by five resident 

physicians currently involved in active duty on inpatient 

clinical service teams and minor revisions made based on their 

input.  It was released to all physicians in ACGME-accredited 

residency and fellowship programs involved in inpatient acute 

care (anesthesiology, radiology, ophthalmology, pathology, 

and dermatology excluded).  The survey was approved by the 

Dean for Graduate Medical Education as well as the 

Institutional Review Board of the University of Minnesota.  

Participating resident physicians gave informed consent, and 

were entered into a lottery for one of two iPad Airs for their 

participation. 

Results 

Semi-structured Interviews 

Sixteen resident physicians (first through third years of 

training) from three specialties (Internal Medicine, Pediatrics, 

and Surgery) were interviewed.  They were asked to comment 

on the clinical utility and trustworthiness of various content 

elements on an example Handoff Note currently in use by that 

specialty.   

Table 1 – Survey Participants by Training Level and Program 

Training 

Level
Surgery Pediatrics 

Internal 

Medicine
Total 

PGY 1-2 44 (39%) 33 (42%) 54 (43%) 131
PGY 3-4 38 (34%) 29 (37%) 46 (37%) 113
PGY ≥5 22 (20%) 16 (21%) 25 (20%) 63 
Total 112 78 125 313

Clinical Utility and Trustworthiness 

The utility of content elements in Handoff Notes for clinical 

decision making during cross-cover periods varied between 

resident physicians.  Summary statements about the patients 

were nearly universally utilized in clinical decision making.  

Two-thirds of resident physicians interviewed felt the 

Medications to also be useful.  Some content was specialty 

specific.  For instance, Procedure Name and Date were 

regarded as useful content by four of five Surgery resident 

physicians.  However, these content elements were not even 

present in the versions of the Handoff Note being utilized by 

Internal Medicine and Pediatrics resident physicians.  

Similarly, the trustworthiness of different content elements 

varied, with some resident physicians implicitly trusting all or 

most of the content elements and others trusting almost none of 

them.  The trustworthiness of content elements did not seem to 

be affected by the source of the data, whether manually entered 

or automatically generated from the EHR.  Interestingly, 

mistrust of data in the Handoff Note was most prevalent in the 

comments of Internal Medicine resident physicians, who 

contributed 18/21 comments (86%) that called the 

trustworthiness of various content elements into question. 

Table 2 – Most Important Handoff Content Elements 

Content Element % Ranking Important (4 or 5) 

Plan of Care 95% 
Name & Age 89% 
MRN & Room Number 83% 
Illness Severity 78% 
Code Status 77% 
Patient Summary 77% 

Table 3 – Least Important Handoff Content Elements 

Content Element 
% Ranking Not Important  

(1 or 2) 

Primary Care Physician 84% 
Fluid Balance 50% 

 

Suggestions for Improvement 

Transcripts for interviews were coded by two authors (EGA and 

RKO) and major themes emerged regarding improvements 

resident physicians felt could be made to EHR-integrated 

Handoff Notes.  Sixty three percent of comments related to 

improvements focused on the importance of including 

information from the primary service team regarding their 

subjective assessment of the patient, including a brief summary 

of the patient and their hospital course, assessing patients’ 

illness severity, providing anticipatory guidance for addressing 

possible issues that may arise during the cross-cover period, and 

providing a To-Do list for tasks that needed to be accomplished 

in the cross-cover period.  The structure and format of the 

Handoff Note were addressed by several resident physicians.  

Some favored a more standardized approach with decreased 

content and “white noise”.  Others favored a Handoff Note that 

was more customizable, with resident physicians being able to 
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control the content elements included in the Handoff Note.  

Another theme included the level of granularity with which 

certain data were displayed.  Some suggestions included 

specifying the infusion rate of intravenous fluids and a patient’s 

diet.  The display and organization of Medications was a very 

frequent topic of commentary, with many resident physicians 

voicing the desire for a more concise medication list, organized 

in a systems-based format (e.g. pain medications, antibiotics, 

anticoagulants), while others wanted only scheduled 

medications reported and PRN (as needed) medications 

removed. 

Table 4 – Somewhat Important Handoff Content Elements* 

Content Element 4-5 3 1-2 

Medications 48% 31% 21%
Procedures Performed 46% 31% 23%
Primary Language 44% 28% 28%
Attending & Team 44% 30% 26%
Problem List 43% 34% 23%
Hospital Day 42% 38% 21%
IV Access/Tubes/Drain 40% 32% 28%
Allergies 36% 32% 33%
Labs & Imaging 34% 28% 38%
Vital Signs 33% 28% 39%
Past Medical History 24% 41% 35%
Diet 22% 32% 29%
Prophylaxis 22% 31% 47%
Family Contact 21% 28% 46%
Psychosocial Concerns 21% 35% 44%
Consulting Services 21% 32% 47%

*Percentage of Likert-style scores per Content Element; 4-5(Important), 

3(Somewhat Important), 1-2(Not Important) 

Survey 

Given the diverse (and at times competing) ideas for ideal EHR-

integrated Handoff Note content and structure, we utilized an 

online survey sent to all resident physicians in our institution 

practicing in the acute, inpatient setting.  The intent was to 

utilize the themes that emerged from our convenience sample 

of interviewed resident physicians and create a survey through 

which more generalizable preferences for ideal EHR-integrated 

Handoff Note content and functionality could be ascertained.  

Three hundred thirteen of 715 eligible resident physicians 

completed the survey (44%).  Forty-two percent were in their 

first or second year of training (Table 1).  Thirty-six percent 

were in their third or fourth year of training, and 20% were in 

their fifth year or greater of training.  Thirty-six percent were 

enrolled in a surgical specialty, while 25% were from Pediatrics 

or a pediatric subspecialty and 40% were from Internal 

Medicine or a medical subspecialty (e.g. Cardiology, 

Gastroenterology).  The vast majority (91%) of resident 

physicians reported at least three years (including medical 

school) of experience working with electronic health records 

and 75% reported at least three years of working with the Epic 

EHR specifically.  Seventy-five percent reported that at least 

half of their clinical time was spent caring for patients in acute 

care, inpatient setting (as opposed to outpatient clinics).  

Seventy-eight percent reported serving as a cross-cover 

physician an average of at least three times per month or more 

during their training.   

Clinical Utility 

When ranking the importance of various content elements using 

a Likert-style rating scale there were several content elements 

that resident physicians found most important, with an 

overwhelming majority (>50%) ranking as Important or Very 

Important (ranking 4 or 5) (Table 2).  These included content 

elements such as Plan of Care (95%), Name and Age (89%), 

Medical Record Number and Room Number (83%), Illness 

Severity (78%), Code Status (77%) and Patient Summary 

(77%).  There were also content elements that the majority 

(>50%) of resident physicians ranked as not important (1 or 2) 

(Table 3).  These were Primary Care Physician and Fluid 

Balance.  The remaining content elements were more variable 

in the importance placed in them by resident physicians (Table 

4).  Some of them, such as Medications and Procedures 

Performed, had nearly 50% of resident physicians ranking them 

as important, while others, like Psychosocial Concerns or 

Consulting Services, were ranked as not important by nearly 

one-half of resident physicians.  Other content elements, such 

as Vital Signs, and Labs and Imaging, had nearly even 

distributions, with one third ranking them as important, one 

third ranking them as somewhat important, and the remaining 

third ranking them as not important.   

Table 5 – Trustworthiness of Various Handoff Content 

Elements* 

Content Element 4-5 3 1-2

Code Status –   
     EHR Generated 41% 43% 16%
     Manually Entered 82% 16% 2%

Postoperative Day   
     EHR Generated 64% 26% 10%
     Manually Entered 46% 36% 18%

Illness Severity** 86% 12% 2%
Patient Summary** 82% 16% 2%
“To Do” List** 91% 9% 0%
Anticipatory Guidance** 91% 8% 1%

*Percentage of Likert-style scores per Content Element; 4-5(Trustworthy), 

3(Somewhat Trustworthy), 1-2(Not Trustworthy) 

**Only manually-entered versions of these content elements are available 

Trustworthiness 

Resident physicians also ranked various content elements using 

a Likert-style scale as trustworthy (5) or not trustworthy (1) 

(Table 5).  Some of these content elements could be either 

manually entered into Handoff Notes or automatically derived 

from the EHR.  The source of the content affected the 

trustworthiness of the data.  For instance, 82% of resident 

physicians ranked Code Status manually entered into the 

Handoff Note as trustworthy (4 or 5) while only 41% ranked 

EHR generated Code Status as trustworthy.  This is in contrast 

to Postoperative Day (the number of days that have passed since 

a patient’s surgery occurred), where the majority (64%) of 

resident physicians ranked EHR-generated Post Operative Day 

as trustworthy while only 46% ranked manually entered 

Postoperative Day as trustworthy.   

Other content elements, such as To-Do List and Anticipatory 

Guidance, could only be manually entered into the Handoff 

Note.  These content elements were ranked as trustworthy by 

the majority of resident physicians (91% ranking both as 

trustworthy) (Table 5). 

Data Display and Content Source Preferences 

Resident physicians also showed some clear preferences for the 

level of granularity with which certain content elements were 

displayed in Handoff Notes and the source of such content 

elements (Table 6).  For instance, 65% of resident physicians 

preferred an Admission Diagnosis and Problem List that was 

manually entered by a colleague as opposed to automatically 

entered by the  EHR, or Admission Diagnosis alone. Seventy-

seven percent of resident physicians preferred Past Medical and 

Surgical History to be entered manually.  Sixty-eight percent of 

resident physicians preferred both Scheduled and PRN (as 

needed) medications to be displayed, but not patients’ home 

medications.  Sixty-six percent preferred the attending 

physician’s contact information to be displayed.  There was a 

trend toward favoring display of objective data from the past 24 
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hours, with 78% and 52% favoring displaying the fluid balance 

and vital signs over the past 24 hours, respectively, as opposed 

to over the previous nursing shift (8 or 12 hours), or from the 

entire hospital stay. 

Table 6 – Data Display Preferences 

Data %

Prefer Attending Physician Contact Displayed 
     Yes 66%
     No 34%
Admission Diagnosis & Problem List 
     Only Admission Diagnosis from EHR 3%
     Only Admission Diagnosis Manual 21%
     Admission Diagnosis & Problems List EHR 12%
     Admission Diagnosis & Problem List Manual 65%
Past Medical & Surgical History 
     EHR generated automatically 23%
     Manually generated 77%
Medications 
     Scheduled medications 14%
     Scheduled and PRN medications 68%
     Scheduled, PRN, and Home medications 16%
     Scheduled and Home Medications 3%
Vital Signs 
     Most recent  32%
     Past shift 15%
     Past 24 hours 52%
     Entire hospital stay 1%
Diagnostics 
     Laboratory data only 37%
     Imaging data only 6%
     Laboratory and Imaging data 57%
Laboratory Values 
     Most recent 52%
     Past 24 hours 45%
     Entire hospital stay 3%
Fluid Balance 
     Past shift 16%
     Past 24 hours 78%
     Entire hospital stay 6%
Fluid Type 
     Total Intake/Output 21%
     Total Intake/Output & Urine Output 31%
     Total Intake/Output, Urine Output, & All Other  
     Drain* Ouptut 

26% 

     Total Intake/Output, Urine Output, Other Drain  
     Output, and Oral Intake 

23% 

Consulting Service 
     Physician Services 54%
     Physician and Ancillary** Services 12%
     No Consulting Services 34%

*e.g. Nasogastric tube, Surgical drains, Ventriculostomy, etc. 

**e.g. Physical Therapy, Nutrition, Social Work 

 

Preferences were less clear for the display of other content 

elements.  Fifty-two percent of resident physicians favored the 

most recent set of Laboratory Values to be displayed while 45% 

wanted Laboratory Values from the past 24 hours to be 

displayed.  Fifty-seven percent wanted to display both 

Laboratory and Imaging Data, while 37% wanted to display 

Laboratory Data alone.  The display of Fluid Balance was most 

variable, with a near-even distribution of resident physicians 

favoring the display of only Total Intake and Output as opposed 

to intake and output being parsed out into Urine Output, Drain 

Output and Oral Intake (Table 6).   

Free Text Commentary 

Resident physicians were allowed optional free text 

commentary for other thoughts on Handoff Note content.  The 

free text commentary was reviewed.  Several themes emerged 

from the free text.  Many comments focused on the optimal 

content of the Handoff Note.  Generally, the importance of a  

patient summary statement and anticipatory guidance on 

potential issues in the ensuing cross-cover period were 

highlighted in many comments.  Many comments also noted 

that certain content elements were only important for certain 

patients and in certain situations.  Similarly, there were other 

comments that discussed the importance of certain content 

elements varying based on the type of medical team and 

physician specialty.  Many comments alluded to the fact that 

the Handoff Note need not contain every piece of important 

data on each patient, and that in most instances the resident 

physicians would look up patients in the Electronic Health 

Record for more granular data.  Other comments noted a 

preference for brevity in the Handoff Note.  Finally, some 

comments focused on problems with current functionality for 

EHR-generated Handoff Notes. 

Discussion 

The importance of the Handoff Process has been increasingly 

recognized, and current restrictions on resident physician work 

hours make the occurrence of Handoff a cultural norm at 

hospitals that employ physicians in training [1]. Despite this, 

there is still no standard for the Handoff process, although 

certain formats, such as the I-PASS mnemonic, have been 

gaining in popularity [9]. Similarly, there is no standard for 

content that should be included in the Handoff Note that 

accompanies the Handoff Process.  Prior work highlights the 

diverse content included in various published reports of EHR-

integrated Handoff Note content [7; 8]. Here we report our 

experience with attempting to determine the ideal content of an 

EHR-integrated Handoff Note to serve as a standard template 

for resident physicians at a single, tertiary care, University-

based adult and pediatric hospital.  We did this utilizing both 

one-on-one semi-structured interviews with a convenience 

sample of resident physicians, as well as a large scale survey.  

From our interviews, we learned that views on ideal Handoff 

Note content and format are extremely variable and that there 

were great distrust and dissatisfaction with current modalities 

(both EHR-based and Microsoft Word-based).  In order to gain 

a more generalizable knowledge of resident physicians’ 

preferences that could be translated into actionable items when 

designing the Handoff Note template, we created an online 

survey with both discrete data and free text elements.   

Engaging resident physicians in user-centered design of 

electronic Handoff tools is not a new concept [5], with many 

utilizing committees that included several resident physician 

members [10; 11]. One other study has described using a survey 

to derive optimal content for EHR-integrated Handoff Note 

functionality [12]. Our institution-wide survey encompassing 

trainees in multiple disciplines and every year of training is the 

largest reported in the literature to our knowledge. 

The most important content elements to resident physicians at 

our institution included Plan of Care, Illness Severity, and 

Patient Summary (along with Name, Location, and Code 

Status).  It is interesting to note that the most important content 

to resident physicians was not a single piece of objective data, 

such as laboratory values or vital signs, but rather a free text 

narrative that contained their colleagues’ subjective 

interpretation of the patient and the plan formulated based on 

that interpretation. Earlier work by Flanagan and Patterson 

looking at an EHR-integrated Handoff tool that included only 

objective data noted that a large portion of resident physicians 

cited the absence of the patient’s Assessment and Plan written 

by a colleague as a major design flaw of that system [13]. Our 

similar findings regarding the importance of the Assessment 

and Plan mirror prior work, and perhaps speak to the fact that 
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the ultimate purpose of the Handoff Note is to provide the 

physician with a succinct summary of the patient and plan of 

care.  Should clinical decision-making be required during the 

cross-cover shift because of a newly arising patient issue, this 

initial understanding of the patient can be further enriched as 

needed by objective data found within the EHR.  In fact, a large 

portion of the free text commentary in our survey focused on 

the fact that should further details be necessary, resident 

physicians would access the EHR for data to guide decision 

making.  They did not have any expectation that the Handoff 

Note would (or should) contain the level of detail appropriate 

for such decisions. 

The remaining content varied in its importance to resident 

physicians.  Interestingly, even the content elements that ranked 

least important still had at least 20% of resident physicians 

ranking it as Important (score of 4 or 5 – see Table 4).  Another 

major theme discovered in the free text commentary was the 

dependence of certain content elements on the specific 

situation.  Many resident physicians recognized that while 

certain content elements were not usually important for a cross-

cover shift, in certain situations those data points were actually 

quite useful.  This again argues for the importance of a place 

for free text data to be included so that resident physicians can 

enter these data based on their judgement in the appropriate 

clinical context.  While automated entry of certain data directly 

from the EHR into the Handoff Note might prove helpful, high-

quality Handoff Notes still require the skill and sound 

judgement of the author.  Indeed, the ability to recognize 

important data points and succinctly surmise a complex 

hospitalization into only a few sentences requires sound clinical 

judgement and practice.  In the words of one of our respondents 

“this is how learning happens and this is how doctors are 

trained”.  EHR-based tools to streamline and standardize the 

Handoff Process must take these details into account; one 

cannot automate wise judgement and clinical reasoning.   

We recommend to system developers that EHR-integrated 

Handoff Notes contain, in addition to basic patient identifiers, 

a free text field for Patient Summary, which should include an 

assessment of illness severity and a free text field for  Plan/To-

Do List, which should include appropriate anticipatory 

guidance.  Code Status, automatically derived from the EHR, is 

a useful addition to the Handoff Note.  Further content elements 

in the Handoff Note, such as Vital Signs, Laboratory Values, or 

other data, should be customized according to the local needs 

and culture of the physician specialties and levels of training for 

which its use is intended.  The principles of User-Centered 

Design should be followed, and active resident-physician 

participation in EHR-integrated Handoff Note development 

should be sought early in the design process. 

Conclusions 

The importance of the Handoff Process and the accompanying 

Handoff Note are becoming increasingly and deservedly 

recognized. The ideal content is rarely a specific, objective data 

point.  Rather, succinct summaries of patients’ hospital course, 

current trajectory, and plans of care composed in a thoughtful 

manner by those caring for them are the most important and 

useful content elements. Those attempting to construct EHR-

integrated tools to guide the Handoff Note composition process 

must take into account that this process can never be completely 

automated and that sound clinical judgement and attention to 

detail are at the very heart of excellent Handoff Notes.   
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Abstract  

“Journalen” is a patient accessible electronic health record 
(PAEHR) and the national eHealth service for Sweden’s 
citizens to gain access to their EHR. The Swedish national 
eHealth organization Inera, responsible for Journalen, created 
an inbox to receive voluntary user feedback about Journalen in 
order to improve the service from the user perspective. Based 
on voluntary user feedback via email. This study explored 
patients’ experiences of using the national eHealth service and 
identified pros and cons. A mixed method content analysis was 
performed. In total, 1084 emails from 2016-2017 have been 
analyzed. 9 categories were identified, the most frequent ones 
related to questions about why some information was not 
accessible (due to regional differencies), feedback (including 
only positive or negative comments as well as constructive 
improvement suggestions), and  emails about errors that user 
found in their record. These data can be successfully used to 
continuously improve an already implemented eHealth service. 

Keywords: 

Patient Portals; Health Record, Personal; Consumer Health 

Informatics; Electronic Health Records; Evaluation  

Introduction 

eHealth is an increasing part of healthcare worldwide. It in-

volves a service or a tool, which purpose is to improve preven-

tion, contribute to diagnoses and treatment, as well as monitor-

ing and management, and is built up of information and com-

munication technologies (ICT) [1]. An example of an eHealth 

solution are patient portals, which give patients access to their 

own health data online and can give the patient access to a pa-

tient-accessible electronic health record (PAEHR) [2]. The US 

initiative OpenNotes is an example of a movement striving to 

increase and improve patients’ access to clinical notes [3], 

through e.g. patient portals. 

Journalen is the national Swedish PAEHR service used by Swe-

den’s citizens to read their health records online. The purpose 

of Journalen is to contribute to increased quality of care and 

cost-effectiveness, but primarily to increase patients’ empow-

erment and engagement in their own care [4]. The service aims 

to give all residents from 16 years access to all information 

about themselves documented in tax-funded health and dental 

care [5]. The national eHealth organization Inera AB is respon-

sible for the maintenance and development of the service [6]. 

To access Journalen, the user must log on to the national patient 

portal 1177 Vårdguiden through authentication using a nation-

ally approved BankID/eIdentification [7]. Potential users of 

Journalen are the 10 million Swedish citizens. Currently over 

2.6 million citizens use the service, with close to two million 

logins to the service every month [8]. Sweden has a decentral-

ized healthcare system, i.e. regional responsibility, resulting in 

that patients have access to different features in the service de-

pending on in which county council or healthcare region they 

have received care [5]. 

As Sweden is a world-leading nation in ICT solutions [9-11], it 

is important also for the healthcare sector that users of different 

eHealth services find the solutions useful. Since Sweden offers 

the citizens the right to access their own health documentation 

online, such a service should also be as easy to use and easily 

navigated as possible for all kinds of users. In line with the Swe-

dish Vision for eHealth and eHealth Strategy, that all Swedish 

citizens should have access to all their health information online 

by 2020 [12, 13], Inera AB created an email inbox in order to 

get voluntary user feedback about the service to guide their im-

provement work [5]. From 2015 to spring 2018 users could pro-

vide feedback directly to the service provider after logging into 

Journalen by using the inbox. However, Inera could not provide 

emails from 2015, as they had only saved emails from 2016. 

Despite a lot of interest and debate around the implementation 

of PAEHR, both in Sweden and internationally, there is still a 

lack of research and evidence around the benefits and draw-

backs of these types of solutions. [14]. In Sweden, the PAEHR 

Journalen has been studied for various purposes, e.g. to capture 

patients and healthcare professionals’ opinions [15], to analyse 

the national regulatory framework for citizens access to their 

health records [16, 17], to describe challenges during the im-

plementation [7, 18] – all relevant to this study. However, there 

are few studies that focus on how end-users (patients) them-

selves experience the use of the service. This study will explore 

patients’ experiences of using Journalen as expressed in volun-

tary feedback to the service provider. Focus is on the problems 

and benefits, and how Journalen, according to the real users, 

can be improved by illustrating the problems they have experi-

enced when using the service. 

Methods 

A mixed method analysis was conducted, including a qualita-

tive content analysis of the emails, and a quantitative analysis 

of frequency. An inductive approach has been used throughout 

the research, which followed an iterative process for the cate-

gorizations and analysis of the experience’s patients/users ex-

pressed in the feedback emails. The data consisted of a large 

amount of emails, all highlighting the views from a user per-

spective of Journalen. Therefore, the quantitative perspective of 
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the study was deemed important, as it was of interest to show 

the number of emails belonging to each category, hence, a 

mixed method content analysis [19]. 

In the PAEHR service, the users were invited to share their 

experiences of the service, and how they used the information 

in Journalen [5]. The voluntary user feedback was analysed 

manually, a main-analysis made by the first author and a sub-

analysis made by the second and third author. About 1084 

emails were examined. The emails were obtained from the 

national eHealth organization Inera AB. Emails received 

between the years of 2016-2017 were anonymized and only the 

content of the emails were analysed further. Each email was 

read several times, and categorized into a type of email. Nine 

categories were created during the reading of the emails (Table 

1). All emails containing positive and negative feedback, or 

descriptions of experiences of using the e-service were grouped 

into a general feedback category that was further divided into 

sub-categories (Figure 1). No other categories contained sub-

categories.   

The study was conducted in accordance with the Helsinki 

Convention and its ethical principles for medical research 

involving human subjects [20]. The voluntary user feedback 

contained patient opinions about the eHealth service, and are 

presented here as anonymous data.  

Results 

By analysing the emails, commonly used topics have been 

sorted into categories, which are presented in Table 1. We will 

here highlight some of the more interesting categories.  

Region dependent comments 

Each of the 20 regions in Sweden who provide the majority of 

healthcare, were given their own choice in deciding what 

information to make accessible to patients and when [16]. This 

has resulted in major differences in what information can 

actually be accessed depending on which region you have 

received care in [7].  

 

                                                    

Figure 1. Presents how the feedback category is categorized, 
and the quantity of the three categories. 

 40% of the emails analysed in this study were related to users 

requesting access to information or features that their healthcare 

provider had decided to not make accessible. The majority of 

these emails were received during 2016 (308 emails compared 

to 125 in 2017), which may indicate that the situation was 

improved over time. 

Wrong medical content 

A total of 8% (N = 89) of the analysed emails concerned errors 

that the user had found in their record. We have not made an 

assessment of the severity of the identified errors, but the emails 

show that patients may act a quality control for the record 

content, but also that easier ways of reporting errors to the 

correct organizations are needed. 

 

Category Description 2016 2017 Total 

1. Region-

dependent 

comments 

The user is missing info or requesting features that do 

not exist due to decisions of the county council or 

healthcare region he/she belongs to. 

308 125 433 40% 

2. Feedback Improvement suggestions are identified based on a prob-

lem the user has with the service, as well as positive and 

negative feedback comments. 

108 145 253 23% 

3. Wrong medical 

content  

The user has detected wrong medical content, mostly in 

the record entries or in the medication list 

36 53 89 8% 

4. Seeking health 

care 

The user wants to get in touch with his/her medical care 

provider/healthcare organization 

16 25 41 4% 

5. Requesting 

their health record 

The user requests his/her health record in paper copies. 18 15 33 3% 

6. Block or seal The user wants to block or seal his/her health record, i.e. 

the entire service. 

7 3 10 1% 

7. Access their 

child 

The user cannot see or access his/her child’s record. 5 4 9 1% 

8. Errors Emails that are illegible and have appeared in error codes 35 22 57 5% 

9. Other Emails that are difficult to categorize because of its rare 

occurrence, and cannot be put into an own category 

83 76 159 15% 

 ����� 616 468 1084 100 

  Table 1. Identified categories. 
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Feedback 

This is the category, or topic, that emphasizes users’ views 

about Journalen. The feedback category can in turn be broken 

down into improvement suggestions, only positive comments  

and only negative comments about the service, as presented in 

Figure 1. The feedback category is region independent unlike 

the first category in Table 1. Out of all feedback, 129 contains 

improvement suggestions, 100 only positive comments about 

the service, and 24 only negative comments. What is meant by 

‘only’ positive and negative comments is when the researchers 

interpret that the sender has intended to only write something 

positive or only something negative about the service.  

The users who expressed positive feedback (N = 100) (Table 2) 

believe that the service is a generally good service, which they 

embrace, and the majority of positive comments simply express 

that Journalen is a good service in general. About a quarter of 

the positive comments are praise for specific features, such as 

being able to access lab results, vaccinations, diagnosis, refer-

rals, and so on. Many users want to share how good the service 

is, as it serves as a memory support after the appointments. An-

other recurring positive feedback describes how users appreci-

ate being able to read Journalen in peace and quiet at home 

since it can be reached online. Journalen is also described as 

positive when it comes to clarifications, and 10% of the positive 

feedback emails describes how users check to see if any misun-

derstandings have occurred after an appointment. Without the 

e-service, they would never know this, if they would not request 

paper copies, which itself is a time-consuming process. Some 

users also expressed how good it is when all information is col-

lected in one place. 

Table 2. Categorized positive feedback about the service. 

Category Example of comments Quantity 

A good 

service 

“ I just want to say that the service 

of reading my online journal is 

amazingly good and useful” 

41 41% 

Access to 

specific 

info 

“It is great and useful to be able to 

read the lab results” 

23 23% 

Memory 

support 

 

“It is good to be able to read the 

health record, as many details are 

often forgotten after a doctor’s 

appointment” 

12 12% 

Peace and 

quiet 

 

“I find it calm to visit Journalen at 

home in peace and quiet, which is 

helpful because of my hearing 

impairment”  

10 10% 

Clarifying “It is good to be able to read my 

health record online if there were 

any misunderstandings during the 

appointment”   

10 10% 

One place “It is good that all information is 

collected in one place and easily 

accessible. Now I do not have to 

save and look for paper copies” 

  4   4% 

 

 

Emails containing only negative feedback was much rarer (N = 

24). The majority of the negative comments concern Journalen 

as an eHealth service in general, the users express that the ser-

vice is simply bad and difficult to navigate. Some comment that 

Journalen is not patient-safe, and that sensitive information 

should not be available on the internet. A few users believe that 

it should be up to each individual to be able to decide on their 

own medical information and be able to make changes in the 

information. Since this is not possible it is a bad system accord-

ing to these users (Table 3). 

Table 3. Categorized cons about the service. 

Category Example of comments Quantity 

A bad 

service 

 

“ I have been logged into it, and it is 

totally worthless. It is difficult to 

interpret and understand. It is a big 

joke!” 

17 71% 

Not 

patient-

safe 

 

“Such information as someone’s 

medical information shout not be 

available online. It is not patient-

safe” 

 4 16% 

Decide 

about the 

info 

“This is a really bad system. I want 

to be able to make changes in the 

content because it is about my 

identity! I want to be able to decide 

about the written info about me and 

how it is formulated” 

 3 13% 

 

The majority of the feedback category consisted of improve-
ment suggestions (N = 129). Most users asked for older health 

records, and this can be explained by the fact that many regions 

decided to only give access to notes from the date Journalen 

was introduced (or shortly before this) which meant that much 

of what the users expected to see when the logged in was not 

actually there. This was followed by suggestions on how the 

interface could be improved to facilitate the navigation, such as 

making certain buttons more visible. Several users provided im-

provement suggestions for lab results, such as clarifying infor-

mation of each lab result. Text reminders for new events in 

Journalen was also requested, and some wanted to see X-

ray/MR results, which are currently not available at all in the 

service. Improved support for communication with the 

healthcare providers was also requested, for example having a 

direct phone number or other contact information visible. There 

were also some suggestions for clarifications of other specific 

information in Journalen, such as unclear instructions on how 

one’s health record can be ordered in paper copies. Some of the 

users had opinions that they needed to see their children’s in-

formation, and that some sections of Journalen required exces-

sive number of mouse clicks to reach it. Some users considered 

that Journalen should be individualized and that users them-

selves should be able to determine what information should be 

accessible through the service.  

A few had opinions about how the search feature in Journalen 

could be improved, and that only signed and validated infor-

mation should be displayed to the patient, and that visible un-

signed information can be considered a patient risk. Some 

healthcare providers choose to give immediate access to all 

notes, whether they are signed or not, whereas others keep un-

signed notes hidden from the patient until they have either been 

signed or two weeks have passed, at which point the note is 

automatically locked for updates [21]. A few of the users con-

sidered that logs should be available to the patients, i.e. who 

have visited the patient’s heath record. This feature is currently 

only activated by a few healthcare providers [22]. Another pro-

posed improvement was to make a glossary of medical terms 

available in Journalen to all patients.  
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Discussion 

The results presents users voluntarily given feedback about the 

service with identified pros and cons and experienced issues. 

There were few complaints and many positive comments. The 

improvement suggestions pointed to several issues and 

problems that the user experience, yet overall they mostly 

expressed positive feelings towards the service and wanted it to 

continue and be further developed to be even better. This is well 

in line with a recently published survey study among users of 

Journalen, in which 96% of the respondents believed that this 

was a good intervention. [22]. Compared to this figure, the 

emails analyzed in our study had a much higher expression of 

negative feedback, however this is likely related to the data 

source; when asked to voluntarily submit feedback a user who 

is very negative to an e-service may be more inclined to answer 

than someone who is positive.  

The users’ comments about their experienced benefits and 

problems can also be supported by an earlier interview study 

which aimed to provide in-depth understanding of cancer 

patients’ attitudes and experiences of online health records [15], 

and other international studies within this field, for example the 

OpenNotes initiative in US which focus on patients ability to 

view clinical notes [3]. The study found that users of PAEHR 

services uses the service to see that they understood the 

information they received from the physician correctly. 

Another study [23] also found that one of the biggest reasons 

why patients read their health record entries are to be sure that 

they understood what the care provider said. This is also 

expressed by some of the users of Journalen in this study who 

believe that it is very good to be able to read their health records 

in retrospect to prevent misunderstandings (Table 2). 

The study [15] emphasizes that most of the participants find that 

PAEHR services serve as a memory support, since it is easy to 

forget information from a physician’s appointment. Similarly, 

several of the users of Journalen who emailed feedback ex-

pressed that it was a very good memory support to be able to 

read on their own what has been said and done during the ap-

pointments, as there is often a lot of information provided that 

is easy to forget about afterwards. Below is a quote from one of 

the users of Journalen (Table 2): 

“It is good to be able to read the health record, as many de-
tails are often forgotten after a doctor’s appointment” 

In a study from the US [24], the purpose was to gain more 

knowledge about patient experiences where patients/users of a 

PAEHR service could provide feedback on their visit notes 

through a specific feedback tool within the service. The conclu-

sion showed that patients can relate to personal, relational and 

safety benefits. Demand for similar features is also found in the 

results of this study. Below is a quote from one of the users of 

Journalen (Table 3): 

“I want to be able to make changes in the content because it is 
about my identity! I want to be able to decide about the 

written info about me and how it is formulated” 

Having other studies [3, 15, 23-24] with similar feedback 

reinforces the feedback given by the users of Journalen on how 

a PAEHR service can be improved and made as easy and clear 

as possible.  

Methodological concerns 

The data source needs to be considered when discussing the 

results of this study. We have analysed voluntary feedback that 

has been sent by the users of Journalen over two years. How 

representative this information is of the opinions of all users of 

Journalen is impossible to say, and therefore the numbers 

presented in Table 1 cannot be interpreted as valid for all users. 

As an example, the 8% of emails concerning errors in record 

does not mean that 8% of all records have errors in them nor 

that 8% of all users find errors. Yet, that so many individuals 

have made the effort to send an email about this issue could be 

considered an important indicator that this is an area to be 

further explored.  

We also consider the fact that this information is voluntarily 

provided by users without being asked specific questions makes 

the data source especially interesting. This is feedback given 

without influence of how questions are formulated, fatigue 

from filling out a long survey or a willingness to please the re-

searchers asking the questions.  

Another limitation that could impact the outcome are the man-

ually counting of the emails. However, the format of the email 

feedback required an aspect of human interpretation, sometimes 

the latent content of an email, the tone and sentiment of the 

message, was crucial for the result of the study. Using an auto-

matic quantification by a software tool would have risked miss-

ing some of these subtleties of the material.  

Voluntary feedback as formative evaluation 

The feedback received through the email inbox have been 

continuously used by the developers of the e-service to improve 

it. One example is that since such a high rate of emails 

concerned missing information, it became clear that the users 

had trouble understanding why parts of their record where not 

shown. In order to make this more clear to the users, an 

interactive map of Sweden was implemented in the e-service 

showing which regions made what information accessible. 

When choosing a specific part of the record (e.g. diagnosis or 

lab results), the map will also automatically show which regions 

make this information available (figure 2). This easily 

accessible visualization of information access may be the 

reason for the decline in emails in this category during 2017 

compared to 2016.  

 

Figure 2 – map over which healthcare providers show lab 
results  

This may be one way of using rapid, unstructured user feedback 

as part of formative evaluations to facilitate continuous 

improvement of an eHealth service.  

Future research 

The content of the voluntary feedback would be interesting to 

compare in more detail to results of a recently published survey 

among all users of Journalen [22]. How does the voluntary 

feedback correspond to the results obtained when users are 

asked direct questions about specific features? Repeated 

surveys should also be performed, as the eHealth service is 

continuously improved and a steady increase of users can be 

seen. We need more long-term follow-up of the users 

experiences, e.g. through re-occuring surveys among the users. 

As the improvement suggestions are handled in the continued 
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development of the service, we ought to be able to track and see 

improvements also in the users feedback. Exploring the 

usefulness of the voluntary feedback compare to other forms of 

feedback or evaluations for the developers of Journalen would 

be of great interest from a methodological perspective.  

Conclusions 

This research is the first study in Sweden that evaluates and 

analyses the users’ voluntary submitted opinions about 

Journalen and uses these to emphasize improvement 

suggestions about the service. These data can be successfully 

used to continuously improve an already implemented eHealth 

service. The results shows that having healthcare providers that 

makes different information accessible through the same 

eHealth service, will cause confusion and questions from users, 

but most feedback received was positive, which is in line with 

other research into patients access to their EHR. The results also 

shows that the users are channeling their questions to Inera 

instead of to their healthcare provider, which means other 

communication paths are needed between patient and 

healthcare provider. 
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Abstract 

Electronic Health Records (EHR) face the challenge of 
collecting data about patient’s gender identity in order to 
provide standardized and quality data to manage public 
policies in order to improve health disparities of the Trans 
population. Innovation in Health Information Technologies 
(HIT) develops in the midst of a cultural change process related 
to social representations of gender in favor of a diversity 
perspective. Understanding the health field as a complex 
adaptive system, the changes in the systems must consider 
multiple factors in every stage of the process. It is relevant to 
consider the people involved in it and the culture in which they 
are embedded. This article describes the implementation 
strategies of functionality that represents the transgender 
population in the EHR of the Public Health Care System of the 
Buenos Aires City. 
Keywords:  

Electronic Health Records; Transgender Persons; Cultural 
Evolution 

Introduction 

Transgender people are individuals whose gender identity 
differs from their sex assigned at birth, and may involve the 
modification of their appearance or body function through 
pharmacological, surgical or other means. In recent years, the 
Electronic Health Record (EHR) faced the challenge of 
representing the transgender population. Correctly identifying 
this population allows longitudinal health records that facilitate 
continuity of health care. On the other hand, it is indispensable 
to have standardized data in order to obtain quality metrics and 
create research opportunities that contribute to the management 
of public health policies for this vulnerable population.  
On the legal level, in different countries transgender people can 
change their name and gender in their identity documents. 
However, the laws vary in different countries and localities. 
Since the process of opening a patient’s chart in the EHR 
depends on the patient’s identification, changing the name or 
gender of any individual represents a challenge when it comes 
to ensuring the longitudinality of the clinical record. 
Articles from different countries mention how the systematic 
legal, economic, and social exclusion of trans people negatively 
affects every area of their lives: family, health, education, work, 
housing, and security. Their living conditions often face 
poverty, precarious housing or homelessness, and inequality in  
education, work and health.  
Experiences of stigma and discrimination have been described 
in various areas, highlighting health in particular, protagonized 
by both administrative staff and health care professionals. The 
most feared situation that trans people describe is to be called 
by the name that appears in the person's legal documentation 

instead of the chosen one. This produces discomfort and 
ridicule that can lead to absenteeism of future healthcare 
appointments [1-3]. These experiences have a negative impact 
on patient satisfaction, the patient-professional relationship, 
and can also lead to a risk of verbal and physical assault by other 
patients in the waiting rooms.  
In Argentina in 2012, National Law 26.743 "Gender Identity" 
was passed. This law granted people the right to be identified 
according to their self-perceived gender in the instruments that 
accredit their identity, among other rights [4]. 
In the United States in 2016, The Centers for Medicare & 
Medicaid Services (CMS) and The Office of the National 
Coordinator for Health Information Technology (ONC) 
announced that every entity certified under the Meaningful Use 
incentive program, will be requested to create structured fields 
allowing users to register, change, and access data on their 
gender identity [5]. Since then, several recommendations and 
guidelines have been developed in order to ensure efficient 
documentation of these data. It has been detailed how to 
request, store and display the data in the user's interface [6-8]. 
Furthermore, the incorporation of structured fields for the 
recollection of the chosen name, gender identity, sex assigned 
at birth and pronoun preference as demographic variables have 
been described [9-11]. Other research inquired about the 
perspectives of Trans people and healthcare professionals in 
relation to providing or having gender identity data [12-15]. 
Even controlled vocabularies for statistical and epidemiological 
analyzes such as the International Classification of Diseases 
11th Edition (ICD-11) of the World Health Organization 
(WHO), proposed a new chapter related to sexual health 
conditions. The proposal was to include "Gender 
Inconsistency" as diagnostic category, instead of as a mental 
disorder as described in ICD-10 [16, 17]. The same happened 
with the Diagnostic and Statistical Manual of Mental Disorders 
(DSM) on its 5th edition [18]. Since 2009, people and 
organizations from different countries have set up an 
International Network for the Depathologization of Trans 
Identities. The goal has been to raise awareness and expose the 
psychiatrization of gender diversity and request the withdrawal 
of the aforementioned diagnostic categories from the ICD and 
DSM, previously classified as mental disorders [19]. 
A process of cultural change is currently gestating in favor of 
the recognition of the diversity of gender. It implies a 
modification of structures and social representations. It is 
important to take into consideration the cultural aspect, since it 
constitutes a system of shared meanings from which people 
interpret reality, define their way of acting and how to proceed. 
Otherwise, the mere IT tool that allows the recording of data in 
question would be insufficient. The goal of this paper is to 
describe the strategy that was used in the Public Health System 
of the Autonomous City of Buenos Aires for the 
implementation of functionality that represents the transgender 
population in the EHR. 
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Methods 

Setting 

The City of Buenos Aires has an area of 204 km² inhabited by 
3,059,122 people. The health care system has 3 main sectors: 
The public sector, social security, and the private sector. These 
3 can often coexist. The public health care system strives to 
offer medical access to all its inhabitants.  
According to 2016 statistical data, 20% of Buenos Aires’ 
population can only access healthcare through the public 
system. This percentage rises to 50% within the most 
unprivileged who live in the south of the city [20]. And it scales 
up to 78% among the transgender population [1].   

Software 

Since June 2016 an EHR has been gradually implemented 
within the outpatient setting [21]. In 2017, the "Self-perceived 
Name" functionality was incorporated, which allowed the user 
to to register a patient’s preferred name in relation to their 
gender identity, when this names differs from their identity 
document. 
Subsequently, in all the places where the person’s name 
displayed in the EHR, the self-perceived name is displayed, 
with the initial letter of the identity document in parentheses 
next to the self-perceived name. All data related to the patient 
can be found within the personal data sheet. From this sheet, 
the name registered in the person’s documentation can be 
extracted in order to be used in billing processes, prescription 
of medication or other legal operations. 

Study Design  

This is a descriptive study about the implementation strategies 
of a functionality that represents the transgender population in 
the EHR of the Public Health System of Buenos Aires City. 

Results 

The implementation strategy of this functionality included the 
following aspects: 

1. Intersectoral approach  
We convened the General Directorate of Coexistence in 
Diversity of the Undersecretariat of Human Rights and Cultural 
Pluralism, with dependence on the Vice-Government Office. Its 
responsibilities are to work on public policies and spaces for 
promotion, prevention and protection to reduce acts of 
discrimination and violence towards the people of the various 
groups that cohabit in the Autonomous City of Buenos Aires. 

2. Profile stratification 
The diversity of actors was stratified in different profiles to 
personalize the content. The stratification was decided 
according to the fulfilled function;  

� Implementers: train end-users of the healthcare 
information system. 

� Help Desk Operators: provide technical and functional 
support to the system users' queries. 

� Administrative Staff: the patient’s first point  of 
contact when interacting with the healthcare system 
and are in charge of collecting the identification data. 

� Healthcare professionals: professionals from different 
disciplines that provide healthcare. 

3. Preparation of materials 
Specific materials were developed for each profile, including: 
instructions explaining how to operate the new functionality, 

specific conceptual content of this topic (Table 1) and its legal 
framework. This was also made available on the Primary Health 
Care Web Portal, an intranet service that provides a 
communication space among healthcare workers. 

4. Institutional stratification 
The institutions that had the largest Trans population were 
identified in order to intensify the training. 

5. Training 
Two types of training were planned for all profiles: 

� Face-to-face group training: a 3-hour workshop 
format was implemented. The aim was to raise 
awareness about gender issues. To accomplish this, 
different triggers were used to get in touch with the 
actors' perceptions which allowed to explain the 
concepts of gender binarism and heteronormativity. 
Then the concept of gender identity was introduced 
and it was differentiated from the concept of sexual 
orientation. Living conditions and health indicators for 
the Trans population were shared and the legal 
framework was deepened. 

� Individual virtual training: several courses taken by 
administrative personnel and healthcare professionals 
were modified. The courses that were modified related 
to the use of applications for identifying people, 
granting and managing shifts, and the EHR 
application.   

6. Communication  
The communication strategy had 2 main recipients: 

� Users of the information system: a pop-up was 
introduced in the login interface to the system 
notifying about the new functionality with a link to 
materials and instructions. In addition, a message to 
all users was posted on the Web Portal, emphasizing 
not only the opertation part, but also conceptual issues 
and regulatory framework. 

� Users of the healthcare system: the Trans population 
was informed that they can register with their self-
perceived name in the public healthcare system. 

As of November 2018, there are a total of 170 Self-perceived 
Name records (Table 2). 

Table 1 - Illustrative content about gender issues 

Concept Definition     
Gender 
identity 

The internal and individual experience and 
feeling of each person's gender which may or 
may not correspond to the sex assigned at the 
time of birth. 

Biological 
Sex 

The set of chromosomal, anatomical and 
physiological information that differentiates 
men and women. It is used to assign gender 
at birth. 

Intersex People whose anatomy does not fit the 
standards of female or male biological sex. It 
makes reference to the corporal diversity. 

Gender 
expression 

It involves everything that is communicated 
from our gender to others: clothing, 
hairstyles, body language, our interactions 
and social roles. 

Gender 
binarism 

It is a social construct that classifies people, 
limiting themselves to fulfilling feminine or 
masculine roles based on their anatomy. 

Cisgender People whose gender identity matches the sex 
assigned at birth. 
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Transgender People whose gender identity differs from the 
sex assigned at birth. 

Sexual 
Orientation 

The ability of a person to feel emotionally, 
sexually and affectively attracted by a person 
of the same gender (homosexual), of the 
opposite gender (heterosexual), of more than 
one gender (bisexual). 

Queer Sociocultural movement that considers 
gender and sexual orientations as a social 
construct and seeks the disappearance of this 
categorization. 

Heteronorm-
ativity 

The social rule that assumes the alignment of 
biological sex, gender identity and 
heterosexuality as desirable and normal. 

Table 2– Self-perceived Name records in EHR 

Year Month Records 
 
2017 
 
 
2018 

 
July-August 
September-October 
November-December 
January-February 
March-April 
May-June 
July-August 
September-October 

 
8 
13 
15 
12 
21 
36 
36 
29 

 Total 170 

Discussion 

As seen from the diagnostic categories of ICD-10 and DSM-5, 
historically the transgender population has been considered in 
terms of abnormality, anomaly or disorder [19]. In recent years, 
questioning of gender binarism and heteronormativity have 
given rise to a broader perspective of diversity, thus beginning 
a process of cultural change. Even so, these changes are 
incipient. The lack of legal frameworks in many countries and 
the persistence of stigma and discrimination affect the quality 
of life of this population in various areas of their lives. 
This paper describes the implementation strategies for 
functionality that allows the identification of transgender 
people according to their self-perceived gender identity. 
Multiple strategies were contemplated with an emphasis on 
raising awareness on this matter, going beyond the use of the 
system. The intersectoral approach made it possible to have the 
resources and means necessary for communication and training. 
It was also key to have specialists involved in the subject matter 
for the preparation of contents and materials in order to provide 
training that encouraged active participation. This helped to 
address people's concerns, questions, and understand their 
emotions given the complexity of the subject. 
Initially, when face-to-face group trainings were conducted, the 
perceptions and previous knowledge about being a woman or a 
man were explored. The goal was to visualize the 
representations of social models of the binary gender system 
and understand them as a social construct were people are 
classified into two unique categories – feminine and masculine 
– based on biological differences, and also linked to social 
roles, behavioral expectations, sexual orientation, etc, which 
helps to maintain control and establish social order. After this 
collaborative work, the gender diversity perspective was 
introduced. This way of presenting the content was planned as 
a strategy to minimize resistance, using a deconstructive 
current. This current established that only by revealing the 

apparently hidden, and previous pragmatic elucidation of the 
success of an ideological system, there is a chance to actually 
glimpse the questioning or disarticulation of a socio-cultural 
structure and dynamics in view of its transformation or 
construction of a new meaning [22].  
On the other hand, the strategy of stratifying profiles had its 
foundation in understanding health organizations as complex 
adaptive systems, shaped by dynamic networks of actors 
interconnected with different roles, functions, conflicts and 
interests [23]. Therefore, the contents were customized with a 
focus on the fact that implementers' and help desk operators' 
profiles should have tools to train all user profiles. The 
administrative profile is the patient's first contact with the 
healthcare system and they are in charge of collecting 
identification data. It was also taken into consideration that 
within the medical profile, the biologicist conception usually 
predominates. At the same time, these institutions are 
characterized by the concentration of power at their bases and 
not only in the hierarchical areas that are laid out on the formal 
organization chart. The governance in relation to both 
administrative and professional workers has a particular 
complexity. A great deal of emphasis was placed on the legal 
framework – the National Gender Identity Law No. 26,743 and 
the National Law No. 23592 Antidiscrimination – and how the 
system allows respecting the provisions of the law [9]. 
The stratification of institutions with the greatest Trans 
population was carried out with the aim of reinforcing training. 
Surprisingly, we found that they were the users with the highest 
awareness and had the best manners when it came to Trans 
patients. However, since they were familiar with the patients, 
many users indicated that they did not register Trans patients' 
data in the system since they were well known by every worker 
in the healthcare institution. In these cases, the training was 
directed to the importance of the registry of data, explaining 
that other institutions of the public healthcare system network 
can also access to this information. 

Conclusions 

Incorporating structured fields to the EHR to represent Trans 
people with standardized data that allow a correct identification 
of this population is essential to ensure the continuity of care. 
However, even though systems accompany the cultural 
changes, the computer tool alone do not transform people's 
practices. Therefore, it is important to consider the human 
factor and the culture in which people are embedded as a part 
of the strategy to implement functionality that meets the neds 
of the Trans population. 

Limitations and Future Direction 

Future research is needed to evaluate the implementation and 
perceptions of patients in relation to the quality of care in 
healthcare institutions, as well as the development of indicators  
to monitor the quality of the registry. In addition, other lines of 
work should aim to relieve specific information needs that are 
required at the EHR level for this population's healthcare. 
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Abstract 

Health systems advance towards personalized, preventive, 
predictive, participative precision (5P) medicine, considering 
the individual’s health status, contexts and conditions. This 
results in fully distributed, highly dynamic, highly complex 
business systems and processes with multiple, comprehensively 
cooperating actors from different specialty and policy domains, 
using their specific methodologies, terminologies, ontologies, 
knowledge and skills. Rules and regulations governing the 
business process as well as the organizational, legal and 
individual conditions, thereby controlling the behavior of the 
system, are called policies. Trust and confidence needed for 
running such system are strongly impacted by security and 
privacy concerns controlled by corresponding policies. The 
most comprehensive policy dealing with security and privacy 
requirements and principles in any business collecting, 
processing and sharing personal identifiable information (PII) 
is the recently implemented European General Data Protection 
Regulation (GDPR). This paper investigates how GDPR 
supports healthcare transformation and how this can be 
implemented based on international standards and 
specifications. 

Keywords:  

European data protection, governing, privacy  

Introduction 

In the course of methodological paradigm changes, healthcare 

systems advanced from empirically describing health problems 

with one solution fits all to dedicated care, stratifying 

population for specific, clinically relevant conditions resulting 

in evidence-based medicine. Stratifying population by risk 

profiles, the current phase of healthcare transformation  towards 

personalized, preventive, predictive and participative precision 

(5P) medicine considers the individual’s health state, 

conditions and contexts, thereby integrating research and 

practice. Conditions and contexts include legal, social, 

environmental, occupational, or any other context. Disciplines 

or domains engaged in 5P medicine cover medicine, natural 

sciences, social sciences, engineering, etc., considering the 

individual from elementary particle to society. The required 

knowledge sharing and cooperation of multiple stakeholders 

from different domains using their methodologies, 

terminologies and ontologies establishes a legal, cultural and 

language challenge. As individual health state, conditions and 

contexts are highly dynamic, it is impossible to predefine the 

business systems, its processes and policies for meeting the 

business system objectives comprehensively, uniform and 

legally binding in a static way. Thus, 5P medicine requires the 

automated management of multiple dynamic domains 

including multiple dynamic policy domains. [1] 

The paper investigates a) how the European General Data 

Protection Regulation (GDPR) [2] reflects architecture and 

policies of transformational healthcare systems and b) how 

GDPR must be implemented to support healthcare 

transformation. For that purpose, GDPR is structurally and 

functionally analyzed. For meeting principles and services 

required by GDPR, standards, specifications and products are 

recommended and explained in some details. 

Methods 

For analyzing such complex settings like 5P medicine under 

dynamically changing perspectives and contexts, a system-

theoretical approach is used. According to IEEE 1471-2000, a 

system is a collection of components organized to accomplish 

a specific function or a set of functions to realize the business 

objectives of that business system intended by the involved 

stakeholders [3]. Systems interact with their environment and 

can be decomposed to subsystems or composed to super-

systems in a recursive way. A system is defined by the system’s 

architecture, i.e., its components, their functions and relations 

on the one hand, and the system’s behavior represented by the 

system’s policy on the other hand. The term policy implies any 

set of rules for selecting components and functions as well as 

constraints of the relations according to a business case, thereby 

controlling the behavior of that system. It represents the 

perspectives of all domains involved, i.e., process policies, 

legal constraints, individual preferences, resource management, 

etc. This behavioral description applies to any of the 

aforementioned subsystem or super-system.  

A security and privacy policy according to ISO 22600 Health 

informatics – Privilege management and access control [4] is a 

complex of legal, organizational, functional, social, ethical and 

technical aspects to be considered in the context of privacy and 

security. It defines a framework, privileges and obligations, but 

also consequences and penalties when the regulations are 

ignored. 

Ecosystems are structured systems and communities of living 

and non-living components, which follow specific rules 

(policies) and interact as unit among themselves or with their 

physical environment.  

The approach is based on the Generic Component Model 

(GCM) introduced by the first author in the mid-nineties [5, 6]. 
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How Does GDPR Reflect 5P Medicine? 

While the EU Data Protection Directive (Directive 95/46/EC) 

[7] defined just direct or indirect identifiers as personal data, 

GDPR extends in Art. 4(1) that definition including “one or 

more factors specific to the physical, physiological, genetic, 

mental, economic, cultural or social identity” of a natural 

person [2]. That way, GDPR defines data characterizing an 

individual’s health status, context and conditions in the sense of 

5P medicine as personal data. The extended definition of 

processing in GDPR Art. 4(2) meets contrary to the one in 

Directive 95/46/EC, the process of 5P medicine as well. GDPR 

Art. 6(3) requires explicit policies, which have to be 

represented formally and machine-processable and bound to the 

information objects or process steps (Art. 4(20) and Art. 26(1)). 

Those policies must represent the current context, and – 

because that context is changing – must be managed 

dynamically (Art. 26(1)). For guaranteeing comprehensive 

interoperability, policies must be represented using 

terminologies and ontologies of the addressed audience (Art. 

7(2) and Art. 12(1)), that way meeting the requirements of 5P 

medicine ecosystems. Design and management of that highly 

complex and highly dynamic ecosystem have to address the 

security and privacy perspectives according to the ISO 23903 

Interoperability Reference Architecture [8], ISO 22600 [4] 

mentioned before, or ISO 21298 Health informatics – Structural 

and functional roles [9]. Properly managing the dynamic 

system in that respect proactively, a permanent risk analysis 

must be performed, turning the Data Protection Officer from a 

checkbox marker to a risk manager, directly intervening in the 

business system and processes throughout the complete system 

lifecycle presented in the next section. 

 

How to Define a GDPR-Compliant 5P Medicine 

Ecosystem? 

A GDPR-compliant 5P medicine ecosystem must be designed 

and implemented in an automated process as an architecture-

centric, ontology-based, policy-driven multi-domain business 

system. This has to be done in a formalized and standardized 

way. Starting point of an appropriate solution is the ISO 

Interoperability Reference Architecture model and framework 

developed by the first author. For representing a systems model 

and framework manageable by engineers, the formal 

representation of an n-dimensional concept space deploying 

universal type theory, thereafter refined to a parametrized 

Barendregt Cube [10, 11], has been transformed in a 3-

dimensional system engineering model (Figure 1a). One 

dimension covers the generic granularity levels or 

composition/decomposition of any system. The second 

dimension addresses the system development process 

following standardized approaches such as ISO 10746 

Information technology – Open distributed processing – 

Reference model [12], SOA (Service-Oriented Architecture) 

methodology, or the Unified Process (formerly Rational 

Unified Process). The third dimension concerns the different 

perspectives on the multi-disciplinary business system in 

question represented by the variety of domain experts involved 

in the business process. The concepts have to be represented for 

each component using the related domain ontologies. The 

different domains can be properly refined into subsystems with 

different (sub)ontologies. In the context of GDPR-compliant 

ecosystems, the policy domain combines different perspectives 

on ruling the system such as the medical process policy domain, 

the contextual policy domain, and the administrative/ 

organizational policy domain managing resources, etc (Figure 

1b). The contextual policy domain can be furthermore refined 

into the legal and regulatory domain, the personal policy 

domain, and the conditional/contextual domain representing 

environmental, social, occupational or other contexts. 

 

 

 

Figure 1. ISO Interoperability Reference Architecture [9] 
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Figure 2. Policy Ontology according to ISO 22600 [4] 

 

For representing policies, the first author has developed a policy 

ontology based on Damianou’s Ponder Policy Specification 

Language [13]. That policy ontology has been standardized in 

ISO 22600 Health informatics – Privilege management and 

access control [4] (Figure 2). The policy ontology defines the 

entities to be instantiated (left hand side) and the policy 

management processes (right hand side). Using the presented 

approach, legally correct policies can be created using specific 

tooling, e.g., to support the subject of care – usually being a 

layman in the healthcare domain – to express her will and to 

understand the policies of other actors using the domain-

specific jargon.  

The other requirement of GDPR is the binding of policies to 

information objects and/or activities in the business process to 

dedicatedly managing them. This mechanism allows for 

definition and enforcement of data governance, i.e., of 

constraints on the WHO, HOW, WHEN, WHERE, WHAT 

FOR and WHY – or in other words, on the actor (which is not 

necessarily a person) and the context – for accessing and using 

PII. Such services also address, e.g., the data subject‘s right of 

being informed about the processing of personal data as well as 

rectifying those data if needed. That way, the limitations of that 

data subject’s right offered ín GDPR could be minimized or 

fully overcome if it proves to be impossible or would involve a 

disproportionate effort. Alternative to policy binding, binding 

of labels referring to policies stored in policy repositories can 

be used. Both ways of binding policies or labels have been 

standardized in HL7’s Healthcare Privacy and Security 

Classification System (HCS) [14]. As security and privacy 

labels have been defined: Confidentiality, Sensitivity, Integrity, 

Compartment and Handling Caveats. The first four are bound 

to information objects, and the last is bound to activities. The 

logical architecture to implement the described solution is 

shown in Figure 3. For enabling an assessment of 

trustworthiness of the offered service by the service user, a 

monitoring as well as a trust calculation service have been 

added to the architecture. Policy binding makes only sense 

when information is properly structured to enable the 

assignment of different policies to single, or groups of, 

information objects on the one hand, or different policies to 

single actions or related groups of actions on the other hand. 

Such data segmentation for privacy has been standardized at 

HL7 [15]. The entire system was demonstrated at HIMSS 2012 

[16] and – with further extensions and improvements – also in 

the following years.  

Discussion 

Contrary to the Directive 95/46/EC, offering a limited scope 

and static controls for protection of personal health information, 

GDPR sets requirements, principles and methodologies to be 

applied to protect personal identifiable information of EU 

citizens and to document and demonstrate the compliance with 

the GDPR independent of the location and the technologies data 

collection, processing, communication and deployment of that 

information happen. 

Acknowledging the nowadays organizational, methodological 

and especially also technological paradigm changes leading to 

highly distributed, complex, highly dynamic settings, turning 

the data subject to a consumer and changing her role and 

responsibility, GDPR excellently accommodates healthcare 

transformation. For that purpose, it has to establish the same  
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Figure 3. Authorization Reference Model [14] 

 

principles of flexibility, dynamics, complexity, transparency, 

adaptation, intelligence, automation, etc. Defining principles 

and methodologies of data governance, GDPR and ISO/IEC 

27001 Information technology – Security techniques – 

Information security management systems – Requirements [17] 

as well as ISO/IEC 27002 Information technology -- Security 

techniques -- Code of practice for information security controls 

[18] are closely interrelated. While GDPR focuses on the rights 

of affected persons, ISO addresses the related compliance 

issues. 

Meanwhile, a bunch of standards, specifications and 

applications for adequately managing GDPR are available, like 

HL7 Artifacts to support managing GDPR. Here, the HL7 

Security Labeling Service has to be mentioned, which contains 

a Policy Adjudication Engine for policy harmonization, an 

Ontology Reasoner to check the applicability of security and 

privacy policies against clinical policies, and the finally the 

Policy Inference Logic. Furthermore, specific trust services are 

provided. Most of those services are specified as implementable 

FHIR resources [19]. Examples are: FHIR consent resource 

[20]; FHIR AuditEvent or Provenance for storing information 

about data sources; FHIR AuditEvent enables tracking data 

communication including the deletion of data; FHIR Security 

Labels allow tagging data when the purpose of use has changed. 

For coding the purpose of use, specific vocabulary can be 

deployed. 

Conclusions 

Paradigm changes in health and social care lead to highly 

distributed and dynamic ecosystems, integrating multiple 

jurisdictional and policy domains, technologies, 

methodologies, knowledge and concept representation style, 

languages, cultural background and expectations, education 

and skills, etc., requiring advanced interoperability solutions. 

The interoperability challenge is not limited to ICT 

environment, but includes the entire ecosystem. Appropriate 

security and privacy solutions provide trust and therefore 

acceptance of health solutions and their IT support, as shown in 

Table 1.  

Table 1. Relations of GDPR and 5P Medicine 
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Thereby, security and privacy are not disabling but enabling 

new technologies. Security and privacy management will be 

increasingly model-driven, ontology-based and automated, 

using system intelligence such as AI and machine learning. 

Definition, harmonization and enforcement of policies must be 

automated as well. For that reason, policies must be represented 

comprehensively and formally. The presented system-

theoretical, architecture centered modeling approach does not 

re-write problematic legislation [21], but supports use case 

specific analysis, management and design of needed 

comoonents and relations for 5P systems. That way, it enables 

intelligent, adaptive systems for advanced 5P medicine.  
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Abstract 

The volume of unstructured health records has increased 

exponentially across healthcare settings. Similarly, the number 

of healthcare providers that wish to exchange records has also 

increased and, as a result, de-identification and the 

preservation of privacy features have become increasingly 

important and necessary. Governance guidelines now require 

sensitive information to be masked or removed yet this remains 

a difficult and often ad-hoc task, particularly when dealing with 

unstructured text. Annotators are typically used to identify such 

sensitive information but they may only be effective in certain 

text fragments. There is at present no hybrid, sustainable 

framework that aggregates different annotators together. This 

paper proposes a novel framework that leverages a 

combination of state-of-the-art annotators in order to maximize 

the effectiveness of the de-identification of health information. 

Keywords:  

Privacy, De-Identification, Natural Language Processing 

Introduction 

Information exchange is a routine activity among practitioners 

in healthcare organizations. Much of the information that 

physicians require to deliver care is recorded and exchanged 

internally in patient records and, externally, via formal 

communication letters between referring and consulting 

physicians across organizations. Other forms of exchange 

include, for example, legal reasons or claims between providers 

and payers. As electronic medical records evolved and larger 

amounts of data were recorded, the value of the secondary uses 

of healthcare data became apparent [1; 2]. Both the new uses as 

well as improvements in exchange systems mean that 

information can more easily be misplaced or accessed by third 

parties without justifiable reasons.  

Early efforts took place in the UK in the 1990s [4]. In the early 

2000s, the Health Insurance Portability and Accountability Act 

(HIPAA) Privacy Rule was introduced in the US in order to 

regulate and safeguard the use and disclosure of protected 

health information (PHI), which is sensitive and identifiable 

[5]. The same rule sets out clear definitions of the types of 

information that are considered to be PHI, such as a patient’s 

name or social security number, as well as guidelines on how 

to remove such information, such as the Safe Harbor method 

[5]. De-identification is the process in which PHI in a given 

patient record is either removed or masked such that it is not 

possible to link that particular record back to the identity of the 

original patient. Approaches for estimating the likelihood that 

de-identified information can be re-identified have been 

proposed [6] and blanket protection policies and methods such 

as the Safe Harbor, although effective, may still leave 

organizations susceptible to re-identification. 

De-identification approaches may focus on structured data, for 

example, estimating the population size cut-offs for 

geographical areas so that no data suppression or further 

aggregation is necessary [8]. Other approaches, such as the 

anonymisation of clinical profiles in the form of International 

Classification of Diseases (ICD) codes, have also shown that it 

is possible to share information while safeguarding the privacy 

of the underlying individuals [11]. However, the rising need for 

sharing free-text records has boosted the need for Natural 

Language Processing (NLP) methods and techniques [9]. A 

systematic review of de-identification techniques revealed that 

the majority of systems focused on structured data and only a 

few addressed automatic text de-identification [10]. 

Furthermore, most systems performing annotation relied on 

pattern matching, rules, or dictionaries and the latter has shown 

better performance overall but lacks generalisation [10].  

Free-text de-identification tools such as MIST [15] and the 

various systems in [10] have been more recently evaluated in 

[14]. The results of this evaluation showed the most successful 

system (MIST) had a precision of 97.8% and a recall of 95.1%. 

These evaluation metrics are defined in Figure 1. A different 

study [13] compared the performances of human annotators 

against a system using pattern matching based on a dictionary, 

regular expressions and heuristics. The results showed low 

precision (75%) but high recall (96%), meaning that the output 

is mostly de-identified, but also that there is a large amount of 

over de-identification. Similarly, in [12], the authors tested the 

performance of human annotators against MIST and an in-

house identifier based on MALLET [18] that replicates MIST’s 

design. The results were reassuring, reaching 95% precision in 

some entity types after adding pre and post processing to the 

workflow, in addition to model training. Similarly, [16] 

proposes a system called Medical De-identification System, 

designed to process HL7 messages in order to remove HIPAA 

and non-HIPAA specified identifiers. This system relies on 

scrubbing instead of providing a configurable masking system, 

yet the authors report results in line with the state-of-the-art 

systems. 
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Figure 1 Evaluation metrics: Precision (P), Recall (R) and the 

harmonic mean of P and R (F
1

). 

De-identification remains a task that cannot be perfectly 

handled by automated systems [14] yet, in practical scenarios, 

such systems have the potential to assist humans in performing 

de-identification if all the limitations are known and 
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acknowledged by the users. Contrary to previous work, the 

approach presented in this paper leverages an ensemble of 

annotators, taking advantage of the strength of each specific 

annotator. Moreover, this approach exposes a more flexible 

configuration to the user, thus allowing easier transition 

between domains (such as between clinical and 

financial/billing). 

This paper presents the first hybrid framework for automatic 

text de-identification that combines different annotators 

together in order to maximise de-identification performance 

and increase generalisation. The methods section describes the 

framework in detail, how it was built and their individual 

components. The results section reveals the performance of 

each of the annotators, both individually and in combination, 

based on a representative corpus of clinical notes.  

Methods 

We have designed and implemented a de-identification pipeline 

that consists of five main steps, shown in Figure 2. The first 

step includes input handling and content extraction. The second 

step performs the pre-processing of the extracted text followed 

by an annotation step, where the individual annotators perform 

entity detection. The fourth step includes the post-processing of 

the results, false positives (i.e. incorrectly detected entity types) 

elimination and prioritisation. Finally, the de-identification step 

ensures the protection of the identified entities.  

  

Figure 2 The high-level architecture of our de-identification 

pipeline 

Input Handling 

As we need to deal with a diverse set of input formats, our 

pipeline supports the following formats: CSV, JSON, XML, 

XLS/XLSX, PDF, DOC/DOCX, HL7, DICOM, VCF as well 

as plain text documents with no specific format.  The user can 

specify which input elements contain free text information, for 

example, specific DICOM tags or HL7 segments. The input 

handling step is responsible for content extraction from the 

various input formats and preservation of the semantics that are 

necessary during the reconstruction phase. 

Pre-Processing 

The pre-processing phase includes three key steps: language 

detection, correct input capitalization and part-of-speech 

tagging.  

Step 1 – Language Detection: the first step of the pipeline is 

to perform language detection. Based on the detected language, 

the system decides to proceed with the remaining steps 

depending on which annotators are available. For the vast 

majority of our use cases, we have to deal with input based on 

the English language but since we are integrating with 

                                                 
1
 https://opennlp.apache.org/ 

2
 https://opennlp.apache.org/news/model-langdetect-183.html  

international platforms, this step is essential. We rely on 

Apache OpenNLP
1
 language detection components,

2
 that 

support 103 languages.  

Step 2 – Capitalization for Caseless Input: The input to the 

pipeline may be caseless; it can be either all lowercase or all 

uppercase. This has a significant impact on most of the 

annotators, hence this step is necessary for normalizing the 

input. We rely on Stanford CoreNLP's truecase annotator to 

handle such cases.
3
 

Step 3 – Part-Of-Speech Tagging: Part-of-speech (POS) 

tagging is the last part of the pre-processing phase.  Each token 

of the input is tagged with its part-of-speech information. This 

information is later used in the post-processing phase to 

alleviate false positives. Several annotators come with POS 

tagging functionality, such as Apache OpenNLP or Stanford 

CoreNLP. The POS tags used in this phase must be part of the 

Penn Treebank POS tagset.
4
 For the POS taggers that do not 

follow this tagset, we manually created the mapping. POS 

tagging functionality can be extended in our pipeline.  

Annotation Phase 

During this phase, each annotator is called separately for the 

same input and then the individual results are gathered and 

merged. There is no inter-dependency among the annotators so 

this phase can be fully parallelized for performance.  

Post-processing Phase 

The post-processing phase includes several steps intended to 

increase the accuracy and quality of the end results. 

Eliminating False Positives Based on POS Information 

Since the entities to be de-identified are comprising of either 

nouns or adjectives, we can eliminate false positives based on 

the part-of-speech information. For example, if our input  is 

"Will increase Lisinopril to 40 mg daily." and one of the 

annotators detected that "Will" is a name (this can happen due 

to blind dictionary matching) then this result can be filtered out 

since "Will" is neither a noun nor an adjective in the context of 

this sentence.   

POS information need to be ignored for certain entities 

otherwise true positives would also be removed. Numeric 

entities, like phone numbers or credit card numbers, e-mail 

addresses, IP addresses, URLs and datetime entities can be 

classified as neither nouns nor adjectives, but they must not be 

discarded. Therefore, we provide configuration options to make 

sure that the pipeline handles these special cases accordingly. 

Priority System 

Since we invoke multiple annotators, there may be conflicting 

results for the same input token(s). In order to handle the 

potential conflicts, we introduced a priority system per 

annotator and per entity type. For each annotator, we assign a 

weight (a value in range [0, 100], with 1 as default) to each of 

the entity types supported. The initial weight assignment was 

performed based on the evaluation results of each individual 

annotator. The priority system also allows us to disable entities 

for a specific annotator. A weight value of 0 for an entity will 

force the pipeline to ignore the results for that entity for that 

annotator. The priority system allows us to disambiguate entries 

like “Alzheimer” which can be identified both as a name and a 

medical term, given that medical term classifier has higher 

priority over the name classifier for the conflicting terms. 

3

  https://stanfordnlp.github.io/CoreNLP/truecase.html 

4

  https://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html  
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Merging of Connected Entities 

There are cases where an entity is split into separate results by 

an annotator. For example, let us consider that the input is 

"Health Center of Washington".  An annotator can detect two 

entities: "Health Center" as an organisation and "Washington" 

as a location. However, we want to detect only one entity and 

that is the entire sequence as an organization. The pipeline 

enables the merging of these two results into a single entity. 

Users can specify, through a configuration, the left and right-

hand side types of the connected entities along with the 

connecting particles and/or pronouns, such as “of”, or “on”. 

Blacklisting 

The final step of the post-processing phase requires checking 

the results, per entity type, against a configurable blacklist. 

These contain tokens that are not to be considered matches. For 

example, for date and time entity type, we assigned that the 

token “currently” is a blacklist term. It is also possible to 

blacklist entity types from the final report. As an example, 

UMLS

5

 dictionary entries if they are not going to be de-

identified. This feature is enabled in our system in order to 

reduce over-classification, hence reducing the loss in utility. 

Identifying Missing Repetitions of Identified Entities 

There are cases where an instance of an entity is recognized 

once but then subsequent instances are not recognized. The 

pipeline includes a mechanism to detect unrecognized 

occurrences for entities previously identified by the annotators. 

The mechanism assigns types to the missed entities based on 

previous occurrences. Newly annotated entity types will be 

processed using the previously described steps (earlier in Post-

processing) in order to remove false positives. 

De-identification Core 

The final step of the pipeline is the de-identification of the 

detected entities. This step ensures that any PI/PHI is 

sufficiently protected and that the usability of the end result is 

at an acceptable level. This can be performed, for example, by 

an expert accessor as defined in the HIPAA Expert 

Determination Method. 

Data masking is applied on the detected entities and it replaces 

the original values with fictionalized ones. Our pipeline offers 

masking capabilities for all supported data types, as listed in 

Table 1, as well as some generic masking providers, such as 

redaction, nullification, hashing, randomization, truncation and 

numeric value shifting. Replacing values with their entity types 

(for example, e-mail address "test@domain.com" can be 

masked to "EMAIL-0") is also an option. Two key properties 

are supported. Extensive format and semantic preserving 

masking: format and semantic preservation is a key aspect of 

masking, since in many cases the data recipient needs to operate 

on the masked data. Approaches such as hashing, encryption or 

redaction, would limit (or even eliminate) the value of the 

masked data and allow users only to perform basic operations 

(e.g. counting). Our approach provides utility-preserving 

masking for each identified type, such as replacing Social 

Security Numbers with fictional numbers following the same 

standard, or replacing gender-specific names with other names 

of the same gender. Consistent masking: this feature ensures 

that the original values are always masked to the same 

fictionalized value. Consistency is an important requirement for 

data analytic purposes in healthcare, since it is the only accurate 

way to measure uniqueness and to do identity matching. 

                                                 
5

 https://www.nlm.nih.gov/research/umls/ 

Annotators 

Our de-identification pipeline includes a list of existing 

annotators. This section describes the available annotators. 

However, as mentioned before, the real power of the toolkit is 

in its configurability and extensibility. The annotators listed 

below were selected based on availability and quality criteria.  

PRIMA Annotator - The PRIMA annotator is a set of 38 

classifiers that cover basic PI/PHI entities based on our work 

for structured data [17]. PRIMA embeds three types of 

classifiers: regular expression-based, dictionary-based and 

custom-logic-based. Entity types like e-mails, addresses and 

URLs can be detected via regular expressions. Other entity 

types, like names, cities, countries and ICD codes, are detected 

using dictionaries. For the rest of the entity types, we use 

custom code for type detection. For example, credit cards are 

firstly detected by a specified prefix but the correctness of the 

check digit is also verified. A list of the currently supported 

entity types is shown at Table 1. PRIMA exposes the necessary 

interfaces to easily extend and localize the available 

functionality, as described in [17]. PRIMA is able to parse HL7 

and FHIR messages as it has been designed to be compatible 

with healthcare systems. 

Table 1: Supported entity types for PRIMA annotator. 

Demographics  Location Healthcare Technology Banking Telco 

Date and time  

Name 

surname  

Religion 

Marital status  

Ethnicity  

National ID 

SSN US 

NINO  

Occupation  

City 

Country 

Continent 

Address  

Latitude/Longitude  

US states 

US counties  

US/UK ZIP Codes  

  

ICD v9 

ICD v10 

NDC 

ATC 

CPT 

Hospital name 

DICOM 

metadata  

Patient ID 

MR number  

E-mail 

URL 

MAC 

address  

IP Address  

  

  

SWIFT  

IBAN 

CC 

number  

CC type  

  

  

IMSI 

IMEI 

Phone 

number  

  

  

The application of regex-based or dictionary-based classifiers 

over free-text can miss entities spanning across multiple tokens. 

For example, consider the input “Health Center of NY is 

currently expanding its ICU”, along with the objective to de-

identify the organization term “Health Center of NY”. 

Applying classifiers only for every distinct token will not return 

any results, even if our dictionaries include terms like “Health 

Center of NY”.  To tackle this issue, we implemented a shingle 

filter mechanism. For each token, we examine the token itself 

and the next 1 to N tokens. For example, with N=4 the filter 

will produce the shingles “Health”, “Health Center”, “Health 

Center of”, “Health Center of NY”, ..., "currently expanding its 

ICU". For each shingle, all available PRIMA classifiers are 

invoked. This mechanism enables detecting entities that span 

across multiple tokens. Shingles, however, may still return 

overlapping results yet the subsequent steps in this pipeline are 

used to merge them with results from the other annotators. 

Apache OpenNLP - Apache OpenNLP supports the most 

common NLP tasks, such as tokenization, sentence 

segmentation, part-of-speech tagging, named entity 

recognition, chunking, parsing, language detection and 

coreference resolution. Apache OpenNLP comes as an offline 

Java library. Trained models are also available for several 

languages in addition to English. 

Stanford CoreNLP - Stanford CoreNLP [19] provides a set of 

human language technology tools. It can give the base forms of 
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words, parts-of-speech tagging, named entity recognition, 

normalize dates, times, and numeric quantities, mark up the 

structure of sentences in terms of phrases and syntactic 

dependencies, indicate which noun phrases refer to the same 

entities, sentiment analysis, extract particular or open-class 

relations between entity mentions, and more. Stanford 

CoreNLP comes with models for the most commonly spoken 

languages.  

SystemT - SystemT [20] is a declarative information extraction 

system that has been designed and developed to perform the 

task of extracting structured information from unstructured or 

semi-structured data. It is based on the basic principle 

underlying relational database technology: complete separation 

of specification from execution. SystemT uses a declarative 

rule-based language and an optimizer that generates high-

performance algebraic execution plans. 

Advanced Care Insights - The Advanced Care Insights
6
 (ACI) 

Service uses healthcare annotators that accelerate natural 

language processing capabilities to identify medical and social 

information in physician notes, discharge summaries, and 

pathology reports. ACI identifies, normalizes, and codes 

medical and social facts, including symptom, disease, 

procedures, allergies, medications, smoking status, lab results, 

ejection fraction, and various daily living assistance terms. Note 

that, like the other annotators, the ACI service can be used in a 

HIPAA compliant manner. 

Extensibility and Integration -There are cases where we need 

to detect entities based on either dictionaries, regular 

expressions or custom logic. In order to address such cases, the 

pipeline supports the loading of dictionary-based and regex-

based identifiers via configuration and external files. There is 

also provisioning for the user to load their own annotators and 

POS taggers as well as localize the resources used for the 

detection and de-identification components. This can be done 

by implementing a Java interface and instructing the pipeline 

on how to use and configure the annotators via a configuration 

file. 

The pipeline also includes NLP Tools from the Cognitive 

Computation Group of the University of Illinois
7
, Watson 

Natural Language Understanding
8
 and out-of-vocabulary 

classifier. For brevity, we will not elaborate on each of these 

annotators. 

Results 

Entities and Coverage 

The pipeline supports the identification and masking of 38 

entities. However, this number can be increased by plugging in 

custom functionality. The out-of-the-box supported entity list is 

based on the HIPAA Safe Harbor compliance standard but was 

augmented based on use cases we encountered during 

development and deployment. 

We have classified each entity either as “direct”, which means 

that it directly identifies an individual, or “indirect”. Some 

indirect identifiers can be treated as direct in specific contexts, 

for example, if occupation is “chief of medicine” then it is a 

direct identifier. However, we do not cover such cases as 

disambiguating these cases requires additional, contextual, 

information that might not be available. 

                                                 
6
 http://www-03.ibm.com/software/products/en/advanced-care-insights 

7
 Cognitive Computation Group @ Illinois, http://bilbo.cs.illinois.edu/ 

Figure 3 describes the supported entities along with their 

classification and supported annotators. With respect to 

Stanford, SystemT and Apache OpenNLP annotators, the non-

supported entities can be covered after creating custom models 

to the respective annotation core. The same applies for PRIMA, 

with the difference that PRIMA also accepts simpler regex-

based and dictionary-based identifiers.  

As shown in Figure 3, no single annotator covers all entities 

effectively, at least not without considerable customisation and 

custom model training. However, our pipeline allows the 

concurrent execution of all available annotators, so all entity 

types can be covered. Note that certain entities are marked as 

"*" in Figure 3. The reason behind this is that such entity types 

do not have a universally accepted format, contrary to other 

entity types such as IP or e-mail addresses. These entity types, 

e.g. medical device identifiers and health beneficiary numbers, 

can vary between manufacturers and countries and it is 

therefore non-trivial to provide general models. 

 

Figure 3. List entities supported by each of the annotators. S – 

Supported; NS – Not Supported; C – Customisable, not prebuilt. 

Evaluation and Outcomes 

We evaluated the performance of our pipeline in terms of 

precision and recall based on a random sample of 400 manually 

annotated medical notes, each referring to an individual patient. 

The sample was drawn from a large dataset from a US-based 

healthcare provider and ethical approval was obtained. The full 

dataset includes medical notes for more than 100,000 patients 

each of which has at least a medical note. The sampling 

processes removed machine generated notes and notes not 

containing any PHI. The notes contained entities for age, date, 

location, medical record numbers (MRN), names, phones and 

URLs. We compared our pipeline against NLM Scrubber.
9
  

NLM Scrubber is a freely available, HIPAA compliant, clinical 

text de-identification tool designed and developed by the 

National Library of Medicine. It is the de-facto standard for de-

identification of clinical notes in practical use cases and this 

allowed us to directly compare similar entity types. For the 

purpose of evaluation. 

The results are summarized in Table 2. Using our pipeline, 

precision, recall and F1 are consistently better across all entities. 

NLM Scrubber does not include models for ages and URLs. 

The recall is lower than NLM Scrubber only in the case of 

location and name entities but it is important to note that NLM 

Scrubber has very low precision on these entities, which means 

that NLM Scrubber will incorrectly identify as names or 

location “words” that are not actual names or location, 

respectively. 

8
 https://www.ibm.com/watson/services/natural-language-understanding/ 

9
 https://scrubber.nlm.nih.gov/  

S. Braghin et al. / An Extensible De-Identification Framework for Privacy Protection of Unstructured Health Information 1143



Table 2 Performance of pipeline versus NLM Scrubber for all entities 

that need to be de-identified. Highlighted cells show best values. 

 NLM Scrubber Our Pipeline 

Entity Type 

Precision 

(%) 

Recall 

(%) 

F1 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 

(%) 

Age 0 0 0 93.18 78.85 85.42 

Date 97.98 96.52 97.24 99.87 98 98.93 

Location 31.25 100 47.62 88.24 88.24 88.24 

MRN 53.85 95.45 68.85 100 100 100 

Name 68.45 97.92 80.57 94.77 93.96 94.36 

Phone 100 93.88 96.84 100 97.50 98.73 

URL 0 0 0 100 100 100 

Discussion 

A multitude of highly specialized annotators are available and 

significant research has been undertaken to improve the 

accuracy of specific entities, such as names or medical terms. 

However, there is at present no existing framework to combine 

annotators so as to construct a robust pipeline that is able to 

satisfy multiple governance, regulatory and business purposes. 

This approach aims to create a flexible system that adapts to a 

plethora of scenarios. Similarly, a system able to support real-

world heterogeneous data poses several challenges not captured 

by standard benchmarks. Clinical notes typically include typos, 

mixed cases (different across notes), and partially structured 

machine generated data (e.g., lab notes with alerts). 

The approach proposed in this paper focuses on the 

identification of entity types, since regulatory requirements are 

not global or constant and on the premise that ensemble 

approaches outperform individual annotators. The pipeline 

proposed in this paper outperformed NLM Scrubber (see Table 

2) and provided similar or better results than other approaches 

[12]. The latter proposes a framework and model that can be 

refined and where identifiers are customised. The generated 

models in [12] are trained and updated, however, this would 

typically mean a loss in precision when new entities are added 

to the classification model. The main difference between our 

approach and the one presented in [12] is that our models can 

return multiple types with weights in addition to the 

combination of information during post-processing with any 

other information available (e.g. using POS information to 

reduce false positives).  

Combining positive with negative models helped increasing 

accuracy, for example, disambiguating between names 

(sensitive) and medical conditions (not sensitive according to 

HIPAA). Future development would include automating the 

priority system, for example, using semi-supervised learning 

techniques. 

Conclusions 

Automatic text de-identification is becoming increasingly 

important as larger volumes of narrative data containing PHI 

are being used. This paper presents a new hybrid system that 

combines different annotators and demonstrates how this new 

approach has a substantial effect on performance and 

generalisability. This is a useful tool for any data privacy expert 

following the HIPAA Expert Determination Method. To the 

best of our knowledge, this is the first framework that combines 

annotators together to provide precision and recall values better 

than any of the single annotators alone. Our results are also in 

line with, when not better than, other free text de-identification 

systems described in the literature. Further work is underway to 

evaluate this approach on larger corpora and to cover new data 

types. 
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Abstract 

The Australian Health Information Workforce is a critical 
discipline in the health sector as the investment in digital 
technologies increases. Yet historically there was no 
standardized reporting about the workforce and its six 
professional areas: clinical coding, costing analysts, data 
analysts, health informaticians, health information managers 
and health librarians. This paper presents the findings from the 
inaugural Australian Health Information Workforce Census. 
Analysis of 1,596 responses indicates this is an aging (56.1% 
>45 years) workforce with a large (78.1%) female population. 
Working in permanent (82%), public hospital (72%) roles, in 
professional or managerial roles (84%). The majority (93.2%) 
of respondents hold a tertiary qualification in health 
information, one-quarter of these at masters or doctoral level. 
Fewer than 30% of respondents hold a health information 
credential from a professional or industry association. The data 
from the ongoing national census will inform workforce 
planning and enable forecasting of the future workforce needs. 

Keywords:  

Censuses, Informatics, Health Manpower. 

Introduction 

The health information workforce is a specialized discipline 
responsible for the development, maintenance and governance 
of the systems for the management of health data, health 
information, and health knowledge [1]. A 2013 examination of 
the workforce established it is poorly defined with a lack of 
accurate data about the professions that constitute the 
workforce [2]. The Health Workforce Australia report [2] made 
six recommendations: 1). delineate the workforce, 2). improve 
data collection, 3). support strategic partnerships between 
stakeholders, 4). consider the future configuration of 
workforce, 5). address known health information workforce 
shortfalls, and 6). promote health information training and 
careers. Subsequently the 2016 National Health Information 
Workforce Summit [3] agreed to the following alliance strategy 
“Strategy A: We need a census of the health information 
workforce and regular collection of data”. The Health 
Information Workforce Census Project (“Census Project”) was 
developed to address these recommendations and strategy, with 
the project aim to provide timely evidence about the nature and 
scope of the Australian health information workforce through a 
national census.  

The Australia Health Information Workforce Alliance [4] states 
the workforce consists of the following professional areas: (1) 
Clinical coding; (2) Clinical costing analysts; (3) Health data 
analysts; (4) Health informaticians; (5) Health information 

managers; and (6) Health librarians. Yet, there is no empirical 
research to support this delineation. Existing empirical research 
has only focused on part of the workforce. Half of the 
workforce do not have an Australian and New Zealand 
Standard Classification of Occupations (ANZSCO) 
classification, so they are not captured by the national 
household census [5]. And where information is captured, past 
research suggests it may not be an accurate representation [4]. 
There have been a small number of Australian profession 
specific surveys [4, 6-8] that only survey professional members 
of peak bodies and/or one or two professional areas of the 
workforce. Never before has the entire workforce been 
examined with a scientifically developed and validated 
instrument.  

There is also a lack of workforce data internationally. The most 
scientifically rigorous health information workforce research to 
date was undertaken in Canada [9], which included the health 
informatics, health information management, and clinical 
coding professional areas. This study estimated the hiring 
requirements for these professionals in 2008 and 2013 and 
identified roles for which there is a risk of skills shortages in 
Canada. Yet, the study used data from existing data collections 
systems and not from the individual, and did not examine the 
educational background of the population, the day to day 
operations of the role, the professional development 
requirements of individuals, peak body membership, 
credentials, or the future intentions of the workforce.  

The increase in both digitization and adoption of technological 
approaches has created a growing demand for workforce 
specialists.[10], and the converging interests of the global 
health information workforce is now being recognized [11]. But 
without a clear picture of who the workforce is, the health 
system is unable to forecast future workforce needs.  

A 2015 focus group suggested that Health Workforce Australia 
recommendation 1 and 2 could only be addressed by an 
integrated, scientific data collection system, such as a routine 
census [12]. Such a system would enable the collection of data 
to inform the other Health Workforce Australia 
recommendations. This paper describes the partnership 
between the authors and Australian peak bodies, the 
Australasian College of Health Informatics (ACHI), Australian 
Library and Information Association (ALIA) Health Libraries 
Australia (HLA), Health Informatics Society of Australia 
(HISA), Health information Management Association of 
Australia (HIMAA), and key government organizations, the 
Australian Digital Health Agency (ADHA) and the Victorian 
Department of Health and Human Services Workforce Branch, 
to develop a national census. The aim of the census itself is to 
quantify and qualify the Australian Health Information 
Workforce, specifically to delineate and count the workforce, 
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consider the future configuration of the workforce, identify 
health information workforce shortfalls, and identify current 
health information training and career pathways to meet future 
workforce demands. The results from the first Australian 
census shall be presented below. 

Methods 

The census instrument was developed through a large national 
study involving Australian and New Zealand stakeholders [13]. 
A Delphi approach was adopted to enable the staged 
development of the instrument through seven rounds: data 
elements (rounds 1-3), question and response format (rounds 4-
6), and lastly the pilot testing of the instrument (round 7). 
Representatives from the six partner organizations, and the 
Clinical Coding Society of Australia and Health Informatics 
New Zealand were invited to join an Expert Panel, who were 
closely consulted through both face to face focus groups and 
online surveys at each stage during the project. A larger 
Consultation Group was formed with more representatives 
from these organizations, and other identified stakeholder 
organizations in Australia. This group was engaged through 
online surveys at all stages throughout the project once the 
Expert Panel had finalized their input. The sixth round of the 
project included a consultation with the Executive from each of 
the partner organizations to obtain their feedback on the 
instrument, and the seventh round was the overall pilot testing 
of the instrument by anyone who had been involved in the 
previous rounds. This testing included both testing of the 
questions within the instrument and the user experience of the 
online census.  

The census is housed within the REDCap (Research Electronic 
Data Capture) system hosted at the University of Tasmania. 
This is a secure online research data capture system, that 
includes a survey capability. This system was selected as it will 
allow the ongoing capture of repeated census data collection. 
REDCap configures surveys to be displayed on any type of 
device and is compatible with all browser types. The census 
was also available in paper format on request.  

Throughout the development of the census instrument, and in 
the lead up to the census month, there was extensive 
communication with stakeholders and individuals who 
registered through the census website. Recipients were 
encouraged to distribute the information throughout their 
networks in an attempt to reach as much of the workforce as 
possible. Figure 1 outlines the eligibility criteria for 
participation. 

 

To complete the Australian Health Information Workforce 
Census, a participant must: 

1. Work (including volunteer or actively seeking) in a 
role where the primary function is related to developing, 
maintaining, or governing the systems for the management 
of health data, health information, or health knowledge. 
AND 

2. Work (including volunteer or actively seeking) 
for/with an organisation that operates in Australia, where 
the role relates to the Australian operations, and relates to 
the health sector. 

Figure 1– Participation eligibility statement 

The census was deployed in May 2018, with ongoing 
communication throughout the month to the stakeholder list. 

There was large national engagement and international interest, 
with the census website receiving nearly 5,000 visits during 
May. Once the census closed on the 31 May 2018, the data was 
cleaned and analyzed. 

Results 

There were 1,597 participant responses included in the analysis. 
This response rate is estimated to be approximately 20% of the 
actual workforce, based on comparisons to previous reports 
about subsections of this workforce [4, 6-8]. 

There was representation across the six professional areas 
identified by the Health information Workforce Alliance [4]. A 
summary of the distribution is provided in Figure 2.  

Figure 2–Distribution of professional areas 

The census results indicate three quarters of the Australian 
workforce were born in Australia, with 98.3% either an 
Australian citizen or permanent resident. The majority of 
respondents live in Victoria (38.1) and New South Wales 
(24.1%). 0.8% of respondents indicated they reside outside of 
Australia. 

The gender distribution amongst respondents was strongly 
skewed towards one gender, with 78.1% of respondents 
identifying as female, 21.6% as male and 0.3% as other. 56.1% 
of respondents are aged 45 years or older (Figure 3). Only 1.9% 
of respondents identified they are an Aboriginal Australian 
and/or Torres Strait Islander person. 3.4% of respondents 
specified they had a disability of health condition that limits 
their participation in activities.  

 
Figure 3 – Age distribution of participants 
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The majority of respondents work in permanent roles (82%) in 
the public hospital sector (72%). 15.1% of respondents are 
actively seeking employment in a health information role, half 
of which already work in a heath information role. Only 1.4% 
of respondents identified as self-employed. Respondents 
indicated they have been in their current role for 7.2 years, with 
nearly half (47.9%) of respondents reporting they have held 
their current position for more than 5 years. The majority 
(84.8%) of respondents indicated they are working in a 
managerial or professional role, with 13.5% identifying they 
work in a clerical role. The average weekly remuneration 
(before taxation) was in the $1,500-$1,999 bracket, with 51.1% 
of respondents reporting earning between $1,000-$1,999 per 
week (before taxation). The average number of hours worked 
per week was 32.6 hours. Respondents indicated they plan to 
remain working in the Australian health information workforce 
for an average 14.6 years.  

The majority (93.2%) of respondents hold a tertiary 
qualification in health information. Table 1 summarizes the 
distribution of highest health information qualifications. Over a 
quarter (26.0%) of the workforce hold a Masters or Doctoral 
qualification in health information.  

Table 1 – Distribution of educational level 

Educational level Percentage 
Certificate I-IV 8.3 
Diploma 5.5 
Associate degree 1.4 
Bachelor degree 40.3 
Bachelor honours 3.2 
Graduate certificate or diploma 15.3 
Master degree 21.7 
Doctorate 4.3 

 

11.5% of respondents did not undertake any professional 
development in the last 12 months. Work base learning (40.3%) 
and professional activities (24.1%) were the most popular 
professional development activities (Figure 4). Nearly three 
quarters (71.8%) of respondents do not hold a health 
information credential (Figure 5), but 12.3% maintain their 
health practitioner registration under the National Registration 
and Accreditation Scheme. Over half (55.5%) of respondent 
maintain a professional or industry association membership 
(Figure 6). 

 

Figure 4 –Distribution of professional development  

Discussion 

It must first be acknowledged that the sample size for this first 
census cannot be determined because we simple do not know 
the size of the workforce in Australia. As the census shall be 
repeated in 2020 and every three years thereafter, it is 
anticipated participation will increase. However, an estimate 
indicates the 2018 result represent approximately 20% of the 
workforce and the results did provide many insights into the 
Australian workforce. 

This is the first study to establish there is an international health 
information workforce servicing Australia’s health sector 
needs, Whilst only 1% of the workforce is located outside of 
Australia, this number is likely to be significantly larger. It will 
be difficult to reach that workforce to complete the census, but 
it is important they are included to measure their impact on the 
Australian workforce. 

The results indicate this is an aging workforce. The Australian 
Intergenerational Report [14] suggests by 2055 there will be a 
decline in the traditional workforce population (15-65 years 
old), with an increase in average life expectancy for those aged 
over 65 years. With an already aging workforce (>45 years 
[15]), the Australia health information workforce is at risk of 
not meeting the productivity demands of the health sector. 
Investment in a younger workforce is required now to meet 
these future needs. This is compounded by a largely permanent 
workforce who remain in a position for several years. Without 
constant movement across the workforce, opportunities for 
advancement is reduced, resulting in further loss from the 
workforce as younger professionals seek opportunities 
elsewhere.  

Diversity is lacking in this workforce across several areas. The 
census reported a very large female population. Further analysis 
of the gender data is required to identify if there is a gender pay 
disparity, and the percentage of women in senior health 
information positions in health. Further investment is also 
required to increase participation in this workforce by 
Aboriginal Australians and Torres Strait Islander people. The 
results from this census indicate this population is currently 
under-represented in the workforce compared to their 
representation in the Australian population. 

In terms of how the workforce views itself as a professional 
workforce, the results showed there is still a critical technical 
and clerical element. Yet, the majority of respondents have a 
tertiary qualification. The ongoing census will be necessary to 
monitor if the discipline evolves from operational roles to 
information strategist professional roles as digital 
transformations and automation changes the landscape [16]. 
Further research is required to examine the level of education 
and career opportunities.  

Opportunities exist for peak bodies and educational providers 
to provide professional development opportunities. This may 
increase individual’s enthusiasm to obtain professional 
credentials and join their professional or industry membership 
organizations.  
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Figure 5 –Distribution of professional credentials 

Figure 6 –Distribution of professional and industry membership 

 
 

Conclusions 

In a data driven, technological world, the health information 
workforce has emerged to be a critical area in the health sector. 
Prior to the Australian Health information Workforce Census 
there was no standardized and valid means of measuring the 
workforce. This results from the Australian Health information 
Workforce Census will enable workforce planning and enable 
forecasting of the  future workforce needs. 
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Abstract 

The negative effects of long-term stress on health outcomes are 

well-documented.  Emerging technologies that harness mobile 

technologies have been linked to positive effects on stress 

management. However, the ways in which existing inter- and 

intrapersonal theories of behavior change are integrated into 

development processes of these mHealth technologies for stress 

coping are limited. In this paper, we present a novel theory-

driven approach to develop and implement a sustainable 

mobile application for stress education and management. 

Specifically, we integrate the taxonomy of Behavior Change 

Techniques and user engagement framework to model and 

adapt theory-driven techniques in the context of mobile 

technologies. A total of 12 behavior change techniques were 

incorporated into our mobile application. Initial user 

evaluation and usability testing was conducted. Results 

indicate heuristic modifications could improve overall delivery 

of content, and potential user satisfaction is likely. We conclude 

that this novel approach may have implications well beyond 

stress management. 

Keywords: 

Psychological stress,  behavior therapy, telemedicine.  

Introduction 

Psychological stress (in lay terms, stress) occurs when the 

demands on an individual exceed the ability to cope [1]. The 

negative effects of long-term stress on human health has been 

well-documented [2]. Stress includes mental health symptoms 

such as anxiety and depression [3]. The global cost of mental 

illness is estimated at one trillion dollars and affects 300 million 

people [4]. Americans’ average stress levels are 4.8 out of 10, 

45% experience sleeplessness due to stress, and 75 % 

experienced 1 or more symptoms of stress in the previous 

month, including nervousness or anxiousness [5]. Stress costs 

the U.S. enterprise economy up to 2.6% of the GDP annually 

and in Europe the cost can be as much as 3.3% [6]. Stress can 

be managed using self-care behaviors, such as avoiding alcohol, 

finding social support, eating and sleeping well, and staying 

active [7]. Literature shows that evidence-based practice can 

reduce perceived stress [8]. Recently, mHealth applications 

promoting behavioral change were found to have positive 

effects on workers’ perceived stress [9].  

Emerging trends in mobile smartphone apps can provide new 

frontiers to management of chronic conditions such as stress 

[10]. 77% of Americans own mobile smartphones, and 90% 

own a mobile phone of some kind [11]. With mobile network 

capabilities and affordable smartphones reaching well beyond 

other infrastructure in countries with low- and mid-range 

economies, mHealth and health promotion efforts in these areas 

are able to be offered in new ways via mobile phone 

technology, such as personalized care or public health [12]. 

Literature suggests that cost effectiveness of mHealth solutions 

is likely [13]. Platforms for mHealth or eHealth with designs 

that allow for innovation in aspects such as use, utility, financial 

impact, sustainability, scalability, and impact will be needed for 

advancement [14,15]. Mobile health technology can improve 

user adherence in a variety of health behaviors [16,17]. It is 

known that mHealth also can deliver education and patient self-

care, among other health benefits [18]. Evidence-based 

smartphone apps for mental health have been shown to be 

effective and to have the potential to reach beyond current 

treatment limitations [19]. Large-scale clinical trials 

establishing effectiveness and efficacy of using app based 

modalities are sparse and often indecisive. Despite the overall 

lack of evidence-based smartphone apps in existence, there is 

potential for successful delivery of evidence-based stress 

management strategies [20]. Efforts have been made to 

understand the utility and manifestation of behavior change 

techniques, however, specific software development 

approaches to generate synergistic collaborations between 

technology developers and health research are limited [21]. In 

this paper, we present an integrative approach to infuse theory-

driven techniques and engagement features to develop novel, 

evidence-based, and engaging mHealth applications. 

Specifically, we utilized the taxonomy of Behavior Change 

Techniques (BCT taxonomy) [22] and the Patient engagement 

framework [23] to consolidate uniquely identified behavior 

change concepts and user engagement features in a mobile 

format. In the next sections of the paper, we describe in detail 

our approach for the development of a mobile application, 

NewCope, and initial results of the system evaluation through 

user testing and usability analysis.  

Related Works 

Existing work focusses on reviews of smartphone apps that 

deliver stress management behavior therapy. For example, the 

“Tension Tamer” app, which uses systolic blood pressure as a 

measure of stress, focused on breathing awareness meditation 

[24]. Similarly, heartrate has been used as a measure of stress 

in the “It’s Time to Relax” app, which focuses on mindfulness 

[25]. Similarly, the “Virtual Hope Box” app was designed 

based on Cognitive Behavioral Therapy (CBT) [26]. 

“Headspace,” which utilizes mindfulness and meditation, has 

been used for stress management delivery in multiple mHealth 

stress management studies [27, 28]. 

Additionally, other mHealth solutions have been developed to 

address the needs facing delivery of stress management 

therapy. Method of Levels transdiagnostic cognitive therapy 
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was used in the development of the “MindSurf” app, which 

showed positive results in preliminary function and usability 

testing [29]. And importantly, the Virgin Pulse Global Initiative 

(VPGI) was an mHealth solution that overcame existing 

paradigms to show a positive outcome for workers completing 

the mHealth behavioral program [9]. 

Methods 

Theoretical Rationale 

Taxonomy of Behavior Change Techniques 

Michie et al. [22] defined a set of theory-linked techniques that 

can be used to integrate, implement, and harness multiple 

theoretical constructs to unify inter- and intra-personal 

processes of human behavior into technology features that can 

assist and support sustainable positive health behaviors. Their 

taxonomy of 93 theory-linked techniques is the first step 

towards creating a model that provides a snapshot of 

intervention content in the context of theory-driven behavior 

change constructs [22]. The taxonomy provides a common 

vocabulary to understand the ways that sociobehavioral and 

cognitive constructs of the existing behavior change theories 

can be operationalized in a specific intervention. The complete 

list of techniques of the taxonomy with definitions and detailed 

examples can be found here [22]. 

Patient Engagement Framework (PEF) 

The PEF has been developed by the Healthcare Information and 

Management Systems Society (HIMSS) through a cumulative 

layering of five phases: “inform me,” “engage me,” “empower 

me,” “partner with me,” and “support my e-community.” A 

total of nine features have been specified at the highest 

engagement level, including ‘information and way-finding’, ‘e-

tools’, ‘forms’, ‘patient-specific education’, ‘patient access and 

use’, ‘patient generated data’, ‘interoperable records’, 

‘collaborative care and community support’[23]. This 

framework was used in our study to sketch the functionality of 

the mHealth infrastructure which potentially facilitates the 

adoption of the tool, self-management, goal setting and 

reinforcement, peer support, and patient-provider 

communication. 

Technology-Theory-Engagement Mapping  

A mapping process was conducted to identify BCT techniques 

in conjunction with user engagement features that could be used 

to operationalize the delivery of stress management-related 

content to users. The BCT techniques allowed us to understand 

the characteristics of the information that should be delivered 

to the user. We also specified the level of intended user 

engagement to characterize the granularity and complexity of 

the system features. Tables 1 and 2 provide a summary of the 

BCTs and engagement functions that were selected for 

implementation at feature level and content level.  

Development  

NewCope was built on the opensource Ionic Framework (ICL 

version 4.1.1) [30]. Native Ionic features such as modals, cards, 

slides and buttons were used in the app design, in addition to 

custom coded features such as the progress bar and imbedded 

“fun fact” questions. The NewCope design does not necessitate 

the collection of any Personal Health Information (PHI) 

including email address or other personally identifying user 

information, so Google’s Firebase database was used for the 

sake of simplicity and ease of set-up. User authentication was 

handled via a user-generated username and password.  

NewCope has five main component pages, including a 

homepage with primarily informational resources, a dashboard 

page that provides feedback to the user, a self assessment page, 

a journal page, and a page that offers information about the app, 

help to the user, and a place to contact the researchers. 

Table 1– Theory Mapping for App Content and Functions 

BCT name Definition Example

Instruction on 

how to perform 

the behavior

Advise or agree on how to 

perform the behavior 

Education 

Social comparison Draw attention to others’ 

performance to allow 

comparison with the person’s 

own performance 

Education 

Self-talk Prompt positive self- talk 

before and during the behavior

Daily task  

Valued self-

identity 

Advise the person to write or 

complete rating scales about 

cherished value or personal 

strength as a means of 

affirming the person’s identity 

as part of behavior change 

strategy 

Journal  

Information about 

health 

consequences

Provide information about 

health consequences of 

performing the behavior 

Education 

Incentive Inform that a reward will be 

delivered if and only if there 

has been effort and/or progress 

in achieving the behavioral 

outcome 

Daily task  

Self-monitoring 

of behavior 

Establish a method for the 

person to monitor and record 

their behavior(s) as part of a 

behavior change strategy 

Progress  

Behavior 

practice/rehearsal 

Prompt practice or rehearsal of 

the performance of the 

behavior one or more times in 

a context or at a time when the 

performance may not be 

necessary, in order to increase 

habit and skill 

Daily task  

Focus on past 

success 

Advise to think about or list 

previous successes in 

performing the behavior 

Daily task 

Social support 

(emotional) 

Advise on, arrange, or provide 

emotional social support for 

performance of the behavior

Daily task 

Credible source  

 

Present verbal or visual 

communication 

from a credible source in favor 

of or against the behavior 

Education 

Restructuring the 

social 

environment 

Change, or advise to change 

the social environment in 

order to facilitate performance 

of the wanted behavior 

Daily task 

Table 2- Engagement Features and Ontology Relations 

Engagement phase Description Technology 

feature

Engage (Level 2) 

Self-monitoring 

Goal setting

e-Tools Perceived stress 

scale integration 

Daily task

Create synergy and extend 

reach (Level V) 

Self-management 

Daily reminders (e.g. 

Lifestyle tip)

Education 

User-specific 

feedback 

Stress feedback 

Journal 

Daily task 

Progress summary 

The health education materials provided in the application 

relate to stress prevalence [31, 32], guides meditation, stress 

management techniques associated with relatable people as 
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#hashtag signs. The dashboard includes a checklist of three 

daily tasks designed to help the user adopt and sustain positive 

health changes that can aid them in stress coping with user-

specific feedback, thus promoting self-monitoring habits. As 

can be seen in Figure 1, examples of tasks on the daily checklist 

are “listen to music,” “go through old photo albums,” “call a 

loved one”, and “write your personality strengths.” These tasks 

are related to the specific BCT techniques, “Restructuring the 

social environment”, “Valued self-identity”, and “Social 

support (emotional)” respectively.  

 

Figure 1– “NewCope” Dashboard 

The self-assessment page utilizes the Perceived Stress Scale to 

evaluate the user’s perceived stress level as low, medium or 

high [33]. The monitoring instrument addresses specific BCT 

techniques, “Feedback and monitoring" and “Goals and 

planning.” The journal page is designed for use both in daily 

tasks that the user is asked to complete, such as “write down 

your strengths,” which embodies “Self-belief”, and for general 

use by the user, which further supports “Identity.” Journal 

entries are designed to appear on “sticky note” graphic elements 

that can be edited, deleted, and rearranged by the user. 

Evaluation  

The prototyped app was reviewed for usability and accessibility 

and for use by human participants. One usability expert 

evaluated the user interface and generated a list of heuristic 

violations according to the Nielsen–Shneiderman Heuristics 

[34]. For each violation a severity rating (scale 1 – 4 where 1-

Minor, 2-Moderate, 3-Major, 4-Catstrophic) was assigned. The 

design was refined to meet shortfalls that were most relevant to 

user testing. A secondary usability evaluation was conducted 

with five participants, selected based on recruitment by the 

researchers. The participants were recruited to test the app via 

a protocol of six timed tasks and the System Usability Scale 

(SUS) [35]. The UTHealth Internal Review Board approved the 

study for human participants.  

Results 

Initial Evaluation  

The results from the heuristic evaluation revealed a total of 47 

violations, eight of which were minor, 14 moderate, 19 major, 

and six catastrophic. Most violations represented issues with 

consistency (see Table 3).  

 

 

 

Table 3– Heuristic Evaluation Summary 

Violations Minor Moderate Major Catastrophic Total

Consistency 5 3 7 1 16

Control 1 1 1 3

Flexibility 1 1 

 

2

Help 2 1 1 4

Language 2 1 4 1 8

Match 4 1 1 6

Memory 1 

 

1

Minimalism 1

  

1

Visibility 2 3 1 6

Total 8 14 19 6 47

The results from the user evaluation were as follows: All users 

were successful in completing all tasks, though some required 

assistance. The percentage of independent user completion was 

between 40 and 80% for all tasks, with user satisfaction 

maintaining a score between 1.2 and 1.8 for all tasks. The 

average completion time for tasks was between 8.0 and 126.8 

seconds (see Table 4).  

Table 4– Task Completion Summary 

 
Task Area

Create 

 Ac-

count

Self 

 Assess-

ment

Checklist Video Journal 

Entry 

Article 

User 

completed 

independently

80% 40% 60% 80% 80% 80% 

Average 

completion time 

(sec)

50.4 126.8 8.0 88.4 38.4 59.0 

Average user 

satisfaction 

1-high 

5-low

1.6 1.8 1.8 1.5 1.2 1.2 

As seen in Table 5, the SUS scale results for positively 

correlated items showed an average of 4.04 out of 5, while 

negatively correlated items showed an average of 1.28 out of 5. 

Average item scores for positively correlated items were 

between 3.6 and 5.0, while average negatively correlated item 

scores were between 1.0 and 1.4.  

Table 5– SUS Summary 

Positive 

Items 

Frequency Easy Integration Learnable Confident 

Mean 3.6 3.8 3.8 5.0 4.0

Range 1-5 2-5 2-5 5 2-5

Negative 

Items 

Complex Technical Inconsistent Cumbersome Acquisition

Mean 1.4 1.2 1.4 1.4 1.0

Range 1-2 1-2 1-3 1-2 1-1

Discussion 

While the sample size limits the statistical validity of the 

quantitative data, we do observe the clustering of responses on 

the SUS items, particularly the negatively correlated items. This 

potentially indicates that participants in the trial were more 

consistently not put off by the system than that there was a 

consistent desire among the participants to use the system. As 

participants were not screened for stress level or desire for 

stress management, this result may not be unexpected. In fact, 

our findings from the evaluation  determined that the average 

user stress level was 21.2 out of 40, which is classified as 

“moderate stress.” Qualitative user data has indicated that users 

were often uncertain if task completion for the purposes of the 

trial included clicking buttons, with 5 of 11 trial administrator 

interventions based on helping the user to decide on button 

pressing behavior. This was primarily seen in the Self- 

assessment task (n = 3). Additionally, qualitative data shows 

that users had trouble locating the task checklist on the 
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dashboard screen when described as a “checklist.” This 

accounted for the 40% administrator assistance rate on the 

View Checklist task, and 20% of the administrator assistance 

rate on the Self-Assessment task. User suggestions included 

using larger font sizes for the buttons, moving the “quit 

assessment” button further away from the “next question” 

button, and having Google prompt the user to automatically 

remember the password. User results do not, however,  indicate 

a barrier to delivering BCTs via a smartphone app. All heuristic 

and user-identified barriers to the usage of the app were based 

on the user experience and user interface critiques. Design 

features can be further refined to create a smoother user 

experience while maintaining the necessary BCT components.  

Methodical integration of known behavior change techniques 

has resulted in the convergence of constructs from multiple 

theories of behavior change including the Transtheoretical 

Model of Change [36], Social Cognitive Theory [37], and 

Health Belief Model [38], thereby ensuring our application 

harnesses inter- and intra-personal processes of behavior 

change [39]. Further, predetermined engagement levels 

allowed rapid prototyping with a generalized understanding of 

software features and malleable modes of theory-driven content 

delivery. This, while leaving room for clinical partner and 

wellness service integration, which is vital for large-scale 

dissemination of health promotion technologies.  

Limitations 

There are several limitations to our study. We have used a 

specific theoretical taxonomy to guide the development 

process. While the taxonomy is integrative, participatory and 

crowdsourced design activities that employ social listening can 

result in a holistic development approach. Additional features 

,including online communities and smart technology synching, 

are important to improve the user experience and sustained use 

of NewCope. Our evaluation results are limited by the size of 

the participant pool and did not account for long term user 

engagement measures. Future studies should consider large- 

scale evaluations for better understanding of the acceptance of 

technologies such as NewCope. 

Conclusions 

Mental well-being, chronic disease management, and general 

health are affected by an individual’s ability to manage stress, 

playing a role in one’s happiness and productivity. Our paper 

describes a novel approach for the integration of evidence-

based, theory-driven techniques in the digital era. The proposed 

approach is generalizable to other health conditions and can 

have implications well beyond stress management. Integration 

of theoretical models of human behavior into emerging 

technological domains such as mobile applications is important 

to facilitate effective dissemination of evidence-based 

strategies at scalable and sustainable levels. Attrition with the 

use of technology-based health promotion can be addressed 

with the proper implementation of user engagement principles.  
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Abstract 

Changing physician behaviors is difficult. Electronic health 
record (EHR) clinical decision support (CDS) offers an 
opportunity to promote guideline adherence. Behavioral 
economics (BE) has shown success as an approach to 
supporting evidence-based decision-making with little 
additional cognitive burden. We applied a user-centered 
approach to incorporate BE “nudges” into a CDS module in 
two “vanguard” sites utilizing: (1) semi-structured interviews 
with key informants (n=8); (2) a design thinking workshop; and 
(3) semi-structured group interviews with clinicians. In the 133 
day development phase at two clinics, the navigator section 
fired 299 times for 27 unique clinicians. The inbasket refill alert 
fired 124 times for 22 clinicians. Fifteen prescriptions for 
metformin were written by 11 clinicians. Our user-centered 
approach yielded a BE- driven CDS module with relatively high 
utilization by clinicians. Next steps include the addition of two 
modules and continued tracking of utilization, and assessment 
of clinical impact of the module. 
Keywords:  

user computer interface, clinical decision support, electronic 
health record, behavioral economics 

Introduction 

Changing ingrained physician behaviors is difficult [1]. 
Integrating behavioral economic (BE) strategies into electronic 
health records (EHR) using various clinical decision support  
(CDS) tools is a novel approach to improving guideline 
adherence that also seeks to minimize negative impacts on 
clinical workflow and cognitive load. This study’s hypothesis 
is that employing a user-centered approach to design a CDS 
module that incorporates BE strategies will result in a low 
burden tool to support provider adherence to guideline-based 
recommendations.  

Maximizing the potential of CDS through behavioral 
economics and user-centered-design 

Large, systematic reviews of EHR-based CDS have 
demonstrated a moderate ability to reduce morbidity, 
utilization, and costs [2, 3]. These modest improvements, 
however, are undermined by the well-documented problems of 
alert fatigue and poor workflow integration, which together 
blunt the potential of the EHR and CDS to improve healthcare 
outcomes [4]. New approaches are needed to complement the 
traditional alerts, reminders, and other CDS tools that disrupt 
clinical workflow, increase cognitive load, and stress the 
limited capacity of clinicians to rationally process and evaluate 
the diverse and competing demands on clinician attention. 
Behavioral economics has shown success as an approach to 

support evidence-based decision-making with little additional 
cognitive burden to clinicians; however BE strategies are rarely 
leveraged in current CDS tools. 
A user-centered design approach employing design thinking 
strategies is common in digital development projects outside of 
healthcare. Prior research, including that of the research team, 
show the value of taking a user-centered approach to 
development of CDS [5-8]. A user-centered approach employs 
design thinking exercises designed to identify opportunities to 
incorporate BE in CDS  related to the target user – in this case 
physicians – to stimulate idea generation. Design thinking 
strategies are well-suited to exploring physician motivations 
and workflow opportunities which require understanding for 
successfully incorporating BE to create feasible, usable 
decision support solutions likely to achieve adoption. 

Choosing Wisely guideline for older adults with diabetes is 
an opportunity to explore this potential 

The objective of this study was to develop a scalable, EHR 
module that incorporates BE strategies to promote appropriate 
diabetes care in older adults based on the American Geriatric 
Society’s Choosing Wisely (CW) guideline, which aims to 
reduce over-treatment to benefit older adults with diabetes.  
The CW guideline for older adults with diabetes recommends 
clinicians “avoid using medications other than metformin to 
achieve hemoglobin HbA1c<7.5% in most older adults; 
moderate control is generally better” [9]. This offers an 
opportunity to explore the potential of BE in the EHR to support 
guideline adherence for providers. In spite of this guideline, 
which recommends less aggressive target A1c levels based on 
older age and lower life expectancy, a substantial number of 
older adults with diabetes continue to be prescribed more 
aggressive therapies that may not only be unnecessary but also 
harmful [10-12]. 
This paper 1) outlines a user-centered approach to the 
development of a BE inspired EHR-CDS module for promoting 
guideline-based treatment of older adults with diabetes, and 2) 
reports on module activity metrics from the 4.5 month 
development phase of the project (June-October 2018). 

Methods 

Overview 

This study employed a pragmatic (emphasis on real-world 
clinical workflows), user-centered approach to develop a new 
BE inspired CDS module (BE-EHR) to improve provider 
adherence to the CW guideline targeting over-treatment among 
older adults with diabetes.  
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To accomplish this, we conducted:  
1. semi-structured interviews with key informants (n=8);  
2. a two-hour design thinking workshop with a 

multidisciplinary group of clinicians, informaticists, 
EHR analysts, product designers and others to derive 
and refine initial module ideas; and 

3. semi-structured group interviews with clinic leaders 
and clinicians at each of two “vanguard” sites to elicit 
feedback on three draft module components (inbasket 
refill, medication preference list, navigator tab). 

Setting and population 

The intervention was developed by a multi-disciplinary 
research team at a large academic medical center and deployed 
in two “vangaurd” ambulatory primary care practices serving 
patients with a diverse range of socio-demographic 
characteristics. The BE-EHR module was deployed for internal 
medicine and endocrinology physicians and nurse practioners. 
Two “vanguard” practices were selected purposefully based on 
key characteristics: a primary care focus, a relevant patient 
population (i.e. adults over age 76 with diabetes), and a 
willingness of practice leadership to serve as a test site for 
implementation of module prototypes and provide periodic 
feedback.  

Life expectancy algorithm 

In order to build a user-centered CDS tool that triggers 
appropriately for the target patient population, algorithms were 
built into the BE-EHR module to drive the timing and content 
of module alerts that incorporate both patient life expectancy 
(high, medium, low) and target glycemic index per the CW 
guideline. These categories were defined in the algorithm as 
follows:   

1. healthy older adults with an HbA1c target range of 7-
7.5% and long life expectancy (defined here as 10+ 
years);  

2. those with moderate comorbidity and a life expectancy 
of 3+ to 10 years, with a target range of 7.5-8%; and  

3. those with multiple comorbidities and life expectancy 
of less than or equal to 3 years, with a target range of 
8-9%. [13] 

Analysis  

Key informant, group interview data, and insights generated at 
the design thinking workshop were recorded by research staff 
in the form of field notes and summarized by usability theme 
and, when appropriate, by module component for rapid iteration 
of the prototype. Once findings were incorporated into the 
module prototype, the module was deployed in the two 
vanguard sites. EHR-based reports were built to track 
frequencies of module component firings and action taken 
(navigator tab component only). These metrics were calculated 
per number of unique patients and number of unique providers 
at the vanguard sites throughout the development phase (first 
133 days of implementation). EHR reports also served to 
confirm the module and related outcomes reporting tools were 
firing as expected. 

Results 

Module development 

Key informant and vanguard clinic group interviews identified 
the refill protocol and medication preference list as promising 
candidate CDS tools for the BE-EHR module based on their 
compatibility with provider workflows. These components 

were refined based group interview findings combined with 
current best practices in CDS development (e.g. avoid 
interruptive alerts) [14]. 
For example, the medication preference list component 
leveraged the behavioral economics principle of availability 
bias (tendency to rely on easy-to-access examples) by placing 
the CW recommended medication (metformin) at the top of the 
medication preference list (Figure 1). 
Findings from the design thinking workshop included 
refinements to both the refill protocol and the medication 
preference list components. Two new ideas were generated that 
incorporated a combination of behavioral economic principles: 
one new EHR CDS component (a navigator tab for older adults 
with diabetes illustrated in Figure 2), and a non-EHR based 
supportive “campaign,” as an adjunct to the BE EHR-CDS 
module to raise awareness of the CW guideline. The campaign, 
requiring significant additional design work, was not deployed 
in the development phase. 
 

 
Figure 1- Medication preference list module component 

 
Figure 2- Navigator tab module component 

Once prototyped, user feedback from site visits confirmed the 
compatibility of the navigator tab with clinical workflows and 
contributed to refinement of design and content.  

Module activity 

Table 1 shows the components of the nudges implemented 
during the development phase along with frequency of module 
firings. In the first 133 days at the two vanguard clinics, the 
navigator tab fired 299 times for 193 unique patients and 27 
unique clinicians across sites. The inbasket refill alert fired 124 
times for 84 unique patients and 22 unique clinicians (Table 1). 
Fifteen prescriptions for Metformin (guideline recommended 
medication if appropriate) were written to 14 unique patients by 
11 unique clinicians – 31% of all clinicians (n=35) – who 
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prescribed metformin to the target population from the 
preference list at the two vanguard sites during this time period.  

Table 1- BE-EHR module components activity 

Module 
component 

# fire # patients # clinicians 

Inbasket refill  124   84 22 
Navigator tab 299 193 27 
 # Rx # patients # clinicians 
Preference list Rx  15 14 11(31%) 
Metformin Rx total 123 98 35 

Discussion 

Design thinking, employed as an approach to facilitate 
successful implementation and sustainability of the BE-EHR-
CDS intervention, is a useful tool in building an intervention 
with institutional and clinician buy-in. Our user-centered 
approach to design yielded a behavioral economics driven CDS 
module with relatively high engagement by clinicians. The 
incorporation of behavioral economic principles into EHR CDS 
tools shows promise as a strategy to improve guideline 
adherence by addressing stubborn barriers, such as alert fatigue 
and poor compatibility with workflow, that can prevent CDS 
from having the desired impact on clinician behavior.  
A pilot study incorporating finalized versions of the three 
module components developed and implemented in this 
vanguard phase as described here, along with additional 
components, is recently underway in 4 additional clinics. New 
module components include, for example, an email message to 
be sent to clinicians by clinic medical directors with content 
leveraging the behavioral economic principle of social 
comparisons (comparing their proportion of patients within CW 
A1c target range with that of peers at their clinic and institution 
wide) has been developed and will be sent out monthly 
throughout the 6 month pilot period. 
The proposed BE-EHR module serves as a highly scalable 
platform for embedding a BE-based CDS into any EHR system. 
Importantly, this module can be easily applied to many other 
conditions in older adults and other populations where 
combining BE with EHR-based clinical decision support will 
be useful for improving guideline adherence such as CW 
recommendations related to preventative screening procedures 
(e.g. colonoscopies), or increasing compliance to tobacco 
cessation. 

Limitations 

While the design of the BE-EHR module reflects input from a 
large number and wide variety of key informants and end users, 
utilization numbers reflect only the two vanguard practices. 
This is appropriate, however, for a development phase of such 
a project and in line with the user-centered design approach 
which values early, iterative feedback prior to widespread tool 
deployment. Additionally, key informant and group interviews 
were recorded with field notes taken by research staff rather 
than audio-recorded and transcribed. This was a conscious 
decision by the research team to serve the quick CDS 
development timeline and to allow for rapid iteration of module 
components. Finally, measurement of user engagment with or 
adoption of the module components is difficult given they are 
built, by design, not to be interruptive (requiring user 
interaction to resolve); process metrics collected therefore 
focus on opportunities for users to view module components. 

Conclusions 

The resulting BE-EHR module establishes a platform for 
exploring the ability of BE concepts embedded within the EHR 
to affect guideline adherence for other CW target areas. 
Moreover, it represents an exciting new channel for influencing 
provider behavior through less cognitively burdensome 
methods. Evidence and lessons learned from this study can 
potentially inform the design, testing, and implementation of 
similar interventions for other CW target conditions and 
beyond. 
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Abstract 

Patient safety is a critical component of health care services; 

however, it has beent mostly conceptualized for the hospital 

sector. As home health care expands, it is important to 

examine the concept of patient safety in the home and identify 

opportunity for personal health information management 

(PHIM) tools to support and maximize patient safety. The goal 

of this study is to explore how PHIM can be a facilitator for 

patient safety in the home. We explore a comprehensive 

framework of patient safety in the home and identify the role 

of PHIM in this context. We analyzed the coded transcripts of 

in-depth interviews with 88 older adults (60 year and older), 

56 family members or informal caregivers and 27 clinicians. 

Findings demonstrate the physical, emotional, social and 

functional dimensions of patient safety in the home and 

concrete ways for informatics tools to maximize safety 

aspects. 

Keywords:  

Patient Safety; Home Care Services; Health Records, Personal  

Introduction 

Home health care is the fastest growing segment of the US 

health care system with a rapidly increasing number of 

patients receiving care services in their home and a well-

documented shift from acute to home care for patient 

populations across the lifespan. As patients with complex 

needs and their families are faced with challenges of care 

coordination in the residential setting, patient safety in the 

home needs to be examined to identify barriers and facilitators 

in this unique context. A significant body of literature has 

examined patient safety in clinical settings, mostly in the 

hospital setting, and various frameworks and instruments have 

been developed to define, measure and track patient safety in 

in-patient settings. Less emphasis has been placed on a formal 

examination of patient safety in the home setting, although 

recently more efforts are underway to address this area.  

 

As Lang et. al. [1] point out, applying the notion of patient 

safety as conceptualized for the hospital sector (with a sole 

focus on error detection and adverse events) is too narrow and 

therefore, insufficient for home care. Safety in the home 

setting requires a broader definition to acknowledge the 

complexity of health conditions, residential settings and 

family dynamics and the unregulated and at times 

unpredictable process of health care delivery within the home. 

There are structural and procedural differences between the 

hospital and home setting that affect patient safety 

considerations. One example is the fact that home health staff 

often work alone in the field during a home visit with support 

resources available remotely (in contrast to clinical teams 

within the hospital that operate as teams of care physically co-

located). Often, physicians rely to home care nurses to make 

assessments and communicate findings while they may have 

little or no direct contact with patients. Home health care 

nurses spend more time on documentation and addressing 

reimbursement issues than hospital nurses [2]. Additionally, 

patient autonomy is respected in both settings but overseeing 

the implementation of a behavioral or pharmaceutical or other 

intervention varies based on the opportunities for observation 

and reinforcement. Medication adherence is one such area 

where hospital-based care may be more effective in 

eliminating barriers. Patient variables such as reading skill, 

cognitive ability and financial resources have been found to 

affect patients’ ability to safely manage medication regimens 

in the home [3] whereas these parameters are less instrumental 

in effective medication administration in the hospital setting. 

Finally, family members often play an essential role in the 

health care of a patient in the home and need to play an 

essential role in the discourse on patient safety [4]. As 

significant elements of the health care services delivered to 

patients become responsibilities of family or informal 

caregivers, challenges arise related to training, supervision, 

competencies and information flow during transitions of care 

that require coordination across multiple stakeholders and 

settings of care.  

 

Efforts to address patient safety in the home include initiatives 

that target specific aspects of home care such as fall 

prevention [5], medication management [6], unplanned 

hospital admissions [7], functional outcomes [8], wound [9] 

and pressure ulcer management [10]. However, a more 

comprehensive conceptualization of patient safety in home 

care is needed in order to identify opportunities for tailored 

interventions. Lang has developed a model to outline four 

dimensions of safety in the home [11]: The physical 

dimension involves the physical attributes of the home care 

setting, including environmental hazards such as home layout 

and infrastructure, clutter, and unsanitary conditions. Key 

processes of care that affect home safety — medication 

management, infection control, nutrition, fall prevention, 

complex clinical care, and care coordination — are also 

included in this category. The emotional dimension of home 

care safety involves stress, trauma, and discomfort related to 

receiving and providing care. Finally, the social and functional 

dimensions of home care safety involve the community and 

the network of support, and the effects of health conditions on 

activities of daily living [12]. 

 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190408

1159



As with any health care process, delivery of care in the home 

setting involves information gathering and exchange among 

various stakeholders and between different systems of care. 

Home care patients and their families are called to manage 

personal health information generated from multiple sources 

and often between systems and across sites of care facing 

challenges of interoperability and threats to continuity of care. 

Personal health information management is critical to ensuring 

care coordination and high quality of care and affects all four 

dimensions of patient safety.  

 

Personal health information management (PHIM), defined as 

the entire set of activities that “support consumers’ access, 

integration, organization, and use of their personal health 

information” [13] is at the core of patient safety considerations 

in home care where care transitions, personal relationships, 

unsupervised caregiving work, and environmental attributes 

introduce unique challenges. The goal of this paper is to 

explore how PHIM can be a facilitator for patient safety in the 

home. We aim to discuss a comprehensive framework of 

patient safety in the home and identify the role of PHIM in 

facilitating patient safety based on a secondary data analysis 

of interview data with community dwelling older adults to 

highlight these considerations. 

Methods 

We conducted a qualitative analysis of interview data using 

the theoretical framework by Lang et. al. [11] to highlight the 

underlying elements of patient safety in the home. The 

qualitative data were generated as part of the SOARING study 

(soaringstudy.org), a five-year investigation of the personal 

health information needs and practices of adults 60 years and 

older living in a metropolitan area in the Pacific Northwest in 

the United States. The SOARING project focuses on 

information needs and personal health information 

management of older adults; patient safety in the home is not 

examined in that parent project but its large data set is used for 

a secondary analysis for the patient safety focus of the study 

presented here. Secondary data included interviews conducted 

over a three-year period with older adults and their friends and 

family members that were involved in their health and health 

information management [14]. Interviews focused on health, 

health information seeking, technology use and health 

information management. Purposive sampling ensured a 

diverse representation of gender, living situation, race, and 

income.  Living situations included independent living, 

retirement communities, assisted living and homelessness. 

Inclusion criteria for participation included age 60 or over, 

ability to communicate in English, and lack of cognitive 

impairment. Additionally, interviews were conducted with 

health care providers who provide care to older adults. The 

interview protocol covered a broad range of topics including 

needs and preferences pertaining to personal health 

information management, and the personal stories of aiming to 

maintain independent aging. We analyzed the coded 

transcripts which were collected from in-depth in person 

interviews with 88 older adults (60 year and older) and phone 

interviews with 56 identified by older adults as friends and 

family who were involved in their health and health 

information management, and 27 clinicians (physicians, 

nurses, social workers). Older adult participants had an 

average age of 76 years, were predominantly female (69%), 

and white (72%). In terms of living arrangements, they lived 

in various settings: in independent private residences (25%), 

independent-shared dwellings (27%), retirement communities 

(27%), assisted living facilities (19%), and homeless (2%).  

The content analysis was informed by the theoretical 

framework by Lang et. al. [11] in order to highlight the 

underlying elements of patient safety in the home. We 

reviewed transcripts for their pertinence to patient safety 

issues in particular along the dimensions of care (physical, 

emotional and social and functional). For each of these themes 

we described the role of information technology as a patient 

safety facilitator.  

Results 

Table 1 provides a summary of the dimensions of patient 

safety in the home with example quotes from our corpus of 

qualitative data generated by interviews with older adults and 

their families and providers demonstrating instances where a 

specific dimension may become a challenge for patient safety. 

 

The use of the framework by Lang et. al. [11] enabled us to 

confirm its validity by identifying the underlying dimensions 

in our own data and also inform how PHIM may become a 

facilitator in that context. The physical dimension of patient 

safety in the home context includes multiple sub-themes. 

There are numerous key processes of care that may include 

safety risks when information flow or oversight are deficient. 

These processes include medication management, infection 

control, fall prevention, nutrition, complex clinical care 

coordination and transitions of care. Challenges associated 

with medication management and adherence have been well 

documented and are expected to intensify with aging as 

patients may experience cognitive or functional limitations 

[15]. The physical dimension also includes environmental 

hazards that pertain to aspects such as the home infrastructure 

and physical layout of the residential space as well as potential 

clutter. 

 

The emotional dimension of patient safety includes concepts 

such as burden, stigma, self-view, confidence and resilience, 

all psychological constructs that affect self-efficacy, 

communication and coping, ultimately impact patient 

autonomy and safety. 

 

The social dimension includes elements such as family and 

community support and social isolation and loneliness. As 

Lang notes, patients may face increased risk to their safety 

simply because of the desire to remain at home “at any cost.” 

Illnesses bring about inherent limitations in daily functioning, 

which may multiply as an illness progresses. However, the 

extent to which safety risks increase, and for whom, is a 

function of the patient’s social matrix. 

 

Finally, the functional dimension of patient safety includes 

numerous potential limitations such as visual, hearing, 

mobility, and cognitive limitations that may affect one’s 

ability to safely manage their health condition in the home and 

the degree to which assistance or additional tools may be 

necessary to safely execute health related procedures and 

tasks. 

Discussion 

Our findings validate the dimenions of patient safety in the 

home setting as outlined by Lang’s framework [11] and 

demonstrate how information management may act as 

mediator for these patient safety attributes. Informatics can 

play a role in facilitating information flow and exchage among 
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stakeholders to address and maximize patient safety. Various 

informatics tools such as passive monitoring sensors, personal 

health records, wearables, symptom management tracking and 

reporting apps can support the physical, emotional, social and 

functional dimensions of patient safety. Patient and family 

characteristics, available resources and the participating 

entities in transitions of care and coordination of services have 

to be considered when designing strategies to safeguard 

patient safety in home health care. Additionally, our findings 

demonstrate that home care patients may often struggle with 

information management challenges while trying to cope with 

complex care needs. Educational initiatives to increase 

awareness of patient safety among clinicians, family members 

and patients themselves can be tailored to address the unique 

challenges and opportunities as outlined in this framework. 

System designers can integrate informatics elements into the 

system overall functionalities to promote safety and well-

being of home care patients. Personal health records and other 

PHIM tools may benefit from incorporating a patient safety 

perspective in their design in order to improve processes of 

health care and meaningfully engage or even empower home 

care patients and their families.  

Conclusions 

The findings of this qualitative analysis demonstrate patient 

safety concerns and challenges as experienced by older adults, 

family members and health care providers. Patient safety in 

the home needs to be examined beyond previous work that has 

defined and measured safety solely in the hospital setting. This 

is to our knowledge the first comprehensive inquiry of patient 

safety as a broad concept in the home setting engaging 

multiple stakeholder groups and examining the potential of 

informatics tools to serve as safety facilitators. Personal health 

information management and informatics tools can be 

implemented to promote patient safety in an inclusive 

approach that covers the physical, functional, social, 

emotional and social dimensions of patient safety. Our 

findings can inform the design of tailored patient safety 

interventions in home health care.  
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Table 1– Dimensions of Patient Safety in the Home in the Context of Personal Health Information 

Safety 

Dimension 

 Definition 

Selected Participant Quotes 

OA-Older Adult Participant 

P-Provider 

FC-Family Member)

Informatics tools as facilitators 

Physical Medication 

Management 

and Adherence 

 

Challenges include risks for wrong dosage, missed 

dosage, wrong medication, side effects, 

administration of medication 

 

So knowing what their [patients’] medicines are, is 

actually a huge barrier. I literally have to track 

down their mental health provider. Page, call, recall, 

receive faxes, take phone calls, just so that I can get 

a med list. (P) 

IT tools to provide: 

• Reminders 

• Automatic dispensing 

• Tracking of medication 

administration 

• Communication of adherence 

challenges 

• Notifications 

• Reporting of Side Effects

 Infection 

Control 

Challenges to infection surveillance, prevention and 

control in the home setting can jeopardize patient 

safety and well-being. Tools are needed to measure 

and study the risks for home-care acquired infections 

(including valid definitions, measures and tools for 

surveillance). 

 

Another thing I’m starting to do is infection control. 

I need to start tracking who has infections that 

mostly is communicable, like flu or pneumonia, or 

something like that. (P)

IT tools that track: 

• Physiological variables 

associated with infection (e.g. 

temperature) 

• Photographic or video-

assessment of wounds or other 

infection sites 

• Access to information  

• Symptom tracking and 

reporting 

 Fall Prevention Falls are a major risk for home care patients, 

especially frail elderly patients and those with 

rehabilitation needs after a major health event.  

 

a fear of falling because I know that – I’ve – it’s been 

several years since I fell, but I’ve fallen twice and the 

older I get, the less inclined I – I mean the more 

inclined I am to not want to fall anymore because – 

yeah. I mean your bones get more brittle and I don’t 

want to break anything, let alone a hip. So yeah. 

(OA) 

IT tools to facilitate 

• Fall Prevention (e.g., motion 

sensors to detect mobility 

patterns, gait monitors to 

assess gait characteristics 

over time) 

• Fall Detection (e.g. sensors 

that detect weight and 

pressure, acoustic sensors that 

register fall, wearables that 

track falls) 

 Nutrition Nutritional needs may have a great level of 

complexity. Considerations include nutritional 

guidelines informed by the diagnosis or symptom 

management needs of the patient as well as potential 

challenges in accessing and preparing meals that 

adhere to specific dietary restrictions (including 

potential practical barriers to grocery shopping, 

transporting and storing food items, meal preparation 

and feeding). 

 

If we plan to do something, we need to know when he 

needs to eat.  Or we're always arranging any 

activities around the schedule of his insulin and his 

dietary needs also. We're aware of that, so if we're 

cooking or – we're all watching him because we 

know the signs now of when something's not right. 

(FC) 

IT tools that facilitate 

• Tracking of dietary choices 

• Access to information about 

nutritional values 

• Reminders 
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Table 1 (cont.)    

 Care 

Coordination 

and Transition 

Patients with complex care needs experience 

transitions from various care settings (e.g., discharge 

from hospital to a rehabilitation site to home health 

care) and challenges include barriers to information 

flow across settings. Missing or incomplete 

information and lack of coordination may introduce 

significant patient safety risks. 

 

But it has happened several times that I'd come home 

and find him unconscious on the porch, … he's had 

an incident with his insulin.  And so, I've asked them 

to please give me the information or tell me what 

they want me to do or what we're supposed to do. 

(FC) 

IT tools that provide a platform 

for access, sharing and 

transferring of data sets across 

stakeholder groups and systems of 

care 

 Environmental 

Hazards 

 

Environmental hazards include elements of the home 

infrastructure and physical layout, challenges of 

clutter in the home and unsanitary conditions. The 

actual residential infrastructure may introduce risks 

to patient safety. Infrastructure elements may include 

attributes such as temperature, light and level of 

accessibility that may hinder or pose a risk as 

residents carry out activities of daily living.  

 

I wish I had a bath tub instead of a shower so it’s a 

sit-down shower and that’s just hard for me. (OA) 

 

I mean, her apartment is such a mess. So, that’s 

another thing that can interfere with people’s ability 

to keep track. They absolutely don’t know where 

anything is. (P)

IT tools that facilitate 

environmental scanning and 

assessment to identify 

accessibility issues as well as 

ongoing monitoring of hazards or 

triggers for adverse events. 

Emotional Emotional 

Challenges 

Emotional challenges such as lack of confidence and 

resilience, issues of self-view and perceived stigma 

of frailty or vulnerability may affect the ability of a 

patient to engage in effective disease management to 

maximize patient safety. 

 

But I had this terrible night where I really wanted to 

die –my daughter is still kind of out there 

somewhere.  She texts me, but I don’t see her 

anymore and I really wanted to die. (OA)

IT tools to promote assessment of 

mental health issues and psycho-

social aspects of mental health 

and well-being 

Social Social Support Social support includes family and friends and other 

community members who interact with a home care 

patient and can provide practical or emotional 

support. Lack of social support may lead to isolation 

and loneliness, both linked to disease trajectory and 

clinical outcomes and as such may affect overall 

patient safety. 

 

It occurs to me that that's probably something if you 

can help the patient to understand how necessary it 

is that the people around them have a list of what to 

watch out for and what to do about it. (FC) 

 

IT tools that facilitate: 

• virtual connections and social 

interactions with friends and 

family 

• sharing of information, 

messaging, communication 

• assessment of ongoing social 

interactions, visits, calls and 

detection of trends of social 

isolation 

• tools to promote social 

inclusion in virtual and 

physical communities

Functional Functional 

Limitations 

Functional limitations (including visual, hearing, 

mobility and cognitive limitations) may affect patient 

safety as they can interfere with the ability to 

independently carry out activities of daily living and 

also engage in disease management and symptom 

control activities. 

 

The fire alarm going off and me not being able to go 

up and down the stairs that well because you can’t 

use the elevator. (OA) 

 

And I have come in here and the stove has been left 

on.  That's very scary to me. (FC)

Informatics solutions that provide 

audio-assistance such as voice-

interfaces to process visual 

information, that facilitate hearing 

aids or provide alternative (such 

as visual) displays of information, 

and cognitive orthotics 

(reminders, voice-interfaces to 

provide contextual information for 

activities) 
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Abstract 

Perception of emotions and adequate responses are key factors 

of a successful conversational agent. However, determining 

emotions in a healthcare setting depends on multiple factors 

such as context and medical condition. Given the increase of 

interest in conversational agents integrated in mobile health 

applications, our objective in this work is to introduce a 

concept for analyzing emotions and sentiments expressed by a 

person in a mobile health application with a conversational 

user interface. The approach bases upon bot technology 

(Synthetic intelligence markup language) and deep learning for 

emotion analysis. More specifically, expressions referring to 

sentiments or emotions are classified along seven categories 

and three stages of strengths using treebank annotation and 

recursive neural networks. The classification result is used by 

the chatbot for selecting an appropriate response. In this way, 

the concerns of a user can be better addressed. We describe 

three use cases where the approach could be integrated to make 

the chatbot emotion-sensitive.   

Keywords:  

Conversational user interface, sentiment analysis, deep 

learning, natural language processing 

Introduction 

A fundamental shift in healthcare takes place, driven by an 

aging population and the increasing incidence of chronic 

conditions that are induced by behavior. Changing individual 

behavior is increasingly at the center of healthcare. The reactive 

system where a patient’s acute illnesses are treated is evolving 

to a treatment more centered on patients, prevention, and the 

ongoing management of chronic conditions. Beyond, mobile 

health applications are increasingly used by patients offering 

the opportunity to collect health data, to continuously monitor 

the personal health and to be accompanied by a personal health 

coach all over the day.   

To realize such applications, conversational user interfaces 

(CUI) gained in interest for mobile health applications in the 

last years [1]. Different terms have been used for a 

conversational user interface or agent such as: chatbot, machine 

conversation system, virtual agent, dialogue system, and 

chatterbot. A CUI-based system is a computer program that 

interacts with users using natural language (written or spoken). 

The purpose of such system is to simulate a human 

conversation. There are two types of chatbots: Unintelligent 

chatbots interact using a predefined conversation flow.  

Intelligent chatbots use machine learning to automatically 

generate responses on the fly. The chatbot architecture 

integrates a language model and computational algorithms to 

generate an informal chat communication between human and 

computer using natural language. Interacting with intelligent 

agents is not a new topic, but reliable linguistic functionality, 

availability as services and inclusion of intelligence through 

machine learning and deep learning has increased its 

popularity.   

CUI have been used in health related applications for example 

to achieve a health behavior change [2] or to support disease 

self-management. Lokman and Zain [3] introduced a chatbot 

that serves as a virtual dietitian for diabetic patients. The 

chatbot asks questions and gives at the end a diet advice suitable 

for the current diabetic situation. The conversation is going 

along a path that is remembered by the system to consider all 

answers in the decision making.  

Similar to this virtual dietitian, the majority of existing medical 

chatbots only allows for constrained user input (e.g. multiple 

choice of several options instead of natural language input) to 

avoid misunderstandings that can occur within natural language 

interpretation. However, a more realistic, natural interaction 

requires a natural language user interface without predefined 

answers, but with integrated information extraction and natural 

language processing capabilities to recognize and interpret the 

content correctly. In this work, we are focusing on such 

chatbots with unconstrained natural language input capabilities. 

In these applications, users communicate with the system in 

their own words. In this way, it is possible to express personal 

emotions and sentiments in certain situations, for example 

when a person is not feeling well. However, this requires CUI-

based applications that can analyze and interpret emotions from 

user input which are so far rarely available.  

The objective of this work is to introduce a concept for 

analyzing emotions and sentiments resulting from interactions 

with a CUI. More specifically, our ultimate goal is to equip a 

health chatbot with capabilities to determine emotions and 

sentiments expressed in a chat with a CUI-based application in 

order to better focus suggestions and to increase the impact of 

recommendations of the application on the behavior of a user 

(e.g. increase compliance, react on negative emotions). 

The main questions addressed in this paper are:  

• How emotion and sentiment analysis could be 

integrated in mobile health applications with CUI? 

• Which use cases exist for emotion-sensitive CUI in 

healthcare? 

Conversational agents and sentiment analysis 

There are several mobile health applications using CUI 

available. Some of them have been studied with respect to 

efficacy in clinical trials; most of them not [1]. Amoto et al. [4] 

introduced a chatbot-based recommender systems HOLMeS 

(Health On-Line Medical Suggestions). The system is designed 

to autonomously interact with a user by understanding natural 

language in a chat and acting as a human physician. It provides 

general information on itself or the affiliated medical center, 

collects patient information and enables a patient to book an 
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appointment in the affiliated medical center. It is implemented 
using the IBM Watson Conversation Service and trained via the 
Bluemix platform. VPBot, a SQL-based chatbot that simulates 
a patient that medical students can interview. VPBot was 
successfully exploited in Harvard Medical School's virtual 
patient program [5]. In such use cases for education or 
information provision, emotions and sentiment are not 
extremely relevant or do not even occur. Emotion and sentiment 
in this context comprises subjective, emotional statements e.g. 
description of the health status ("I am feeling well"), outcome 
of a treatment or experiences with it ("The therapy session was 
helpful"), emotions ("I feel enirely loss"). 

However, there are use cases where it becomes essential to 
identify and analyse expressions bearing emotions. Woebot [6] 
is a chatbot designed for supporting cognitive behavioral 
therapy. The chatbot allows to enter emotions by selecting 
terms from a list of suggestions. This limits the user to 
comprehensively express his or her actual emotions and 
feelings. In that case, natural language processing and 
sentiment analysis could be very useful to assess and address 
the user’s mood and situation carefully. When it comes to 
mobile applications that aim at encouraging behavior changes, 
behavior models and motivation strategies have to be 
considered.  

Aberg [7] analyzes different motivation strategies realized as 
chatbots as a mean to motivate people to live more sustainable 
lives. The effect of motivational factors from behavioral 
psychology were tested, and as well as the impact on people’s 
food consumption habits.  The findings of this paper were based 
on three chatbot prototypes; one that is built on the motivational 
factor of information; a second one that is implemented on the 
motivational factor of goal-setting, and a third one that follows 
the motivational factor of comparison.  The result from the user 
interviews indicates that chatbots can affect and motivate 
people to consume food in a more sustainable way. 

Analyzing emotions and sentiments resulting from interactions 
with CUI has so far only rarely been addressed. There are 
multiple ways to enable a chatbot to choose an emotion 
category for a response. On the one hand, the chatbot can be 
equipped with a personality and background knowledge. On the 
other hand, training data can be used to find the most frequent 
response emotion category for an emotion in a given response 
and use this as the response emotion.  

Previous research by Skowron proposed affect listeners, i.e. 
conversational systems that can respond to user’s utterances on 
a content-, but also on an affect-level [8]. Zhou et al. [9] 
describe an emotional chatting machine that can generate 
appropriate responses fitting in content and emotion to a user’s 
response. The architecture consists of a recurrent neural 
network enabled with GRU cells with attention mechanism. It 
contains three different mechanisms for generating responses 
with a specific emotion: External knowledge serves to model 
emotions explicitly using an external emotion vocabulary. 
Internal memory captures emotion dynamics and finally, 
different emotion categories are represented as embedded 
vector. Socher et al. introduced a sentiment treebank that 
includes fine grained sentiment labels for parsing trees of 
sentences. On this treebank, they applied recursive deep models 
to predict sentence level sentiment. With a relatively 
complicated treebank annotation, the proposed method has 
better recognized the negated sentiment and achieved more than 
80% overall accuracy [10]. 

Sentiment and emotion analysis in a medical context has been 
mainly addressed for web content. Denecke and Deng reviewed 
the state of the art and studied the challenges of sentiment 
analysis in medical settings [11]. They found out that given the 
varying usage and meanings of terms, sentiment analysis from 

medical documents requires a domain-specific sentiment 
source and complementary context-dependent features to be 
able to correctly interpret the implicit sentiment. The challenges 
of sentiment and emotion analysis in health chatbots have not 
yet been considered so far. Further, health applications 
equipped with emotion and sentiment analysis are still missing. 
In contrast to existing work, our aim is not to create a chatbot 
that formulates its responses with certain emotion terms, but to 
develop a method to analyse a user statement to select an 
appropriate, motivating  or encouraging response given a 
specific user emotion. 

Material and methods 

Synthetic intelligence markup language (SIML)  

SIML, pronounced "si mal", is used to build the chatbot’s brain 
in our application (https://simlbot.com). It is a derivative of Ex-

tensible Markup Language (XML) and is able to react to user 
input, collect and manage data, learn from it and generate new 
content for conversations. The official parser was developed for 
C# and can be used on all Windows platforms supporting .NET 
Framework 4.5 or higher as well as under Linux and Mac 
(Mono). SIML contains two specifications: SIML Classic and 
SIML Modern/OSCOVA. All specifications are interpreted dif-

ferently and are aimed at different target groups. SIML Classic 
is used in our application because we resist on using internal 
natural language processing as SIML Modern offers.  

In SIML, all data is arranged in the form of a large decision tree 
and can be addressed by pattern matching. SIML files consist 
of a large number of tags. The basic structure is created by con-

cepts and models, which are enclosed by the SIML tag. Con-

cepts are the basic unit of knowledge storage in SIML. Each 
concept is a rule for matching an input and converting to an 
output, and consists of a pattern, which matches against the user 
input, and a response, which is used in generating the chatbot 
answer. In SIML, it is possible to use regular expressions and 
loops within a model, to interpret JavaScript and to create own 
tags to call specific methods of the program code. Another 
function of SIML is the usage of mappings which we will use 
to select an appropriate response for a user statement containing 
emotions and sentiments.  

Sentiment and emotion analysis  

Traditional sentiment analysis approaches classify texts or sen-

tences according to their overall sentiment which can be posi-

tive, negative, neutral or even have more fine-grained sentiment 
categories. They often base upon a bag of word representation. 
Additionally, the polarity shifting and syntactic structures are 
transformed into rules to regularize the composition of senti-

ment at sentence level.  However, the performance of bag of 
words based methods has not reached an accuracy of 80%.   

 

Figure 1. Compositional function of recursive neural networks 

and backpropagation of errors. Light green color indicates 

the positive polarity of joy, dark green represents intensified 

polarity and joy while orange shows negated polarity of joy. 
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A tree-based composition of a sentiment treebank has been pro-

posed by Socher et al. [10] in order to improve the accuracy.  
The recursive neural network that is used in their approach re-

quires a well-formed tree annotation corpus as training data. A 
recursive neural network is a type of deep neural network cre-

ated by applying the same set of weights recursively over a 
structured input, in this case a linguistic parse tree of a sentence. 
The annotation of a sentiment treebank is quite laborious and 
sophisticated, since the polarity of the sentence (polarity at root) 
must be determined by a composition of all subtrees. The anno-

tator needs to judge the polarities at different levels and pro-

vides also an overall value to the tree root. Our approach for an 
emotion analyzer is inspired by the work of Socher et al. [10], 
see Figure 1 and 3.  

The classification of user statements in the context of a chatbot 
is an important step for automatic, appropriate answering of 
user statements by a chatbot. The concrete task is to categorize 
a user statement into predefined emotional categories. We cur-

rently employ seven axes of emotions (disgust, joy, surprise, 
anger, fear, sadness, contempt), see Figure 2. The polarity is 
transformed to a respective emotional tree. For each emotion 
class, a treebank classifier is trained. The emotion of one sen-

tence is represented as the following polarity vector: 
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where P� represents the i-th user statement of the chatbot con-

versation. The value x represents the normalized strength of the 
emotion where we distinguish 3 classes (low, medium, high). 
To obtain a vector of polarity for a user statement, seven in-

stances of the classifier based on recursive neural networks pass 
through the seven polarity treebanks for initial pre-training.  
Before the classification starts, the user statement is linguisti-

cally parsed into a syntactic tree. Each node of the tree is repre-

sented by word vectors learned from a corpus of German Wik-

ipedia and medical forum entries. During training, one feedfor-

ward step is conducted to learn the structure (bottom-up) 
whereas a back-propagation step is performed to adjust the er-

rors (top-down).  

 

Figure 2: Emotional diagram with seven axes: disgust, joy, 

surprise, fear, sadness, contempt, anger 

 
In Figure 2, we can see one example of recursive neural net-

works that we will apply for the emotion detection. The leaf 
nodes represent the emotion-related terms in the parsed sen-

tence. In this example, the polarity of “angenehm” (pleasant) 
has been intensified by “sehr” (very) and finally negated by 
“nicht” (not). Apparently, the syntactic tree has better repre-

                                                           
1

 https://github.com/jianlins/FastContext 

sented the semantic scope with negation. For the negation pars-

ing, we have chosen FastContext1 [12] with German negation 
corpus.  
The objective of the optimization is maximizing the probabili-

ties of the correct prediction while minimizing the cross-en-

tropy error between the predicted distribution ��	and target dis-

tribution ��. For the classification into one of the three polarity 
strength classes, the posterior probability over labels given the 
word vector via Y	

� softmax�W ∙ X�                                                   

where W ∈ 	 �

�� is the emotion classification matrix.  

Results 

Concept for an emotion-sensitive chatbot 

Our concept for integrating emotion analysis into a SIML-based 
chatbot is shown in Figure 4. A user input resulting from an 
interaction with the chatbot application is analyzed by the 
above mentioned emotion analysis algorithm. The resulting 
polarity vector with strength per emotion class is used to select 
the corresponding answers based on predefined selecting met-

rics. SIML mappings assign an emotion label after receiving the 
emotion vector. Depending on the emotion, we use loops within 
the models to find matching answers to the user input in the 
chatbot’s knowledge base. These answers can be randomly se-

lected from a pool of matching answers to make the conversa-

tion more natural. The answer is displayed on the user interface 
of the application. In this way, the conversation can be contin-

ued coherently considering the emotional fluctuation of users. 
At the current step, we focus on recognizing the primary emo-

tional polarity of a user input. For treebank construction, we 
will select 100 sentences for each of the seven classes of 
emotions (see Figure 3) and parse them into a tree structure. 
These tree structures will afterwards be annotated with polarity 
values ranging from 1 to 3 by human annotators.  

 

Figure 3. Training of the emotion analyzer based on 

annotated treebanks 

Use case scenarios 

Traditional models of care delivery basically base upon face-

to-face interactions between clinicians and patients. However, 
new technologies are augmenting this interaction model and 
fundamentally transforming the ways in which clinicians 
deliver care to individuals. Mobile apps, for example, can 
facilitate tracking and monitoring. These remote and self-care-

oriented technologies may help creating a truly interactive 
healthcare ecosystem for patients. The following use cases base 
on mainly two paradigms: Engaging individuals by interacting 
with a CUI and utilizing remote and self-care-oriented 
technologies to support and empower individuals. Emotion and 
sentiment analysis will help to realize these two paradigms. 
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Addressing concerns during medication management  

eMMA, the electronic medication management assistant [14], 
is a mobile application to support in the medication 
management. In its current version, it is designed to collect 
compliance information from a patient, to provide information 
on interactions between food and medications and to answer his 
or her questions on the medication [14]. Equipping eMMA with 
capabilities for automatically recognizing and classifying 
concerns of a user mentioned in the application could help to 
address appropriately the concerns of the user. In this way, the 
compliance could be improved. The chatbot will not convince 
the user, but recognizes concerns which are stored for 
discussion with the physician and provides information for 
engaging the user to take the medication as recommended by 
the physician. In case the system detects serious concerns and 
symptoms, it could suggest to contact the physician.  

Addressing problems and concerns during self-anamnesis  

Ana is a system for collecting the medical history within the 
context of music therapy using a CUI [15]. Equipping Ana with 
emotion and sentiment analysis capabilities would enable the 
system to identify situations when the user runs into problems 
and concerns because of the questions he or she has to answer. 
In a usability study with that system [15], the users confirmed, 
that they liked the possibility of entering free text to 
communicate with the chatbot. However, they asked for better 
interactions with the chatbot, in particular when she states that 
she is not feeling well. Such expressions could be detected and 
analyzed by our method for providing an appropriate reaction.   

Determine cognitions and suggest behavior changes 

Another use case is to recognize the tone of a client’s response 
to suggestions made by a chatbot. The suggestions might be for 
example therapeutic suggestions within a mobile cognitive 
behavior therapy (CBT) or motivational suggestions within a 
mobile application targeting at achieving a personal health goal. 
Within the HABIT project, a mobile application for CBT has 
been developed that uses a chatbot interface for delivery of 
CBT [16]. CBT shares the idea that behavior change may be 
affected via cognitive change [17]. A chatbot system for CBT 
requires facilities to assess a client's mood overall, or the tone 
of the response to a particular suggestion in the therapeutic chat. 
For example a negative answer, high emotional, neglecting a 
suggestion of the therapist might be interpreted as low 

acceptance of the immediately prior recommendation. Our 
emotion analyzer could support in automatically analyze the 
responses of a user, supporting the therapist in analyzing the 
chatlog afterwards or enabling chatbot responses that address 
these moods and tones of user statements.  

Discussion 

In the general domain, the objective of enriching a chabot with 
emotions is to achieve a more human-like interaction style. In 
contrast, in our scenarios the objective is to determine the 
emotion of  a patient for future interpretation by the treating 
physician or by addressing concerns directly by the chatbot.  

Sentiment analysis in the medical domain differs from senti-

ment analysis in other domains [11]. We address this fact, by 
training the treebank classifier on a data set of health-related 
content. Additionally, health-related lexicons could be inte-

grated in the parsing process. Asgar et al. [18] suggest a boot-

strapping model and a dataset of health reviews to learn a 
health-related sentiment lexicon. Rane et al. introduce their 
concept for using sentiment analysis to improve emotional 
health of a user [19]. More specifically, they analyze the senti-

ment or emotion of a user and display specific media to counter 
the emotion. They used a Naïve Bayes classifier based on su-

pervised learning that was trained on a twitter data set. Besides 
the different technology, our approach aims at considering the 
peculiarities of sentiment in the health care domain, which is 
lost when training is realized with a non-domain-specific data 
set. 

The use of ontologies to support interpretation of  several  types  
of  data  (audio,  video,  and  text)  from  a chatbot’s environment 
has been analyzed in previous work. Formal concept-based  
rules are suggested to express affective behavior aiming at  
improving the empathy of bots [12]. The proposed technique 
relies on semantic technologies such as OWL and SWRL 
languages. Affective states are exploited to improve the bot’s 
empathy in the interaction based on an emotion ontology. In a 
chatbot conversation, user statements might be short. This 
makes it even more challenging to find appropriate methods. It 
is still unknown to what extent the previous statements in a 
conversation and the user context can contribute to the 
interpretation of expressed emotions.

 
 

Figure 4: System architecture 
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Conclusions 

In this paper, we introduced a concept for an emotion analyzer 

for natural language statements as they result from a chatbot 

conversation. This approach is currently implemented. In future 

work, we will evaluate the above mentioned method. For this 

purpose, we will compare the recursive neural networks with 

the traditional kernel based method in terms of sentence level 

polarity recognition and the detection of negation. We will run 

the sentiment analysis using SVM or convolutional neural net-

work on the sentence level annotation to serve as benchmark 

[20]. Further, we will extend one of the introduced mobile ap-

plications with the emotion analyzer.  
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Abstract 

A learning management system (LMS) used for the initial 
training of health professionals has been rejected by students. 
Our study aimed to explain the reason of this rejection. We 
performed this evaluation on a sample of health students in 
2012 and 2017 (n=144). We used scales from the literature 
(Technology Acceptance Model, General Self-Efficacy Scale, 
LMS-Self-Efficacy Scale), and studied the social representation 
of the LMS. The system seemed accessible and useful, but 
unfortunately with similarities to the system used in a traumatic 
student environment. Health students using the system did not 
have a lower self-efficacy. Although the LMS seemed relevant 
to students, its initial rejection might have been due to a 
confounding context that created confusion in the acceptability 
of the tool. To conclude, there is a need to create new 
dematerialized course formats but with strong tutorship to 
improve the usage of the technologies by students. 
 
Keywords:  

computer-assisted instruction, educational models, medical 
education. 

Introduction 

Context 

In France, the first year of health studies contest (PACES in 
French) is stressful and typically is aimed to be a highly 
selective filter, which is not the optimal means to encourage 
learning [1]. This first year ends with a ranking examination 
that is used to select around 10% of students to continue their 
studies in the health disciplines of either medicine, midwifery, 
pharmacy, or dentistry. In 2006, the members of the advisory 
board of Grenoble Medical School decided to change the 
pedagogical paradigm to assure more fairness and improved 
learning for health students during PACES. 
Since 2006, the paradigm is a blended-learning system that 
includes flipped classrooms [2]. This is a stepwise program on 
a 4-week cycle (Fig. 1). For example, on week 4 of the 
university calendar, students learn the knowledge capsule of the 
4th course on their Learning Management System (LMS), they 
ask online questions to the lecturer of the 3rd course of the year, 
they participate in face-to-face explanations with the lecturer of 
the 2nd course of the year, and they manipulate the concepts of 
the first course of the year that have been learned during the 
first three weeks. 
 

 

Figure 1– Stepwise learning method in sequences of 5 
activities 

 
Between 2011 and 2017, all the curricula of health studies in 
Grenoble were reformed in the same way (medicine, pharmacy, 
midwifery, and paramedical studies). However, the initial 
reactions of staff differed to those of the students. For example, 
students found this LMS was not appropriate; particularly the 
students of year 2 who stated that using this LMS created social 
isolation [3]. Students also declared that they felt themselves 
inefficient while learning Knowledge Capsules. But the 
teaching staff found the Knowledge Capsules relevant during 
face-to-face sessions. These two different feedbacks prompted 
us to consider the link between the acceptance of the LMS and 
students’ self-efficacy. Our main objectives were to understand 
the initial rejection of the LMS and to improve this pedagogical 
method used by more than 5,000 health students.  

Concept: Acceptance 

The “Technology Acceptance Model” (TAM) described by 
Davis [4] proposed a model of the way that users accepted and 
used an information system in order to diagnose design issues. 
This model has been validated in distance learning contexts [5]. 
Davis defined the perceived usefulness as the degree to which 
a person believes that using a particular system will enhance 
job performance. He defined the perceived ease of use as the 
degree to which a person believes that using a particular system 
will be free from effort. These two concepts impact on the 
user’s intention to use the system. 
According to Venkatesh and Davis [6], the use of information 
and communication systems by professionals depends on a 
subjective standard, which is the perception by the user that the 
group to which he belongs considers that he should, or not, use 
the system. They suggested TAM2, a model derived from 
TAM, as adapted to mandatory use contexts. It is therefore 
particularly suitable for health students in Grenoble, since it is 
mandatory for them to use their LMS as part of their studies. 
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Concept: Self-Efficacy 

General Self-Efficacy covers all the tasks that a health student 
is required to do during his/her training and is defined by 
Luszczynska [7] as “the belief in one’s competence to tackle 
novel tasks and to cope with adversity in a broad range of 
stressful or challenging encounters as opposed to specific self-
efficacy, which is limited to the particular task at hand”. There 
is a benefit in correlating the general self-efficacy to the self-
efficacy focused on technological tasks [8]. According to 
Martin et al. [9], Learning Management System Self-Efficacy 
is defined as self-assessment of one’s skill in using the LMS. It 
is based on a model developed by Compeau and Higgins [10] 
for studying the relationship between specific self-efficacy and 
students’ performance during distance or blended learning. 
Different dimensions were analyzed, including the skills in 
accessing courses, the skills in performing tests, the skills in 
synchronous and asynchronous communication and the skills in 
using advanced tools (blogs, collaborative work, etc.). 

Hypotheses 

We decided to analyze the link between the acceptability of the 
LMS and students’ self-efficacy, its alteration between 2012 
and 2017, and students’ social representation of the LMS. Our 
assumption was that if students do not perceive the LMS as 
useful, usable, and acceptable, they will not perceive it as a 
helping and motivating tool, which could reduce their self-
efficacy. We hypothesized that: 

� General Self-Efficacy is poorer in students with 
poorer technology acceptance. 

� If 2017 students have a better acceptance of the LMS 
than 2012 students, their General Self-Efficacy will be 
better. 

� The social representation of the LMS is generally 
negative, although some aspects such as practicality 
may be positive. 

Methods 

Overview 

During the PACES, students can choose to pursue studies in 
one to four of the health curricula proposed (medicine, 
pharmacy, midwifery, or dentistry). To access each chosen 
curriculum, the second semester of the PACES includes some 
specific courses and a specific ranking examination. 
Classically, students choose 2 or 3 curricula. When they fail to 
access the curriculum they prefer, their perception of the LMS 
could be linked to the exam failure and to variations of self-
beliefs such as self-efficacy. 

Participants 

We decided to analyze the population with the longest 
experience using the LMS and a high rate of multiple choices 
of curricula. Students who met these criteria were year 2 
midwifery students of the 2011-2012 class (those that are the 
closest to PACES), and all the 2016-2017 midwifery students 
(to study the alteration of the acceptance). Students of the years 
3, 4, and 5 of the 2011-2012 class were excluded because of 
they did not use the LMS.  

Materials 

Many scales to evaluate the Technology Acceptance Models 
are described in the literature. Most of them were created for 
the evaluation of Information and Communication 
Technologies (ICT) tools used in business contexts. However, 
some [11][12] have been validated in learning contexts. These 

scales analyze Perceived Ease Of Use (PEOU), Perceived 
Usefulness (PU), and Perceived Acceptability (PA). 
We also used the validated General Self-Efficacy Scale (GSES) 
[13] to assess general self-efficacy. We partially used the LMS-
self-efficacy scale (LMSSES)[9], by retaining 12 items (of the 
original 24) and removing those items that corresponded to 
functions not offered by the studied LMS. 
Finally, we used prototypical analysis to study social 
representations of the LMS. According to the extended TAM 
and the concepts that could influence acceptability of a 
technology, we decided to evaluate the way students think 
about the “job relevance” of the LMS (i.e. the way they think 
the LMS is useful in their student activities), and also the 
“results demonstrability” (i.e. the way the LMS shows them 
“learning results”). 
We used the prototypical analysis [14] to identify the semantic 
field linked to these concepts. From these semantic fields, 
students gave a value to each induced word according to the 
significance it had for them. They had to prioritize words in 
order to create a structure of the social representation with a 
core area, surrounding items and contrasted elements. 
Prototypical analysis was performed by calculating the citation 
frequencies and the rank assigned to each word or expression 
by each respondent. This analysis was represented graphically 
by rank and frequency. 

Procedure 

This study was a user-centered evaluation of the LMS, based 
on a self-administered questionnaire by students performed 
after a complete semester of blended learning. Thus, the 
questionnaire was presented in the week after the last exams of 
the first semester. This was a paper-based questionnaire for the 
2012 population, and an online questionnaire for the 2017 
population. Three reminders to complete the questionnaire were 
sent weekly and the study ended just after the beginning of the 
second semester.  

Analysis 

To validate our assumption, we had to study the population 
characteristics that could influence the analyzed concepts. We 
used the Spearman correlation coefficient, to demonstrate: 

1. that perceived usefulness and perceived ease of use are 
correlated to the perceived acceptability, so as to 
validate the TAM2 model in this population; 

2. that the TAM2 score is correlated to the general self-
efficacy; 

3. that the TAM2 score is correlated to the LMS self-
efficacy; and 

4. that the upper-TAM2-score students and the lower-
TAM2-score students (subdivided by the mean TAM2-
score of the population) present a different correlation 
between TAM2 and self-efficacy. 
 

Results 

The characteristics of our population are shown in Table 1.  
These two populations are neither comparable in terms of age 
nor in terms of the different studied scores, except for the 
GSES. Both populations have a comparable declared mastery 
of ICT tools. 
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2012 
Students 
(n=26) 

2017 
Students 
(n=118) p-value 

ICT control 
median 

Good Good NS 

Age 
median (IQR) 

20(1) 22(1) <0.001 

GSES 
mean (s.d.) 

2.97 (0.35) 2.97 (0.37) NS 

LMSSES 
mean (s.d.) 

3.42 (0.36) 3.56 (0.43) 0.013 

PEOU 
mean score (s.d.) 

4.91 (1.06) 5.67 (1.06) <0.001 

PU 
mean score (s.d.) 

4.19 (1.32) 5.18 (1.10) <0.001 

PA 
mean score (s.d.) 

4.32 (1.17) 5.18 (1.16) <0.001 

 
Each tool had a satisfactory Cronbach’s alpha (2012-GSES 
α=0.803; 2012-LMSSES α=0.744; 2012-TAM2 α=0.901; 
2017-GSES α=0.764; 2017-LMSSES α=0.820; 2017-TAM2 
α=0.906). 
Concerning the theoretical model, correlations between 
acceptance and self-beliefs are shown in Figure 2. All 
components of the TAM2 model were correlated 
(0.4241<r<0.7293, p<0.01).  
 

 

Figure 2– Theoretical model: correlation between acceptance 
and self-efficacy in 2012 students (p<0.01) 

 
Upper-TAM2-score students presented better affirmed 
computer skills than lower-TAM2-score students (Good vs 
Deficient, p=0.005) and higher LMS-self-efficacy mean score 
(3.57 vs 3.2, p=0.003). These groups were similar in terms of 
mean age, sex, affirmed regular use of internet, and the mean 
general-self-efficacy score. Finally, there was no correlation 
between the TAM2-score of each group and their self-efficacy 
(r=-0.0405, p=0.8543). 
 
With regard to the social representation of the LMS’s job 
relevance (Fig. 3), the most significant core items were 
“organization” and “accessible”. The most significant potential 
surrounding item with a negative value was “as during 
PACES”.  

 

Figure 3– Prototypical analysis: social representation of 
LMS’s job relevance 

 
With regard to the social representation of the LMS’s “results 
demonstrability” (Fig. 4), positive core items were “lengthy” 
and “organization”. A potential surrounding item had a very 
negative value: “work alone”. 

 

Figure 4– Prototypical analysis: social representation of 
LMS’s “results demonstrability” 

Table 1 – Comparison between 2012 and 2017 midwife 
students (characteristics, self-efficacy, and acceptance scores) 
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Discussion 

Main results 

Only one hypothese was deemed valid. 
If the theoretical model is consistent, each sample does not have 
a link between acceptability and self-belief. It seems there is no 
link between students’ acceptance of the LMS and their self-
efficacy. Indeed, the general self-efficacy is not significantly 
different between students who identify the LMS as being less 
useful, less easy to use and less acceptable compared to students 
who identify the LMS as being more useful, more easy to use, 
and more acceptable. This is confirmed by the analysis of the 
2017 population, who declared having a better technology 
acceptance, in all its dimensions, but had a similar general self-
efficacy to the 2012 population. 
The way to learn is negatively linked to the first year of health 
studies (PACES) because of the similarities between the LMS 
used during both years. It explains the fear of isolation, 
according to the surrounding item “work alone”. But the social 
representation of the LMS proves that the system has many 
benefits, which are linked to the organization and the 
usefulness. Indeed, the LMS was created in that way to propose 
many features that facilitated the organization of study, 
including a learning-activities agenda, an online survey to ask 
questions to the lecturer while working on dematerialized 
lectures, and discussion forums. Moreover, these features were 
reinforced through the discussions with teaching staff and peer-
experienced students, who explained each feature of the system 
and how students can organize their work. 

Limitations of this study 

This study has the following limitations. Only Year 2 students 
used the LMS, hence it was not possible to have a larger group 
in 2012 and therefore the group sizes are different. During the 
study period, user groups and attitudes probably changed, but it 
was necessary to analyze the GSES for the new generation. 
Scales used in our study are validated scales and reflect the 
measures in each group. 
The choice of using TAM2 is also debatable. Some other 
technology acceptance models have been described (TAM, 
TAM3, UTAUT), but TAM2 has the advantages of being 
neither simplistic nor too complex and of having been validated 
within the framework of mandatory uses. Moreover, it presents 
precursors of perceived utility that were fundamentally 
interesting for our study (“job relevance” and “results 
demonstrability”). 

Internal validity 

From 2012 to 2017, acceptance of the technology has increased 
significantly. This is probably due to enhancements of the LMS 
and changes in tutorship. Moreover, the 2017 population 
includes students older than that of the 2012 population. This 
could impact on declared perceived usefulness, ease of use, and 
acceptability as a confounding factor. Indeed, users’ experience 
is linked to perceived usefulness[6]. This bias probably has a 
minor impact on our results because students’ mean age also 
impacts on general self-efficacy; older students are skilled 
students, with some level of responsibilities at the hospital. 
Finally, cultural differences between student generations 
regarding acceptance of this particular technology could also be 
a confounding factor. The additional 5 years of experience with 
the LMS system probably increased students’ perceived 
acceptability. However, the use of validated and contextual 
scales (TAM2, GSES, LMSSES) limits all of those biases. 

External validity 

In its entirety, the study linked the various concepts even if most 
of the correlations are moderate. The pedagogical method (not 
only the LMS as a tool) has already been evaluated [15] 
concerning its intention for use and the impact on learning 
strategies. The method is well accepted, but students have an 
intention  to be too neutral in using the system, probably due to 
distractibility during lectures. So, we suggest improvements to 
make the LMS more acceptable for students, by (1) creating 
adapted types of interactive multimedia lectures (SCORM 
format activities for example) to be different from PACES and 
to have more rapidly perceived learning results [16][17]; (2) 
making changes in the presentation session of the LMS to 
improve the perceived ease of use of the tool. 

Implication for health professional education 

Our study showed that it is important to train students to use 
their learning environment. The intention to use a LMS and its 
acceptability are correlated to learners’ satisfaction, which itself 
depends on quality of the transmitted information and ease of 
use [18][19]. Blended Learning is an interesting way of 
teaching healthcare [20]. It doesn’t interfere with deep learning 
strategies[15]. These strategies are needed to help students 
make links between knowledge, skills, and habits. Our study 
showed that the LMS used in the method proposed by the 
Grenoble-Alpes University has a negative social perception for 
health students. To change this, the faculty of medicine must 
create an adapted context of use for this LMS, which would 
include new formats for courses (different than those used in 
PACES), and improved tutorship for using and understanding 
the method and the tool. Especially since students show an 
improvement in their computer skills after using an LMS [21]. 

Conclusions 

Our study shows that the LMS is well considered by students 
concerning work organization, autonomy, and accessibility. 
Moreover, it seems that this rejected tool has no impact on 
students’ self-efficacy. But since students are forced to use this 
LMS for their training, it is necessary to improve its conditions 
of use. This must involve creating learning objects different 
from those currently existing. 
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Abstract 

Due to technological advancement of medicine, patients have 

been maintained through mechanical ventilation and 

vasoactive drugs despite complete and irreversible brain 

injuries. Accurate diagnosis of brain death (BD) reduces 

costs, shortens family's suffering, and increases availability of 

intensive care beds and organs for transplantation. Guidelines 

were created to standardize BD diagnostic parameters, but 

knowledge of medical students and medical professionals has 

been demonstrated to be insufficient. To assist health 

professionals’ in BD determination, a digital training tool that 

contained images, videos and interactive content was 

developed for desktops and mobile devices. Software to create 

and animate 3D models (MakeHuman™ and Blender™) and 

a game development platform (Unity) were used. Versions for 

all the major operating systems (iOS™, Android™, 

macOS™, Windows™ and Linux™) are being made 

available through online repositories and mobile application 

stores. 

Keywords:  

brain death; education, medical; mobile applications. 

Introduction 

Technological advances in the field of intensive care 

medicine, with artificial ventilatory support and use of 

vasoactive drugs, has contributed to the maintenance of 

hemodynamic and respiratory activity in patients with severe 

and irreversible central nervous system injury. Recognizing 

and diagnosing this situation is critical, since such therapeutic 

efforts can result in increased hospital costs, contributing to 

the shortage of intensive therapy beds, as well as prolonging 

the suffering of patients' families [1]. 

Additionally, patients with irreversible brain damage are 

recognized as potential organ and tissue donors. With the 

advent of transplantation in the 1960s, it is necessary to 

redefine the concept of death, avoiding controversies in 

obtaining organs [1]. 

Mollaret and Goulon, in their 1959 classic publication, were 

the first to define irreversible coma ("Le coma dépassé") [2]. 

In 1968, a committee created at Harvard Medical School 

established criteria for determining irreversible coma, with the 

definition of brain death (BD) [1]. The American Guidelines 

for Determination of Death, published in 1981, were based on 

Harvard Criteria [3]. The American Academy of Neurology 

published a review of the guidelines in 1995, and the more 

detailed descriptions of the steps of the examination specified 

parameters for the apnea test positivity, and six hour intervals 

between evaluations [4]. These latter guidelines are still valid. 

Although there is some divergence, the American criteria are 

often referenced as guidelines in other countries. In 2002, 

Wijdicks reviewed the process for BD determination in 80 

countries: 69% reported presence of legal standards on organ 

transplantation and 88% had practice guidelines for BD [5]. 

Some aspects varied among countries, such as the number of 

physicians needed to declare BD (more than 1 in 50%), apnea 

test (not performed in 24%), need for complementary 

diagnostic tests, observation time between examinations and 

the mandatory qualifications of the physicians. A 2015 

publication found that among 91 countries, 70% had specific 

legislation, with institutional protocols established at 77%. 

Deviations in the guidelines from the American Academy of 

Neurology were observed in 53% of the countries [6]. 

In Brazil, Federal Council of Medicine published three 

resolutions with criteria to BD determination that were based 

on the American guidelines, most recently in December 2017. 

According to Brazilian law, the two clinical exams that are 

required, must be conducted with a minimum one hour 

interval hour, by different physicians, and consist of a 

confirmatory test proving absence of electrical or metabolic 

brain activity, or cerebral circulatory collapse. Physicians who 

perform the tests must have at least one year of experience in 

the care of patients in coma and follow or perform at least ten 

determinations of BD or participated in a training course [7]. 

Studies that evaluated the knowledge of physicians and 

medical students about BD diagnosis further demonstrate the 

need for training. Among the undergraduate students in Brazil, 

there is a lack of knowledge about BC, and few feel apt to 

perform the examination [8-11]. Other countries, such as 

South Africa [12] and the United States report similar 

challenges [13]. The knowledge of medical professionals also 

has been demonstrated to be insufficient, even those working 

within intensive or emergency units [14-17]. This low 

performance may be related to the limited number of 

opportunities to perform the exam during training, observed 

even among residents in neurology or neurosurgery [18]. 

This lack of practical experience can be reduced with the use 

of realistic simulation mannequins. The use of this didactic 

resource has been demonstrated to be effective in BD 

determination training, and has been positively rated by 

students [19]. The BD scenario is one of the most accessible in 

neurology for this modality of teaching, since BD requires 

testing of absent reflexes. The simulation of situations in 

which the findings would not be compatible requires the use 

of more advanced simulators that incorporate capacity for 

movement and pupillary reaction. The main barriers to the 

more frequent use of realistic simulation are cost, lack of 

structure (employees, physical space, supplies and technical 

support), longer time required for application, and lack of 

experience with the method. Cost remains the main barrier, as 
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only the high-fidelity, and more expensive, mannequins can 

simulate respiratory movements during the apnea test [20]. 

The use of computers to create virtual environments and 

virtual patients has emerged as a powerful educational 

alternative for health professionals.  Training that is not 

dependent on  face-to-face methodologies can reach a larger 

number of students, that may be in remote locations, without 

increasing costs [21].Additionally, there is increased 

opportunity for students to manage their own learning [22] 

with the growing availability of mobile devices, such as 

smartphones and tablets. Most students and physicians have a 

smartphone, and most of them use specific medical 

applications [23, 24]. Mobile devices can be used to quickly 

access scientific literature, self-assessment applications, 

calculators, and multimedia educational content, proving to be 

valuable tools in health education [25, 26]. 

Recognizing the educational gap in medical education about 

the diagnosis of BD, the use of a digital teaching tool that can 

be delivered through mobile devices, would be a valuable 

contribution to the training of health professionals. Thus, in 

this paper we review how  we developed an application for 

computers and mobile devices that can assist the training of 

students and health professionals in BD determination.  

Methods 

Creating a Virtual Scenario 

We used Blender ™ [27], a free and open source software, to 

create a virtual simulation experience consisting of three-

dimensional (3D) models.  Complex 3D figures can be created 

from basic geometric shapes (planes, cubes, spheres, 

cylinders, etc.), modified by the addition, subtraction or 

repositioning of vertices, edges and faces, and by combination 

with other shapes. Materials or textures can be assigned to the 

surfaces of the models providing color and brightness to the 

objects. 

Using visual references as images searched on the Internet, 3D 

representations of object found in an intensive care unit were 

created. Examples included vital signs monitor, mechanical 

ventilator, hospital bed, infusion pumps, flow meters, cannula, 

as well as other equipment used in this hospital environment. 

We found creating 3D human models to be a much more 

challenging task. We used MakeHuman™, also free and open 

source software, [28] to generate customized characters,  

Parameters that could be selected included gender, height, age, 

weight, skin and hair color. A male model was chosen as a 

patient and a female as a medical examiner. The created 

templates were exported to Blender™. 

To demonstrate the clinical examination of BD a scene was 

created of an intensive care unit (see Figure 1).   The male 

patient was placed on a hospital bed and wore a disposable 

diaper. The female medical examiner wore blue clothing and 

disposable gloves and was positioned on the left side of the 

bed.  Medical equipment that was being used to monitor the 

patient included electrodes, oximeter, probe to measure 

esophageal temperature and was connected to a monitor, 

triple-lumen subclavian catheter, bladder catheter with urinary 

drainage bag and orotracheal tube connected to a mechanical 

ventilator. The final elements created for the scenario included 

walls and a floor, infusion pumps with intravenous 

administration sets and solutions bags, medical gas system 

(valves, flow meters, hoses and reservoirs), side table with 

material used in the examination (syringes, bowls, catheters, 

"cold" solution bottle, otoscope, flashlight and cotton swabs), 

negatoscope with tomography film,  bed control, cover sheet 

and blanket, and clipboard inside a rack fixed to the bed. The 

final version of the file with both models and all of the objects 

totaled approximately 1.6 million vertices.  

 

Figure 1 – Creation of Virtual Scenario of an Intensive Care 

Unit Using Blender™ 

After adding light sources to the scene, Blender™ can be used 

to create a rendered image by calculating the color, shading 

and lighting of objects’ surfaces, in a chosen angle of view of 

a virtual camera. Depending on the fidelity parameters, it can 

take several minutes on a typical home computer to create a 

single image. Thus, the time to process and obtain a single 

sample of the approximately 3,500 images used for the project 

would exceed 200 hours. The time render to images was 

reduced by 25 times due to the use of an useful 

Blender™ feature, that “bakes” an object's texture and color 

shading information, while maintaining quality of the images. 

Creating Animations with 3D Models 

Within Blender™, the process known of “rigging” allows for 

animations to be created through manipulations of 3D 

models., The changes to size, shape, or position of the 3D 

models in successive frames creates a perception of object 

movement. 

To control the rigging process ,  the 3D models are given an 

“armature", which is a skeleton that can have its shape, size or 

location modified in relation to other objects. Human models 

are provided with more complex armatures, composed of 

several bones and joints, capable of reproducing a wide 

variety of poses. 

More discrete movements such as breathing, blinking, and 

heartbeat are difficult to control through armatures. For these, 

we used the shape keys feature to generate various versions of 

the same object that can re-position in the different vertices. 

In Blender’s™ timeline windows, we could select different 

frames, numbered sequentially. By default, every 24 frames in 

the timeline equaled one second of animation. When 

modifying the armatures poses or the shape keys in different 

frames, Blender™ was set-up to automatically calculate the 

expected shape of the objects in the intermediate frames. The 

rendered images of each frame was combined in sequence to 

create a video. 

Seven virtual cameras were used, with different viewing 

angles, to better visualize the steps of the examination (See 

Figure 2).  
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Figure 2 – Different Viewing Angles of Cameras Used in 

Animation Sequences 

Creating and Editing Videos 

Blender™ also provided a useful tool for creating and editing 

videos. The rendered images of all frames were combined and 

exported as video files (using H.264 MPEG-4 format), one 

video was created for each step of the clinical examination. 

The video editor allowed the addition of layers and transitions 

effects. The application of this feature was demonstrated in the 

development of the video for the apnea test, where an 

accelerated clock sequence was superimposed on the patient's 

image to represent the 10-minute observation time. 

Editing Images  

We used the GIMP™ (GNU Image Manipulation Program), a 

free and open source software [29], to edit and retouch the 

images used as textures in Blender™ and create the 

application (opening screen, icons, backgrounds, etc.). 

Sample images of complementary exams were downloaded 

from Radiopaedia.org [30], a free collaborative radiology 

educational web resource. The images did not contain 

patients’ data, and credit for reproductions followed 

Radiopaedia's user-contribution agreement. 

Using a Game Engine 

Developed by Unity Technologies, we used Unity™ (also 

known as Unity3D™ or Unity Engine™), as our cross-

platform game engine [31]. Unity has a user-friendly interface 

and within a single project can generate application versions 

for all the major operating systems (Windows™, MacOS™, 

Linux™, iOS™ and Android™). Although it has paid 

subscriptions, it offers a free license for beginners whose 

project does not result in annual revenue over US $ 100,000 

[32], fitting in with the proposal of our work. 

For our project, Unity™ was used to create a game or 

application containing images, sounds, videos and 3D models 

(collectively called Assets), combined with user interface 

elements such as windows, text and buttons. These elements 

were divided into several scenes, which could be alternated 

according to the player's interaction with the elements on the 

screen. 

A total of 20 scenes were created, with interactive elements 

that could be clicked (or touched) to display videos, text 

windows with relevant information or change to other scenes. 

Screens representing the Term of Declaration of Brain Death, 

similar to what was available within the Brazilian guidelines, 

played the role of "command center" in the application 

structure, from which all stages of the examination could be 

accessed through numbered icons. Users were allowed to 

revisit them as often as necessary to ensure understanding. 

Some steps were chosen to be demonstrated in a more 

interactive way, requiring the user to perform gestures of 

clicking (or touching the screen of mobile devices) and 

dragging to interact with the content. Examples include: 

• In the pupillary light reflex test, the user moved the 

examiner's hand with a flashlight to illuminate the 

patient's eyes, with fixed pupils. An icon with a 

question mark showed the expected response in 

normal situations, with reduction of pupil size to light 

exposure. 

• In examining the corneal-eyelid reflex, the user moved 

the examiner's hand with a cotton swab to touch the 

patient's cornea, without reactivity to the stimulus. It 

was also possible to observe the normal find, with 

blinking as the response. 

• In the oculocephalic reflex test, the user was 

instructed to horizontally drag the mouse pointer (or 

finger on the screen) to move the patient's head to the 

left or right. The patient's eyes followed the movement 

of the head. In the demonstration of the normal reflex, 

the eyes moved in the opposite direction of the head. 

For more complex responses such as those shown in the steps 

described above, Unity requires the creation of scripts, text 

files containing commands written in programming language 

and instructions detailed to accomplish the task. 

At the end of the work, executable files were created for the 

main operating systems. Only small differences could be seen 

between versions of application, such as screen resolution or 

some icons images (e.g. mouse pointer for computers and a 

drawing hand for mobile devices).  

Results 

The "Brain Death Determination: A Digital Guide" 

application beta version was created for Windows™, 

MacOS™, Linux™, iOS™ and Android™ operating systems. 

The user is guided through the Brazilian Term of Declaration 

of Encephalic Death, from identification of the patient, 

definition of cause of coma, exclusion of confounding factors, 

measures for clinical stabilization of the patient, and all steps 

of the neurological examination with tutorials videos and 

interactive content. During the process, the user is alerted to 

important aspects and possible pitfalls during examination. In 

some stages it is possible to display the expected findings in 

normal patients. A brief explanation and sample image are  

given on the complementary tests used in the BD 

determination. At the end, the user is congratulated and 

invited to review the steps as many times as necessary. See 

Figure 3 for screenshots of examples of the application. 

No images and videos of actual patients were used. This study 

was approved by the university ethics board (3.079.856). 

The application is currently in the test period to evaluate  bugs 

and area of improvements. Once testing is complete the 

application will be available for download in Internet 

repositories and mobile app stores (App Store™ and Google 

Play™). 
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Figure 3 - Screenshots of the Application "Brain Death 

Determination: A Digital Guide" 

Discussion 

Knowledge concerning BD has proved insufficient among 

medical students and health professionals, highlighting the 

need for more effective teaching practices. A digital tool with 

multimedia tutorials, available in several platforms, could be a 

valuable tool to assist the training in the determination of BD. 

With the lack of opportunities for students and residents to 

follow the BD examinations in practice, we choose a game-

like approach to integrate content. We selected this approach 

for students based on its appeal, strength in experiencing of 

realistic simulation with mannequins, and frequent use as a   

methodology for training courses. The use of computers and 

mobile devices has the additional benefits of reaching a 

greater number of students with reduced cost. 

The program could be easily adapted for use in other 

countries, with language modification and adjustments to the 

local guidelines. There is also the opportunity to provide 

updated versions to meet specific needs (e.g. providing a  

module for self-evaluation). 

In recent years, similar applications have been used to assist in 

the training of different medical skills, proving to be valuable 

educational tools. A mobile application simulator has been 

demonstrated to be an effective education tool for of medical 

students, improving the performance in several operations and 

practical procedures, such as male urinary catheterization and 

chest tube insertion [33, 34]. For laparoscopic 

cholecystectomy, the same application was useful for learning 

cognitive aspects of procedure when used in combination with 

virtual reality in a multimodal training approach for general 

surgeons and medical students [35]. In a blinded randomized 

controlled study, the use of a web-based otoscopy simulator 

increased the diagnoses of otologic diseases by medical 

students, with a 24% higher score than the control group using 

standard otology lectures [36]. 

Limitations 

The true potential of the application in practice still needs to 

be evaluated through a randomized blinded study that 

measures the impact of the acquisition of knowledge that 

involves a comparison of the application with other traditional 

teaching methodologies. 

Conclusions 

Using open-source software to create and animate 3D models 

(MakeHuman™ and Blender™), and a game development 

platform that offers free license for beginners (Unity), we 

were able to create a low-cost application to assist health 

professionals’ training in BD determination. Available for all 

major operating systems (iOS™, Android™, macOS™, 

Windows™ and Linux™), this teaching tool can be used for 

students through their desktops or mobile devices. 
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Abstract 

The continuity of care is the relationship between a physician 

and a patient that extends throughout different episodes of 

illness. This care includes that in some opportunities the patient 

must consult a medical specialist. In this qualitative study, we 

set out to explore and describe the different requests for referral 

authorization to a specialist by patients affiliated with private 

health insurance, in order to understand the different patterns 

of interaction between general practitioners (GP) and their 

patients. The conversation analysis let us identify categories 

(structural and functional) after a critical reading of messages 

between GPs and their patients through an Electronic Health 

Records (EHR) messaging system. This work allowed us to 

know more in depth the process of continuity of care. In most 

cases, the doctor answered affirmatively to the request for a 

new referral to a specialist 

Keywords:  

Referral and consultation, electronic health records, continuity 

of patient care. 

Introduction 

In 2011, the World Organization of National Colleges, 

Academies and Academic Associations of General Practitioners 

/ Family Physicians (WONCA) reviewed the definition and 

desirable attributes of GPs or family doctors. Some of these 

characteristics are a physician-patient relationship established 

over time through effective communication and the 

responsibility to provide longitudinal and continuous care, 

determined by the needs of the patient [1]. 

This last characteristic, the continuity of care, is defined as the 

relationship between a physician and patient that extends 

throughout different episodes of illness. It has a positive effect 

on the satisfaction of patients and doctors, for example, it is 

associated with greater adherence in people with chronic 

diseases, fewer consultations to emergency services and fewer 

hospitalizations
 
[2-4]. 

Hospital Italiano de Buenos Aires, general practitioners and 

management of referrals to specialists 

The Hospital Italiano de Buenos Aires (HIBA) is a private 

hospital that has a private health insurance (HI-HIBA) that is 

based on the concept of GPs as gatekeepers: if a patient needs 

or wants to have an appointment with a specialist, his GP has to 

allow that referral. 

Regardless of the mechanism of access to the specialist, with 

few exceptions, it is desirable that the GP makes a formal 

assessment of the problem before the referral. Inappropriate 

referrals not only generate overload to the system, but they can  

 

condition unnecessary diagnostic cascades and harmful 

overdiagnoses for the patient, unnecessary expense of resources 

and delays in the care of patients that clearly would benefit from 

getting a quick consultation
 
[5-7]. 

The decision to make a referral to a specialist is based on 

multiple factors: the disease to be treated, the recommendations 

of clinical practice guidelines or experts, the availability of 

specialists, the ability and predisposition of the GP to solve the 

problem, his satisfaction with his job and remuneration, etc
 
[8]. 

In 2006, the HIBA began the Personal Health Portal project 

(PHP), designed to provide new functionalities to the people 

who are treated at the Hospital. The PHP is a Personal Health 

Record linked to the EHR hospital, which provides services and 

access to unified data in multiple devices, allowing patients to 

interact or consult their medical or administrative information. 

Within the tools provided by this system, there is a messenger 

that allows patients to write to their GP. This is one of the most 

frequent ways of requesting referral authorization. Patients also 

can send messages by calling a call-center. 

Health Care Quality Improvement Program and its 

indicators in the Department of Family and Community 

Medicine of the Hospital Italiano de Buenos Aires 

The Department of Family and Community Medicine of the 

HIBA (DFCM) has a Quality Improvement Program (QIP) that 

use certain indicators and economic incentives as main 

strategies. Since 2017, we began measuring two continuity of 

patient care indexes for each GP: the Usual Care Provider index 

(UPC) and an index developed by Bice & Boxerman (COC) [9]. 

Other indicators used by the QIP are related to the accessibility 

to scheduled appointments and the response to messages sent by 

patients through the PHP or call-center. This last indicator is 

operationalized as the rate at which a GP consult the EHR of 

patients who have sent messages asking for a referral during the 

previous seven days. 

We consider that given that this indicator is measured purely 

quantitatively, without evaluating the quality of the responses 

provided by the GPs, it does not allow to distinguish the 

answers framed in the concept of "continuity of care" and those 

that are not. 

With this study we set out to explore and describe the different 

requests for referral authorization to specialists from patients 

affiliated with the HI-HIBA, with the aim of understanding the 

different patterns of interaction between physicians and patients. 

Methods 

We made a qualitative and quantitative description of different 

requests for referral authorization made by patients and the 

answers provided by GPs working in the DFCM-HIBA. 
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Population, source and data collection 

We defined a population of "requests for referral authorization". 

For the purposes of this investigation, the latter was operatively 

defined as the requests for referral authorization to specialists 

made by patients through the messenger service of the PHP in 

order to avoid extra payment. 

First stage: identification of words most used by patients in 

the referral request messages 

The research began by requesting a random sample of 150 

patients who had sent a message to their GP between 

01/01/2016 and 12/31/2016. This data was requested from the 

Information Management Area of the Research Department of 

the HIBA. The answers given by their GP during the first seven 

days after the first message was sent, were obtained from the 

EHR. 

From the sample of 150 patients who had sent at least one 

message to their GP in the selected period, a total of 1019 

exchange messages were obtained. Of these, 372 messages 

(36.5%) made reference to the request for referral 

authorizations. Of these 372, a total of 288 had been sent by the 

patients. 

Of the total of 288 messages sent by patients for the request for 

referral authorization, 93 (32.2%) were generated using a 

structured option in the PHP and not as free text addressed to 

the GP. However, in the free texts of the messages, the 

following keywords were identified: derivación (referral), 

derivaciones (referrals), especialidad (speciality), especialista 

(specialist), interconsulta (interconsultation), autorización 

(authorization), autorizar (authorize), hacer una orden (make 

an order). 

Second stage: searching messages specifically related to the 

request of referral to specialists through the roots of words 

identified in the previous step 

Once the most used words were identified in referral requests, 

we made a second request to the Information Management Area 

with the roots of words found in the previous step, 

independently of the number of repetitions. We also requested 

the registration of the authorizations made by the GP in the 

EHR. 

Table 1 - Roots of the words found during the first stage that 

were used during the second stage to identify the free text 

messages linked to the request for a referral 

Root Words 

Deriv Derivación / Derivaciones / 

Derivar / Derivarme 

Interc Interconsulta / Interconsultas

Autoriza Autorización / Autorizar 

Especiali Especialista / Especialidad 

Pase Pase 

Orden Orden 

In this second stage, we obtained a total of 2600 messages 

between patients and doctors, which allowed us to carry out a 

qualitative analysis of 214 conversations in which the patient 

had requested his or her GP to authorize a referral to a 

specialist. For this analysis, the main researcher reviewed the 

conversations between patients and physicians, as well as the 

clinical notes recorded in the EHR during the episodes of care. 

This analysis allowed us identifying patterns of interaction 

between GPs and their patients, making it possible to identify 

categories that were built from the critical reading and the 

discourse analysis. 

Results 

The qualitative analysis of 214 conversations related to the 

request for referral authorization to specialists allowed the 

elaboration of two types of categories: structural and functional. 

Structural categories 

Three categories were identified that refer to the structure of the 

analyzed conversations: a) the content of the message sent by 

the patient requesting the referral authorization; b) the answer 

made by the doctor; c) the referral authorization made by the 

doctor through the EHR. 

a) The content of the message sent by the patient requesting 

the referral authorization to a specialist 

The content of the message was defined as all the information 

included in the message sent by the patient to his/her GP 

requesting a referral authorization. There were identified 136 

messages in which the only content detected was the request for 

referral authorization. Of these 136, 77 messages had been sent 

from the PHP messenger in a free text format, such as: 

Female, 61 years old: “…hola Dr. le pido derivación 

para endocrinología y coloproctología…” ("... hello Dr., 

I'm asking you for referral to endocrinology and 

coloproctology ..."). 

The other 59 messages were created from a "ask for referral 

authorization” structured option in the PHP, which sent an 

automatic message with the following text: 

“El paciente (...) solicita renovar su derivación con el 

servicio de endocrinología ambulatoria”. ("The patient 

(...) requests to renew his referral to ambulatory 

endocrinology service".) 

Other 78 messages with more content were identified, in which 

the reason for requesting the referral authorization was 

expressed. These messages were analyzed to identify the 

different reasons for referral request (see functional categories 

below). 

b) The answer made by the doctor in response to the request 

for referral authorization 

This category was defined as all the information contained in 

the message sent by the GP in response to the request for 

referral authorization. 

It was observed that of the 214 requests, only 57 were answered 

by the GP through a message in the PHP and, in all these cases, 

the content of this messages was only the notification of the 

given authorization or a personal greeting to the patient, with 

the eventual addition of recommendation of a professional: 

49 years old female GP to 20 years old female patient: 

“…te dejo la derivación con Nutrición…” ("... I leave 

you the referral authorization to Nutrition ..."). 

47 years old male GP to 72 years old male patient:  

“…va a ser cuestión de tiempo la recuperación del 

olfato. Cualquier cosa, la Dra. XXX es de mi 

confianza...” ("... it's going to be a matter of time the 

olfactory recovery. In any case, Dr. XXX is of my trust 

..."). 

c) Referral authorization made by the doctor through the 

EHR 

When analyzing the referral authorization made by the doctor 

through the EHR, we identified different possible scenarios and 

two possible responses: loading or not the authorization in the 

EHR. 

In most cases, the GP performed the authorization. The only 

cases in which we observed that the authorization had not been 

carried out were in the context of requests for renewal of 
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previous referrals, when the authorization were already loaded 

and still valid in the EHR, in the presence of some acute 

symptom or when the GP decided to make an appointment with 

the patient. 

Functional categories 

We identified four functional categories that refer to the purpose 

of conversations between patients and physicians: a) the reason 

for requesting referral authorization expressed in the patient's 

message; b) the time of evolution of the health problem related 

to the request; c) the level of care where the health problem can 

be solved (primary care vs. not primary care); d) the trigger for 

the request for referral authorization. 

a) The reason for requesting referral authorization expressed 

in the patient's message 

From the total analyzed sample (214 conversations), 78 were 

identified where the reasons for requesting a referral could be 

detected. 

One of the options in this category is when the reason given by 

the patient for requesting for a referral to the specialist is a new 

diagnosis made in the context of an unscheduled consultation in 

the emergency department: 

Male, 61 years old: “…estoy con una tendinitis en el 

brazo derecho. Me estoy atendiendo con la guardia de 

traumatología pero ahora me derivaron a un especialista 

de mano. Necesitaría una derivación para esa 

especialidad…” (“... I have a tendinitis in the right arm. I 

was dealing with it in the trauma emergency department 

but now I was referred to a hand specialist. I would need 

a referral authorization to that specialty ... "). 

We also detected referral requests for health problems 

previously known to both the patient and his doctor and which 

had previously motivated consultations with a specialist: 

Female, 62 years old: “…me enviarías una derivación 

para la Dra. de otorrino, es por mis acúfenos, tengo 

turno el 2 de junio...” ("...would you send me a referral 

authorization to the otolaryngologist, it is because of my 

tinnitus, I have an appointment on June 2..."). 

Another option that we observed were cases in which the 

persistence of symptoms, having previously consulted the GP 

about this problem, make patients to request referral 

authorization to a specialist: 

Male, 72 years old: “…todavía no recupere el sentido del 

olfato y el gusto, derivame por favor a un 

otorrinolaringólogo de tu confianza para evaluarme…” 

(“... I still do not recover the sense of smell and taste, 

please refer me to an otolaryngologist from your trust to 

evaluate me ..."). 

Similarly, we observed that in some cases, a new or recurrent 

appearance of an acute symptom triggers a referral request: 

Male, 62 years old: “…me resucitó el dolor de espalda. 

Hace días que no se va. No es demasiado intenso pero es 

persistente... Me podés derivar con alguien para verlo?” 

("... my back pain is back since days ago. It is not too 

intense but it is persistent... Can you refer me to someone 

to see it?"). 

Patients also usually express that they request for referral 

authorization to perform control of a specific health problem 

related to a speciality. This situation could be verified by 

reviewing the EHR: 

Male, 62 years old: “… por favor solicito derivación a 

cardiología para poder asistir a control…” ("... please, I 

request referral to cardiology to be able to attend to 

control..."). 

On other occasions, it was observed that the patient has been 

suggested by another person than the GP to consult with a 

specialist to evaluate the result of a complementary study (see 

further category "referral request trigger"): 

Male, 62 years old, referring to an electrocardiogram: 

“…me piden que me haga la derivación para 

cardiología, por el informe del ECG tiene que verme un 

Cardiólogo…” ("...they told me to ask you for the referral 

authorization to cardiology, for the EKG report a 

cardiologist has to see me..."). 

At last, as we expressed previously, in some cases the reason for 

requesting a referral was not expressed. This type of requests 

was frequent for dermatology, and somewhat less frequent for 

otorhinolaryngology, general traumatology and nutrition: 

Male, 52 years old: “Hola, necesito una derivación para 

dermatología, ya que el dia 18/03 tengo un turno con el 

Dr. XX” ("Hello, I need a referral to dermatology, 

because I have an appointment with Dr. XXX on the 18th 

of March"). 

b) The time of evolution of the health problem related to the 

request 

In relation to the time of evolution of the health problem that 

motivated the referral request, we were able to differentiate 

acute evolution problems analyzing the messages and the EHR: 

Male, 43 years old: “…me están doliendo muchos los 

tobillos y también las piernas, pienso que por el efecto 

del tobillo, qué especialista en pie me recomendás?”  

("... my ankles are hurting a lot and also my legs, I think 

that because of the ankle effect. Which foot specialist do 

you recommend me?"). 

We also recognized requests related to chronic problems: 

Female, 61 years old: “Sería tan amable de hacerme una 

derivación a hipertensión. Es solo por control” ("Would 

you authorize me a referral to hypertensology? Is it just 

for a control"). 

c) The level of care where the health problem can be solved 

(primary care vs. not primary care) 

We documented referral requests to specialists for problems that 

could be handled in primary care by the GP. These situations 

could make us infer that the patient would not recognize the GP 

as someone with the capacity to solve that problem: 

Male, 52 years old, with a recent diagnosis of type II 

diabetes without pharmacological treatment: “…me 

podrías dejar una derivación para consultar un 

especialista en diabetes” ("...could you leave me a 

referral to consult a diabetes specialist?"). 

On the other hand, we have also identified health problems  

that exceed primary care capacities, such as some surgical 

problems: 

Female, 62 years old: “…estoy pensando en operarme la hernia 

umbilical. ¿A quién me recomendás? ¿Podrás hacerme una 

derivación?” ("I'm thinking on solving my umbilical hernia. 

Who do you recommend? Can you authorize the referral?”). 

d) The trigger for the request for referral authorization 

When analyzing the different conversations, who triggered the 

request for referral authorization was detected as a category. In 

most cases was the patient himself: 

Male, 29 years old: “…este mes tengo turno para el 

dermatólogo por unos granitos en la cara que no se me 

van y con el otorrinolaringólogo ya que estoy 

constantemente, mes tras mes, con la garganta irritada. 

Me parece que necesito derivaciones para ambos…”  

("... this month I have appointments with a dermatologist 

because of some spots on my face that do not go away 
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and with the otorhinolaryngologist since I am constantly, 

month after month, with sore throat. It seems to me that I 

need referrals for both... "). 

In other cases the patient requests a referral after a suggestion 

made in the past by the GP: 

Male, 21 years old: “Doctor, siguiendo su indicación, 

necesito que me haga una derivación a una 

nutricionista” ("Doctor, following your instructions, I 

need you to refer me to a nutritionist"). 

Another possibility is that the referral has been suggested by 

another professional of some ambulatory specialty: 

Male, 54 years old: “Necesitaría una orden de derivación 

para cirugía plástica a quien me derivó el 

dermatólogo…” ("I would need a referral authorization to 

plastic surgery to whom the dermatologist referred 

me…"). 

Also, the referral could be suggested by a physician in the 

emergency department: 

Female, 51 years old: “… tengo turno con un especialista 

en mano mañana por la tarde por una molestia, me lo 

indicaron en demanda espontánea. Me dicen que 

necesito que me ingreses una derivación…” ("... I have 

an appointment with a hand specialist tomorrow 

afternoon, I have been referred in the emergency 

department. They told me that I need you to authorize the 

referral..."). 

Other health professionals previously involved in the patient's 

care, for example, a psychologist from another institution, could 

have made the referral: 

Male, 26 years old: “…me trato con un psicólogo 

particular. El mismo me sugirió comenzar tratamiento 

por depresión en el hospital. Ya tengo turno para la 

admisión. Necesito derivación a psiquiatría…”  ("... I´m 

seeing a private psychologist. He suggested me to start 

treatment for depression in the hospital. I already have 

an appointment. I need a referral to psychiatry..."). 

Also, a primary care physician could have referred a patient to a 

specialist during an emergency department consultation: 

Male, 52 years old: “…necesito la derivación para 

dermatología. Estuve el sábado en la guardia y me 

recomendaron ver al especialista...” ("... I need the 

referral authorization to dermatology. I was on the 

emergency department on Saturday and they 

recommended me to see the specialist..."). 

Finally, it was identified that in some cases who triggers the 

referral request is a non-medical personnel, for example, an 

electrocardiograph technician: 

Male, 62 years old, after an electrocardiogram requested 

by his GP: “…me piden que me haga la derivación para 

Cardiología, por el informe que tiene que verme un 

Cardiólogo…” ("... they asked me to make the referral 

for Cardiology, for the report a cardiologist has to see  

me ...").  

Discussion 

This study allowed us to deepen how the interaction between 

physicians and patients occurs regarding referral requests to 

specialists. From the qualitative analysis of the conversations, 

we were able to develop categories that allowed us to 

characterize conversations and to understand the process of 

continuity of patient’s care. 

It is striking that, contrary to what we thought, in most cases, 

the GP responds in an affirmative way to the request for a new 

referral to a specialist regardless of the speciality, the reason 

expressed in the message and the time of evolution of the health 

problem. This generates uncertainty regarding the role of the 

GP as “gatekeeper”. 

This controversy is also observed in countries with more rigid 

health systems in relation to the patient's contact with the 

second level of care
 
[10]. Among the arguments in favour of the 

role of primary care physician as gatekeeper are: that promotes 

less use of the health system, a shorter delay in appointments 

with specialists, a greater system efficiency and less 

overdiagnosis and overtreatment. On the other hand, some of 

the arguments against are: the increase in costs due to delayed 

diagnosis, the lack of respect for the patient's choice, the 

increase in workload for primary care physicians and conflicts 

in the physician-patient relationship
 
[11]. 

It is very likely that this controversy exists internally in GPs, 

being one of the factors that leads to respond affirmatively in 

almost all referral requests, jeopardizing the continuity of care. 

Another factor could be that GPs working in HIBA are used to 

referral many health problems that could be handled in primary 

care, such as dermatology or otorhinolaryngology issues. 

On the other hand, some affirmative answers to the referral 

requests were adequate and framed in the continuity of care. For 

example, those requested for surgical specialities and 

specialities that perform procedures that are not usually carried 

out by GPs of the DFCM of the HIBA. 

We consider that some requests for referral authorization are 

difficult to answer in a negative way. Such is the case of the 

request for referral to a specialist to follow up a diagnosis made 

in the emergency department, where the patient is evaluated by 

another doctor. The same applies to those referrals suggested by 

a specialist, by another health professional (for example a 

psychologist) and when the GP is licensed, and the replacement 

physician must answer the request. 

Our study has certain limitations and weaknesses. We have not 

been able to adequately analyze the conversations in which the 

GP decides to communicate with the patient by telephone to 

assess the referral request. Most of these interactions are not 

recorded in the EHR. 

We did not include in our protocol messages sent through the 

call-center service. This implies having left out of the analysis a 

certain population, mostly elderly, that does not use the 

messenger system of the PHP. 

Despite the previous limitations, we have not been able to 

identify similar studies carried out in our country or in our 

region and we believe that this work constitutes a fundamental 

contribution to understand the process of referral requesting to 

specialists. 

In the future, it would be interesting to know the opinion of 

patients about the role of the GP as gatekeepers, to evaluate 

their satisfaction with this system and to examine whether this 

function improves the quality of care of them. 

Conclusions 

This work allowed us to understand the process of referral 

requesting and the arrival of the patient to the appointment with 

the specialist. It lays the basis for new research on the continuity 

of patient care and the role of the general practitioner as a 

gatekeeper. 
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Abstract 

Despite the widespread adoption of electronic health records 

(EHRs) in the U.S. over the past decade, significant 

improvements, especially in patient safety, have yet to be 

realized. This finding, along with health informatics workforce 

data and an identified gap in the offerings of an educational 

program, led to a proposed professional doctorate in health 

informatics. Developed via stakeholder focus groups, the 

program was approved by the public university system, the 

state-level educational authority, and the regional 

accreditation body, with final approval in July 2018. Unique 

features of the program include a prolonged practice project 

demonstrating a return on investment, as well as online and 

face-to-face delivery components. This program aims to 

develop evidence-based professionals who improve the health 

of people and populations through the application of health 

informatics. Applications and interest in the first class are high. 

Keywords:  

Education, Health Informatics 

Introduction 

In 2004, President George W. Bush outlined a plan to ensure 

that most Americans would have electronic health records 

within the next 10 years. The President believed that better 

health information technology was essential to his vision of a 

health care system that puts the needs and the values of the 

patient first and gives patients the information they need to 

make clinical and economic decisions – in consultation with 

dedicated health care professionals [1].  

President Barack Obama continued to support President Bush’s 

mandate during his administration, including incentives for 

implementing electronic health records (EHRs) in the 

American Recovery and Reinvestment Act [2]. As a result of 

this, the health informatics industry has flourished with the need 

for an educated informatics workforce[3]. This workforce is 

needed to assess, design, implement and evaluate the electronic 

health record (EHR) and patient care technologies, as well as 

effectively utilize the data generated; all with the goal of 

preventing medical errors and providing the information 

needed to improve human health. 

As of 2017, 96% of all U.S. Non-federal Acute Care Hospitals 

have adopted a certified EHR [4]. Documented benefits of 

EHRs include enhanced patient care; real-time, multi-user 

access to the patient record; alerts for medication errors and 

critical lab values, among others[5]. However, in spite of these 

benefits of the introduction and widespread use of EHRs in 

hospitals, medical errors are perceived to have increased and 

are estimated to be the nation’s third leading cause of death[6]. 

These medical errors also include unanticipated and 

undesirable consequences from implementing an EHR. In 

2016, Johns Hopkins researchers examined four separate 

studies that analyzed medical death rate data from 2000 to 

2008. Then, using hospital admission rates from 2013, they 

extrapolated that based on a total of 35,416,020 

hospitalizations, 251,454 deaths stemmed from a medical error, 

which the researchers say now translates to 9.5 percent of all 

deaths each year in the U.S[6]. In March 2019, Fortune 

magazine published “Death by 1,000 Clicks” describing 

multiple failures of EHRs, with even those who led the national 

U.S. effort stating EHRs “have not fulfilled their potential.”[7] 

The health care industry is in need of transformational change 

in the education required for executive-level health 

informaticists who practice at the most advanced levels. The 

2019 Health Information Management Systems Society 

(HIMSS) Leadership and Workforce Survey found that 84% of 

all respondents reported to be in a management role, with 47% 

associating themselves with an “Executive Management” 

position[8]. The health informatics executives are an integral 

part of the health care team, providing the foundational 

technology infrastructure to support efficient, effective care. 

The recommendation that health informatics executives 

practicing at the highest levels should receive doctoral level 

preparation emerges from multiple factors evident by the 

expansion of scientific knowledge in health informatics and 

growing concerns regarding patient safety, the continued need 

for improved patient outcomes, and quality care delivery.  

The 2019 Health Information Management Systems Society 

(HIMSS) U.S. Leadership and Workforce Survey ranked the 

following priority needs concerning quality care delivery and 

health informatics/health IT in health care organizations: 

• Cybersecurity, Privacy, and Security 

• Improving Quality Outcomes Through Health IT 

• Clinical Informatics and Clinician Engagement 

• Culture of Care and Care Coordination 

• Process Improvement, Workflow, Change 

Management 

• User Experience, Usability and User-Centered Design 

• Data Science/Analytics/Clinical and Business 

Intelligence 

• Leadership, Governance, Strategic Planning 

• Safe Info and Tech Practices for Patient Care 

• HIE, Interoperability, Data Integration and 

Standards[8] 
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It is worthwhile noting that leadership and user experience are 

new to the top 10 in 2019. The health informatics workforce 

data indicates there is an increased demand for health 

informatics in several health care delivery models. In 2017, 

HIMSS noted that efforts to advance clinical IT in non-Hospital 

Provider environments (ambulatory and long term Post-Acute 

care facilities) can be challenging when there is no educated, 

trained, and designated health IT workforce [9]. Both the 2018 

and 2019 reports concluded that the influence of executive 

management health IT professionals continues to expand in 

organizations[8,10].  

The United States has implemented the position of the Chief 

Medical Informatics Officer (CMIO), as well as the Chief 

Nursing Informatics Officer (CNIO), in its largest healthcare 

organizations. For the CMIO, the American Board of Medical 

Specialties administers the clinical informatics subspecialty 

exam for physicians[11]. Likewise, the American Nurses 

Credentialing Center administers an informatics nursing 

certification, the RN-BC[12]. In the UK, it appears that the 

position of Chief Clinical Information Officer (CCIO) is 

emerging[13]. The nursing certification content outline does 

not include management or leadership skills. The US 

subspecialty exam includes one item related to leadership 

needed for fostering change and managing large-scale 

information projects. The UK CCIO role is proposed as a 

leadership role with a clinical focus.  While there is no doubt of 

the need for these clinical leadership roles in health informatics, 

they often do not include the techinical or management 

background needed for the chief information officer (CIO) or 

chief technology officer (CTO). In addition, while these clinical 

roles are essential in care delivery organizations, they may not 

be found in pharmaceutical or insurance or other health 

information technology organizations. The advent of digital 

health in the US and around the world will only expand the 

types and numbers of organizations engaging in the health 

informatics field. Effective informatics leaders are needed in all 

of them. 

Therefore, it is critical that the executive-level health 

informatics professional is educated and prepared to 

manage complex organizations across the continuum of 

care and throughout the healthcare industry. 

In addition to the available workforce data, the University of 

Texas School of Biomedical Informatics (SBMI) identified a 

gap in their current educational offerings after multiple 

applications for the doctor of philosophy degree from industry 

professionals who could not articulate a research area for their 

studies. These applicants felt the need to continue their 

education to a terminal degree, as is the case for the MD, 

PharmD, DNP, and DPT. However, historically, the only 

terminal degree option in the informatics field has been the 

PhD. With all of these issues in mind, a group of applied 

informatics faculty proposed the development of a practice 

doctorate, or professional degree, in health informatics (DHI). 

Methods 

The first step in the development of the DHI was approval of 

the concept at a faculty retreat. Following this, the task of 

developing the proposal was assigned to the Associate Dean for 

Academic Affairs, with assistance of the applied faculty and 

staff members. The process for public institutions in Texas 

necessitates several steps with the format of the proposal 

proscribed in regulation.  

Development of the proposal began with submission of a letter 

of intent to develop a new degree program to the university and 

The University of Texas System administration. This was 

followed by the convening of focus groups of Texas Medical 

Center and other SBMI stakeholders. These stakeholders are 

persons who mentor SBMI master’s degree students for 

capstone projects or have employed SBMI graduates or are 

SBMI alumni. Focus groups were held in early 2017 to 

ascertain whether the proposed program was needed, as well as 

determine topics that were deemed most important for health 

informatics executives and managers. Eleven (11) people either 

participated in the focus groups or were interviewed 

individually if the focus group meetings were not convenient. 

The titles of those participating are as follows:  

• One Executive Officer with a nursing background 

from the U.S. Defense Health Agency 

• Three Directors of Information Technology, 

Information Technology Development, and 

Information Systems Operations from large systems in 

the Texas Medical Center, respectively. 

• One Vice President of Clinical Informatics for a large 

integrated health care system. 

• One Division Director of Clinical Informatics for a 

multi-state health care delivery system 

• One Vice President of Applied Clinical Informatics 

and Chief Nursing Informatics Officer from a tertiary 

care system. 

• One Executive Director of Clinical Quality 

Informatics for a multi-hospital system 

• One Director of Nursing Operations 

• One Informatics Manager with a public health system. 

• One Associate Chief Medical Informatics Officer 

Once the focus group results were analyzed, development of the 

proposal began. The format required includes evidence related 

to Job Market Need; Existing Programs; Student Demand; 

Student Recruitment;  Enrollment Projections; Accreditation; 

Admission Standards; Program Degree Requirements; 

Curriculum; Candidacy/Dissertation Requirements; Use of 

Distance Technologies; Program Evaluation Plans; Faculty 

Availability and Teaching Load; Student Financial Aid; Library 

and Other Teaching Resources; Support Staff; potential 

Proposal Evaluators; and a 5-year Financial Plan.  

Results 

Focus Group Results  

The focus groups and persons interviewed individually were 

very supportive of the need for and subsequent development of 

a doctorate in health informatics (DHI). Selected comments 

include:  

“There needs to be an understanding of analytics and linking 

that back to scientific inquiry to better collaborate with 

research Ph.D. students & make things workable for the end 

user. It is important to work in an evidence based space so we 

can continue to inform the community and fill the gap in this 

doctorate; fill the gap so people are trained appropriate in 

practical application.” 

“Terminal degree completion for specific specialties is 

important. Practice prepared topics can make the research 

information usable in the field and can provide real-time 

solutions.”  
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“Practice based trends/evidence are important. Students 

should be driving things back to the researchers – feeding 

things back to Ph.D. researchers to identify trends and help 

validate their work.” 

“We are looking for someone with the ability to think 

strategically and be forward thinking to look at the impact of 

regulatory requirements. How can we leverage or utilize 

technology that addresses new needs that are coming in the 

future?” 

“The number one skill needed is change management 

experience as we implement new systems. You need to be able 

to change a culture in an organization.” 

“While there is a discussion of workflow, formality and 

discipline, the structure is not there. How do you structure a 

proper workflow that is then communicated across the 

organization – it is just not there. Discipline is lacking. When 

you look at staff and come to see how they have become an 

“Informatician”, background is lacking.” 

“Many informaticians are heavily focused on implementation 

and do not look back at the practice of it to do an evaluation or 

look for evidence-based practice.” 

The final proposal document with all required attachments 

totaled 62 pages. 

The proposal was approved by The UT Board of Regents in 

August 2017. From there, it was submitted to the Texas Higher 

Education Coordinating Board (THECB). The THECB 

required a desk review of the proposal and later conducted a site 

visit with three external reviewers. Final approval was obtained 

in July 2018. 

Program Development 

The professional doctorate in health informatics is a degree 

sorely needed for the current and future success of health care 

across the globe. In the U.S., a master’s degree extends what is 

learned at the bachelor’s degree, but does not provide the depth 

of a doctoral degree.  Many informatics professionals, currently 

holding master’s in informatics degrees and working in health 

care organizations wish to continue their training. However, 

they do not wish to conduct the research necessary for a PhD. 

The only knowns professional doctorate in health informatics 

and the requirements are described herein. 

The objectives of the program are to:  

• Implement evidence-based practice to improve human 

health. 

• Assume leadership positions throughout the healthcare 

industry having integrated health informatics with 

organizational leadership and ethics. 

• Design, implement and evaluate health information 

technology quality improvement projects in health 

care systems. 

• Synthesize health informatics and patient care 

technologies to effect improvements in health care 

delivery and patient safety. 

• Employ effective communication and collaboration 

skills to identify and implement best practices in 

health care delivery. 

Admission Standards 

The admission standards include: 

• Bachelor’s degree with documented 

executive/management health care experience  

• Master’s degree preferred 

• Personal statement that includes short and long-term 

goals after completion of the practice doctorate 

program  

• Proposed area of interest for the translational practice 

project 

• Letter of Support from the health care organization 

willing to facilitate the translational practice project  

• Resume or curriculum vitae 

• Three letters of recommendation from supervisors 

(two letters should be from supervisors), colleague 

etc. 

• Interview with the SBMI Application, Progression, 

and Graduation Committee (APG) (by invitation upon 

review of application) 

• Cumulative GPA of 3.0 or higher  

The maximum number of students admitted to the first cohort 

will be thirty (30), with no set minimum.  That is, if only 15 

applicants are qualified for the program, only 15 students will 

be accepted into the first cohort. 

Curriculum 

The student learning objectives for the practice doctorate in 

health informatics are as follows: 

1. The student will design and implement a project plan to 

address an operational health informatics problem. 

2. The student will apply the appropriate scholarly 

foundations and evidence-based practices when designing 

and implementing the project. 

3. The student demonstrates broad knowledge in the field of 

health informatics and advanced knowledge in a sub-

discipline, such as privacy and security, data analytics, 

revenue cycle management, or other specified, in 

conjunction with the advisory committee. 

4. The student will present and disseminate his/her project 

and the evaluation using strong verbal and written 

communication skills. 

The curriculum is found in Table 1. 

Table 1 - Curriculum 

Course # Course Title Semester 

Credit 

Hours 

Year 1 – Fall 

BMI 5300 Introduction to Biomedical 

Informatics 

3 

BMI 6324 Health Information Technology 

Policy

3 

Year 1 – Spring 

BMI 6328 Healthcare Delivery in an EHR-

enabled Environment 

3 

BMI 6311 Advanced Decision Analysis 3

Year 1 - Summer

BMI 7350 Scholarly Foundations of 

Advanced Health Informatics 

Practice

3 

Year 2 – Fall

BMI 6305 Social Dynamics and Health 

Information 

3 
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Course # Course Title Semester 

Credit 

Hours 

BMI 6316 Change Management in Health 

Informatics 

3 

BMI 7170 Project Advisement 1 

Year 2 - Spring  

BMI 7360 Advanced Project Management 3 

BMI 7351 Evidence-Based Health 

Informatics Practice 

3 

BMI 7170 Project Advisement 1 

Year 2 - Summer  

BMI 7361 Vendor Relations and Contract 

Negotiation 

3 

BMI 7170 Project Advisement 1 

QUALIFYING EXAMINATION 

Year 3 – Until Graduation  

BMI 7070 Fellowship in Health 

Informatics 

6 

BMI 9950 Project Evaluation and Writing 6 

 

The courses beginning with 6000 are electives in the master’s 

and PhD degree programs. Those beginning with 7000 are 

unique to the DHI program. BMI 5300 is a leveling course 

required for all students new to SBMI. The selection of the 

additional courses was influenced and guided by the focus 

group feedback. As can be seen from the course titles, the 

program curriculum is focused on developing the skills needed 

for informatics managers and executives to implement 

evidence-based health informatics practices and technologies to 

improve care delivery and outcomes.  

In addition, during their course of study, students will identify 

and seek a certification relevant to their translational practice 

project. 

Translational Practice Project 

The proposed practice doctorate will conclude with a project 

evaluation report to be written upon completion of a 

translational practice project. The proposed translational 

practice project requirements will consist of:  

• Background and Review of Relevant 

Literature/Evidence 

• Project Overview 

• Theoretical Framework/Logic Model 

• Purpose Statement/Significance of Project 

• Evaluation Design, including Return on Investment 

• Implementation/Gather Evidence 

• Recommendations 

• Future Implications 

Program Delivery 

The program was designed to be delivered executive-style. 

Thus, all of the didactic course content will be available online. 

However, students will be required to travel to Houston, Texas 

for onsite meetings. These will be held over long weekends, 

beginning on a Thursday and ending on a Saturday. This will 

enable cohort building, meetings with advisors, and value-add 

activities such as guest lectures from leaders in the field of 

health informatics. First year students will meet 5 times 

throughout the year, while second through fourth year students 

will meet on campus once per semester. 

Program Evaluation 

This program is the first of its kind in the country.  As such, 

there is no accreditor for a practice doctorate in this discipline 

at this time. 

During the first and second cohorts, formative evaluations in 

the form of student feedback sessions will be conducted. Course 

evaluations will also be reviewed. Longitudinally, the program 

will be evaluated as follows: 

1. Acceptance rates each year and longitudinally – More 

applications for the program than available slots will be 

an indication of the demand for this type of program.  

Decreasing rates of acceptance as the number of slots 

available each year increases over the first five years 

will indicate strong need for the program. 

2. Qualitative Assessment at 2 and 4 years – Graduates 

will be interviewed and surveyed by program faculty at 

2 and 4 years after graduation to determine which skills 

and competencies learned in the program have proven 

useful and which have not. 

3. Aggregate Return on Investment of practicum projects 

– Demonstrating the cost-effectiveness of the 

practicum projects demonstrates the benefit the 

program can provide to the health care industry. 

In addition, the state of Texas requires an annual report from all 

doctoral programs and an external review every 7 years from 

external reviewers. 

Discussion 

The DHI has not yet been implemented. However, given the 

evaluation proposed and the inclusion of a Return on 

Investment as an essential component of the translational 

practice project, value is expected to be documented as soon as 

the first students complete their studies. Whether these savings 

are expressed in actual dollars saved or adverse patient events 

prevented or efficiencies in the application of health informatin 

technology remains to be seen. 

Upon approval in the early fall of 2018, the school issued a 

press release and opened an application on the website. 

(https://sbmi.uth.edu/news/story.htm?id=61f010ca-127e-4778-

ab02-d7925d562f7e) An informational webinar held in early 

October 2018 had 27 participants from across the U.S. and even 

overseas.  

One of the ways to judge the perceived need for a program such 

as this is by the expressed interest. By the March 1, 2019 

deadline, twenty-nine (29) persons had started applications and 

thirteen (13) had submitted completed applications for review. 

As of this submission, applicant interviews were underway to 

choose the initial cohort.  

Conclusions 

This is a new terminal degree program aiming to educate health 

informatics and information technology executives as they seek 

to become evidence-based professionals who improve the 

health of people and populations through the application of 

health informatics. To the knowledge of the authors and 

sponsoring school, this is the only degree of this type in the 

world. As such, the program seeks to advance standards of care 

and models of delivery and health care policy via the 

implementation of the translational health informatics practice 

project. This proposed program offer health informatics 
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executives a unique educational opportunity that is not 

currently offered anywhere else in the U.S. or the world. The 

practice doctorate program will serve diverse communities, as 

executives within the program will represent a variety of health 

care facilities, companies, and other organizations (such as 

insurance and pharmaceutical companies) throughout the Texas 

Medical Center and beyond. The in-depth translational projects 

will seek to advance quality of care in those facilities and 

improve health care delivery, while reducing costs, for patients, 

their families, clinicians and the sponsoring organizations. The 

level of interest to date suggests that the health care industry is 

ready for a practice doctorate of health informatics or DHI. 
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Abstract 

Enforcement of General Data Protection Regulation 
strengthens privacy in Europe and especially emphasizes 
protection of special categories of data as required in health 
care. Layered Privacy Language intends to model privacy 
policies to enforce them. Hereby, a special focus lays on the 
Policy-based De-identification process, which is based on 
anonymization and privacy models. Motivated by a health care 
scenario, this work shows pseudonymization capabilities are 
essential for health care. An overview of pseudonymization 
methods is given, showing a great variety of methods for 
different use cases. Therefore, a pseudonymization extension 
for Layered Privacy Language is introduced to define several 
pseudonymization methods. Furthermore, pseudonymization is 
added to Policy-based De-identification process of the 
overarching privacy framework of Layered Privacy Language. 
An example policy configuration is given demonstrating the 
introduced pseudonymization extension on the given health 
care example. The results are discussed, concluded, and future 
work is introduced. 

Keywords:  

Anonyms and pseudonyms, confidentiality, privacy 

Introduction 

The enforcement of the General Data Protection Regulation 
(GDPR) in May 25th 2018 strengthens privacy in Europe. The 
legal principles of Privacy by Design and Privacy by Default 
postulate that privacy has to be taken into consideration during 
design of all technical systems and default settings (e.g. privacy 
policy in an electronic system) have to be privacy friendly by 
default [Art. 25, 1]. Special categories of personal data, e.g. data 
concerning health or genetic data, are hereby especially 
protected and must not be processed unless special conditions 
are met like a legal basis or explicit consent [Art. 9, 1]. The 
Layered Privacy Language (LPL), including its overarching 
framework, intends to model and enforce privacy policies ‘from 
consent to processing’ [2]. Hereby, LPL models privacy 
policies, which are presented and possibly personalized by the 
individual Data Subject. If agreement and/or consent is given 
on the privacy policy, it will be pre-processed and stored. On a 
request of personal data for a specific purpose the Policy-based 
De-identification process is conducted. This determines if the 
requesting entity is authorized to request the data and, if 
necessary, anonymizes the data. Thus, anonymization 
techniques like generalization, suppression, and deletion are 
used to enforce privacy models like k-anonymity [3], l-diversity 
[4], or diffential privacy [5]. 

In this work, we introduce a scenario that demonstrates that 
privacy models solely are not suitable for health care. In health 

care, capabilities for pseudonymization have to be introduced 
in LPL, section ‘Data Analysis in Health Care’. Therefore, we 
give an overview of pseudonymization techniques in section 
‘Pseudonymization’. In section ‘Integration in LPL’ we 
describe extension of LPL, as well as integration of the 
pseudonymization techniques within existing Policy-based De-
identification process. Section ‘Health Care Scenario Results’ 
discusses extension of LPL according to the introduced 
scenario. In ‘Discussion’ possibilities and limitations of the 
approach are shown. Lastly, the work is summarized and future 
work given in ‘Conclusion’. 

Data Analysis in Health Care 

In health care, patients’ personal data is stored and processed 
for different purposes like billing, analysis, or research. 
Especially, information on patients’ condition, e.g. blood sugar, 
symptoms, diseases and treatments, which fall under the special 
categories of personal data [Art. 9, 1], are stored alongside 
regular personal data like name, age or address, of patients. In 
the following, we assume a scenario in which a dataset is 
analysed to identify a possible epidemic. Here, influenza, 
commonly known as ‘the flu’, is divided into different types. 
Type A is generally responsible for large flu epidemics, Type B 
is less harmful, and Type C does not cause epidemics. There are 
additional sub-types, which are irrelevant for this example. 

Table 1– Example health care dataset describing influenza 
types for patients. Attributes are assigned to privacy 

categories. 

Name 
(EI) 

Age 
(QI) 

Zip Code 
(QI) 

Virus 
(SD) 

John 28 94032 Flu Type C 
Max 25 94032 Flu Type C 
Mary 22 94034 Flu Type A 
Harry 20 94032 Flu Type B 
Theresa 24 94034 Flu Type C 

We assume a health care dataset like shown in Table 1, 
consisting of attributes of different privacy categories. In 
general, data is classified in four categories. Explicit Identifiers 
(EI), attributes which identify a person uniquely. Quasi 
Identifiers (QI) which in combination identify a person. 
Sensitive Data (SD), consisting of sensitive but not identifiable 
information about the record owner. Non-Sensitive Data (NSD), 
data not in any of the categories above [6]. Based on this 
classification, which is also present in LPL, privacy models 
anonymize a dataset. We assume in this case that we want to 
protect the identity and sensitive information, which could also 
be maliciously utilized for de-identification [4]. Therefore, a 
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privacy model like l-diversity could be choosen and applied on 
the dataset.  

The EI in l-diversity is anonymized by deletion (denoted by 
‘*’). The QI and SD are anonymized, such that each group (age, 
zip code, and symptom) contains at least three identical entries. 
The values for attribute ‘age’ are generalized by decades, which 
leads to generalization of each value (e.g. ‘20’ to ‘20 – 29’). For 
zip code, suppression is applied beginning with the last 
character, which is suitable for German zip codes. Lastly, 
attribute ‘virus’ is generalized from specific to more general 
description, e.g. ‘Flu Type A’ to ‘Flu’. 

The resulting anonymized dataset (see Table 2) may be 
interpreted as an epidemic in the general area of 9403* despite 
original data shows only one case of influenza Type A in area 
94034, and one case of influenza Type B in 94032. Therefore, 
original data does not indicate epidemic outbreak but 
anonymized dataset might indicate outbreak of influenza 
(which type is unspecified). Although not shown explicitly in 
this example, EI is especially important in time series data in 
which same patient has to be identified over several records. 
This would be completely destroyed or falsified by 
anonymization techniques [6]. 

Table 2– De-identified data set with applied 3-diversity. 

Name 
(EI) 

Age 
(QI) 

Zip Code 
(QI) 

Virus 
(SD) 

* 20 - 29 9403* Flu 
* 20 - 29 9403* Flu 
* 20 - 29 9403* Flu 
* 20 - 29 9403* Flu 
* 20 - 29 9403* Flu 

This leads to the conclusion that anonymization techniques 
solely are not sufficient. Pseudonymization techniques, on 
which we give a broad overview in the next section, are 
required and have to be explored for LPL. 

Pseudonymization 

In general, original dataset D is pseudonymized to D’. It 
consists of previously mentioned categories of data. 

D = (EI, QI, SD, NSD) 

In D’ attributes are replaced with uniquely identifiable 
pseudonyms. Depending on use case, only EI have to be 
pseudonymized. Application of the different categories of data 
depends on use case. Typically, EI and QI are pseudonymized. 
However, SD and NSD may be pseudonymized. 

D’ = (EI', QI’ SD’, NSD’) 

In the following, overview of pseudonymization methods is 
presented. 

Tokenization 

Tokenization swaps distinct values with a token. Generation of 
the token can vary and may include a pseudo-random seed [7] 
or facilitate keys [8]. A distinction is made between dependent 
and independent tokenization. Dependent tokenization retains a 
relationship with original data in contrast to independent 
tokenization. 

Independent: TokenGenerator → Token 

Dependent: TokenGenerator(Value) → Token 

As a result, pseudonyms based on independent tokens are more 
secure, because re-identification with given pseudonyms only 
is not possible (e.g. injection attacks) [9]. In general, generation 
of token is based on random seeds, cryptographic methods, or 
hashing [6]. An overview is given in the following.  

Random Seeds 

A pseudonym can be generated based on (pseudo-) random 
seeds. Here, it is essential to prevent token collisions. To gain 
more privacy, the random seed can be combined with secret 
keys. An example is the patient ID generator by K. 
Pommerening [7]. 

Cryptographic Methods 

Encryption approaches are either symmetric or asymmetric. 
Symetric approaches utilize same key for encryption and 
decryption. For example, Heurix-Neubauer et al. [8] and 
Noumeir et al. [10] utilize DES and AES. Asymmetric 
approaches encrypt with public key and decrypt with private 
key. Rottondi et al. [11] presented pseudonymization based on 
the RSA. The keys must be stored securely to sustain feasibility 
of this approach [8]. To definitively prevent de-
pseudonymization the private key can be dropped. In general, 
the disadvantage of crypthographic methods is increased 
computational cost. Additionally, generated token may not be 
of fixed length and might get quite excessive. 

Hashing 

A hash function usually maps an input set to a smaller target 
set. Thus, most hash functions are not injective. Contrary to 
cryptographic methods, generated tokens have same size 
regardless of entrys’ length. However, due to the hash 
function's nature, different inputs may become the same 
pseudonym. Therefore, collision-resistant hash algorithms are 
preferred for pseudonymization. Furthermore, hashing methods 
can be classified into keyed and non-keyed hashing. Noumeir 
et al. [10] and Brekne et al. [9] utilize non-keyed MDX and 
SHA-X algorithms. The disadvantage of non-keyed hashing is 
that generated tokens can be linked between different datasets 
if same hashing function is used. Keyed methods extend 
cryptographic based hashes by a key, e.g. hash message 
authentication code (HMAC) [12]. Assuming the key remains 
secret, dictionary attacks or similar attacks are prevented. 

Value-Preserving Techniques 

There are some further methods for tokenization, which 
preserve particular operations on de-identified datasets 
increasing utility. These algorithms are developed for specific 
use cases. Examples are prefix-preserving IP address 
anonymization [13] and distance-preserving pseudonymization 
[14]. 

Implementation Patterns 

To gain additional features, like increased degree of privacy or 
possibility for de-pseudonymization, tokenization can be 
combined with additional methods. Note that the following 
methods comparatively perform very weak if they are used 
solely in a security perspective, especially for small datasets. 
Thus, they should always be combined with other approaches 
[9,15]. 

A bijective mapping stores generated token and the original 
value. 

Value ↔ Token 

Thus, it allows authorized de-pseudonymization of the token. 
Therefore, storage has to be encrypted to avoid unauthorized 
de-pseudonymization [7]. When new data entries are added to 
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D, which have to be pseudonymized, then each value will be 
looked up in the encrypted mapping store and replaced by 
corresponding token. If no corresponding token is found new 
mapping is created and appended. Therefore, D with less 
distinct values is processed faster than D with various distinct 
value. Processing performance during de-pseudonymization 
depends on used data structure for storage. 

Limited token generation mimics original values by exclusively 
calculating pseudonyms with same character set and same 
structure. As a result, privacy increases. For instance, an input 
date will also result structured as date after pseudonymization 
[6]. Data permutation swaps entries based on permutation 
function. For each new entry, changes have to be tracked by 
simple mapping or by updating the function. The 
pseudonymization can be reverted if permutation is known [9]. 
Noise addition is used to gain more privacy by adding a pseudo-
random noise to input entries [15]. However, anomaly detection 
or similar techniques may counter noise. Salting adds entropy 
(or salt) to token generation process to increase computing costs 
of insider dictionary attacks and therefore reduces risk of de-
pseudonymization [12]. The salt value can either be generated 
deterministically from a given entry as in PBKDF2 (hashing) 
[12], or as a random value as in RSA-OAEP modification 
(encryption) [11]. For equal values salt is reused. 

Reasoning for Various Pseudonymization Methods 

Pseudonymization method has to be selected based on intended 
usage. Here, several aspects have to be considered. Beginning 
with properties of the data value, required utility of the token, 
and usage of hashing and encryption methods. The requirement 
for later de-pseudonymization using bijective mappings or 
usage one-way pseudonymization for increased security should 
also be taken into consideration. Moreover, multiple techniques 
can be added to reach the desired level of privacy/security. Due 
to various possibilities for pseudonymization we concluded the 
requirement for a general specification of pseudonymization 
methods within LPL and its overarching privacy framework, 
which we discuss in the following. 

Integration in LPL 

Layered Privacy Language (LPL) is intended to model privacy 
policies combining both legal and computer science views on 
privacy. The original LPL [2] has been further extended by a 
UI Extension to support privacy icons for personal privacy 
policy user interface [16] and Art. 12-14 GDPR Extension [17]. 
Furthermore, LPL is accommodated by an overarching privacy 
framework that enables Policy-based De-identification 
utilitzing anonymization methods and privacy models. To 
facilitate various pseudoynmization methods within LPL, both 
policy and Policy-based De-identification process have to be 
extended. This is shown in the following. 

Pseudonymization Extension for LPL 

In the following, we describe Pseudonymization Extension for 
LPL based on original formalization by Gerl et al. [2]. Note that 
UI Extension [16] and Art. 12-14 GDPR Extension [17] are not 
considered as they do not interfere with integration of 
pseudonymization in LPL. The root element of LPL is the 
LayeredPrivacyPolicy-element lpp, which remains unchanged. 

lpp = (version, name, lang, ppURI, upp, ds, P) 

It consists of LPL version number, privacy policies name, 
language defined to display descriptions, link to legal privacy 

policy, UnderlyingPrivacyPolicy-element, DataSource-
element and a set of Purpose-elements. 

The Purpose-element p is extended allowing definition of 
pseudonymization methods on specific sets of data. 

p = (name, optOut, required, descr, DR, r, pm, D, PSM) 

Therefore, the purpose consists of its name, status flag 
specifying if user can opt-out or opt-in on the purpose, a flag 
whether the purpose is required to be accepted, description in 
defined language lang, set of DataRecipient-elements dr, 
Retention-element r, PrivacyModel-element pm, and a set of 
Data-elements d. The set of PseudonymizationMethod psm is 
appended, which will be further detailed. Note that it is also 
possible to assign no psm, if no pseudonymization is required 
for the purpose. 

A PseudonymizationMethod psm represents one 
pseudonymization configuration, which will be applied on the 
dataset. 

psm = (name, attrName, NOD, descr, header, PSMA) 

It is a tuple with the following attributes: 

� name: Defines pseudonymization approach. Consists 
of pre-defined set of available methods. 

� attrName: Textual representation of name for newly 
created attribute, which holds pseudonyms. 

� NOD: Set of NameOfData-elements nod, which 
represent attributes to be pseudonymized. It refers the 
name attribute of the Data-element. It must at least 
consist of one valid name. 

� descr: Human-readable description of  
pseudonymization in defined language lang. 

� header: Human-readable header of pseudonymization  
in defined language lang. 

� PSMA: Set of PseudonymizationMethodAttribute-
elements psma describing further configurations of 
pseudonymization approach. 

Each PseudonymizationMethodAttribute-element psma 
configures the defined approach: 

psma = (key; value) 

This key-value tuple defines attributes necessary for all possible 
methods.  

LPL has been extended by adding PseudonymizationMethod-
element psm, and PseudonymizationMethodAttribute-element 
psma, which allows definition of various pseudonymization 
methods (see Figure 1). In the current state, the extension 
supports various hashing approaches (SHA-X, MDX), keyed 
hashing (HMAC SHA-X), keyed hashing with entropies and 
mapping (PBKDF2 HMAC SHA-X), symmetric cryptography 
(AES, DES, 3DES, RC4, Blowfish), and random seeds with 
mapping. Further approaches can easily be added by defining 
them as psm and psma elements. 

Secrets, which can lead to re-identification, are not stored in the 
LPL model. According to GDPR, these information must be 
stored separately [Recital 29, 1]. The concrete key and secret 
management belongs to the controller, entity which 
administrates stored data. 
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Figure 1– LPL structure extended by the pseudonymization 

elements. Further elements and attributes are omitted for the 
scope of this paper. 

Policy-based De-identification 

Policy-based De-identification based on LPL requires 
requesting entity to provide the purpose, a set of data , and set 
of data sources for the request. The requesting entity will then 
be authenticated. The purpose, entity and set of data will be 
authorized against properties of respective privacy policies lpp 
of the data sources. During Minimum Anonymization 
personalized privacy settings of each data source will be 
applied. Lastly, a common privacy model is derived from all 
related lpp and applied on the dataset. 

 

 
Figure 2– Modified Policy-based De-identification processes 

of the LPL framework when data is requested [2]. 

This process chain will be extended by adding the 
Pseudonymization process before Minimum Anonymization 
(see Figure 2). An inverted order, anonymization before 
pseudonymization, would result in less utility preservation, due 
to possible anonymization of values that should be preserved 
by tokenization with bijective mapping. Each pseudonymized 
Data-element will be altered after pseudonymization. For 
example, classification will be changed to NDS to avoid any 
further anonymization by later processes. 

Health Care Scenario Results 

With pseudonymization extension we can now de-identify the 
influenza dataset (see Table 1) and simultaneously add 
possibility of re-identification using bijective mappings. Patient 
names and virus type in the influenza example will both be 
stored as pseudonyms or IDs. For instance, if new insights 
regarding patients’ health arise, IDs can be de-pseudonymized 
to deliver these new information to affected patients by gaining 
their identity and virus information. 

The following configuration, using HMAC-SHA-1 algorithm 
and patient ID generator [7] combined with mappings, would 
achive such pseudonymization: 

psm_0 = (“HMAC-SHA-1”, “Name -ID”, {“Name”}, 
“Description_0”, “HMAC-SHA-1 pseudonymization”, {}) 

psm_1 = (“PID”, “Virus-ID”, {“Virus”}, “Description_1”, 
“PID pseudonymization”, {}) 

It is noteworthy that the key, necessary for HMAC, and 
mapping are not defined within the LPL privacy policy to 
comply with GDPR [Recital 29, 1]. 

The results of the pseudonymization, applied on the raw data 
(see Table 1), defined by psm_0 and psm_1 are given in Table 
3, which is accessible by the data analyist. Note that in Table 3 
anonymization or privacy models are not applied. The 
mappings, necessary for re-identification, can be examined in 
Table 4, which should be secured and only be accessible by 
authorized personal. The extension also supports an AES 
encryption for mappings to increase security properties. 

Table 3– De-identified dataset with pseudonymization. 
Pseudonyms shortened for better readability. 

Name-ID 
(NSD) 

Age 
(QI) 

Zip Code 
(QI) 

Virus-ID 
(NSD) 

EA4B255 28 94032 KM93N2O 
ADE0D85 25 94032 KM93N2O 
2412F8F 22 94034 93I8M72 
FF85768 20 94032 0O9INMW 
71624DB 24 94034 KM93N2O 

Table 4– Mappings which can restore content replaced by 
pseudonyms.  

Name-ID Name  Virus-ID Virus 
EA4B255 John  93I8M72 Flu Type A 
ADE0D85 Max  0O9INMW Flu Type B 
2412F8F Mary  KM93N2O Flu Type C 
FF85768 Harry    
71624DB Theresa    

If we now compare anonymized data (see Table 2) and 
pseudonymized data (see Table 3), faulty conclusion cannot be 
made anymore. It can be observed that different types of viruses 
are present, which can uniquely be assigned to individuals. Still 
it can be seen that there is clustering. But with bijective 
mappings it can be shown that often appearing virus KM93N2O 
is the relatively harmless influenza Type C. Therefore, 
conclusion that there is no influenza epidemic, can be drawn. 
Furthermore, pseudonymization of SD can mitigate attribute 
linkage [4], identification by sensitive attribute. Due to 
pseudonymization, the attacker cannot infer privacy by 
identifying individuals by unique sensitive attributes or utilize 
external knowledge because provided information is not 
readable by the attacker. 

Discussion 

Based on verification of pseudonymization extension of LPL 
against introduced health care scenario, we conclude that 
anonymization methods and privacy models are insufficient for 
the given health care scenario. This is also valid for other 
anonymization techniques and privacy models. The application 
of pseudonymization methods tackles presented flaws by 
preserving essential data utility which would be lost otherwise. 
This has been exemplarily validated on the given scenario. To 
the extent of our knowledge, LPL is the first privacy language 
that models and enforces pseudonymization methods. 
Implementation is currently limited and in the state of work-in-
progress. However, potentially various pseudonymization 
methods (which follow described configuration structure) may 
be added. For instance, asymmetric cryptographic functions 
and non-keyed hashing approaches with use of mappings for re-
identification are appropriate additions. LPL certainly enables 
arbitrary combinations of pseudonymization and 
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anonymization. It is however important to choose suitable 
methods (pseudonymization, anonymization, privacy models) 
based on intended purpose, otherwise privacy may be broken. 
The selection of appropriate de-identification should be 
executed by an expert, e.g. trained data protection officer. 

Conclusions 

Privacy is an emerging topic which has to be considered within 
various fields. In health care it is especially necessary that data 
privacy is considered because processed data falls under the 
special categories of data. LPL intends to model privacy 
policies to inform Data Subjects and enforce privacy by design. 
In LPL, solely anonymization and privacy models were defined 
and used for de-identification. However, it was shown that 
pseudonymization is necessary for health care scenarios. 
Pseudonymization Extension of LPL offers possibility to define 
pseudonymization methods that have to be applied on the 
dataset. For example bijective mappings would allow an 
authorized de-identification, which is not possible for 
anonymization only techniques. Additionally, tokenization 
allows clear distinction of original values. Policy-based De-
identification process joins pseudonymization, anonymization, 
and privacy models as a holistic approach. LPL and its 
overarching framework are continiously developed and 
researched. Evaluation of Policy-based De-identification 
process based on real health care data is sort after. Also, 
evaluation of LPL in other domains like IoT, Cloud, and 
Mobility are aimed for. The framework itself should be 
extended for fullfilment of Data Subject Rights to support Data 
Protection Officers. Suitable user interfaces for different 
domains and user groups (e.g. elderly or children) are 
developed to allow GDPR-compliant consent. 
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Abstract 

The implementation of the electronic health record (EHR) 

across the globe has increased significantly in the last decade. 

Motivations for this trend include patient safety, regulatory 

requirements, and healthcare cost containment. However, the 

impact of regulatory requirements and new EHRs on clinicians 

has increased the incidence of documentation burden and may 

lead to burnout syndrome. It is important to understand the 

extent of documentation burden and potential solutions such as 

EHR user-interface redesign and the use of scribes to assist 

healthcare providers across the world.  

Keywords:  

Occupational Burnout, Electronic Health Records, Healthcare 

Providers 

Introduction 

The adoption of the electronic health record (EHR) in 

developed countries across the world has increased to almost 

95% [1-3]. The motivation for health policies to implement the 

EHR is to improve the quality of care and reduce healthcare 

costs [4]. An example of a health policy that encourages EHR 

implementation is the Health Information Technology for 

Economic and Clinical Health (HITECH) Act in the United 

States (U.S.) [5]. One of the more significant programs within 

HITECH is the Promoting Interoperability (PI) Program which 

was formerly known as the Meaningful Use Program. The 

HITECH financial incentives and punitive measures were 

motivators for healthcare organizations to adopt EHR [5]. In 

addition, the World Health Organization (WHO) has 

encouraged the implementation of EHR in developing countries 

because of studies that show the improvement of patient 

outcomes [6]. 

The incidence of burnout syndrome in nurses in the U.S. ranges 

from 10% to 70% [7]. Also, more than half of physicians in the 

U.S. are reporting symptoms of burnout [8]. Studies have 

shown that the incidence of burnout syndrome is inversely 

proportional to patient outcomes [9]. Nursing and physicians 

are particularly vulnerable to burnout syndrome due to 

decreased job satisfaction, emotional, and physical exhaustion 

[10-12]. Clinicians report that they spend more than half of their 

day documenting patient care [13]. Studies also have found that 

when clinicians spend more time on clerical tasks, they have a 

decreased rate of job satisfaction which correlates to increased 

symptoms of burnout [11]. The purpose of this integrative 

review is to synthesize research evidence related to the extent 

of the documentation burden of healthcare providers and the 

potential solutions.  

Methods 

Using the strategies outlined by Whittemore & Knafl [14], four 

databases, (CINAHL, PubMed, ScienceDirect, and Web of 

Science) were searched as well as bibliographies of relevant 

articles and a broad internet search of the topic. The keywords 

used alone or in combination were “EHR documentation”, 

“electronic documentation”, “burden”, “nursing”, “nurse 

burnout”, “physician burnout” and “clinician burnout”, subject 

headings in CINAHL such as “burnout” were also used to 

broaden the search. All duplicate articles in the search were 

removed. Inclusion criteria included the following: Nursing and 

physician providers including Physician Assistants and Nurse 

Practitioners, EHR/electronic documentation of patient care, all 

healthcare settings. Due to the rapid change of technology and 

health policies throughout the world, we included research 

articles published between the years of 2013 and 2018. The 

types of studies included were experimental, quasi-

experimental, descriptive, mixed-methods and qualitative.  The 

exclusion criteria included any articles that focused on the 

process of transition from paper documentation to an EHR or 

from a legacy EHR to a new EHR system. Also excluded were 

non-physician/nursing providers (e.g. Chiropractors), news 

articles, articles not published in English and non-peer 

reviewed manuscripts. 

Results 

The initial search yielded 106 articles. After the 

inclusion/exclusion criteria were applied and duplicates 

removed, 26 articles remained. After the full-text articles were 

reviewed, a total of 10 articles [6; 11; 12; 15-21] were included 

in the final review (Figure 1). Common themes were identified 

from each article and tabulated (Table 1).  A common theme 

identified in the articles is time pressure for documentation 

which relates to the increased stress clinicians experience when 

completing the time-consuming patient care documentation 

[11; 12; 15-20]. The main population found in the literature was 

physicians [6; 11; 12; 15-18; 20; 21]. Other populations 

identified in articles were advanced practice registered nurses 

(APRNs), ancillary care professionals in outpatient clinics and 

one article identified patients [6; 19; 21]. The solutions to 

documentation burnout identified were the use of clerical 

support or scribes to perform the documentation for clinicians 

[11; 12; 15-19], optimization of the EHR to enhance workflows 

[6; 12; 20] and additional training to improve documentation 

efficiency and quality [20]. 
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Time Pressure for Documentation 

All included articles [6; 11; 12; 15-21] discussed a possible link 

between the pressure or increased stress to document combined 

with the lack of time allocated for documentation and clinician 

burnout. Ehrenfeld & Wanderer [16] identified some evidence 

linking burnout to time pressure for documentation but not 

enough to characterize a strong link between the two. Most of 

the articles discussed the linkage between increased stress (e.g., 

documentation as one contributing factor to that stress) and the 

high rate of clinician burnout [11; 12; 15-19]. A common theme 

was that the requirements for data entry in the EHR took time 

away from patient care which led to poor job satisfaction [11; 

12; 16-18]. Guo, Chen, & Mehta [20] discussed how decreasing 

“click-burden” or the amount of mouse clicks required in the 

EHR led to increased job satisfaction due to the decreased 

amount of time required to document.  

Use of Clerical Support as a Solution 

A proposed solution to increasing face-time and job satisfaction 

is the use of clerical support or “scribes” to perform the 

documentation for the clinician [11; 12; 15-19]. Four articles 

discussed how the increased amount of time required to 

document patient care could be relieved by simply assigning the 

task of documenting the care to another person who would 

observe the patient care along with the clinician [11; 15]. The 

use of scribes was identified only to assist physicians. Nurses 

were suggested as a possible staff member that could take the 

role of a scribe for the physicians [11; 16; 18]. There were no 

solutions offered in the articles related to assisting nurses with 

documentation burden. 

Optimizing EHR Workflow through Education and 

Technical Enhancements 

Jawhari et al. [6] discussed how lack of standardization 

increased documentation time which implied an increase in 

documentation burden. However, several articles [11; 12; 17; 

22] suggested that education combined with technical 

enhancements in the EHR would improve the efficiency and 

quality of documentation. Robinson and Kersey [17] provided 

an educational intervention that improved the clinicians EHR 

workflow while also improving job satisfaction. Guo, Chen, & 

Mehta [20] provided a multi-faceted intervention which 

included technological options and EHR enhancements 

combined with a structured educational program. Studies that 

included interventions to improve the user-interface in 

combination with education showed significant improvement 

to an end user's documentation efficiency, quality of 

documentation and job satisfaction [17; 20]. 

Discussion 

The main theme of the articles included in this review relates to 

how  EHR  documentation can contribute to burnout, and the 

potential solutions to mitigate this problem. Central to this 

theme was the discussion that increased documentation time 

takes away from providing direct patient care [6; 11; 12; 15-19; 

22]. Solutions included the use of scribes, reconfiguration of the 

EHR, increased education about the EHR including education 

to improve clinician workflows, and utilizing technology in the 

EHR to assist with the completion of documentation.  

Nurses at the Point of Patient Care 

In terms of solutions for documentation burden, several articles 

discussed how nurses could be used as the scribes for the 

physicians [11; 16; 18] but this presents a greater problem [11]. 

Nurses must have the time to document their own care and 

would not have time to do documentation for the physicians. 

Nurses spend up to 60% of their shift documenting patient care 

and it is a considerable source of stress [10; 13; 23]. A recent 

study states that nurses have been shown to document up to 875 

times per 12-hour shift which equates to documenting 1 data 

point per minute [24]. It is not feasible to add additional 

documentation responsibilities. Nurses are highly educated and 

over skilled for conducting only clerical work.  Considering that 

the literature does suggest that higher amounts of required 

documentation increase the rate of burnout, it can be 

hypothesized that the rate of burnout syndrome in nursing 

would increase if their documentation requirements included 

documenting both nursing and medical care. The use of scribes 

may also affect the clinician-patient relationship by adding 

another person to listen and document during a patient’s visit or 

in the patient’s hospital room. Instead of adding more staff to 

fix the problem, the solutions may have to come from a 

modification of both regulatory requirements (e.g., lessen 

documentation requirements) and optimization of the EHR. 

Emerging Technology to Decrease Burden 

Another potential solution to the documentation burden 

presented in the literature was optimization of the EHR and 

education [20]. Emerging technology should be included in this 

category because of how innovations such as natural language 

processing (NLP) or artificial intelligence (AI) could address 

this growing problem (i.e., using NLP to integrate free text into 

clinical decision support). Though NLP has been used in 

various capacities in medicine, the application to clinical notes 

is still limited [24]. NLP could decrease documentation burden 

by allowing nurses or physicians to write a quick note which 

NLP would scan for information needed for clinical decision 

support (CDS) and convert unstructured data to structured data 

adequate for reporting to government agencies [25]. Artificial 

intelligence is currently being used to recognize progressions of 

disease in imaging but the possibilities to use AI in other 

capacities through machine learning to understand how the 

clinician documents and provide suggestions through 

algorithms or automate some documentation is conceivable 

[26; 27]. While AI or NLP may be possible interventions in the 

future, presently they may not be feasible for wide use due to 

software or financial constraints [28]. Based on this review, it 

is more feasible at this stage to optimize the EHR configuration 

to increase usability by decreasing the number of clicks and find 

low-technological ways to reduce documentation demand. Any 

reconfiguration of the EHR requires a well planned and 

structured education program for clinicians. The structured 

education program can provide communication regarding the 

changes to the EHR which may impact clinician workflows. 

The impacts may not be negative and provide a means to 

improve the quality and efficiency of documentation. The drive 

to implement the EHR and collect data has global implications 

which should be considered because it is these policies that 

have driven the EHR implementation for some of the major 

countries (e.g. China, France, Denmark, etc.) for the last decade 

[4].  

International Health Policies surrounding EHR 

Documentation  

The WHO identified that health outcomes and care efficiency 

are significantly impacted when an EHR is not implemented in 

a healthcare facility. They encouraged the implementation of 

the EHR in developed and developing countries. The 

motivation of the WHO to raise this topic on the global political 

agenda is to improve patient outcomes [22]. However, the 

downstream effect of this act may be that there is increased 
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pressure to perform more patient care documentation [11; 12; 

15-20]. Health policies regarding the EHR and patient care 

documentation requirements vary. The articles reviewed did not 

discuss policies that may influence the type and amount of 

required patient documentation. The Commonwealth Fund 

profile on healthcare systems in nineteen countries discuss what 

policies influence the implementation of EHR documentation 

in each country but did not address the regulatory requirements 

surrounding documentation [4]. Studies evaluating 

international policies that encourage EHR implementation were 

not found during this literature review. However, that does not 

mean that they do not exist. It would be beneficial to analyze 

these policies for downstream effects especially as 

interoperability continues to expand into international space.    

Conclusions 

The studies included in this review have discussed the theme of 

documentation time pressure as a possible cause of clinician 

burnout syndrome. The possible solutions to relieve this 

pressure included the use of clerical support, EHR optimization 

and education. The focus of most of the studies to date involved 

physicians or APRNs. The evidence supports a link between 

documentation time pressure and burnout syndrome among all 

clinicians. The solution of using nurses as scribes may not be 

feasible due to their own documentation demands. It may be 

more reasonable to assess the EHR itself and possible 

technological innovations that can decrease documentation 

time burden. Despite any policies that may be in place across 

the globe, the problem of documentation burden is something 

that must be taken seriously as we continue to advance 

technology and monitor the incidence of clinician burnout 

syndrome.  

Recommendations for Future Study 

Future studies should include physicians and nurses in inpatient 

and outpatient settings. It should identify factors that can 

influence patient care documentation. It is important to discover 

if regulations and other health policies surrounding required 

documentation influence clinician burn out syndrome. Also, 

studies should include new technological interventions such as 

AI and NLP to understand if they make a positive or negative 

impact on the clinician’s workflow and documentation time 

demands. 

Tables  

Table 1 – Articles reviewed 

Author(s)/ 

year 

Participant

s 

Themes 

Identified 

Proposed 

Solutions 

Adnt, 

Beasley, 

Watkinson, 

& et al., 

(2017). 

142 

physicians 

in a single 

system in 

Wisconsin 

Time 

required to 

use and 

document in 

the EMR; 

clerical 

burden 

Use of 

Scribes 

Additional 

training for 

EHR 

documentati

on 

Author(s)/ 

year 

Participant

s 

Themes 

Identified 

Proposed 

Solutions 

Ehrenfeld & 

Wanderer 

(2018) 

6 articles 

discussion 

the 

relationship 

between 

clinician 

burnout and 

the EHR 

Clerical 

burden (e.g. 

burden of 

data entry) 

 

 

Use of 

Scribes 

Golob, 

Como, & 

Claridge 

(2015) 

Trauma 

surgeons, 

orthopedic 

surgeons 

and 

neurosurgeo

ns at a level 

1 trauma 

center over 

the year of 

2014 

Time 

pressure for 

documentati

on 

Clerical 

assistance 

for 

documentati

on (e.g. 

scribes), 

changes in 

workflow 

Guo, Chen, 

& Mehta 

(2017) 

Physicians 

at New 

York 

Presbyterian 

Hospital 

EHR 

optimization 

CDS (safety 

alerts) 

Use of EHR 

technology 

to optimize 

clinician 

workflow 

Harris, 

Haskell, 

Cooper, 

Crouse, & 

Gardner 

(2018) 

371 

APRN’s 

across 

Rhode 

Island 

Time 

pressure for 

documentati

on 

Use of 

clerical 

support staff 

(e.g. 

scribes). 

Jawhari, J., 

Keenan, L., 

Zakus, D et 

al., (2016) 

Outpatient 

clinic staff 

(physicians, 

nurses, etc.) 

in clinic in 

Kibera 

Lack of 

EHR 

optimization 

Optimize 

EHR;  

Providing 

training 

Linzer, 

Poplau, 

Bobbit, et 

al., (2016) 

Inpatient 

and 

outpatient 

physicians, 

nurse 

practitioners  

 

Shorter 

visits, 

documentati

on time 

pressure, 

insufficient 

support staff 

Use of 

Scribes 

IT Support 

and training 

McMurray, 

Hicks, et al., 

(2013) 

Outpatient 

clinic staff 

and 3 

patients 

Lack of 

EHR 

interoperabi

lity; 

Documentat

ion burden 

EHR 

optimization 
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Author(s)/ 

year 

Participant

s 

Themes 

Identified 

Proposed 

Solutions 

Robinson, 

Kersey 

(2018) 

3500 

physicians 

from 35 

specialties 

Lack of 

EHR 

optimization

; education 

to improve 

documentati

on 

Provide 

training for 

documentati

on best 

practice 

Optimize 

EHR 

workflow 

 

Shanafelt, 

Dyrbye,Sins

key, et al, 

(2016) 

Physicians 

in the U.S. 

across all 

specialties 

and settings 

Time 

required to 

use and 

document in 

an EMR; 

clerical 

burden 

(e.g. data 

entry 

requirement

s) 

 

Use Scribes 

Optimize 

EHR 

workflow 

Increase 

staff 

training 
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Figure 1- Documentation Search Strategy 
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Abstract 

Due to several factors including time and budget constraints, 
General Practitioners (GPs) are often under-trained on the 
communication needs of patients with learning disabilities 
(LDs). As such, they may find it difficult to extract accurate 
information from these patients. Digital technologies have the 
potential to alleviate communication barriers, yet their use in 
this context remains vastly unexplored. Hence, we conducted 2 
focus groups with 12 experts in LDs to investigate how tablet 
applications may be used to promote the information exchange 
process between GPs and patients with mild LDs. The experts 
identified an initial set of design criteria for the future 
implementation of these technologies and were enthusiastic 
about the potential impact they may have on primary care. In 
addition, they also discussed a potential model for extracting 
medical information from this population, which focused on 
breaking the overall consultation down into smaller, less 
cognitively challenging segments.   

Keywords:  

Mobile Applications; Intellectual Disability; Primary Health 

Care 

Introduction 

People with learning disabilities (LDs) are more susceptible to 

a range of conditions and comorbidities [1] and therefore have 

a higher demand for healthcare services compared to that of the 

general population. Despite this, the standard of care being 

provided is often inadequate [1] and this has a detrimental 

impact on both the length and quality of their lives.   

To determine the overall scale of the problem, researchers at the 

University of Bristol conducted an inquiry into the premature 

deaths of people with LDs [1]. They examined the cause of 

death of 247 patients with LDs across 5 primary care trusts in 

the South West of England and found that approximately 50% 

were avoidable.  Of these deaths, 27.5% were directly amenable 

to better care and this suggests that such patients are being 

subjected to serious health inequalities.   

Previous studies [1–5] have investigated the various barriers to 

providing primary and secondary care for people with LDs, 

some of which may contribute to the findings made by Heslop 

et al. [1]. This literature covers a span of 2 decades, and with a 

number of barriers appearing consistently throughout, it is clear 

that effective support for this population has not been identified.  

Some of these obstacles include: difficulties identifying and 

accessing appropriate services; under-trained staff on the health 

and communication needs of patients with LDs; inflexible 

procedures; and insufficient collation and use of health care 

data.  

Central to many of the identified barriers is communication. In 

primary care, this is extremely problematic since Howells 

suggests that “the art of general practice lies in the ability to 
communicate with patients” [6].   

Nevertheless, patients with LDs have a number of impairments 

that affect their ability to convey medical information [2,3,7,8].  

In addition, General Practitioners (GPs) often lack the skills 

required to adjust their consultation methods to limit the effect 

these impairments may have on the appointment [3,5].   

Consequently, the overall goal of our research is to investigate 

the use of Alternative and Augmentative Communication 

(AAC) applications to promote the exchange of information 

between GPs and patients with mild LDs. AAC technologies 

are used to enhance an individual with disabilities capacity to 

communicate by offering those who cannot speak a platform to 

convey their needs (alternative), or by supplementing the 

vocabulary of those who can (augmentative). This contrasts 

with traditional information applications, which often treat 

accessibility as an afterthought.   

Throughout the paper, we will present the results of an 

exploratory study in which 12 experts discussed how tablet 

AAC applications can improve consultations involving patients 

with mild LDs. The requirements listed will assist in the future 

development of medical AAC applications that target the needs 

of these stakeholders.  

Background 

In this section, we define the term “mild learning disability” and 

introduce some of the impairments common to this population 

that may have an adverse effect on the consultation process.  

We then discuss the available guidelines on how to 

communicate effectively with patients who have LDs, before 

giving an overview on the current use of digital technologies to 

promote the health of these patients. 

Mild Learning Disability Characteristics 

An individual may be diagnosed with a learning disability if 

they satisfy the following 3 criteria: their intellectual 

functioning is impaired; their social functioning is impaired; 

and the aforementioned conditions occur before adulthood [9].  

LDs typically manifest across a scale ranging from mild to 

severe; however, those with mild LDs are generally able to 

communicate their everyday needs but may struggle with more 

complex concepts such as describing symptoms. A number of 

impairments tend to coexist with LDs that affect an individual’s 

capacity to communicate their medical needs.   

These include: cognitive impairments that affect vocabulary 

and sentence formulation skills, meaning the patient may not 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190416

1199



possess the language required to accurately describe symptoms; 

reduced receptive skills that may affect their ability to 

understand the GP; limitations in their abstract thinking and 

long-term memory which may affect their ability to provide an 

accurate medical history; and a restricted knowledge of the 

human body, meaning they may not even recognise the 

presence of symptoms [2,3,7,8]. 

Guidelines in Consulting with Patients who have LDs 

National and international guidelines e.g. [10] have been 

developed to assist medical professionals in conducting 

consultations with this population. Much of the advice 

regarding communication focuses on carrying out reasonable 

adjustments to cater to the individual needs of patients [10].  

Some of the key recommendations include: extracting 

information directly from the patient; establishing the patient’s 

preferred method of communication as early as possible e.g. by 

reviewing a clinical passport [11] if available; targeting a range 

of communication modalities based on the needs and 

preferences of the individual; and avoiding the use of medical 

jargon. GPs should also consider: utilizing gestures to 

emphasize communication; being vigilant for any additional 

information conveyed by the patient’s body language; making 

sure the person has understood the information they have 

received; providing additional time for the patient to consider 

any information conveyed; and supplying information in 

advance of the consultation to help the patient prepare for the 

appointment.   

Existing Health Applications for People with LDs 

Researchers in the past have explored the use of digital 

technologies in a number of areas of health including: dentistry 

[12]; psychiatry [7]; and patient profiling [13]. Once again, this 

literature highlights the importance of exchanging information 

in a manner suited to the patient’s individual needs. In 

particular, Menzies et al. recognized that the sole use of speech 

was not sufficient in conveying dental information to patients 

with cognitive disabilities [12]. Instead, they found that 

imagery/videos were particularly effective in describing the 

potential procedures to be carried out and the tools used within 

them. Furthermore, the professionals involved in this study 

requested features that assist in determining the patient’s 

preferred method of communicating the terms “yes”, “no” and 

“stop” – three aspects deemed crucial to their care.  Prior et al’s. 

study explored this functionality in further depth [13]. They 

developed a digital aid that extracts vital information from the 

patient (such as their communication needs, allergies etc.) prior 

to treatment. This information may then assist medical 

professionals in providing improved care, since they will be 

able to utilize the best practices when interacting with a patient.  

Bostrom & Eriksson investigated the possibility of providing 

healthcare data in advance of appointments [7]. They found that 

questionnaires could be successful in highlighting potential 

psychiatric conditions providing the information presented is 

accessible to stakeholders.   

Methods 

To determine the feasibility of embedding AAC applications in 

primary care, and to identify initial requirements that cater for 

the needs of patients with mild LDs, we conducted 2 focus 

groups with 12 experts in LDs (found in Table 1). We recruited 

experts in this study, as opposed to GPs, since they have 

extensive knowledge about the needs of people with LDs – a 

characteristic often not found in traditional medical 

professionals [5].   

The LD nurses also understood the procedures involved in the 

consultation process, meaning the experts were better suited to 

identify how the proposed technology can support such 

patients. The set of features discussed will be expanded on 

during future studies that incorporate the views of both adults 

with mild LDs and GPs. 

Table 1 – Expert Demographics   

Expert IDs Profession Sex 

1.1, 1.2, 1.3 Academics in the health and well-

being of people with LDs. 

F,F,F 

1.4 Employee of an advocacy charity 

for people with LDs. Has mild 

LDs.

F 

1.5 Employee of an advocacy charity 

for people with LDs. 

F 

1.6 Former LD nurse.  Manager of a 

resource center for people with 

LDs.

F 

1.7 Digital Inclusion Assistant. M

2.1, 2.3, 2.5 Community LD nurses. F,F,F

2.2 Employee of an advocacy charity. F

2.4 Employment support officer F

The focus groups were designed to achieve 2 goals: (1) improve 

the accessibility of co-design techniques that may be employed 

within future workshops; and (2) identify an initial set of 

features for the development of the application.  This paper will 

primarily focus on the results pertaining to goal 2. All 12 

participants were required to complete the 4 activities shown in 

Figure 1 - the details of which have been described in the “Data 

Collection” subsection.  These activities were identified during 

a review of previous literature that aimed to explore the use of 

co-design processes with participants who have LDs. They 

were selected to address 3 specific aspects of the proposed 

application: appropriate imagery to capture medical symptoms; 

its overall functionality; and the design of the interface 

including the layout of each screen. 

 

Figure 1 – The 4 Co-design Tasks Presented to the Experts 

Invitations to participate in the study were issued (via email & 

telephone) to various charities, universities and hospitals 

throughout Scotland in May 2018. Seven experts from the city 

of Glasgow and 5 from Dundee consented to take part and 

formed focus groups 1 and 2 respectively. The focus groups 

were carried out in June 2018. Ethical approval to conduct this 

study was obtained from the Department of Computer and 

Information Sciences Ethics Committee at the University of 

Strathclyde.     

Data Collection 

The first task completed by the experts was a focus group that 

aimed to explore the primary barriers to effective health care 

for patients with LDs, as well as the potential use of digital 

technologies in mitigating these barriers.   

The questions presented focused on the following 4 themes: (1) 

preparing for an appointment; (2) positive and negative 

encounters with GPs; (3) aptitude in using touch screen 
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technologies; and (4) how technology may be used to support 

the patient throughout the consultation.   

Open-ended questions were primarily used to promote 

discussion and the session was conducted on a semi-structured 

basis to ensure the experts were able to raise, and expand upon, 

topics unforeseen by the authors [14].   

The second task involved employing the image board 

methodology [15] to identify appropriate pictures to be 

included within the application. The experts were required to 

review images that depict common symptoms experienced by 

people with LDs and then separate these into one of two 

categories: those that accurately capture the condition; and 

those whose meaning is more obscure. A discussion then 

occurred as to why some images were more effective in 

capturing this information than others. Each symptom was 

portrayed using 3 separate styles of images - photorealistic, 

cartoon drawings, and simplistic black and white drawings to 

determine the style best suited to people with mild LDs. These 

styles were selected since they are often used in health-related 

resources for people with LDs. 

The penultimate task consisted of a basic paper prototyping 

process. This involved placing/drawing elements onto a paper 

representation of a tablet based on the experts’ views of the 

functionality and layout of each screen.   

The fourth task involved the evaluation of a previously 

developed tablet application to try and discern the requirements 

that were not identified during task 3. This process was 

modelled around a “think-aloud” [16] session where the 

participants were required to complete 2 exercises and describe 

their reasons behind the actions being performed during real-

time. 

Data Analysis 

The focus groups were recorded with participant consent and 

transcribed verbatim. The transcriptions were then subjected to 

a framework analysis to ensure a structured summary of the key 

features/requirements discussed was obtained. An initial 

thematic framework was developed by the first author based on 

the themes that emerged from a previous scoping review of the 

technologies used to support patients with mild LDs during 

clinical consultations.   

The transcripts did not conform entirely to this framework and 

further codes were created to address this issue, at which point 

similar codes were grouped together to form overarching 

themes. The framework was reviewed by the second author and 

any discrepancies were resolved by the third author.  The first 

author then tagged the transcriptions using the final framework 

and the relevant excerpts were transferred to their appropriate 

positions in the framework analysis table made available via the 

following doi: 10.15129/76f97730-a5fa-49da-973f-

995373cee7ad. The requirements presented in the next section 

are based upon the main themes/sub-themes that emerged 

during this process.  

Results 

In this section, we present the key requirements identified by 

the experts. The quotes used to support these features are 

referred to using the participant ID listed in Table 1.   

Simplifying the Consultation Process 

The experts were of the opinion that the consultation process is 

often too complex for people with mild LDs.   

Patients generally have to contemplate or provide information 

on aspects that are difficult to understand and must achieve this 

using methods that may be unsuited to their needs.   

Consequently, the experts suggested developing technologies 

that help to break this process down into manageable sections, 

as discussed by participant 2.5:  

“Could you not have something like that for the parts of the 

body - saying what part of the body the pain is in first of all?  

Once you’ve narrowed it down, have a different set of cards to 

say what type of pain is it? Is it hot pain? Does it [feel] cold? 

Is it sharp like a needle or something? 

The participants in focus group 2 also recognised that the 

application should explore conditions that do not involve pain: 

participant 2.5:  

“I suppose the problem is if [you] start with body parts and 

then go on to what’s wrong with that body part, general 

symptoms of tiredness [for example] wouldn’t be [picked up].  

Do you know what I mean cause they might just feel totally 

drained all the time.”  

In summary, the experts suggested a potential model that may 

be utilized by GPs to explore the health of patients with LDs, 

as shown in Figure 2. 

 

 

Figure 2 – Suggested Model for Diagnosing Patients with LDs 

Utilizing Appropriate Modalities 

The experts discussed two key strategies that may assist in 

promoting the accessibility of medical information, the first of 

which centres on the language used and the second focuses on 

the incorporation of images. 

Comprehensible Language 

Whilst describing appropriate language to be embedded within 

the application, the experts frequently cited common 

accessibility guidelines. This included: utilizing plain and 

simple language, along with short sentences that focus on 

solitary ideas; employing a minimum font size of 12; and 

offering the ability to playback textual information.  In addition, 

the use of concrete examples was emphasized by participant 1.6 

when describing particularly complex concepts. Finally, the 

experts in focus group 2 revealed that closed questions are most 

effective in extracting information from this population.   

Identifiable Imagery 

All experts throughout both focus groups emphasized the 

importance imagery may have in conveying medical 

information. Nevertheless, they were unable to agree upon the 

style of image that will be most effective in achieving this. For 

example, the participants in focus group 1 found that the more 

photorealistic images managed to capture the symptoms 

accurately, as described by participant 1.3:  

“I thought this tired one was quite good it was quite realistic - 

better than the sort of drawing of someone lying in their bed.  I 

suppose that’s a bit more cartoony, I think I prefer the actual 

person.” 

In comparison, the experts in focus group 2 advocated for the 

use of the more simplistic black and white drawings, as 

discussed by participant 2.3:  

“I prefer the egg head kind of ones ‘cause they’re not male or 

female.  You know you might get a female with autism who’s 

like that’s not me ‘cause [the picture is of a man]…And also, 
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less colour - just the black and white (colours) I think is more 
effective.” 

These excerpts suggest that a range of needs will have to be 

catered for by the images implemented within the application 

and this matches the views of participant 1.6:  

“It’s quite difficult because when you think of people, some will 
really connect with some of them [the pictures] and some 
individuals will connect with others.”   

Combining Modalities 

In addition, the experts in focus group 1 revealed that the 

combination of text and images provided the most complete and 

accurate description of the symptoms presented as discussed by 

participant 1.4:  

“You have headache at the bottom and I think if it didn’t have 
headache at the bottom it would be quite confusing ‘cause it 
could [mean something else].  So I think it’s good with the 
headache heading.” 

Identifying Most Appropriate Communication Strategy 

Participant 2.3 also discussed the benefits of using the 

application to identify the communication needs of the patient: 

 “My sister is a radiographer and sometimes there will be a 
little footnote somewhere [suggesting] some sort of learning 
disability and she’s like “okay that’s good to know but I want 
[more information].  You know, avoid saying this or use this 
approach”.   

This has the potential to increase communication significantly 

and matches the process described by both Menzies et al. [12] 

and Prior et al. [13]. 

Guiding the Patient 

The experts in focus group 2 discussed two common scenarios 

that generate a heavy burden on healthcare services. Firstly, 

participant 2.4 suggested that some patients book medical 

appointments for the social experience as opposed to actually 

requiring treatment:  

“So [sometimes] they use health professionals inappropriately.  
You know, they make appointments with the doctor and they 
don’t have any symptoms, they just want to talk to somebody.  
The doctor won’t find the symptom cause there’s not one there.” 

The second involves patients prematurely booking 

appointments for conditions that have just occurred and will 

heal in due course, as discussed by participant 2.5:  

“For some of our clients, I don’t see any point in [them] going 
to the GP. Sometimes it’s something that’s just happened and 
we expect it to be like that so [they shouldn’t] go to the doctor.” 

To overcome these issues, the experts discussed implementing 

a feature that makes use of the extracted information to suggest 

a course of action for the patient, as explained by participant 

2.5:  

“Whether you can have solutions at the end to say well how 
long have you had a headache for? Right, try [taking] 
paracetamol or try drinking some water or a lie down or 
something.  You know go and tell your care worker or your 
family first of all, so it could almost be like a filter.” 

Consequently, the application could be used in the patient’s 

home, before directing the individual to treatments out with 

primary care for minor ailments such as short-term headaches.  

However, the app may also suggest that the individual contacts 

a medical professional, at which point the extracted information 

can be embedded in the consultation process. 

Further Features 

This subsection describes those features that were deemed to be 

important but do not fit into the previous 2 themes introduced.  

In addition to presenting closed questions, participant 1.2 

revealed that the amount of choice available should be limited, 

preferably to 2 options:  

“I think as much as possible if you could have yes/no questions 
or like a tick and a cross to say is it painful [for example].  I 
think they might struggle if there’s too many options.” 

The experts were also concerned about the user possessing the 

attentiveness required to complete the questionnaire, as 

discussed by participant 2.5:  

“Even if they put down symptoms in different parts of the body 
and they gave up - if they take that to the GP, they could see 
some of things going on.”  

As such, they discussed the need to record the patient’s progress 

to be completed at a later date or subsequently presented to the 

GP for review. 

Discussion 

Prior research has shown that digital technologies have the 

potential to increase the health of adults with LDs [7,12,13].  

We add to this body of literature by highlighting the positive 

impact AAC applications may have within consultations 

involving this population. The experts were particularly 

enthusiastic about the technologies ability to support GPs in 

implementing many of the communication guidelines discussed 

in the “Background” section [10].   

Previous research has explored extracting medical [7] or 

personal [11,13] information from the patient in advance of the 

appointment; however, the experts suggested that an 

application that combines both of these strategies should lead 

to optimal communication. Extracting medical information will 

enable practitioners to shape the questions to be presented, thus 

affording them more time to focus on aspects that may be 

crucial to a diagnosis.  Furthermore, the patient may have more 

time to deliberate the questions being asked and subsequently 

construct an appropriate response. Obtaining personal 

information will enable the GP to utilize the strategies most 

suited to the patient’s needs, which may ultimately increase 

their comprehension of the data being presented.   

In accordance with the findings of previous literature 

[7,12,13,17,18], the experts highlighted the importance of 

combining images with accessible language to convey medical 

information.  Nevertheless, they were unable to agree upon the 

style of image that captures this information best and instead 

revealed that a wide range of preferences must be catered for to 

meet the needs of people with mild LDs.  Two strategies could 

be used to achieve this. First, several sets of images may be 

developed with the option to dynamically change between these 

sets e.g. when a user is unsure of the meaning conveyed by a 

particular image.  However, this process may be cognitively 

challenging for people with LDs. As such, the second option 

involves the user completing an initial questionnaire that 

determines the most effective style of image to be embedded in 

the system, based on the individual’s needs. Furthermore, the 

experts suggested that the application could assist in limiting 

the amount of unnecessary appointments attended by the 

patient.   

This problem is also common throughout the general 

population, yet there is evidence to suggest that a higher 

percentage of people with LDs live with undiagnosed 

conditions e.g. [19].  Consequently, it is more important for 

these patients to seek medical care since more serious 

conditions may be the source of their current problem. The 

application can assist in this process by exploring all potential 

causes for the symptoms extracted, before suggesting a course 

of action.   
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A plethora of guidelines are available e.g. [10] to assist 

practitioners in conducting consultations with patients who 

have LDs, yet little research has been conducted into the 

specific questions to ask such patients. The experts discussed a 

potential model to achieve this by breaking down what is 

essentially a difficult process into more manageable parts. This 

process is shown in Figure 2 and consists of deducing whether 

the patient is pain; extracting the primary symptom causing 

their condition; and finally exploring any additional symptoms 

that may be present. 

Conclusions 

In this paper, we have presented one of the first studies to 

explore the potential use of tablet AAC applications to support 

patients with mild LDs during clinical consultations. Twelve 

experts in LDs participated in 2 focus groups throughout 

Scotland and subsequently identified a set of design criteria for 

the future development of such technologies. Developers will 

therefore be able to consider a variety of complex needs 

required by people with LDs and this criteria may be expanded 

on during future research with target stakeholders. In addition, 

this process has resulted in a potential model that may be 

utilized by GPs to extract symptoms from patients with mild 

LDs. 
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Abstract 

There is evidence on interrelationships between several dental 
and chronic diseases. However, dentists and general 
practitioners often lack information when treating such 
multimorbid patients. Engagement of the patient in the decision 
making process may help to fill this gap and improve 
intersectoral care. The Dent@Prevent project therefore aims to 
develop a mobile application that can be used by patients to 
report information about their health status for 
interdisciplinary care. In this paper, the user interface concept 
and evaluation of the prototype of this mobile application is 
presented. 

Keywords:  

Patient Participation, Mobile Applications, Intersectoral 
Collaboration 

Introduction 

Empirical evidence indicates interrelationships between dental 
diseases and chronic-systemic diseases, particularly between 
periodontitis and diabetes [1,2]. For example, it has been shown 
that the treatment of periodontitis can lead to a better glycemic 
control in diabetics [3]. 

This makes obvious that interprofessional collaboration 
between dentists and general practitioners (GPs) is important to 
provide good health care. However, interprofessional 
collaboration is often limited. In Germany, these professions 
are organizationally separated, and dentists and GPs often lack 
information about the general or oral health status of the patient 
from the other profession. For example, the oral health status is 
often not known to the GP [4]. Supporting interprofessional 
collaboration between dentists and GPs might enable an 
encompassing view of the patients’ health status. 

EHealth services and systems (e.g., referral portals and 
electronic health records) can support communication between 
health care providers. Nevertheless, there are no established or 
optimized solutions to support collaboration between dentists 
and GPs. This is necessary for conveying essential information 
as Electronic health records in general can lead to information 
overload for physicians [5]. 

Better involvement of the patient in the decision-making 
process may help to fill this gap and improve interprofessional 
care. Patient-reported outcome measures (PROMs) are gaining 
importance to measure outcomes of health care. Self-anamnesis 
and patient-centered parameters are used to get information 
about the general and oral health status of the patient. Patient-
reported experience measures (PREMs) are used to measure 
patients’ experiences with health care services [6]. 

The Dent@Prevent project aims to develop a mobile 
application for the collection of such patient-centered 
parameters [7]. The aim is to provide this data to dentists and 
GPs during the treatment process in order to improve 
interdisciplinary care. Further, the mobile application can be 
used to provide patients with additional individualized 
information about their general and oral health status and to 
make them aware of the interrelationships between diseases. 

To support interdisciplinary care among dentists and GPs, 
PROMs and PREMs from both areas have to be requested from 
patients. This leads to a considerable amount of questions for 
the mobile application. It is crucial for the success of this 
project that the patient stays motivated during reporting 
parameters. Further, the application must be designed to meet 
the requirements of the intended user groups. 

In this paper, the development and testing of a user interface 
concept and prototype of a mobile application for patients to 
report patient-centered parameters for interdisciplinary care of 
dentists and GPs is presented. 

Methods 

The application was developed in a five phases process. 

First, the preliminary content of the application was determined 
in a scoping literature review [8,9]. The aim of the scoping 
review was to identify patient-centered parameters that are 
potentially relevant in the context of interrelationships between 
chronic-systemic and dental diseases. 

The results of the scoping review were evaluated by dentists, 
GPs, scientists, and patients in an Online Delphi survey 
afterwards. The participants assessed the relevance of the 
preliminary patient-centered parameters, suggested changes, 
and determined the final parameters to be recorded by the 
patient with the mobile application. 

A requirement analysis for the user interface concept was 
conducted subsequently. For this, personas were developed on 
the basis of a review of case reports in scientific literature that 
reflect the intended user groups. The case reports were found 
with a PubMed search using the search terms (((“case 
reports”[Publication Type]) AND 
“periodontitis”[Title/Abstract]) AND “diabetes”). 

General information about the patients reported in the case 
reports was taken from the case reports to create the personas. 
Personas are an established method for representing a concrete 
model of a user [10]. The developed personas were used to 
deduct requirements for the user interface of the mobile 
application for the Dent@Prevent project. The requirements 
were differentiated into functional requirements and non 
functional requirements. 
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The user interface concept was designed using the prototyping 
tool Axure RP 8.1.0 [11]. The prototype that was developed 
with this tool was fully functional, so that it could be evaluated 
with users afterwards in a focus group discussion. 

The objective of the focus group discussion was to evaluate the 
usability of the user interface concept. The participants were 
recruited in the department of endocrinology and metabolism at 
Heidelberg University Hospital and a pharmacy in Heidelberg. 
The user interface concept was installed on tablet PCs so that 
the participants of the focus group could test the application. 
Afterwards, the feedback was discussed with the participants. 
An interview guideline was created using questions from the 
System Usability Scale (SUS) [12]. Unlike the SUS 
questionnaires, the questions were asked by the moderator. 
Further, the experiences of the participants with the 
interdisciplinary cooperation between dentists and GPs were 
discussed during the focus group. The answers of the 
participants were recorded in writing. 

The feedback from the participants of the focus group was 
incorporated in the user interface concept and a prototype of the 
mobile application was developed. The application was 
implemented for the operating systems Android and iOS. The 
framework, ResearchKit, was used to develop the application 
for iOS [13] and the framework, ResearchStack, was used to 
develop the application for Android [14]. ResearchKit is an 
open source framework for medical research that was released 
in 2015. ResearchStack is a similar framework for Android. 
The frameworks provide predefined modules and templates that 
can be adapted and customized for individual studies. 

Results 

The scoping literature review resulted in 23 publications that 
concern patient-centered parameters for the intersect of oral and 
chronic systemic diseases and interprofessional collaboration 
between dentists and GPs [8]. Nineteen patient-centered 
parameters were selected from the results for the Online Delphi, 
in which 22 GPs, dentists, scientists, and patients participated. 
The Online Delphi resulted in selecting 16 relevant patient-
centered parameters. 

The application contains 33 questions for anamnesis. They can 
be recorded with the mobile application to get information 
about the general and oral health status of the patient. For 
example, the patient is asked about existing diseases like 
diabetes and periodontitis. Further, the application contains 
validated risk questionnaires. To assess the risk for diabetes, 
questions from the FindRisk questionnaire [15] were included. 
To assess the risk for periodontitis, questions from the 
Periodontitis risk score [16] were included. Finally, the 
application contains parameters concerning patients perception 
on intersectoral care. Among others the patient is asked, which 
data he regards as important to be exchanged between dentists 
and GPs. 

The PubMed search resulted in identification of 30 case reports. 
Using these, two personas were developed for the requirement 
analysis. The first persona covers younger patients, aged 20 to 
40, that only suffer from either diabetes or periodontitis. The 
second persona covers multimorbid and older patients, aged 
greater than 40. 

The functional and non-functional requirements that were 
deduced from these personas are depicted in table 1. One 
requirement for the application is that it should have a high 
usability for older users. Therefore, care was taken to ensure 

good readability by presenting the questions in a clear and 
uncluttered way. 

Each question is displayed on a separate screen. Small font 
sizes were avoided as well as long texts, as they not only 
hamper the readability, but also cause a longer answer time. The 
most used answer formats are single-choice or multiple-choice 
answers and free text to supplement uncovered replies. Some 
questions used a Likert scale or an EQ-visual analogue scale 
(EQ-VAS). Answer options were vertically aligned to use the 
space on the smartphone display optimally. For navigation, a 
toolbar was integrated in the user interface. The users could 
switch backwards and forwards between questions. Further, 
they had the option to quit the survey and discard the results at 
any time. 

The user interface concept was subsequently evaluated in a 
focus group discussion at the Heidelberg University Hospital in 
summer 2018. Six partly multimorbid participants joined the 
discussion. The feedback on the usability of the application was 
positive. The participants found the application intuitive and 
easy to use. Further, they found the time needed to answer the 
questions acceptable. However, the participants also provided 
some criticism. First, they stated that the preview of the next 
question at the bottom of the screen was distracting. Therefore, 
it was removed when the prototype of the application was 
developed (figure 1). 

Table 1– Functional and non functional requirements for the 
mobile application 

No. Requirement Description 
Functional requirements 
1 Application for iOS 

and Android 
The application should be 
available for iOS and 
Android 

2 Start screen The application should 
contain a start screen that 
contains a description of the 
study and the option to start 
the survey. 

3 Informed consent The application needs to 
support the collection of the 
informed consent of the 
patient. 

4 Options when 
taking the survey 

It should be possible to quit 
the survey at any time. All 
answers that were given so 
far must then be deleted. 
Questions should be 
skippable. Further, the user 
should have the option to 
switch between questions 
and correct answers. 

Non functional requirements 
1 High usability The application should be 

easy to use for different age 
groups. The font and font 
size should be easy to read. 

2 Visualization The questions should be 
presented in a clear and 
uncluttered way. 

3 Self-descriptiveness The application should be 
simple and easy to 
understand and allow 
intuitive operation. 
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Further, they found some questions difficult to answer. For 
example, the FindRisk questionnaire contains questions 
concerning waist circumference and body mass index (BMI). 
The participants assumed that some patients might not know 
their waist circumference or BMI. Therefore, the question 
concerning BMI was changed to allow users to enter their 
height and weight, and BMI is calculated from these 
parameters. 

When asking the participants about their experiences with the 
interdisciplinary cooperation between dentists and GPs, they 
stated that dentists lack information about the patients’ general 
diseases and vice versa. The participants assumed that better 
patient engagement in the process may help to improve the 
information exchange, and that they would use such a mobile 
application in their daily life. They appreciated if the mobile 
application could be used to provide information concerning the 
interrelationships between chronic and dental diseases to them. 

The feedback from the focus groups was adopted in the 
prototype that was implemented using the ResearchKit 
framework for iOS and the ResearchStack framework for 
Android. The application consists of three modules. First, users 
give informed consent. Second, they fill in the questions for the 
patient-centered parameters. A third module that contains 
questions from the SUS was added to evaluate final application 
in dental practices. The defaults of the framework almost fit the 
specifications of the user interface concept. Some of the 
features of the user interface concept could not be implemented 
in the Android application using ResearchStack because the 
framework was lacking the corresponding features. For 
example, it was not possible to use a slider bar for the EQ-VAS 
answer formats. Instead, the input of a number was chosen 
(figure 2). 
 

 
Figure 1– Example question of the user interface concept in 

Axure (left) and the prototype of the mobile application using 
ResearchKit (right). The preview of the next question at the 

bottom of the screen was removed in the prototype. 

 

 

Figure 2– Difference between the ResearchKit framework 
(left) and the ResearchStack framework (right). 

 

Discussion 

The interprofessional collaboration between dentists and GPs is 
limited despite evidence on interrelationships between dental 
and chronic systemic diseases. Active patient involvement can 
play an important role in the implementation of an improved 
interdisciplinary treatment process. 

This paper has described the development of a mobile 
application for patient engagement. By having a multi-step 
approach with designing first a user interface concept, having it 
be evaluated by users in the focus group, and implementing the 
prototype of the application, it was possible to integrate the 
feedback of users at an early stage of the development process 
to ensure that the application fits the requirements of its users. 

Axure RP has proven a very comprehensive and complex 
prototyping tool for the user interface concept. The 
development of the user interface was rather time-consuming 
with the tool. The final development of the prototype using the 
ResearchKit and ResearchStack frameworks was done in a 
much shorter time. Therefore, it would have been possible to 
implement the user interface concept directly with the 
ResearchKit and ResearchStack frameworks for our 
application. 

The choice to involve intended users in the focus group was 
advantageous – the users were integrated at an early stage, they 
could test the user interface concept on a device, and could give 
direct feedback. Further, problems or questions could be solved 
immediately when they raised during the discussion. However, 
it also had the disadvantage that the responsiveness of the users 
was different. As the moderator asked the questions to all 
participants in the group, some of the participants answered 
more than others. Therefore, the opinion of all users could not 
be collected completely, and users may have influenced each 
other [17]. Individual interviews with each participant may 
solve this issue. 

By choosing the ResearchKit and ResearchStack frameworks 
for the development of the prototype, it was possible to save 
time during the development of the prototype because many of 
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the predefined modules and templates could be used directly. 
However, in some cases it was not possible to realize every 
aspect of the user interface concept with the defaults. Further, 
the functionality between the ResearchKit framework and the 
ResearchStack framework differ. For example, the 
ResearchStack framework lacks answer formats. Such 
limitations were solved by choosing a different answer type in 
the Android application. Another advantage of using these 
frameworks is that they are not dependent on any data storage 
or data exchange service. 

The developed prototype will be tested in dental and general 
practices in the near future. Patients will be asked to fill in the 
questionnaire and rate the usability of the application 
afterwards. The answers of the participants will be stored 
locally on the mobile device in an aggregated way. Thus, data 
protection requirements can be adhered to. 

Conclusions 

The prototype of the mobile application for patient engagement 
to improve the interprofessional collaboration between dentists 
and GPs was successfully developed. The prototype will 
subsequently be tested by patients in dental and general 
practices. 
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Abstract 

Sentiment analysis has been increasingly used to analyze online 

social media data such as tweets and health forum posts. 

However, previous studies often adopted existing, general-

purpose sentiment analyzers developed in non-healthcare 

domains, without assessing their validity and without 

customizing them for the specific study context. In this work, we 

empirically evaluated three general-purpose sentiment 

analyzers popularly used in previous studies (Stanford Core 

NLP Sentiment Analysis, TextBlob, and VADER), based on two 

online health datasets and a general-purpose dataset as the 

baseline. We illustrate that none of these general-purpose 

sentiment analyzers were able to produce satisfactory 

classifications of sentiment polarity. Further, these sentiment 

analyzers generated inconsistent results when applied to the 

same dataset, and their performance varies to a great extent 

across the two health datasets. Significant future work is 

therefore needed to develop context-specific sentiment analysis 

tools for analyzing online health data. 
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Introduction 

Increasingly, patients use the internet to ask questions related 

to their health conditions and write about their experience 

coping with diseases. According to a survey conducted by the 

Pew Internet Project, in the U.S., one in five patients’ living 

with chronic diseases participated in creating online content 

about their health or medical issues through social media 

websites [1]. As such content is readily available and contains 

rich information and insights, researchers have started to utilize 

it as a new source of data to conduct novel research studies. In 

this paper, we refer to such content hereafter as “online health 

data.”  

Sentiment analysis, also known as opinion mining, is a branch 

of natural language processing (NLP) for describing emotions 

from text. It provides a computational means to automatically 

classify positive, negative, or neutral attitude toward a subject 

(e.g. a movie) based on the opinions expressed in a piece of text 

(e.g. a movie review). In health-related disciplines, sentiment 

analysis has been widely applied to analyze online health data 

to investigate in topics such as public opinions of health policies 

(e.g. the Affordable Care Act) [2], patient attitudes toward a 

medical treatment or intervention (e.g. vaccination) [3,4], 

consumer rating of healthcare services or products (e.g. hospital 

services; drugs and cosmetic products) [5,6] and patient 

journeys (e.g. stigmatization related to Alzheimer’s Disease) 

[7].  

The proliferation of research work that has applied sentiment 

analysis to online health data is attributable in part to the 

availability of several general-purpose sentiment analyzers 

(e.g. Stanford Core NLP Sentiment Analysis). However, all of 

these analyzers were initially developed in non-healthcare 

contexts; and were trained on non-healthcare datasets. It is 

therefore imperative to evaluate their validity before applying 

them to analyze online health data. Unfortunately, in reviewing 

the relevant literature, we found that previous studies used these 

general-purpose sentiment analyzers in a rather arbitrary 

manner. Most of the studies did not provide adequate 

justifications as to why a particular sentiment analyzer was 

chosen; whether it was appropriate for a study context; and 

whether other analyzers might produce better results.  

In this paper, we aimed to address this gap by empirically 

evaluating the performance of three general-purpose sentiment 

analyzers that have been most popularly used in previous 

studies: Stanford Core NLP Sentiment Analysis, TextBlob, and 

VADER. We applied these sentiment analyzers on two datasets, 

representing two typical analytical scenarios with online health 

data: public opinions regarding health interventions and 

healthcare policy. We also used a non-domain specific twitter 

dataset to serve as the baseline and compared the performances 

of the analyzers on the baseline dataset with the other two 

health-related datasets. Through the empirical evaluation, we 

aimed to answer the following research questions:  

 

1. 1. Do different sentiment analyzers produce consistent 

results when applied to the same online health dataset?  

2. 2. Does the same general-purpose sentiment analyzer 

perform differently when applied to different online 

health datasets concerning different health topics?  

3. 3. Are these general-purpose sentiment analyzers 

adequate enough to generate useful results without 

retuning for online health data?  

 

Answering these questions may help the research community 

establish an evidence base as regards the validity of these 

general-purpose analyzers when applied in studies that involve 

online health data. The results may also provide insights into 

how to properly select the right sentiment analyzer for a 

particular study context, and how to improve their performance 

in future research. 

Related Work 

Most of the existing sentiment analyzers and lexicons were 

developed based on movie reviews or product reviews, possibly 
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because of the availability of large amounts of labeled data for 

training. The Hu&Liu sentiment lexicon, one of the earliest 

tools for sentiment analysis, was curated by manually grouping 

words contained in e-Commerce product reviews into different 

sentiment categories [8]. Similarly, the most popularly used 

sentiment analyzer, the Stanford CoreNLP Sentiment Analysis 

tool, based its sentiment treebank and model training on a 

movie review dataset [9,10].  

In health-related studies, Korkontzelos et al. used sentiment 

analysis to detect adverse drug reaction (ADR) based on twitter 

data, and demonstrated a higher level of accuracy as compared 

to conventional approaches [11]. Davis et al. used a sentiment 

lexicon named labMT15 to assess public opinions expressed in 

tweets regarding the Affordable Care Act (ACA), and showed 

that the results were highly consistent with what could only be 

obtainable previously through expensive polls [2]. In another 

study, Du et al. used the supervised machine-learning method 

to automatically classify tweets based on the sentiments toward 

HPV, and to study the evolution of the sentiments over time 

using a time series analysis [3]. More recently, Burnap et al. 

incorporated sentiment scores into their feature sets to develop 

supervised machine learning models that automatically detect 

suicide-related tweets [12]; and Ji et al. extracted negative 

sentiments from online social media data to understand public 

health concerns regarding disease epidemics [13].  

While researchers may opt to train machine-learning classifiers 

on their own datasets, doing so requires a significant amount of 

manually annotated data, in addition to sophisticated skills in 

developing, training, and testing machine learning models. As 

a result, most of the previous studies leveraged existing, 

general-purpose sentiment analyzers that are readily available 

and are relatively easy to adopt. However, as it has been 

previously demonstrated, sentiment analysis models trained in 

one domain may perform poorly when applied in another 

domain without adaptation. In a study on Ebola-related social 

media discussions, Lu et al. noticed a significant level of 

disagreement between the results generated by different 

sentiment analyzers that they experimented with [14]. In 

reviewing the previous studies, we also found that there was 

generally a lack of discussions on the rationale of choosing a 

particular sentiment analyzer; and very few studies validated 

the analyzer chosen before applying it to their datasets. It thus 

remains unknown whether the results reported in these studies, 

based on general-purpose sentiment analyzers developed in 

non-healthcare domains, are reliable and repeatable. 

Methods 

Sentiment Analyzers Studied 

In this paper, we evaluated three sentiment analyzers that had 

been most popularly used in previous studies: Stanford Core 

NLP Sentiment Analysis, TextBlob, and VADER.  

The Stanford Core NLP Sentiment Analysis tool was developed 

by the Stanford NLP group as a module in the Stanford Core 

NLP toolkit [9]. Its sentiment analysis model was trained using 

a recursive neural tensor network on a movie review dataset 

made available by Pang and Lee [10]. Unlike earlier sentiment 

analyzers, in which bag of words was used and word orders 

were ignored, the Stanford Sentiment Analysis tool parses input 

text into sentiment trees, where each leaf node refers to a word; 

every word in the input text is thus represented as a vector. 

Instead of producing numerical sentiment score, the results 

generated by the Stanford Sentiment Analysis tool are in the 

form of discrete categories, namely “very negative,” “neutral,” 

“positive,” and “very positive.”  

TextBlob is a widely distributed Python Library with an easy-

to-use API that can be called upon by other programs to analyze 

sentiments of text, in addition to performing other common 

NLP tasks such as part-of-speech tagging and tokenization [15]. 

Its sentiment analyzer has two implementations: one based on 

a collection of semantic patterns; and the other based on a Naïve 

Bayes learning module. TextBlob returns sentiment analysis 

results in the form of numerical polarity ranging from -1 (most 

negative) to 1 (most positive). It also produces a companion 

subjectivity score in the range of 0 (very objective) to 1 (very 

subjective).  

VADER, which stands for Valence Aware Dictionary and 

sEntiment Reasoner, is an open-source sentiment analyzer 

developed and maintained by Hutto and Gilbert. VADER is a 

lexicon and rule-based tool optimized for classifying 

sentiments expressed in user-generated text in social media 

[16]. The rules it utilizes are heuristics derived from a manual 

review of a set of tweets by multiple independent human 

judges. The authors have also incorporated many features that 

are not found in other sentiment analyzers, such as punctuation, 

capitalization, slangs, emoticons, and degree modifiers. The 

results produced by VADER are in the form of sentiment 

polarity (positive vs. negative), and a numeric sentiment 

intensity score on a scale from -4 (extremely negative) to +4 

(extremely positive). 

Annotated Datasets for Evaluation 

To evaluate the performance of these general-purpose 

sentiment analyzers, we leveraged two publicly available online 

health datasets that were annotated in previous studies for the 

purposes of understanding public opinions of the Health Care 

Reform (hereafter referred to as the “HCR” dataset) and public 

opinions of HPV (the “HPV” dataset), respectively. We also 

used a general-purpose twitter dataset to serve as the baseline.  

The first dataset, or the HCR dataset, contains tweets that 

include the hashtag “#hcr” in March 2010. The original 

annotated dataset also includes 8 different targets, for instance, 

Obama, HCR, Liberals, etc. The annotated sentiments include 

5 categories, positive, negative, neutral, irrelevant and unsure. 

For our study purpose, we only included the tweets that targeted 

on HCR and those that expressed positive, negative or neutral 

sentiments. This resulted in a total of 961 tweets, with 290 of 

them (30%) being labeled as positive, 422 (44%) being labeled 

as negative and 249 (26%) being labeled as neutral. 

The second dataset used in this study was curated and made 

available by Du et al.
 
This dataset was created by three human 

annotators in an attempt to discover hierarchical sentiment 

categories of public opinions regarding the HPV vaccination 

[3]. The manually annotated results consist of three major 

categories: “negative,” “positive/neutral,” and “unrelated.” The 

original dataset contained a total of 6,000 tweet IDs. After 

removing invalid tweet IDs (e.g. those that were deleted, or are 

no longer publicly accessible), 4,616 tweets are available to use 

in this study. As our study focused on sentiment analysis, we 

further excluded those tweets that were labeled as “unrelated,” 

which left us 3,211 tweets to work with. Among these tweets, 

1,084 (34%) were annotated as negative, and 998 (31%) were 

positive and 1129 (35%) were neutral. 

The baseline dataset contains non-domain specific tweets that 

have been annotated. It includes tweets regarding products 

(e.g., “am loving new malcolm gladwell book - outliers”), 

personal experiences or feelings (e.g., “so tired. I  didn't sleep 

well at all last night.”), opinions (e.g., “If Google's self-driving 
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car is the future, I don't want to be a part of it. 

#savethemanuals”). It contains 381 positive tweets (38.9%), 

387 negative tweets (39.5%) and 212 neutral tweets (21.6%).   

Study Design 

We separately applied the three sentiment analyzers to each of 

the annotated datasets. To answer the first research question 

(“do different sentiment analyzers produce consistent results 

when applied to the same online health dataset”), we calculated 

the inter-rater agreement rate between the results generated by 

different sentiment analyzers when applied to the same dataset. 

To answer the second research question (“does the same 

general-purpose sentiment analyzer perform differently when 

applied to different online health datasets concerning different 

health topics”), we computed the precision-recall-F1 metrics of 

the sentiment analyzers across the two annotated datasets. We 

then compared the classification results (i.e. sentiment polarity) 

to the ground truth—human annotations, to answer the third 

research question (“are these general-purpose sentiment 

analyzers adequate enough to generate useful results without 

retuning for online health data”). Last, we performed term 

frequency-inverse document frequency (TF-IDF) analysis to 

extract and compare the important words in each sentiment 

category across the three datasets. 

Results 

The overall results - the precision, recall, F1-measure metrics 

of each sentiment analyzer on each dataset are reported in Table 

1, Table2 and Table 3. The recall measure should be interpreted 

with caution, as with skewed datasets it is easy to achieve a high 

recall by incorrectly labeling the data. Stanford NLP sentiment 

analyzer performed poorly on both the HCR and the HPV 

dataset, compared to the baseline dataset, as it has extremely 

low precision (e.g., 11%, 7.3%) in detecting positive sentiments 

on the HCR dataset and the HPV dataset. VADER performed 

fine on the HCR and the HPV dataset with around 42 % to 51% 

F1-measures in each sentiment category, however, the 

performance on the baseline dataset (65%~74%) still beats 

these numbers. TextBlob performed the worst in distinguishing 

sentiment classes, especially that it assigned most labels as 

neutral. It performed equally poorly on the HCR and the HPV 

dataset with extremely low precision for the positive and 

negative sentiment class, but had decent performance on the 

baseline dataset. Therefore, the three sentiment analyzers all 

performed poorly on the two health-related datasets, but had 

satisfying performance (i.e., most having a precision or a recall 

higher than 60% in detecting the three sentiment categories) on 

the baseline dataset that is non-domain specific. 

Table 1- Precision, recall, F1-measure, Stanford NLP 

Class Metric 

 Dataset 

Baseline HCR HPV 

 

 Positive 

Precision 54% 11% 7.3%

Recall 73% 62.7% 47%

F1-measure 62% 18.8% 12.7%

 

 Negative 

Precision 39% 47.2% 58.2%

Recall 71% 46.5% 35.8%

F1-measure  51% 46.8% 44.3%

  

  Neutral 

Precision 74% 38.6% 39%

Recall 34% 20% 34%

F1-measure 47% 26.3% 36.6%

 

Table 2-Precision, recall, F1-measure, VADER 

Class Metric 

Dataset 

Baseline HCR HPV 

 

 Positive 

Precision 82.6% 54.8% 39%

Recall 67.6% 38.2% 45%

F1-measure 74% 45% 42%

 

 Negative 

Precision 64.7% 35.4% 57%

Recall 90.7% 56.4% 49%

F1-measure  75.5% 43.5% 53% 

  

  Neutral 

Precision 68.8% 46.6% 50%

Recall 62% 41.4% 51%

F1-measure 65.3% 43.9% 51%

 

Table 3-Precision, Recall, F1-measure, TextBlob 

Class Metric 

Dataset 

Baseline HCR HPV 

 

 Positive 

Precision 59% 7.6% 3%

Recall 72% 40.7% 49%

F1-measure 65% 12.8% 5.9%

 

 Negative 

Precision 40% 2.6% 3.8%

Recall 90% 68.8% 65%

F1-measure  55% 5% 7.1% 

  

  Neutral 

Precision 82% 96.8% 97.6%

Recall 36.8% 27% 36%

F1-measure 51% 42.2% 52%

 

Table 4 reports the inter-rater agreement rates when applying 

these sentiment analyzers to the first annotated dataset (HCR). 

Among the three sentiment analyzers, Stanford NLP and 

TextBlob exhibit a high degree of agreement with each other, 

46.68%; while the results obtained by the VADER Sentiment 

Analysis tool correlate poorly with the other two analyzers, for 

instance, Stanford NLP in particular (29.88%). Shown in Table 

5 are inter-rater agreement rates when applying each of the 

three sentiment analyzers to the second annotated dataset 

(HPV). Similarly, Stanford NLP and TextBlob have the highest 

agreement (39.3%). However, the results produced by VADER 

and by the Stanford NLP Sentiment Analysis tool are poorly 

correlated; the inter-rater agreement ratio is only 38.0%. In 

Table 6 we present the inter-rater agreement rates of the three 

sentiment analyzers on the baseline dataset. While the 

agreement rates are higher than those of the HPV and the HCR 

datasets, they are still unsatisfying with only around 50% 

agreement ratios of each pair of the three sentiment analyzers. 

 

 

Table 4-Inter-rate agreement rates, the HCR dataset 

Analyzer A Analyzer B Agreement Ratio 

Stanford TextBlob 46.68%

Stanford VADER 29.88% 

VADER TextBlob 34.95% 

 

Table 5-Inter-rate agreement rates, the HPV dataset 

Analyzer A Analyzer B Agreement Ratio 

Stanford TextBlob 39.3%

Stanford VADER 38.0% 

VADER TextBlob 38.5% 
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Table 6-Inter-rate agreement rates, the Baseline dataset 

Analyzer A Analyzer B Agreement Ratio 

Stanford TextBlob 51.0 %

Stanford VADER 42.6% 

VADER TextBlob 42.7% 

 

To further explore possible reasons why general-purpose 

sentiment analyzers perform significantly worse on health-

related datasets than on baseline, non-domain specific dataset, 

and how different health-related datasets are from the non-

domain specific dataset, we used term frequency-inverse 

document frequency (TF-IDF) analysis. Table 7 to Table 9 

present the top-5 weighted TF-IDF unigrams of the three 

datasets for each sentiment category.  

Table 7: Top-5 positive unigrams 

Baseline HCR HPV 

love Passthedamnbill Act2015

happy Affordable availability

Lebron Human post2015

earlier Petition saving

seats stupakpitts literally

Table 8: Top-5 negative unigrams 

Baseline HCR HPV 

fucking handsoff neutral

warner takeover trigger

fuck killthebill victim

driverless tax injury

cable codered danish

Table 9: Top-5 neutral unigrams 

Baseline HCR HPV 

Driving defazio slightly

deflategate holding stance

Google schedule callaghan

Check breaking heather

flight association project

 

The TF-IDF analysis may in part explain why the sentiment 

analyzers tend to assign too many neutral labels and fail to 

recognize negative and positive sentiment classes. For instance, 

words and phrases such as “danish” itself is neutral, but tweets 

that express negative sentiments toward HPV often include 

such words to form their arguments. However, the three 

sentiment analyzers failed to recognize them as negative, 

because without a proper context, they are neutral. A sample 

tweet “Vaccines trigger genetically modified diseases” is 

labeled as neutral by VADER and TextBlob. While we do not 

have space to include the top-10 unigrams and bigrams of the 

baseline dataset, we observed that the top-10 weighted 

unigrams are sentiment words such as “love”, “happy”, 

“amazing”, “better”, “thank”, etc, which do not appear in the 

unigrams in both the HCR and the HPV datasets. Therefore, the 

significant differences in performance of the three sentiment 

analyzers on health-related datasets and general datasets that 

are not in health-domain may be explained in part by the 

different ways of sentiment expression – in health-related social 

media data, people use words that are neutral to form arguments 

and express negative or positive sentiments, and such 

expressions cannot be accurately captured by general-purpose 

sentiment analyzers. We also noticed that for the HCR dataset, 

many of the combined word phrases such as “passthedamnbill” 

and “killthebill” are used to express sentiments, however 

current NLP tools may have difficulties parsing and splitting 

those combined words, and therefore makes it hard to sentiment 

analyzers to detect the underlying sentiments. 

Discussion 

Our results indicate that the three general-purpose sentiment 

analyzers popularly used in previous studies produced 

inconsistent classification results when applied to the same 

online health dataset, and their performance varies to a great 

extent across different datasets. Among these three analyzers, 

VADER and the Stanford Sentiment Analysis tool have the 

lowest degree of inter-rater agreement. This may be due to the 

fact that these two sentiment analyzers were developed from 

distinct domains: VADER drew its lexicon and rules primarily 

from social media data (tweets); while the Stanford Sentiment 

Analysis tool was developed based on movie reviews. This 

finding indicates that in sentiment analysis, the utility of a high-

performing sentiment analyzer trained in one domain may not 

be transferable to other domains. Thus, when deciding what 

sentiment lexicons or sentiment analyzers to use, researchers 

should be aware of the contexts in which they were originally 

developed, in addition to its underlying classification 

mechanisms.  

Overall, the performance of these three general-purpose 

sentiment analyzers is unsatisfactory (e.g., having extremely 

low precision in detecting positive sentiments or falsely 

labeling tweets as neutral) when applied to online health data, 

while they have decent performance on non-health related 

social media data. The Stanford Core NLP Sentiment Analysis 

tool may fall short because of the nature of user-generated 

content online, especially tweets, that contain an excessive 

number of anonyms, abbreviations, hashtags, and URLs; as 

compared to movie reviews that are generally well structured. 

However, this does not explain why tools such as VADER, 

which was specifically designed to process social media data, 

missed a vast majority of the text containing negative 

sentiments in the HPV dataset and HCR dataset. It is possible 

that “negativity,” “positivity,” and “neutrality” of sentiments 

expressed in the context of health-related discussions may be 

interpreted differently by human annotators, in contrast to 

sentiments conveyed in other types of social media exchanges, 

demonstrated by the TF-IDF analysis above. Thus, it is critical 

for health sciences researchers to be mindful of the limitation 

of the sentiment analyzer(s) that they choose to use.  

The findings from this study provide insights into future work 

on how to improve the utility of sentiment analysis in studies 

that involve online health data. First, based on our review of 

previous work, it appears that a lack of comprehensive 

understanding of the state-of-the-art of sentiment analysis tools 

impedes researchers from picking the right tool for their studies, 

and from providing adequate rationale to justify their choices. 

Therefore, it will be very valuable to have a “road map” of the 

history and recent development of sentiment analyzers and 

lexicons, especially their context of development, working 

mechanisms, and intended use. Second, the existing general-

purpose sentiment analyzers need to be significantly adapted 

when used to analyze online health data. This requires a 

thorough understanding of the nature of health-related social 

media discussions, and of the specific health-related topic being 

studied; for example, the algorithm and lexicon appropriate for 

determining sentiment polarity in detection of drug side effects 
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can be very different from what is appropriate for use in 

understanding the public’s opinions toward a health policy. 

Future work is thus called for to explore how to develop 

context-specific lexicons and sentiment analyzers that are 

optimized for analyzing different types of online health data. 

Third, pre-study validation and post- study error analysis are 

essential to understand the utility and limitation of an existing 

sentiment analyzer, which should be performed and reported in 

every study that involves sentiment analysis. Unfortunately, 

most of the previous studies that we reviewed simply reported 

the results produced by a general-purpose sentiment analyzer, 

without conducting any assessment of the validity of the results. 

Lastly, knowing that sentiment analyzers usually do not 

perform well when applied across domains, the research 

community may consider developing domain adaptation 

techniques that can be readily applied to extend the capability 

of existing general-purpose sentiment analyzers, e.g., by means 

of re-training sentiment analysis models, adjusting heuristics 

and rules, or swapping lexicons.  

Conclusion 

In this study, we empirically evaluated the performance of three 

general-purpose sentiment analyzers on two different online 

health datasets. The results show that these general-purpose 

sentiment analyzers were unable to produce consistent results 

when applied to the same dataset, and their performance varies 

when applied to different datasets. These findings suggest that 

general-purpose sentiment analyzers developed in non-

healthcare domains may perform poorly on online health data. 

Future work is thus needed to identify ways to tailor them, or 

develop new sentiment analyzers optimized for the health 

context.  
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Abstract 

Redesigning Electronic Medical Record (EMR) systems is 

needed to improve their usefulness and usability. For user-cen-

tered redesign, designers should consider which EMR features 

are the most important to the users. However, prioritizing the 

EMR features is complicated because: (i) EMR systems involve 

multiple users with different, and sometimes conflicting, prior-

ities and (ii) targeting one feature will affect other features of 

the EMR system. In this work, we propose a method for priori-

tizing the features to target when redesigning an EMR system. 

The method takes into consideration the different priorities of 

the users and the relationships between the different features. 

We illustrate the method through a case study on redesigning 

EMR systems in Japanese antenatal care settings. Our results 

show the importance of considering the different types of EMR 

users and the relationships between different EMR features. 

Designers could use the proposed method as a decision-aid tool 

in EMR redesign projects. 
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Introduction 

Electronic Medical Record (EMR) systems are increasingly im-

plemented in clinics. Their main purpose is to support 

healthcare provision processes by making them more efficient, 

effective, and data driven [1,2]. However, healthcare providers 

had voiced concerns over EMR systems disrupting their work-

flows [3] and affecting their communication with their patients 

[4]. These concerns may be due to the low levels of usability 

and usefulness of existing EMR systems [5].  

Previous studies have proposed multiple redesign opportunities 

to improve EMR systems such as: integrating them better into 

work practices [6–8], making it easier to navigate and find in-

formation inside of them [9–11], extending their functionalities 

to support all the tasks of the healthcare providers [12–14], im-

proving their interoperability [15], and improving their usabil-

ity and learnability [16], among others.  

When redesigning an EMR system, multiple redesign opportu-

nities exist. Usually, designers cannot act upon all of them due 

to their limited available resources. Therefore, designers have 

to make a choice over which EMR features to target. To make 

that choice, designers have to prioritize EMR features i.e., 

know which EMR features are the most important to work on.  

Following a user-centered design approach, the designers 

would prioritize the EMR features based on the priorities of 

their users [17]. However, EMR systems have different users 

with different, and sometimes contradicting, priorities. For ex-

ample: some patients may think it is important to have access 

to their EMRs while their providers may think it is not im-

portant at all. Taking into consideration the priorities of all the 

users is necessary to provide optimal designs.  

Moreover, targeting one feature could affect other features of 

the EMR system. For example: adding more functionalities to 

the EMR system might make it less usable. As another example, 

making the EMR system easier to learn might make it easier to 

use. Thus, the overall effect of targeting one EMR feature con-

sists of a direct effect i.e., the effect it has on the targeted feature 

and a cascade effect i.e., the effect it has on the other features.  

In this paper, we propose a method to prioritize EMR features 

to target during redesign projects. The method takes into con-

sideration the priorities of the different users and the relation-

ships between the different EMR features. The method allows 

EMR designers to rank different EMR features based on their 

importance to the users and the overall effect of targeting them.  

To illustrate the method, we conduct a case study where we pri-

oritize EMR features to redesign in Japanese antenatal care set-

tings. 

Methods 

Our method consists of four steps, as shown in Figure 1.  

In Step 1, the designers identify the level of importance of the 

different EMR features to the users.  

In Step 2, the designers analyze the relationships between the 

different EMR features.  

In Step 3, the designers compute the overall effect of modifying 

each EMR feature.  

In Step 4, the priority score for redesigning the different EMR 

features is calculated. The priority scores are used to identify 

the most strategic EMR features to redesign.  

1- Identifying the importance of different EMR features to 

the users 

Previous work identified multiple features of EMR systems in 

Japanese antenatal care settings [16]. To identify the im-

portance of the different EMR features, we surveyed five ob-

stetricians, ten midwives, and 413 pregnant women in Japan. 

We asked the respondents about the importance of each EMR 

feature to them. The respondents reported the importance of the 

different EMR features on a 4-point Likert scale of “Very Im-

portant (4),” “Important (3),” “Slightly Important (2),” “Not 

important at all (1).” 
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Figure 1- Four steps to prioritize EMR features to redesign 

Using the survey results, we created the features’ importance 

matrix as follows:  

Suppose we have n features F = {f1, f2, …, fn} and l respondents 

R ={r1, r2, ..., rl} who indicated the importance of each feature 

using the 4-point Likert scale. By aggregating the l respondents’ 

answers, we obtain the features’ importance matrix � �

�����	using: 

�� �
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 ��
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				� � 1,2, … , �
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where ��
� represents the answer of respondent rk on the im-

portance of feature fi and �� represents the importance score of 

feature fi to the group of users. 

We created the feature importance matrix separately for three 

different user groups: Obstetricians (��), Midwives (�	), and 

Pregnant women (�
). 

Certain EMR features could only be experienced by the obste-

tricians and midwives, for example: the automatic collection of 

data from the medical devices used in the clinic. For these fea-

tures, we did not ask the opinion of the pregnant women. Their 

importance scores were assigned as the average importance 

score given by the pregnant women for the other EMR features. 

The reasons and the consequences of this decision are discussed 

in the Discussion section. 

By giving equal weight to the opinions of the three user groups, 

the feature importance matrix � � �����  was calculated as: 

� �

1

3

	��� �	�	 �	�
� 

where  �� is the importance score of feature ��.  

2- Identifying the relationship between the EMR features 

Multiple EMR features could be redesigned. One way to prior-

itize the EMR features to redesign is based on the users’ prior-

ities as identified in Step 1. However, the different EMR fea-

tures are interdependent. In other terms, modifying one EMR 

feature could affect other features. Therefore, taking into con-

sideration the interdependency of the features is needed to stra-

tegically prioritize them for redesign.  

To identify the relationships between the EMR features, an 

analysis was conducted by three of the authors of this paper. 

We assumed that feature �� has a negative influence on feature 

��	when an improvement of �� leads to a deterioration of ��. 

Similarly, we assumed that feature �� has a positive influence 

on feature ��	when an improvement of �� leads to an improve-

ment of ��.  

In the analysis, we rated the degree of influence between the 

different features. The direct influence of feature  �� on feature 

�� was rated using a scale of �Very strong negative influence (-

0.9),”  “Moderate negative influence (-0.6),” “Weak negative 

influence (-0.3),” “Weak positive influence (+0.3),” “Moderate 

positive influence (+0.6),” “Strong positive influence (+0.9).”  

Once the authors agreed over the influence ratings, the feature 

dependence matrix was formed as � � �������� where all prin-

cipal diagonal elements are equal to zero and ��� represents the 

degree to which feature �� has as influence on feature ��. 

3- Computing the overall effect of modifying each feature 

In this step, we aim to calculate the overall effect of redesigning 

each EMR feature. The overall effect of modifying a feature fi 

consists of the direct effect on fi and the indirect effect on the 

other EMR features. 

Let � � ������∗� be the direct effect matrix where ��� is the di-

rect effect that modifying feature �� has on feature ��. All the 

principal diagonal elements of A are equal to 1 and ��� �

0	�����	� � �.  

The overall effect matrix  " is computed by summing the direct 

effects and the indirect effects of modifying the different EMR 

features as follows: 

" � � � 	� # � � 	� # �

�
� ⋯ � � # �

�
		, � → ∞ 

" � ������∗� where ��� is the overall effect that modifying fea-

ture �� has on feature ��. 

4- Computing the priority for targeting each EMR feature 

To identify which features are more important to target, we 

take into consideration two factors: (i) the importance of the 

EMR features based on the users’ opinions, and (ii) the overall 

effect of targeting the different EMR features. 

Therefore, the priority matrix is computed by multiplying the 

importance matrix by the overall effect matrix : ' � � # 	". 

The computation will result in ' � �(��� where (� represents 

the priority score of redesigning feature ��. 

Example to illustrate the method 

Step 1. 

Supposing we have two EMR features f1 and f2 that we could 

target in a redesign project. 

Supposing that ) � 	 �* +�	is the importance matrix for fea-

tures f1 and f2. This importance matrix indicates that the users 

think that f2 is more important than f1. Following a user-centered 

design approach, redesigning f2 has a higher priority than rede-

signing f1. 

Step 2.  

Supposing that , � .

/ �/. 0

/ /

1	 is the dependency matrix of f1 

and f2 based on the designers’ analysis. In this case, f1 has a 

moderate positive influence of f2, and f2 has no influence on f1. 

Step 3.  

2 � .

3 /

/ 3

1 is the direct effect matrix. 

Consequently, 4 � .

3 /. 0

/ 3

1	is the overall effect matrix. This 

means that modifying f1 has a moderate indirect influence on 

f2, while modifying f2 has no influence on f1. 

Step 4. 

Consequently, we obtain 5 � ) # 	4 � 	 �+. 6 +� as the final 

priority matrix. 

The priority scores in the final priority matrix indicate that re-

designing f1 has a higher priority than redesigning f2. This 
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change in priorities between Step 1 and Step 4 shows the im-

portance of considering the interdependency of the features 

when redesigning EMR systems. 

Results 

Importance of the different EMR features to the users 

From previous work conducted on EMR systems in Japanese 

antenatal care settings [16], we identified fourteen EMR fea-

tures. Based on the responses to the user surveys, we identified 

the importance of the different EMR features to the users. 

Table 1 shows the EMR features, their assigned code names, 

and their importance to the users. The features are initially 

ranked based on their importance scores (IR) from highest to 

lowest.  

Uo , Um, and Up represent the importance scores given by the 

obstetricians, midwives, and pregnant women, respectively. U 

is the aggregation of the scores for the three user groups. 

The users agreed on importance of twelve out of fourteen fea-

tures. However, the pregnant women reported that viewing their 

EMRs during and after the check-ups was important to them. 

On the other hand, the antenatal care providers did not report 

that feature to be important.  

The overall top priorities for EMR users in Japanese antenatal 

care settings were: (1) the use of the EMR system to exchange 

information between the antenatal care providers, (2) the EMR 

system being easy to use, and (3) the EMR system providing 

them with a quick summary of the pregnancy course. 

The overall lowest priorities for EMR users were (13) the preg-

nant women viewing the EMR screen during the check-ups and 

(14) the pregnant women viewing their EMRs online. 

Relationships between the EMR features 

Through the analysis conducted in Step 2, we identified the in-

terdependency between the different EMR features. Figure 2 

shows the map of interdependencies.  

The nodes in the map represent the different EMR features. In-

side the nodes, the EMR features are named using their corre-

sponding code name shown in Table 1. 

The weighted arrows connecting the nodes represent our judge-

ment of the degree to which feature �� influences feature ��. The 

interdependence matrix � � �������� was formed according to 

the map shown in Figure 2. Matrix D is not shown due to space 

constraints. 

Priority for targeting each EMR feature  

Through the computations conducted in Step 3 and Step 4, the 

final priority matrix was calculated. The final priority scores 

converged at h=10, as shown in Figure 3.   

Table 1- The importance of different EMR features to the users 

* Importance scores were calculated by averaging the other importance scores reported by the pregnant women

 

 

 

 

 

 

 

Figure 2- The map of interdependencies between the EMR feature

Code name EMR feature IR Uo Um Up U

EXCHANGE EMR system is used to exchange information between the providers 1 3.8 4.0 3.46 3.75

EASY USE EMR system is easy to use 2 4.0 4.0 2.67
*

3.56

SUMMARY EMR system can provide a quick summary of the pregnancy 3 3.8 4.0 2.76 3.52

EASY LEARN EMR system is easy to learn 4 3.8 3.9 2.67
*

3.46

INTEGRT EMR system is well integrated with the medical devices in the clinic 5 3.8 3.6 2.67
*

3.36

PSYCHO-SOCIAL Sensitive psycho-social information is documented in detail in the EMR 6 3.4 3.6 2.75 3.25

NOT INT COMM EMR system does not interrupt the communication 7 3.2 3.8 2.73 3.24

PREP EMR system is used to prepare for the check-ups 8 3.4 3.5 2.67
*

3.19

SCHEDULE EMR system is used to manage the antenatal care appointments 9 3.4 3.8 2.37 3.19

NOT INT PROCESS EMR system does not interrupt the clinical process 10 3.2 3.6 2.67
*

3.16

EXPLN EMR system supports the explanation 11 2.8 2.9 2.40 2.7

PAUSE SCREEN EMR system is used to pause the communication when needed 12 2.4 2.4 2.67
*

2.49

SCREEN ACCESS EMR screen can be seen by the pregnant women during check-ups 13 1.6 2.3 2.61 2.17

WEB ACCESS EMR can be accessed online by the pregnant women 14 1.0 2.3 2.30 1.87
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Figure 3- Convergence of the final importance scores 

Table 2 shows the final priority scores (P) for the different 

EMR features after considering the feature interdependency. IR 

represents the initial ranking of the features based on the im-

portance scores of the users. FR represents the final ranking of 

the features based on the final priority scores. Change repre-

sents the change in feature ranks after taking into consideration 

the features interdependency. 

Table 2- Final ranking of EMR feature to redesign 

 

After taking into consideration the interdependency of the fea-

tures, the priority ranks of the EMR features changed. The top 

priority EMR features to redesign in Japanese antenatal care 

settings was identified as (1) the implementation of automatic 

summary generation in EMR systems. The second, third, and 

fourth priorities were (2) the integration of EMR systems with 

the used medical devices, (3) the improvement of the learnabil-

ity of the EMR systems and (4) the improvement of the usability 

of EMR systems. 

The lowest priority EMR features to redesign were (13) grant-

ing the pregnant viewing access to the EMR screen during the 

check-ups and (14) granting the pregnant women online view-

ing access to their EMR.  

Discussion 

In this work, we proposed a method that allows the designers 

to prioritize EMR features to redesign. The method takes into 

consideration the priorities of the different users. By doing so, 

the method fits into the user-centered design paradigm where 

design activities respect the preferences and aspirations of the 

users. The method goes beyond the users’ priorities and takes 

into consideration the relationships between the different EMR 

features. By doing so, the method regards EMR systems as 

complex dynamic systems. 

We applied the method in a case study of redesigning EMR sys-

tems in Japanese antenatal care settings. In our case study, we 

considered three different types of users: the obstetricians, the 

midwives, and the pregnant women. The results of the survey 

showed that the three user groups have mostly overlapping pri-

orities. However, the ability of the pregnant women to access 

their EMRs was viewed differently by the healthcare providers 

and the pregnant women. This shows the importance of consid-

ering the opinions of the different users when redesigning EMR 

systems.  

The survey results showed that the exchange of information be-

tween the different antenatal care providers was the highest pri-

ority EMR feature for the three user groups. However, after 

considering the relationships between the different features, the 

highest priority EMR feature to redesign was found to be the 

generation of summaries from EMR notes. This change in pri-

orities shows the importance of considering the relationships 

between the different features when redesigning EMR systems. 

In the following paragraphs, we discuss the different design 

choices that we made in our case study and how these choices 

affected the end results. 

Giving weights to the opinions of the different user groups 

In our case study, we gave equal weights to the opinions of the 

three user groups. Some may argue that this choice is not 

patient-centered and that the opinions of the pregnant women 

should have a larger weight. For example, we could have 

considered the obstetricians and the midwives as one group of 

users: the antenatal care providers. Consequently, we could 

have given equal weights to the opinions of two user groups: 

the antenatal care providers, and the pregnant women. In this 

case, another question arises: how should the weights be 

distributed within the antenatal care providers’ group? 

Therefore, the question of the weight for the different user 

groups remains open. We believe that the designers can decide 

on the weights depending on what they see best in their target 

situations. 

Dealing with the missing data 

As mentioned in the methods section, some EMR features can-

not be experienced by the pregnant women. For these features, 

we did not ask for the opinions of the pregnant women in the 

survey. The importance score was assigned as the average of 

the other importance scores provided by the pregnant women 

for the other features. Other approaches could have been em-

ployed to address the missing scores issue. For example: we 

could have given those features the lowest possible importance 

score or only considered the opinions of the obstetricians and 

the midwives for these features. However, we decided to con-

sider these features as neutral for the pregnant women by as-

signing them the average importance score that they have given 

for the other features. This decision was mainly driven by the 

fact that antenatal care providers gave higher importance scores 

on average. The other possible approaches in this case would 

have majorly biased the final priority scores. 

Deciding on the relationships between the EMR features 

Three of the authors of this paper conducted an analysis of the 

relationships between the features and reached an agreement. 

Based on their analysis, the final priorities were computed. 

Clearly, different designers could have come up with different 

Feature code P IR FR Change 

EXCHANGE 4.19 1 5 -4 

EASY USE 6 2 4 -2 

SUMMARY 9.19 3 1 +2 

EASY LEARN 7.06 4 3 +1 

INTEGRT 8.55 5 2 +3 

PREP 1.72 6 12 -6 

NOT INT PROCESS 2.5 7 10 -3 

PSYCHO-SOCIAL 3.19 8 6 +2 

NOT INT COMM 3.19 9 7 +2 

SCHEDULE 3.16 10 8 +2 

EXPLN 2.7 11 9 +2 

PAUSE COMM 2.49 12 11 +1 

SCREEN ACCESS 0.91 13 13 0 

WEB ACCESS 0.84 14 14 0 
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relationships, resulting in different priorities. The subjectivity 

of the designers is a limitation of this method. However, we 

argue that any design process is usually tainted with the subjec-

tivity of the designers. Therefore, their subjectivity cannot be 

completely avoided, but could be reduced by defining stricter 

criteria on how to model and rate the influences between the 

different features. Further research is needed to develop a set of 

guidelines for designers to follow when modeling the interde-

pendency of the features. 

In other respects, the users may have considered some features’ 

dependencies when answering the survey questions. For exam-

ple, some respondents may have considered the effect of inte-

grating the devices with the EMR system when rating its im-

portance. Therefore, some interdependencies may be accounted 

for twice. Further consideration is needed to counter this effect 

when applying the method. 

In other respects, deciding on which features to redesign could 

include other important criteria such as: the cost of the redesign 

activity, the difficulty of the redesign activity, and the align-

ment of the redesign activity with other pre-existing strategies. 

This method provides the designers with information about 

which feature redesign could have the largest user-desired ef-

fect on the system. Further work is needed to incorporate this 

method into a larger scope method that allows the designers to 

take into consideration other decision-making criteria when re-

designing EMR systems. 

Through the case study, we showed the importance of consid-

ering the different users and the feature interdependency. To 

understand the practical value of this method, it is important to 

further evaluate the method as a decision-aid tool for designers 

in redesign projects. 

Finally, even though this method was proposed to prioritize 

EMR features, it can be used by designers of other complex 

systems with multiple user groups and interdependent features. 

Conclusion 

We presented a method to prioritize EMR features to redesign. 

The method takes into consideration the priorities of the differ-

ent users and the relationships between the different EMR fea-

tures. The method allows the designers to rank features based 

on the direct and indirect effects of targeting them. We applied 

the method in Japanese antenatal care settings. The top priority 

features to redesign were (i) the implementation of automatic 

summary generators in EMR systems and (ii) the integration of 

EMR systems with the used medical devices. The results 

showed the importance of taking into consideration the priori-

ties of the different users and the interdependency of the EMR 

features. The proposed method could be used as a tool to sup-

port designers in making strategic decisions during the initial 

system redesign phase. 
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Abstract 

This paper describes the methodology and developments 
towards the TIGER International Recommendation Framework 
of Core Competencies in Health Informatics 2.0. This 
Framework is meant to augment the scope from nursing 
towards a series of six other professional roles, i.e. direct 
patient care, health information management, executives, chief 
information officers, engineers and health IT specialists and 
researchers and educators. Health informatics core 
competency areas were compiled from various sources that had 
integrated the literature and were grouped into consistent 
clusters. The relevance of these core competency areas was 
rated in a survey by 718 professional experts from 51 countries. 
Furthermore, 22 local case studies illustrated the competencies 
and gave insight into examples of local educational practice. 
The Framework contributes to the overall discourse on how to 
shape health informatics education to improve quality and 
safety of care by enabling useful and successful health 
information systems. 
Keywords:  

medical informatics, competency-based education, health 
professions 

Introduction 

The notion that health information systems success does not 
only depend on good technology but also on capable users has 
been accepted for many years in the context of participatory 
systems design [1] and the task-technology-individual models 
[2]. However, it has received momentum only in the last decade 
with increasing health IT adoption rates world wide [3]. Thus, 
realistic scenarios for using IT on a large scale emerged and 
necessitate a competent workforce. While clinical end users and 
their practical skills are widely discussed, health informatics 
competencies of IT decision makers, often at the board level, 
have only recently received attention [4]. Hence, health 
informatics covers a wide field of competencies for all different 
types of professionals in the healthcare arena, at different 
levels, and is connected with the need for life long learning. 
Against this backdrop, national and international professional 
and scientific associations are undertaking great efforts to 
develop [5-7] and update educational recommendations [8]. 
TIGER (Technology Informatics Guiding Education Reform) 
started issuing recommendations for basic IT competencies for 

nurses [9] and moved on to develop a comprehensive 
framework of recommendations of health informatics. This 
framework accounts for the increasing complexity and 
sophistication of competencies needed for different roles in 
nursing [10]. However, it is restricted to nursing and does not 
include other professions. The primary goal of this study, 
therefore, was to extend the scope of the framework of 
recommendations of health informatics core competencies 
beyond nursing and to include further professional roles that 
contribute to the success of health information systems. Hereby, 
the relevance of pertinent core competency areas for the 
different roles should be designated and illustrated. The 
secondary goal was to reconcile the global perspective on 
educational recommendations with the local perspective 
reflecting an in-depth view and practical experience. As the 
approach for this framework should pursue a very similar 
rationale and methodology we decided to call it “International 
Recommendation Framework of Core Competencies in Health 
Informatics 2.0”. This paper describes major milestones 
towards this framework. 

Methods 

The development of the International Recommendation 
Framework of Core Competencies in Health Informatics 2.0 
was performed under the umbrella of the EU Horizon 2020 
project EU*US_eHealth_Work addressing workforce 
development and of TIGER (Technology Informatics Guiding 
Education Reform). TIGER is a grassroots initiative formalised 
in 2006 within the nursing community before transitioning to 
the Healthcare Information and Management Systems Society 
(HIMSS) in 2014 with members in 26 countries worldwide. 
TIGER now embraces an interprofessional focus that covers a 
great field of different health care professionals. In order to 
address the first goal, six professional roles were identified that 
belong to the communities of either IT users, IT decision 
makers, IT technologists or IT researchers & educators. 
Knowing that these communities overlap we more specifically 
defined the roles as (1) direct patient care (mainly physicians, 
nurses, therapists) and (2) health information managers 
belonging to the users, (3) executives (clinical and 
administrative) representing the decision makers, (4) chief 
information officers (technical and clinical) in their dual 
position as decision makers and technologists, (5) engineers 
and health IT specialists as members of technologists, and 
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finally (6) science & education forming the group of 
researchers  and educators. The core competencies that should 
be assigned to the professional roles were compiled from the 
Recommendation Framework for nurses, which integrated 
existing recommendations of well-known scientific and 
professional associations, e.g. IMIA [5] and AMIA [7], and 
from the HITCOMP tool [11]. In comparison to the 
Recommendation Framework for nurses the following new 
competency areas were included: public health informatics, 
consumer health informatics and learning techniques. In 
addition, other competency areas were now marked as separate 
areas, i.e. communication, healthcare processes & IT 
integration, legal issues,  interoperability & integration, and life 
cycle mangement. Previously these areas had been subsumed 
under other areas in the Framework for nurses. Information and 
communication technology was split into two areas: 
applications and architectures. Finally, three areas were 
rephrased to be more general. These changes were made to 
adapt the list to the broader professional scope. This adaptation 
was performed by four experts that mapped both competency 
lists, i.e. the nursing one [10] and the one from the HITCOMP 
tool [11], and finally agreed on utilising 33 core competency 
areas for the Framework 2.0 (see Table 1).  

Table 1 – Core Competency Areas in Alphabetical Order 
Applied computer science Interoperability and integration 
Assistive technology  IT risk management  
Change/stakeholder management Leadership  
Clinical decision support by IT Learning techniques  
Communication  Legal issues in health IT  
Consumer health informatics  Medical technology  
Data analytics Principles of health informatics 
Data protection and security Principles of management  
Documentation Process management  
e/mHealth, telematics, telehealth Project management 
Ethics in health IT  Public health informatics  
Financial management Quality and safety management 
Care processes and IT integration  Resource planning & management  
ICT / systems (applications) Strategic management  
ICT / systems (architectures) System lifecycle management  
Information management research  Teaching, training, education 
Information and knowledge management in patient care 

 
In order to obtain the relevance ratings for the core competence 
areas, a questionnaire was developed that amongst others 
included a section on competencies. Initially, twelve different 
roles were distingushed that were then grouped to match the six 
different roles of healthcare professionals mentioned above. 
Similar to the Framework for nurses, relevance ratings could 
range from 0 to 100. The survey participants rated the relevance 
of competencies for those professional roles they were 
competent to speak to. Explanations of what the core 
competency areas embraced were included in the questionnaire. 
After pretesting, the survey was finally made available online 
from the middle of February to the end of June 2017. As the 
relevance rating should yield a global picture, the survey link 
was deployed via 60 global listservs comprised of individuals 
and international, European and North American organisations 
that represent healthcare professionals. The organizations were 
asked to share it amongst their members. Due to this 
deployment policy the people who were invited could not be 
exactly specified by number. As the same data had been used 
to analyse options for interprofessional education, the survey 
methodology had been described also in [12] with a slightly 
different focus and with clusters of professions that partly 
varied from this approach.  
The second goal of this study was to exemplify and illustrate 
the global findings with a local perspective. To this end, case 
studies from different countries were identified to illustrate the 

core competence areas by practical and detailed descriptions of 
individual competencies. As it was necessary to obtain 
comparable descriptions with a similar focus and structure, a 
template for reporting the case was developed that incorporated 
the principles of case studies [13]. The template was divided 
into sub-sections for: author, organisation, background, status 
of current developments, activities and measures, changes, 
results and outlook and lessons learnt. There was a checklist of 
eHealth topics alligned with the list of core competency areas 
of the questionnaire, e.g. process and workflow management, 
consumers and populations, research, data science, ethics, legal 
and data protection. The template also included a checklist to 
aid the case study authors referring to crucial areas, e.g. 
teaching the teachers, integrating health informatics into 
traditional curricula and motivating clinicans and managers.  
In order to obtain authentic and first hand information, it was 
decided that the case descriptions should be provided by the 
persons who were actually involved in this case, e.g. as 
developer of the educational programme and/or as teacher in 
this programme. The recruitment of case study authors was 
initialised by an open call that was launched in July 2017 and 
closed in January 2018. The call was made public via HIMSS 
community listservs, the European Health Telematics 
Association (EHTEL) and other EU*US_eHealth_Work 
project members. A total of 214 individuals from all around the 
world were personally invited aiming at experts affiliated with 
major leading institutions in their field. In addition, general 
invitations via the HIMSS listservs, national and international 
conferences, e.g. MEDINFO 2017, were made public. Upon 
receipt of the case study manuscript the descriptions were 
edited by authors of this paper (TS, BE, UH) in cooperation 
with the case study authors. 

Results 

Goal 1: Relevance of core competency areas. A total of 718 
experts from 51 countries provided answers to the questions on 
health informatics competencies. The 51 countries were 
composed of 28 European countries, 10 Asian countries, 8 
countries from Middle and South America, 2 African countries, 
the USA, Canada and Australia (see [4] for further 
demographics). These answers corresponded with 1,571 
relevance ratings for professional roles. Out of these answers, 
27 were excluded either because they addressed health 
professions not meant to be focused on in this Recommendation 
Framework or received not enough answers, e.g. pharmacists. 
Table 2 gives an overview of the top 10 core competency areas 
and their mean relevance for the six professional roles. 
Relevance means were high among the top 10 across all roles 
ranging from 96.4 to 81.1.  Each role was characterised by a 
unique pattern of top 10 competency areas out of which the first 
three were separately marked (see Table 2). Communication 
appeared in all six roles among the top 3. Other core 
competency areas in the top 3 were more role specific. Direct 
patient care for example was further featured by documentation 
and information & knowledge management while the executive 
role was characterised by leadership and quality & safety 
management. Beyond the rather distinct role profiles it is 
noteworthy that some core competency areas were shared by a 
majority of the roles: Among the top 10, leadership and ethics 
in health IT appeared in all six roles, quality & safety 
management, documentation and care processes & IT integration 
in four out of the six roles. All other competency areas were 
more specific and described only three or fewer roles. As the 
absolute relevance ratings ranged in a rather small interval from 
about 10 points per role (e.g. for direct patient care from 92.4. 
to 81.1) among the top 10, there were sometimes only minimal 
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differences between one rank and the next one. For example in 
the role of engineers and health IT specialists, documentation 
on rank 9 received a mean relevance of 82.1 and process 
management on rank 10 had a mean value of 82.0.   

Table 2- Top 10 Core Competency Areas in the ix Roles and 
Related Mean Relevance (REL - 0…100) 

Direct patient care (DPC) (nurses/physicians/therapists) 
 Core competencies REL ± SD  

1 Communication [n=335] 92.4 ± 14.5 
2 Documentation [n=337] 91.7 ± 17.2 
3 Information & knowledge management in 

patient care [n=335] 90.0 ± 17.5 

4 Quality & safety management [n=333] 87.5 ± 18.9 
5 Leadership [n=336] 86.2 ± 19.0 
6 Learning techniques [n=334] 85.6 ± 18.8 
7 Teaching, training & education in 

healthcare [n=333] 84.4 ± 21.0 

8 Ethics in health IT [n=334] 83.8 ± 23.0 
9 Information & communication technology 

(applications) [n=332] 81.6 ± 20.5 

10 Care processes & IT integration [n=333] 81.1 ± 21.3 
Health information management (HIM) 

 Core competency area REL ± SD 
1 Communication [n=184] 90.1 ± 19.0 
2 Documentation [n=184] 87.7 ± 18.0 
3 Data analytics [n=183] 87.7 ± 17.9 
4 Leadership [n=184] 87.0 ± 19.0 
5 Data protection & security [n=184] 86.9 ± 19.3 
6 Information & knowledge management in 

patient care [n=182] 86.2 ± 19.4 

7 Ethics in health IT [n=184] 85.6 ± 20.2 
8 Principles of health informatics [n=182] 85.1 ± 18.4 
9 Care processes & IT integration [n=183] 84.8 ± 19.1 

10 Learning techniques [n=184] 84.2 ± 20.2 

Executives (EXC) (clinical and administrative)  
 Core competency area REL ± SD 

1 Leadership [n=55] 96.4 ± 7.8 
2 Communication [n=55] 95.8 ± 8.3 
3 Quality & safety management [n=55] 90.4 ± 16.1 
4 Information & knowledge management in 

patient care [n=55] 89.2 ± 16.9 

5 Strategic management [n=55] 89.1 ± 21.0 
6 Principles of management [n=55] 88.6 ± 20.ß 
7 Legal issues in health IT [n=55] 87.6 ± 16.3 
8 Process management [n=55] 87.5 ± 16.4 
9 Resource planning & management [n=55] 87.3 ± 21.7 

10 Ethics in health IT [n=55] 87.0 ± 18.3 
Chief information officers (CIO) (clinical and technical) 

 Core competency area REL ± SD  
1 Leadership [n=62] 93.8 ± 9.6 
2 Communication [n=62] 93.2 ± 10.7 
3 Care processes & IT integration [n=62] 91.8 ± 13.7 
4 Principles of management [n=61] 90.8 ± 12.2 
5 Quality & safety management [n=61] 90.5 ± 12.7 
6 Strategic management [n=61] 90.0 ± 13.4 
7 Process management [n=62] 89.6 ± 13.6 
8 Change & stakeholder management [n=61] 89.6 ± 12.6 
9 Ethics in health IT [n=61] 88.7 ± 18.0 

10 Resource planning & management [n=61] 88.4 ± 18.7 
Engineering or health IT specialist (ENG) 

 Core competency area REL ± SD  
1 Communication [n=172] 91.3 ± 14.3 
2 Care processes & IT integration [n=171] 87.5 ± 18.9 
3 Information & communication technology 

(applications) [n=171] 87.2 ± 18.0 

4 Leadership [n=172] 86.1 ± 17.8 
5 Project management [n=172] 85.4 ± 19.7 
6 Data protection & security [n=171] 84.3 ± 22.6 
7 Ethics in health IT [n=170] 83.4 ± 22.2 
8 Interoperability & integration [n=172] 83.0 ± 21.7 
9 Documentation [n=172] 82.1 ± 22.6 

10 Process management [n=172] 82.0 ± 21.7 
Science and education (S&E) 

 Core competency area REL ± SD 
1 Communication [n=218] 91.6 ± 16.1 
2 Teaching, training & education in health 

care [n=220] 89.2 ± 17.9 

3 Leadership [n=218] 88.2 ± 17.3 
4 Learning techniques [n=218] 88.1 ± 18.8 
5 Ethics in health IT [n=219] 86.5 ± 21.3 
6 Documentation [n=222] 86.3 ± 21.2 
7 Information & knowledge management in 

patient care [n=221] 86.3 ± 20.2 

8 Principles of health informatics [n=218] 83.3 ± 23.2 
9 Quality & safety management [n=220] 83.1 ± 22.9 

10 Data analytics [n=218] 81.9 ± 23.6 
 
In order to further group the core competency areas, clusters 
used in the Recommendation Framework for nurses were tested 
for consistency and adapted if needed. Table 3 shows the 
Cronbach’s alpha values for the six roles and seven clusters, i.e. 
data/information/knowledge (DIK), information exchange/ 
information sharing (IEIS), ethical/legal issues (EL), systems/ 
system principles (SYS), management (MAN), technology 
(TECH) and teaching/learning (LRN). Only data analytics 
(STAT) was not assigned to any of the clusters and stands on 
its own. Thus, a consistency check was not necessary. The great 
majority of alphas received acceptable values, well above or 
very close to 0.7, hinting at consistent clusters. This held not 
true only for three role cluster combinations. The clusters were 
constructed with some overlap [10], e.g. public health 
informatics was assigned to DIK and IEIS. 

Table 3 - Cronbach’s Alpha Values for the Roles and Clusters 
(No. Core Competency Areas) 

Clusters  Roles 
 DPC ENG HIM EXC CIO S&E 
DIK (8) 0.86 0.88 0.90 0.86 0.82 0.92 
n 322 161 174 54 61 211 

IEIS (8) 0.88 0.88 0.91 0.91 0.88 0.92 
n 321 160 171 54 59 207 
EL (3) 0.82 0.87 0.90 0.79 0.87 0.89 
n 330 169 182 55 61 217 
SYS (4) 0.85 0.85 0.88 0.90 0.85 0.91 
n 324 167 176 54 61 212 

MAN (10) 0.92 0.92 0.95 0.92 0.92 0.95 
n 326 166 175 54 61 212 

TECH (2) 0.49 0.71 0.65 0.68 0.73 0.76 
n 325 163 175 55 59 211 
LRN (2) 0.68 0.57 0.83 0.63 0.81 0.80 
n 332 166 181 54 62 218 

 
Goal 2: Illustration of the core competency areas. So far a 
total of 22 case studies from 19 countries were obtained which 
covered the views from universities (15), from hospitals, (3) 
from the perspective of countries (3) and one from an 
educational IT system (decision support). The university 
courses described offered education at the level of Bachelor, 
Master and continuing education programmes. The educational 
activities of hospitals targeted workforce development while 
the country perspectives reflected needs and national 
programmes to establish and deepen health informatics 
education. Due to the nature of health informatics, all case 
studies blended technical and health topics, however, with 
various foci and targeting different roles. The majority (17) 
addressed students and professionals in Direct Patient Care 
(DPC) either as the only role or in combination with a different 
role. Six case studies covered the Executive role (EXC) and 
four the Chief Information Officer role (CIO) either alone or in 
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combination. Two cases exemplified a curriculum focusing on 
engineers/health IT specialists together with other roles. 
Finally, one case study described the need for health 
informatics in general irrespectively of a dedicated role. 
Currently all 22 case studies are available from [14]. There 
were 7 dedicated interprofessional cases and others also 
stressed the importance of mutual exchange between the 
students and professionals. In the following some examples are 
given to show how the case studies illustrate the core 
competency areas and break them down into individual 
competencies. 
 
Case Study 1: Indiana University School of Informatics and 
Computing, Indianapolis, Indiana, United States (Josette Jones) 
Case study 1 describes a module-based flexible workforce 
training program with 21 one-credit modules for anyone who 
needs training in health informatics, in particular students from 
health professional programs (e.g. physicians, nurses, public 
health), professional health care staff members (e.g. from 
patient centred medical homes, community health centres). It 
thus addresses all professional roles of this Framework. The 
following competencies belong to the areas systems/system 
principles (SYS) and data/information/ knowledge (DIK):  
EHR systems development & implementation: Identify the 
range of clinical decision support (CDS) tools within the EHR; 
determine which tool is appropriate for specific situations; 
analyze how to develop and implement CDS tools to adhere to 
meaningful use criteria. Describe the processes of developing 
or selecting an EHR system, preparing and supporting 
clinicians for system implementation and evaluating system 
effectiveness. Clinical data and clinical process modeling; 
Technical security applications and issues; Systems testing and 
evaluation. 
 
Case Study 2: Laurea University of Applied Sciences and 
Arcada University of Applied Sciences, Finland; Tartu Health 
Care College, Estonia; Red Cross Medical College of Rīga 
Stradiņš University, Latvia (Outi Ahonen, Jonas Tana, Gun-
Britt Lejonqvist, Marge Mahla, Sanita Marnauza, Elina 
Rajalahti) 
The curriculum, whose development was funded by the EU 
Central Baltic Program 2014-2020, is multi-professional and 
combines health and welfare with IT and service design. In the 
three study units (15 credit points), future professionals from 
different fields of study (IT, social care, economics and health 
care) are developing their own unique competencies according 
to the pedagogical principle “learning by developing”. The 
following example of competencies is taken from unit 2 that 
focuses on the cluster ethical/legal issues (EL): 
Understand ethical theories, safety procedures, principles and 
laws affecting digital health and welfare as well as customer 
privacy. Have the skills to practice ethical and high quality 
customer service taking responsibility for the safety and 
integrity of the client. 
 
Case Study 3: Assuta Medical Centers, Israel (Rachelle Kaye) 
The main drivers at Assuta Medical Centers, the largest private 
hospital system in Israel, for process changes and associated 
skills and capabilities, including eHealth competencies, is the 
striving to steadily improve the quality of care. Continuing 
education, hereby, is devided into developing basic, 
intermediate and advanced skills and competencies and is 
meant to reach all professionals within Assuta. Assuta, which 
publishes a professional journal, therefore emphasises 

analytical competencies (STAT) as the following example 
taken from advanced skills and capabilities shows: 
Research and Data Analytics: Perform digitally supported 
research and database research, or data analytics, design 
database for research purposes, on-going management and 
patient care improvement.  
The three case studies were chosen against the background to 
illustrate and reflect ongoing activities to increase the health 
informatics competencies of all healthcare professionals in a 
process of life long learning. The case studies were also 
selected on the basis to represent countries with a high adoption 
rate of health IT. 

Discussion 

The current state of the “International Recommendation 
Framework of Core Competencies in Health Informatics 2.0” 
developed by TIGER within the EU*US_eHealth_Work 
project utilizes a robust methodology of surveying healthcare 
stakeholders across countries worldwide about the relevance of 
core competency areas and is grounded on a rigorous method 
to obtain comparable local exemplar case study descriptions. 
The methodolody was rooted in the approach pursued by the 
Recommendation Framework for nurses [10] and was further 
developed regarding the breadth of core competency areas 
included, the outreach to obtain views from all around the world 
including Africa and the highly systematised manner of case 
study descriptions. The recommendation framework is meant 
to serve as a compass for teachers, students and healthcare 
organisations to identify patterns of core competency areas and 
practical advice how the competencies are embedded in a 
curriculum and realised in a local setting.  
The relevance findings point to the paramount importance of 
communication as the connecting link between different 
stakeholders with various interests (silo mentality), different 
settings (primary, secondary vs. tertiary care) and other types 
of fragmentation. Communication is coupled with leadership, 
another competency area that runs like a golden thread through 
the relevance ratings across the roles. It is noteworthy that 
leadership is not only esteemed relevant at the board level but 
at all levels and goes along with different professional scopes. 
This finding matches the increasing awareness of 
intrapreneurship [15] as a key factor for health IT success. It 
describes the capability of individuals to assume responsibility, 
initiate projects and become an innovation champion. 
Communication and leadership as drivers for health IT 
correspond with the knowledge about the ethical constraints 
and skills how to balance diverging interests. Ethics in health 
IT was thus also found relevant for all roles and is illustrated by 
the Finish, Estonian and Latvian curriculum that dedicated one 
out of 3 modules to this topic.  
At a more aggregated level, these results concur with four out 
of the ten foundational domains identified by the latest AMIA 
white paper on core competencies at master’s degree level [8] 
that revolve around social and behavioural science/aspects and 
leadership. The IMIA recommendations from 2010 [5] 
mentioned socio-organizational and socio-technical issues and 
ethical and security issues as two areas from a list of 19 
biomedical/health informatics core knowledge and skill areas 
for IT users and biomedical and health informatics specialists.  
Among the information systems core competency areas care 
processes & IT integration was found to be essential not only 
for technically oriented roles but also for direct patient care. 
This demonstrates that the stakeholders must possess 
knowledge that crosses the health – technology boarder.  Data 
analytics seems to be an emerging field in the age of Big Data, 
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however, not yet found central for all roles. In countries with a 
complete adoption of electronic health records, data analytics is 
just the next step in digitisation. The comprehensive utilisation 
of the data is very well illustrated by case study 3 from Israel. 
A question that often arises in the context of education is 
whether interprofessional courses are meaningful. Judging by 
the core competency areas shared across the professional roles, 
interprofessional approaches seem feasible and are current 
practice as a series of the case studies demonstrated. A specific 
analysis on this topic based on the same data [12] had shown 
that the relevance ratings between nurses and physicians did not 
differ significantly, thus supporting this option. Also many of 
the case studies addressing direct patient care did not 
specifically distinguish between the professions working 
directly with patients. This discussion is further fueled by the 
demand of joining health and social care [16] in particular for 
the elderly and other vulnerable groups. 
There are some limitations that need to be deliberated. 
Although the survey findings embraced the voice of experts 
from 51 countries, the very large majority came from North 
America and Europe. Thus, a bias towards industrialised 
countries cannot be excluded. This bias can be partly mitigated 
by including case studies from as many countries as possible. 
Indeed, it was possible to garner case descriptions from China, 
India, Saudi Arabia and Nigeria amonst others. However, more 
insight into local educational practice is required to complete 
the Framework. These case studies should not only represent 
more countries but also cover all professional roles in an even 
manner. Similar to the Framework for nurses an expert 
workshop with discussions on the roles, the core competency 
areas and the relevance ratings is desirable. These activities 
constitute the next steps towards finalising the Framework. 

Conclusions 

The TIGER International Recommendation Framework of 
Core Competencies in Health Informatics 2.0 is based on a 
proven methodology and well on its way with global findings 
and local exemplar case studies. It contributes to the overall 
discourse how to shape health informatics education. 
Furthermore, these findings should help stimulating the 
discussion within IMIA’s work on educational 
recommendations. 
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Abstract 

Community health workers in primary care programs 

increasingly use Mobile Health Data Collection Systems 

(MDCSs) to report their activities and conduct health surveys, 

replacing paper-based approaches. The mHealth systems are 

inherently privacy invasive, thus informing individuals and 

obtaining their consent is important to protect their rights to 

privacy. In this paper, we introduce an e-Consent tool tailored 

for MDCSs. It is developed based on the requirement analysis 

of consent management for data privacy and built upon the 

solutions of Participant-Centered Consent toolkit and Consent 

Receipt specification. The e-Consent solution has been 

evaluated in a usability study. The study results show that the 

design is useful for informing individuals on the nature of data 

processing, allowing them to make informed decisions. 

Keywords:  

Mobile health, Privacy, Public surveillance 

Introduction 

Privacy protection of personal data (or “data privacy”) is fun-

damental for developing sustainable mobile health (mHealth) 

technologies – the use of mobile devices to support the deliv-

ery of healthcare. This is particularly important for the initia-

tives in low- and middle-income countries where hundreds of 

mHealth projects have been developed to support the care of 

HIV, malaria, tuberculosis, diabetes and antenatal care [1]. As 

these projects involve the processing of highly sensitive per-

sonal data at a large scale, data privacy becomes one of the 

main challenges for gaining public trust, deploying and scal-

ing-up systems [2].  

The research field of privacy and data protection has evolved 

dramatically in the past decades, in both legal and technical 

terms, and has drawn attention to healthcare applications. 

Most recently, the European General Data Protection Regula-

tion (GDPR) [3] has advanced the safeguards of people’s right 

to privacy in the digital world. Privacy-enhancing technolo-

gies have been developed to improve transparency, intervena-

bility, and security of the digital systems.  

While the adoption of mHealth systems in low- and middle-

income countries is growing, researchers have pointed out that 

a knowledge gap exists in the realms of privacy and mHealth 

[2][4]. What seems to be missing are more concrete examples 

on how to integrate best practices of data privacy in the exist-

ing mHealth initiatives. That is, providing mHealth practition-

ers with realistic recommendations on how to adhere to priva-

cy laws, as well as how to engineer privacy and use existing 

privacy-enhancing technologies into their systems. 

The research in this paper addresses the needs to support con-

sent for data privacy in mHealth. Consent is traditionally a 

legal requirement for healthcare interventions and clinical 

trials, embodying the respect for patients’ autonomy and dig-

nity. This has been extended to the digital world to safeguard 

people’s right to privacy. The GDPR uses the concept of “in-

formed consent” as one of the main legal grounds for pro-

cessing of personal data, i.e., data subjects should be able to 

determine when, how, and to what extent their information is 

communicated to others. Informed consent enables people to 

make decisions before any personal data is collected. More 

specifically, we have investigated an electronic consent (e-

Consent) solution to support the consent management for Mo-

bile Health Data Collection Systems (MDCSs). MDCSs have 

been widely used for conducting health surveys and surveil-

lance in the primary care [5]. They are used by Community 

Health Workers (CHWs) to gather and report data as part of 

their care activities. Tablet- and smartphone-based systems 

(e.g., GeoHealth MDCS, Open Data Kit, Open Smart Regis-

tration platform) [5] have been developed to streamline the 

data collection to replace the paper-based approaches in many 

countries. This move has raised a particular challenge in tech-

nology design to support the consent process. 

In this paper, we present our work in the design of an e-

Consent solution to support informed consent in MDCSs. We 

first review related work and describe our research methods. 

We then analyse existing legal and technical requirements. We 

focus on presenting the e-Consent design which addresses the 

strategies on how to inform the data subject and how to handle 

and store the consent. We then present the usability study and 

results. Our work contributes to the research of protection of 

personal data with an e-Consent design which can be integrat-

ed into MDCSs and used by CHWs in primary care. 

Related Work 

Innovative solutions have been proposed to safeguard people’s 

privacy when giving consent in digital applications. One of 

them is the Participant-Centered Consent (PCC) toolkit [6] 

which is designed to obtain informed consent from research 

participants. The interface guides the users through the con-

sent process to allow them to make an informed decision. The 

toolkit has been incorporated in the Apple’s ResearchKit and 

used by various application developers. The consent also 

needs to be captured in an appropriate data structure and man-

aged by the data collection platform (e.g., MDCS). To do so, 

the Consent Receipt specification [7] defines a record of con-

sent granted by an authority. This record can be portrayed in a 

human-readable and machine-readable format. The Consent 

Receipt includes a link to the existing privacy policy as well 

as a description of what information has been or will be col-
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lected. It also states the purposes for data collection and rele-

vant information about how that information will be processed 

or disclosed, and how long it is valid (i.e., expiration date). As 

a result, the Consent Receipt specification promotes interoper-

ability with a data structure for representing consent in com-

pliance with current privacy and data protection laws. 

To the best of our knowledge, the development of e-Consent 

for MDCSs is relatively unexplored. Our work leverages on 

the PCC toolkit and the Consent Receipt specification. How-

ever, the PCC toolkit is designed primarily for app-mediated 

research and MDCSs require a more sophisticated consent 

interface which the existing PCC toolkit does not provide. 

That is especially in terms of selective consent and withdraw-

al, allowing data subjects to agree only to specific purposes. 

The Consent Receipt specification also needs to be extended 

to allow consent on behalf of minors (e.g., by a parental fig-

ure) or on behalf of people unable to give consent due to men-

tal or physical limitations (e.g., by a guardian or health work-

er). 

Methods 

Our research had two main phases: the design of the e-

Consent, and the usability evaluation of the e-Consent. During 

the first phase, the e-Consent interface was designed through 

an iterative approach. Based on prior work on MDCSs [5] and 

current privacy law (GDPR [3]), the legal and technical re-

quirements for the e-Consent were first defined. This was fol-

lowed by an investigation of how to use Consent Receipts [7] 

as a data structure to handle consent in the system. The e-

Consent mock-up interfaces were then developed using the 

Mockplus prototyping tool. During the second phase, the e-

Consent interface was evaluated in a usability study (approved 

by CSIRO’s Human Research Ethics Committee Nr: 117/18). 

The study used a mixed method of cognitive walkthrough [8], 

questionnaire and interview in an experimental setting. Partic-

ipants were researchers in a lab and had related experience in 

digital technologies in healthcare. Potential participants were 

invited to participate via email. Each experimental session 

involved one participant. During the cognitive walkthrough, 

the participants interacted with the interface by playing a role 

of patient or family member being enrolled in the primary care 

program and giving consent. After the walkthrough, each par-

ticipant completed a paper-based questionnaire and attended a 

debrief interview session to talk about their experience with 

the interface. The questions asked in the questionnaire and 

interviews focused on assessing the e-Consent interface re-

garding the principles of informed consent as defined by 

Friedman et al [9], including information disclosure, compre-

hension, voluntariness and agreement. Table 1 summarizes a 

series of statements in the questionnaire which used 5-point 

Likert scale. The questionnaire also included a knowledge 

comprehension quiz in which the participants were asked 5 

questions (Table 2) to reflect their understanding on the in-

formation provided in the e-Consent interface.  

Results 

Legal and Technical Requirements 

The analysis of the legal and technical requirements for con-

sent has served as the first step and foundation for our design, 

outlined in this section. The GDPR [3] introduces a higher 

standard for consent. Its Article 4(11) defines it as: ‘consent’ 

of the data subject means any freely given, specific, informed 

and unambiguous indication of the data subject’s wishes by 

which he or she, by a statement or by a clear affirmative ac-

tion, signifies agreement to the processing of personal data 

relating to him or her. If compared to the Friedman’s princi-

ples of informed consent [9], freely given refers to voluntari-

ness and agreement, while specific, informed and unambigu-

ous relates to information disclosure and comprehension. In 

addition, according to Art. 7 GDPR [3], the conditions for 

consent are: the controller has to demonstrate that the data 

subject has consented (i.e., burden of proof); the request for 

consent must be clearly distinguishable from other matters; the 

data subject shall have the right to withdraw his or her consent 

at any time; the performance of a contract may not be made 

dependent upon the consent to process further personal data, 

which is not needed for the performance of that contract (e.g., 

“prohibition of coupling” of consent). The GDPR also in-

cludes other recitals and articles, covering: conditions for con-

sent for scientific research, child’s consent, freely given con-

sent, and burden of proof (GDPR Recitals (32, 33, 38, 42, 43) 

[3]).  

Table 1 – Questionnaire Part 1: Principles 

I
n
f
o
r
m
a
t
i
o
n
 
d
i
s
c
l
o
s
u
r
e
 [Data] I know what personal information will be collected 

by the system. 

[Use] I know how my personal information will be used. 

[Access] I know who will have access to my personal 

information. 

[Retention] I know for how long my information will be 

stored or archived in the systems. 

[Protection] I know how they will protect my infor-

mation.

V
o
l
u
n
t
a
r
i
n
e
s
s
 

[Forced] I felt like forced or coerced to provide consent. 

[Inf. Manip.] I could identify some forms of manipula-

tion in the options and information provided. 

[Psy. Manip.] I could identify some forms of psychologi-

cal manipulation during the process. 

A
g
r
e
e
m
e
n
t
 

[Accept/Decline] It is clear whether I can accept or de-

cline the consent. 

[Withdraw] It is clear that I can revoke or withdraw con-

sent any time. 

Table 2 – Questionnaire Part 2: Comprehension Quiz 

C
o
m
p
r
e
h
e
n
s
i
o
n

 

What is (are) the purpose(s) of collecting my personal 

health data? (3 points) 

[P1] Support primary care teams in the provision of health 

care (Yes or No) 

[P2] Support public health programs (Yes or No) 

[P3] Support research in public health and clinical prac-

tice (Yes or No) 

[Access] My personal data can only be accessed by au-

thorised personnel. (1 point, Yes or No) 

[Sharing] I can choose to share my data with qualified 

researchers. (1 point, Yes or No) 

[Skip] I will be able to skip any question during the sur-

veys. (1 point, Yes or No) 

[Stop] I will be able to stop participating at any time. (1 

point, Yes or No)

 

Besides legal requirements, we also elicited technical re-

quirements based on our experiences with MDCSs [4, 5]. The 

current e-Consent tool was designed considering the Brazilian 

Community-Based Primary Health Care (CBPHC) program, 

Family Health Strategy [10], in which MDCSs have been in-

creasingly adopted. CBPHC programs often rely on a broad 

and implicit consent for the processing of personal data. By 

receiving the CHWs at their homes, the families implicitly 

accept the health service and agree with the data collection. 

However, Art. 9 2. (a) requires explicit consent for the pro-
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cessing of special categories of personal data (e.g., health da-

ta). This is a specific consent for data processing of personal 

data which differs from the traditional informed consent for 

receiving a medical treatment. Based on the existing literature 

and group discussions, we generated the requirement analysis 

for e-Consent in MDCS as shown in Table 3. These require-

ments not only address the current consent issue of the 

CBPHC program but also the challenges for consent under the 

GDPR and in the context of MDCSs. 

Table 3 – Main Legal and Technical Requirements 

No threat of disadvantage – Corresponds to freely given. 

Consent should not be required for the provision of care. 

Provide information – Information about the personal data 

processing should be provided orally or in writing. It is im-

portant to consider the cases of illiterate people. 

Information easy to understand – The information that is 

provided should be concise and easy to understand. 

Support CHWs – The application should support the CHWs 

with all the information necessary regarding consent. 

No additional hardware – Consent should be received with-

out requiring the use of any computer technology on the part of 

the data subjects (i.e., may not have or afford a device). 

Registration and consent – Allow consent to be obtained 

while the CHW is visiting the family or if a family member 

comes to the health unit and enrols in the program. 

Selective consent and selective withdraw – Data subjects 

should be able to give or withdraw consent to specific purposes 

of data processing. 

Consent withdrawing – Data subjects should have an inter-

face to review and/or to withdraw consent (e.g., website portal, 

talk to CHWs, call Basic Health Unit). 

Consent signing – Data subjects should be able to sign the 

consent (e.g., digital or wet signature) as otherwise consent 

would not be explicit. 

Child’s consent – Child’s consent should be given or author-

ised by “the holder of parental responsibility”. 

Consent witnessing – If data subject is unable to sign, the 

health worker should sign the consent as a witness; and the 

consent should be marked as ’unable to sign’. 

Consent receipt – A copy of the consent should be available 

in the system and sent to the data subject (e.g., via email). 

Managing consents – Modified or revoked consents should be 

archived for the duration necessary for verification or prove-

nance purposes. 

Auditing and compliance – A process for paper trail (a writ-

ten record, history, or collection of evidence) should be de-

signed and implemented to demonstrate compliance. 

Secure storage and transmission – Since the consent may 

contain sensitive personal information, the consent receipts 

should be securely stored and transmitted. 

 
Design Considerations 

Although the existing solutions (e.g., PCC toolkit) offer a 

strong starting point, adaptions were required to fit the e-

Consent design into the particular context of the MDCSs. The 

PCC toolkit is designed mainly for app-mediated research, i.e., 

participate in research through smartphones, and share data 

with researchers. MDCSs are used primarily for the health 

care purposes (i.e., offering care and treatment, and meaning-

ful use of health data), although they might also be used for 

secondary purposes (e.g., research and statistics). The range of 

data collected with MDCSs is also much larger, requiring bet-

ter information about the data processing. 

MDCSs also have a much broader range of purposes for data 

processing, so that, data subjects should be able to selectively 

consent (whenever possible) to the purposes that they agree 

and to selectively withdraw. For instance, because MDCSs are 

used to support public health, the data controller is normally 

the government and they can carry out processing activities 

without consent. That is, there are other lawful bases for data 

processing, such as the performance of a public tasks, to fulfil 

a contract, or on the legitimate interest of the data subjects 

(i.e., for their own health benefits). However, some MDCSs 

can also be used for secondary purposes, which should be 

made optional to data subjects, for instance, if linking their 

personal data to other electronic health records or disclosing it 

for research and statistics outside the public health sphere. In 

summary, the specification of purposes is more complex for 

MDCSs and the interface for consent must reflect such condi-

tions, particularly with respect to selective consent and with-

draw per purpose. 

In addition, a particular context in the CBPHC consent setting 

is that the Tablet devices used for MDCSs are carried by the 

CHWs. This is different to PCC which is designed to run at 

the individuals’ mobile phones. CHWs can help individuals to 

use the consent application, walking them through the consent 

process. Information can be provided orally and in writing, 

and data subjects can ask questions directly to CHWs before 

signing the consent. That also enables options for dynamic 

consent, i.e., asking individuals again for consent in case data 

should later be used for another purpose, or allowing them to 

change their consent over time. The design should allow the 

consent to be changed or withdrawn during the CHWs visits 

or by contacting the basic health unit, considering that consent 

revocation should be as easy as giving consent. 

Consent Interface 

Based on the elicited requirements, we defined the steps and 

information that should be conveyed by the e-Consent tool. 

The resulting consent interface (Figure 1) provides the data 

subjects (e.g., family members) with appropriate information 

about the primary care program and the MDCSs. Each page 

contains a short explanation about main aspects of the privacy 

policy. As recommended in [6], the interface uses two layers 

of information together with appropriate icons to reinforce its 

content. Users can access the second layer of information by 

clicking in “learn more” link. The consent interface includes 

the following steps and information: 

Description about Primary Care: explains the primary care 

program offered by the government and the CHWs’ tasks. 

Data handling and use: explains the categories of personal 

data collected, emphasizing the highly sensitive data. 

Selective consent and withdrawal: lists purposes of personal 

data processing, whether they are compulsory (e.g., public 

task) or optional (e.g., data linkage and sharing for research). 

Overview on privacy and data protection: describes the data 

protection mechanisms yet also stressing privacy risks.  

Your rights and choices: reminds data subjects that they can 

skip survey questions, revoke consent and determine to what 

extent they want to share their data. 

Review and consent: informs about the data controller and 

gives a summary of the consent to be agreed and signed.  
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Figure 1 – Main Interfaces for the Consent Application

Send consent: allowing data subjects to send a copy of the 

consent in a human-readable format to their email address. 

Generating Consent Receipts 

To generate the Consent Receipt, the e-Consent application 

should create a signed data structure in a JSON Web Token 

format with all necessary attributes. This string can be repre-

sented in human- and machine-readable formats. Consent Re-

ceipts can also have a date; triggering an automatic revocation 

and requiring re-consent (e.g., every two years). However, the 

Consent Receipt does not support in its data structures the 

consent “on behalf of” other people that are unable to give 

consent. The data structure should therefore be extended to 

include not only the data subject but also a second individual 

that consents on behalf of the data subject. Developers can 

also decide how to handle the Consent Receipts, e.g., a JSON 

object can be associated to the data subject’s record and stored 

in the database. Consent Receipts may however contain per-

sonal data. Thus, it is assumed that the MDCSs use security 

mechanisms (e.g., [11]) to protect the receipts as well. 

Usability Evaluation 

A total of 10 participants participated in the usability evalua-

tion. They were researchers working in human-computer in-

teraction, health informatics, and computer security. Their 

years of experience ranged from 3 to 35 years. Participants 

were positive on the design related to the principles of in-

formed consent in their questionnaire responses (Figure 2). 

They reflected positively about their experience, such as re-

calling what data was being collected and how it would be 

used; did not feel forced, coerced or manipulated to give con-

sent; options for accepting, declining, and withdrawing con-

sent were clear to them. Nonetheless, the participants’ satis-

faction on some aspects of information disclosure, such as 

data Access, Retention and Protection, was lower than the 

satisfaction on voluntariness and agreement. Questionnaire 

results also showed that all participants understood what they 

were consenting to (Figure 3). On average, participants 

marked 5, 9 out of 7, 0 points in this quiz. Only the question 

regarding the right to Skip questions during health surveys 

seemed to be misunderstood.  

Key findings of the interviews are summarized below.  

Information disclosure – Participants (n=9) understood what 

data is disclosed, the purposes of data processing, and who has 

access to their data. They stated that “[the e-Consent] gives  

 

 

Figure 2 – Results from the First Part of the Questionnaire 

(information disclosure, voluntariness and agreement). Note 

that, disagreeing is beneficial for columns 6-8 (Forced, Inf 

Manip, Psy Manip), i.e., did not feel forced/manipulated. 

 

Figure 3 – Results for the Comprehension Test 

me all the information I care about”, and “[y]eah, I think that 

is quite clear, laid out pretty simply, it’s very concise”. 

However, one of the participants said that he/she did not “re-

member reading how to withdraw the consent”, and another 

participant also admitted: “I’d say that I haven’t read all the 

‘learn more’ things. […] Maybe if people have time to read it 

properly, they can get all the information”.  

Comprehension – Although the participants’ average score in 

the comprehension test was positive, some participants com-

mented that specifically on data Retention the e-Consent need-

ed to provide more information about what happened to their 

data when consent was withdrawn or changed (e.g., disable 

data sharing for health research). 

Voluntariness – Most participants did not feel forced, coerced 

or manipulated to provide consent (n=9). They mentioned, 

“[n]o, I didn’t get any feeling of this kind of thing [i.e., ma-

nipulation]. There’s no impression that something is dodgy. 
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It’s clear to me”. Just one participant, stated that he/she “felt 

[coerced] a small amount. If I were to declined consent that I 

would not receive healthcare [...]”. Another participant added, 

“I feel that the information maybe too much for me. That 

would’ve stopped me rather than coerced”. Regarding manip-

ulation, specifically, one participant stressed that he/she did 

not feel any kind of manipulation “because there was not a lot 

of talking from you [e.g., the CHW]”. That is, the e-Consent 

may not contain any manipulative content, but health workers 

should be trained to not attempt to talk people into something 

that they do not want to do. 

Agreement – All the participants (n=10) stated that the options 

to accept or decline consent were clear, and they understood 

that it was possible to withdraw the consent. They mentioned, 

that they “never felt that I didn’t have a choice” and “[y]es, it 

was pretty clear whether I should accept or decline, even after 

completing the consent form I realized that I can withdraw”. 

Participants also provided general feedback and suggestions. 

Examples included: the second layer of information was text-

heavy (n=7); more attractive/engaging buttons and links could 

be used (n=6); some terms used were too technical (n=6); 

some patients or family members might want more infor-

mation on privacy aspects (n=5); the pressure of giving con-

sent “on spot” could be a concern (n=4); and, a “progress bar” 

would be useful to show the steps and progress (n=2). 

Discussions 

Data privacy is challenging in the context of primary care pro-

grams (e.g., CBPHC) which often involve vulnerable popula-

tions that can be susceptible to stigmatization and discrimina-

tion caused by privacy violations. This, combined with the 

increase use of mHealth, has led to our exploration of provid-

ing appropriate solutions to the e-Consent process. Although 

preliminary results are positive, further design considerations 

and improvements can be discussed.  

Privacy and protection of personal information needs to be 

well described in the e-Consent. This is particularly important 

to inform the aspects regarding data Access and Retention. We 

also found that participants were not fully aware that during 

the health surveys carried out by CHWs, that they have the 

option of not answering some questions unless it is a mandato-

ry question. This needs to be more clearly stressed in the inter-

face using clear and short statements and details need to be 

emphasized in the “learn more” link. Furthermore, the “quiz” 

can be potentially introduced as part of the e-Consent as an 

additional step before reaching the agreement and signature 

steps. We found that some participants missed important in-

formation either because they felt pressure to finish or thought 

they already knew it. Depending on the application and sce-

nario, data subjects could be required to pass the comprehen-

sion test before providing consent.  

The proposed e-Consent offers a simple solution with flexibil-

ity for technology refinements. The Consent Receipt specifica-

tion already offers the minimum viable data structure. It is left 

to developers to provide more sophisticated solutions for au-

thorisation mechanism (e.g., OAuth, UMA, and XACML). 

Ideally, data subjects would have access to a personalised web 

portal where they can access their information and see all rec-

ords of consent, but providing such system interface can in-

crease the costs of development and infrastructure. Finally, 

and importantly, the usefulness of the e-Consent designs will 

need to be assessed with the actual users (e.g., family mem-

bers and CHWs) and in the real-world setting.   

Conclusions 

Addressing privacy is a priority for mHealth practitioners [2]. 

Informed consent is one of the grounds to safeguard individu-

als’ privacy rights, giving back their autonomy and enabling 

informed decisions before starting the data collection. We 

have presented the design and evaluation of an e-Consent tool 

tailored to MDCSs in the context of public health surveys and 

disease surveillance. Early findings suggest that it has the po-

tential to enhance system’s transparency and give individuals 

more control over their data. Moreover, our requirement anal-

ysis, design considerations and usability study findings have 

implications for other mHealth applications in which data pri-

vacy and informed consent are crucial.   
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Abstract 

Unhealthy behaviors are a socioeconomic burden and lead to 

the development of chronic diseases. Relapse is a common issue 

that most individuals deal with as they adopt and sustain a 

positive healthy lifestyle. Proper identification of behavioral 

transitions can help design agile, adaptive, and just-in-time 

interventions.  In this paper, we present a methodology that 

integrates qualitative coding, machine learning, and formal 

data analysis using stage transition probabilities and 

linguistics-based text analysis to track shifts in stages of 

behavior change as embedded in journal entries recorded by 

users in an online community for tobacco cessation. Results 

indicate that our semi-automated stage identification method 

has an accuracy of 90%. Further analysis revealed stage-

specific language features and transition probabilities. 

Implications for targeted social interventions are discussed. 

Keywords:  

Health behavior , social media, machine learning 

Introduction 

Poor lifestyle choices and unhealthy behaviors such as 

smoking, alcohol consumption, poor diet, and physical 

inactivity affects the development and management of chronic 

diseases, like obesity, Type 2 diabetes mellitus, hypertension, 

cardiovascular diseases, and several types of cancer [1]. 

Chronic diseases kill 38 million people every year and hence 

their prevention is important [1]. Efficient self-management of 

chronic illnesses and adoption of positive health behaviors has 

shown to be related to overall better physical and psychological 

health outcomes [2].  However, such self-management is not 

driven by individuals solely but rather in a social context which 

includes formal health care providers, informal social peers, 

and their physical surroundings [3]. Behavior change can be a 

daunting task, and oftentimes individuals relapse as they 

attempt to embrace and sustain a positive health change. 

Behavioral transitions are important to sustain lasting and 

improved health outcomes [4]. Several theories have been 

postulated to define and model these transitions and changes in 

behavior. Specifically, the Transtheoretical Model (TTM) of 

Change has been used to conceptualize the process of 

intentional behavior change by its two main components: stages 

and processes of change [5]. Stages explore the temporality of 

behavior change, while processes encompass cognitive and 

behavioral concepts such as decisional balance, self-efficacy, 

and rewards management [5]. It is important to identify these 

stages of change so that appropriate lifestyle interventions can 

be prescribed to individuals who are willing to quit an 

unhealthy habit and modify their behaviors. Many mobile 

interventions have been modeled after TTM. Adapting theory-

driven interventions to the changing needs of individuals can 

help sustain positive health changes long-term [5]. 

Emerging research has shown that agile and adaptive 

interventions that respond to stage transitions can be effective 

tools of behavior change in real-time settings [6]. However, it 

is difficult to monitor stage transitions using traditional 

behavior modeling approaches at scale. Online communication 

forums, which form the dominant  means of communication in 

the digital era, provide an opportunity to understand human 

behavior change at nuanced levels. According to the Global 

Digital Report 2018 the number of social media users 

worldwide is about 3.2 billion [7]. The electronic archival of 

digital interactions provide us with rich data sources that afford 

the opportunity to understand intricate processes and stages of 

behavior change. Emerging research suggests that online social 

media analysis can help us understand patterns of social factors 

underlying behavior change and help in the development of 

network interventions for health behavior changes [8].  Thus 

far, social media analysis has focused on (a) understanding the 

structure of social ties [9], (b) assigning peer-to-peer 

communication events to various social support categories [10]. 

However, prior research on health-related social networks has 

not merged theoretically-driven content-based approaches with 

machine learning methods to facilitate stage-based user 

behavior and transition classification. Such understanding can 

have important implications for the design of interventions that 

aim to enhance self-management behavior.  

In this paper, we present a new methodology to understand an 

individual’s behavior transitions using recorded journal entries 

in online communities. Our study has three major components: 

(a) qualitative analysis to manually label the user-generated 

data for different stages of behavior change, (b) automated 

categorization using machine learning models to scale the 

labeling of stages of behavior change to a large social media 

dataset, and (c) characterization of stage-specific language 

features and transition rates to enable personalized intervention 

refinement and technology development in scalable online 

settings. Our research described in this paper will help answer 

the following questions: 1) How can we adapt existing 

informatics approaches to automate stage identification in 

digital health platforms? 2) What are the relationship 

characteristics between user engagement on these platforms, 

behavior transitions, and language features? 

Such an understanding can help in identifying the triggers for 

relapse and designing appropriate interventions for the users at 

risk for relapse or in need of more social support for long-term 

sustenance [11]. We apply our methodology to characterizing 

behavioral transitions among the users of an online community 

for tobacco cessation. 
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Methods 

QuitNet is an online social communication forum that promotes 

smoking cessation amongst its members thereby leading to 

behavior change and health promotion [12]. It has been in 

existence from the past 16 years and has over 100,000 new 

registrants per year. The members of this platform are usually 

smokers who are willing to quit or ex-smokers who are willing 

to stay abstinent. Graham et al. [13] have shown a strong 

correlation of individual’s participation in online community 

with abstinence compared to individuals who do not participate 

in such communities. The dataset used in this study consisted 

of  de-identified journal text entries, spanning from 1999-2015 

including 26,441 individuals, and 111,004 journal text entries.  

The journal text entries that were marked as public by the 

QuitNet users were used for this analysis. This study is 

exempted from human subjects review by the Institutional 

Review Board at the University of Texas Health Science Center 

at Houston. 

Qualitative analysis 

Firstly, we developed the annotation guidelines to inform the 

coding process and ensure objectivity in stage assignment. 

Table 1 shows the annotation guidelines that were adopted in 

our analysis. We used the TTM model to label every journal 

text entry with its associated stage of change. The TTM model 

defines Precontemplation, Contemplation, Preparation, Action, 

Maintenance, and Termination as the six stages of change, 

where each stage involves a process of progress (Figure 1). 

Fivehundred out of the 111,004 journal text entries were 

randomly selected and  coded manually by two independent 

researchers by performing a line by-line analysis on the text 

entries to derive the stages of change codes from the data. The 

codes they assigned to the text entries had a Cohen’s Kappa 

measure of 97%. Disagreement between the researchers was 

resolved through discussion. 

 

Figure 1– Stages of behavior change 

Automated Text Analysis 

Using the labeled dataset of 500 journal text entries, we first 

performed a feature inspection to get a better understanding of 

our textual data. The dataset was then cleaned using the 

following techniques - (a) tokenizing the text to split sentences 

into individual words, (b) removing the stop words to get rid of 

words that occur too frequently or infrequently as well as 

punctuation, (c) stemming the text to address word variants, and 

(d) vectorizing words since we needed to convert words into 

mathematical representations to feed them into various machine 

learning models. Latent Dirichlet Allocation (LDA) and 

word2vec models [14, 15] were trained using default 

parameters to create feature vectors and extract sensible feature 

data from the journal text entries. LDA is a probalistic topic 

model that creates probabilities on the word level, while 

word2vec is a deep learning method that creates feature vectors 

for the words in the text corpus [15]. After this we applied a  

few supervised classifiers to be able to predict what stage 

belongs to each journal text entry. The labeled dataset was split 

into a train and test set and a ten fold cross validation was 

performed. We used the features that were previously created 

to train three machine learning models: Logistic Regression 

(LR), Support Vector Machine (SVM) (linear), and Random 

Forest (RF). These models were chosen, given their perfor-

mance on similar classification tasks [15]. We used recall, 

precision, and F-measure as our accuracy metrics to evaluate 

the machine learning algorithms used in this study. We selected 

the model with the highest accuracy to make final predictions 

on the unlabeled dataset. Scikit-Learn package was used for 

analysis [16]. 

Data Analysis 

User level analysis was performed to map transitions between 

stages of behavior change. Pearson Correlation coefficient was 

calculated to identify if there was any correlation between user 

engagement and stage transition rates (the numbers of messages 

posted and the number of transitions from one stage to another). 

A Markov model was used to estimate the stage membership 

probabilities and the stage transition probabilities of movement 

from one stage to another. Stage membership probabilities 

indicate the prevalence of each stage and transition probabilities 

indicate the probability of stage movements conditional on the 

stage membership at the previous time point [17]. Further, we 

applied The Linguistic Inquiry and Word Count (LIWC) [18] 

dictionary that comprises  of psychologically meaningful word 

categories, and whose output includes the percentage of words 

within a given text that belong to each stage of change. 

Applying this technique allows for a direct comparison of text 

features across various stage-specific journal entries.

Table 1– Annotation guidelines 

Stage in TTM model  Characteristics of this stage as per TTM 

model 

Patient’s View / State of mind 

Pre-contemplation (Not 

Ready) 

People in this stage are not ready to change in 

the foreseeable future like for another 6 months. 

Not thinking about change, Feeling of no control, 

Denial: does not believe it applies to self

Contemplation (Getting 

Ready) 

People in this stage have the intention to change 

in the next 6 months.  

Weighing benefits and costs of behavior, proposed 

change

Preparation (Ready) People in this stage are ready to make a change 

immediately, they have a plan of action in place.

Experimenting with small changes 

Action In this stage people have made specific overt 

modifications in their lifestyles within the past 

six months.  

Not all modifications count as Action in this 

model. Total abstinence is what counts as an action 

compared to switching to low nicotine cigarettes.

Maintenance In this stage people have made specific overt 

modifications in their lifestyles and are working 

to prevent a relapse. 

Maintaining a new behavior over time, has quit for 

over 6 months 

Relapse People in this stage have started smoking again 

following a quit attempt.

Experiencing a normal part of the process of 

change, usually feels demoralized
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Results 

On an average, a user posted four text entries. Table 2 below 

shows some of the textual characteristics of the unlabeled 

journal text entry corpus. 

Table 2– Characteristics of an unlabeled text corpus 

Characteristics of the corpus Frequency 

Total number of journal text entries 111,004 

Total number of unique users 26,441 

Mean age of the users 40.3 years 

Total number of females 18,614 (~71%) 

Total number of males 7,614 (~29%) 

Average length of the journal entry 150 words 

 

Qualitative Analysis 

Table 3 shows examples of some of journal text entries and 

their associated stage of change as coded manually by the 

researchers. In the first example - as the individual was in the 

process of deciding to undertake the quit process and still 

thinking about it- the entry was coded as ‘Contemplation’. The 

second example entry was coded as ‘Preparation’ since the 

individual specifically mentioned that they plan to quit smoking 

in 5 days. The last example entry was coded as ‘Action’ since 

the individual mentioned being smoke free for a certain amount 

of time, with a past quit date. 

Table 3– Journal text entries labeled by manual coding 

Stage of 

Change 

Journal text entry example 

Contemplation I had originally set my quit date at Feb. 7 

2003. I got to thinking about it and de-

cided why wait? 

Preparation I was going to quit early but something 

upset me and I ran to the store.  Ugh!  

Will I ever quit.  I'm Quitting in 5 days!

Action Tough day! Made it through! No slips 

today.4 days, 5 hours, 55 minutes and 17 

seconds smoke free. 85 cigarettes not 

smoked.  $33.60 and 15 hours of my life 

saved!  My quit date: 8/15/2011 2:00:00 

PM 

 

Our dataset lacked examples of the ‘Pre-contemplation’, 

‘Maintenance’ and ‘Termination’ stage and had limited 

examples of the ‘Contemplation’ stage (n=21). There were 210 

text entries which were coded as ‘Preparation’ and 268 text 

entries which were coded as ‘Action’. There was one text entry 

which was coded as ‘NA’ (Not Applicable). 

Automated Text Analysis 

Table 4 shows the accuracy of various machine learning models 

used for making predictions on the unlabeled dataset using 10-

fold cross validation. Since the Random Forest Model gave the 

highest accuracy, this model was chosen to make the final 

predictions on unlabeled dataset. 

 

Table 4– Classification report for machine learning models 

Machine 

Learning Models 

Precision Recall F1-score 

LR 0.69 0.70 0.69

SVM (Linear) 0.71 0.72 0.72

RF 0.91 0.90 0.90

 

62% of the total entries were labeled as ‘Action’ (n=68,947) 

and 38% were labeled as ‘Preparation’ (n=42,041). Very few 

entries were labeled as ‘Contemplation’ (n=15) and ‘NA’ 

(n=1). Table 5 shows some example journal text entries that 

were labeled using the RF machine learning model. 

Table 5– Journal text entries labeled by the Random Forest 

model 

Stage of 

Change

Journal text entry example 

Contemplation just hooked up on the quitnet today... 

checking the site out... seeing what's 

available... so far so good... let my 

younger brother know i'd joined up by 

sending him a q-card... maybe he'll join 

up too... 

Preparation Reasonable nights sleep. crazy day. 

headache, a few cravings. no exercise. 

just work until 6 p.m. 1 nic gum.

Action last night was bad; no sleep; up every 

freakin hour...hope day 2 is better. 1 day, 

14 hours, 6 minutes and 31 seconds 

smoke free. 24 cigarettes not smoked. 

$5.62 and 4 hours of my life saved! my 

quit date: 7/26/2010 

 

Data Analysis 

Because a limited number of samples were coded to be in the 

‘Contemplation’ stage, we conducted further data analysis with 

only those journal text entries that were labeled as either 

‘Action’ or ‘Preparation’ by the machine learning model. The 

highest number of journal text entries posted by an individual 

was 418 and the number of transitions made by this particular 

individual was 95 from one to stage of behavior change to 

another. The Pearson Correlation coefficient between the 

number of journal text entries posted by the users and their 

transitions between the stages of change calculated was 0.857 

(Figure 2).  

 

Figure 2– Line graph showing the relationship between the 

journal text entries posted and transitions between stages of 

change 

This value showed that the higher the frequency of journaling 

by an individual, the higher the number of behavioral 

transitions for that individual, which may occur in either a 

positive direction (Preparation to Action) or a negative 
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direction (Action to Preparation). This engagement phenomena 

may indicate that the denser the digital footprint of an 

individual in a digital platform like QuitNet, the higher the 

probability to identify behavioral transitions. 

Figure 3 shows a Markov chain model representing the 

movement pattern between the two stages of change – 

‘Preparation’ and ‘Action’. The membership probabilities for 

‘Preparation’ is 0.37 and for ‘Action’ is 0.32. The transition 

probabilities from ‘Preparation to Action’ is 0.27 and from 

‘Action to Preparation’ is 0.21. 

 

Figure 3– A two-state Markov chain representing the 

transition between stages of behavior change 

As can be seen from the figure above, the probability of an 

individual staying in the ‘Preparation’ stage is higher compared 

to an individual staying in the ‘Action’ stage. The probability 

of transitioning from ‘Preparation’ to ‘Action’ stage is higher 

compared to transitioning from ‘Action’ to ‘Preparation’ stage. 

 

Figure 4- Comparison of means for language metrics 

Exploratory text analysis using LIWC revealed specific 

language features that were prominent within the ‘Preparation’ 

and ‘Action’ stages. As can be seen in Figure 4, interrogatives 

were prevalent in the ‘Contemplation’ stage (e.g seeking 

information), while numbers were highly used in the ‘Action’ 

stage, which is probably expected due to expressing quantities 

of both time of abstinence and cigarettes not smoked (e.g. 

demonstrating progress). Figure 5 indicates specific foci of 

journal entries within each stage of change. For example, in the 

‘Contemplation’ stage language with individual drives and 

needs, achievement, power, and reward were shown to be 

common. Sense of achievement and work- induced stress 

(obstacles to quitting) were emphasized in the ‘Action’ stage.  

 

Figure 5- Comparison of means for personal communication 

topics in different stages of behavior change 

Discussion 

Technologies like online communities provide support for 

individuals to modify their behavior for better health outcomes. 

On the other hand, there are theory-driven principles and 

processes that work best at every stage of behavior change to 

reduce resistance, facilitate progress, and prevent relapse. It is 

important to develop advanced analytic tools to integrate theory 

and technology, which can result in enhanced just-in-time 

support infrastructure for sustained behavior change. Such an 

ecosystem will  ultimately lead to a greater understanding of the 

ways in which such social phenomena mediate behavior change 

at individual and community levels, thereby providing us with 

the opportunity to develop superior and scalable interventions. 

This to further assist the development of multilevel systems that 

harness behavior change mechanisms aimed at augmenting the 

support for individuals attempting to achieve their health goals 

[19]. 

To the best of our knowledge, the research reported in this paper 

is among the few studies that have attempted to apply various 

machine learning models in the context of online communities 

and social journaling to understand and characterize stages of 

behavior change in tobacco cessation. Our work provides new 

techniques to analyze user generated unstructured health data 

to understand an individual’s behavior transition over a period 

of time. Our model was able to label the stages of behavior 

change with an accuracy of 90% in journal text entries. The 

word2vec based approach described in this paper allows for the 

extension of human-intensive qualitative analysis to large 

social media datasets. 

We found that people who engaged more in journaling had 

higher transition flags, which may indicate (a) desired or 

undesired stage shifts, and (b) higher chances of being flagged 

for stage transitions. In either case, better support infrastructure 

through adaptive and personalized means aimed at increasing 

user engagement may ultimately lead to better health outcomes. 

Further, we have seen that there is a higher probability of an 

individual staying in the ‘Preparation’ stage and targeted 

interventions should be developed to encourage such 

individuals to move to the ‘Action’ stage and attain a positive 

behavior change. The individuals undergoing relapse can be 

identified based on their stage transitions and appropriate 

interventions can be designed for them – encouraging them to 

pick a new quit date or  helping them form new relationships 

online so that they can stay on the path of quitting.  

Specific language traits revealed using LIWC analysis, while 

preliminary in nature, still highlight the authenticity and 

individual drive embedded in journal entries highlighting the 

need to understand emotional tone, speech intentions, and 

cognitive focus within each stage of behavior change. Our study 

can provide new directions for developing network 

interventions [20] for tobacco cessation and health promotion 

by focusing on content-based, targeted behavior change 

strategies while addressing stage-specific constraints and 

associations simultaneously.  

One of the limitations of our work was the limited number 

journal text entries that were coded manually to identify stages 

of change. To improve the generalizability of our results, it is 

important to have higher number of journal text entries in the 

qualitative sample so that higher training accuracy of machine 

learning models can be achieved. It is possible,given the low 

fraction of journal text entries coded for stages of behavior 

change, that the distribution of various stages may not have 

been accurately represented. It is important that a larger  

number of journal text entries are coded to reach stage 
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saturation.  Also, the content of the journal text entries plays an 

important role during the predictions made by machine learning 

models. For example, an individual who has just started the 

‘Action’ but has provided lots of detail about the ‘Preparation’ 

could have led the classifier to make a wrong stage prediction.  

Individual-specific linguistic features and demographics should 

also be considered when analyzing journal entries. There are 

also some limitations inherent to the TTM such as a lack of 

consideration of the social context, biological, and 

environmental issues related to changes in health behaviors 

[21], that should be considered when understanding behavior 

transitions. Another limitation of our study is focusing only on 

tobacco cessation. Future work should extend these 

methodologies to datasets in other areas such as diabetes, 

cancer prevention and survivorship, etc. A more formal social 

network analysis that utilizes peer interactions with journal 

entries needs to be performed so that content specific network-

patterns can be identified as they have implications in the 

design of behavioral support systems to promote public health 

and wellness. 

Conclusions 

Risky health behaviors contribute to a large number of prevent-

able deaths around the world. The ubiquity of online social plat-

forms allows us to examine inter- and intra-personal processes 

and stages of health behaviors among individuals.  In this paper, 

we described a mixed methods approach that combines qualita-

tive coding and automated text analysis to provide deeper in-

sight into the mechanisms underlying behavior change through 

the utilization of digital footprints in the form of online jour-

naling. It is very important to develop scalable methods to help 

health researchers and professionals analyze large amounts of 

textual data generated from online communities in today’s dig-

ital era. Such techniques can help design personalized and tar-

geted interventions that persuade people to initiate or adhere to 

a positive behavior change. This can help in establishing novel 

digital and translational interventions in public health and be-

havioral sciences. 
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Abstract 

For those specialized in geriatric medicine, telemedicine 

innovations provide a new alternative to in-person follow-up 

care, allowing clinicians to connect and treat patients with 

more convenience. Telemedicine will likely play a vital role in 

reaching underserved populations in remote areas. This study 

investigates first impressions of a  telemedicine-based delirium 

assessment tool. The overall response from participants is 

positive, supporting the theory that these types of tools will be 

welcome within the geriatric patient population. Feedback 

surrounding interactions with the interface are also positive, 

showing that while many elderly patients may refrain from 

working with tablets daily, they can successful interact with the 

tool when needed for care reasons. While this study and sample 

size are not all-inclusive regarding the diversity of patients and 

distinct challenges, it serves as a preliminary step towards 

future research exploring the feasibility and acceptability of 

such tools within this specific population.  

Keywords:  

Telemedicine, Critical Care, Aged 

Introduction 

Challenges in caring for geriatric populations, individuals older 

than 60 years of age who are receiving care [1], persist in the 

US health system. Similar to other vulnerable populations, the 

population of geriatric patients is growing in number as the 

baby boomer generation ages, often bringing with them com-

plex diagnoses requiring the cooperation of many different fol-

low-up plans and treatment specialists [2]. Primary care has 

struggled to keep up with the complex nature of geriatric care, 

as well as the growing number of patients requiring attention 

[2]. This is further compounded by the increasing shortage of 

medical professionals specializing in geriatric medicine [3,4]. 

Attributes of geriatric care often hinder traditional in-person 

care methods The development of telemedicine, particularly 

telecommunication platforms with patient-centered features, 

provide a possible solution to the unique challenges faced 

within the demand of this medical specialty. Telemedicine al-

lows clinicians to connect and evaluate patients remotely and is 

ideally suited to help improve overall care outcomes within this 

population as well as address access issues.  

A pilot study gathered preliminary evidence of geriatric patient 

satisfaction while using computer systems for follow-up care in 

the home [5]. This small pilot referred to these visits as “elec-

tronic house calls” and demonstrated that most geriatric patients 

are comfortable with computer-assisted follow-up care. It also 

revealed that patients did not believe the computer to negatively 

impact their clinician relationship with their physician [5,6]. 

While this study employed personal computers, as telemedicine 

technology has advanced, it has opened opportunities for health 

informatics research to further study the satisfaction and feasi-

bility of other remote tools. These remote telemedicine-focused 

platforms can enhance the interaction between patient and cli-

nician, offering a “new kind of service relationship” by provid-

ing direct and personal care with more convenience [6].  

Telemedicine has been incorporated into ICU patient care and 

education. These new technologies allow for critical care pa-

tients to be treated by health professionals remotely [7,8].  ICU 

telemedicine interventions have demonstrated a reduction in 

hospital cost, patient mortality and patient length of stay 

[8,9,10]. While many benefits of telemedicine in the ICU are 

financially related, telemedicine has most prominently allowed 

for more efficient care to critically ill patients. Faster response 

time to alarms and the capturing of performance data for review 

and education has helped this improvement [8]. For ICU set-

tings in rural or underserved areas, telemedicine has been a wel-

come addition, helping staff to monitor patients during their 

stay and to provide relief to physicians and nurses, in the event 

of workforce shortages [11]. ICU telemedicine interventions 

have been instrumental in clinical improvement and this con-

tinues to be an arguing force for the adoption of telemedicine 

platforms in hospital ICU settings across the country [9].  

As opposed to previous generations of geriatric patients, indi-

viduals currently aging into this population group now have had 

some exposure to telecommunication or connected devices at 

some point in their lifetime [12]. Videoconferencing with pa-

tients as a form of follow-up care has already shown to be suc-

cessful with this population [2]. These sessions are comparable 

to face-to-face encounters in terms of satisfaction, reliability 

and usability [12]. Furthermore, telemedicine can also poten-

tially alleviate clinical access issues for geriatric patients in ru-

ral and remote locations. Barriers related to technology, such as 

information overload, lack of devices and or infrastructure, and 

cost, are still real concerns for geriatric patients [13]. Evidence 

to support telemedicine’s effective deployment and sustainabil-

ity in such areas is still being researched [14].  However, there 

will likely be an increase in the number of jobs that focus spe-

cifically on the coordination of telemedicine technology for pa-

tient use. This will potentially assist diffusion of telemedicine 

practices across clinical systems and regions, especially as ser-

vice areas continue to grow in scope [6]. For our study, we in-

vestigate the feasibility of using a remote telemedicine tool for 

follow-up post-acute care within the geriatric population.  

Methods 

Thirty (n=30) participants from an inpatient geriatric specialty 

unit in North Carolina were selected for this study. Daily patient 

schedules were reviewed to identify potential study partici-

pants. Participants were English-speaking and 65 years of age 
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or older. This study was completed in partnership with another 

observational study gathering preliminary data on a new tele-

medicine delirium diagnostic tool. Participants were initially 

evaluated to determine their baseline cognitive state [15]. Those 

who screened positive for dementia as defined by an abnormal 

Mini-Cog test or had a documented history of dementia and/or 

brain abnormalities, as well as those unable to give informed 

consent, were excluded. Participants were given a tablet and in-

structions to complete the new delirium assessment. Once this 

assessment concluded, participants completed a usability ques-

tionnaire to detail their impressions of the new tool. The usabil-

ity data, detailed in this paper, will be used to support hypothe-

sis of a positive potential feasibility and patient acceptability of 

remote tablet devices in care settings outside of the hospital.  

To evaluate the new assessment tool, participants completed the 

Questionnaire for User Interface Satisfaction (QUIS), a short 

form survey designed to uncover useful impressions from ini-

tial participant interactions. Participants answered questions 

about their overall reactions, the design, terminology used, and 

understanding of the system - both overall and when directed to 

complete a task. The final section of the questionnaire, system 

capabilities, was not applicable to this study.  

Participants’ responses for each question of the QUIS were de-

termined from a bipolar Likert scale ranging from 0 to 9. These 

individual data points were averaged into four overarching cat-

egories of the QUIS for each participant: overall reaction, over-

all screen, terminology and system information, and meaning. 

A one-way ANOVA was performed in order to test for signifi-

cant differences in the mean scores for these four categories by 

age group (60-69 years, 70-79 years, and 80+ years). 

Results 

Of the 30 participants recruited for the study, 26 (87%) were 

female. 100% of the participants were white and non-Hispanic. 

Participants ranged from 67 to 92 years old, with an average 

age of 77.80 years. Four participants (13.3%) were 60-69 years 

old, 14 participants (46.7%) were 70-79 years old, and 12 par-

ticipants (40%) were 80 years old or older. 

Overall Satisfaction Results 

Questions focused on four different factors of the tablet experi-

ence, which were collapsed into four average scores for each of 

the 30 participants. The domains were overall reaction to the 

software, screen, terminology and system information, and 

learning. Questions to which participants responded “NA” were 

not included in the analysis.  

Participants’ responses—as determined from a bipolar Likert 

scale ranging from 0 to 9—were averaged across the four main 

categories to create a mean score for each participant for each 

category. These individual means were then averaged into over-

all means for each category, which ranged from 8.16 to 8.72. 

See Table 1 for descriptive statistics for all four domains. 

Age and Satisfaction  

An alpha level of .05 was used to assess statistical significance. 

A one-way ANOVA was used to assess whether responses var-

ied by age category. There was no significant difference in 

mean responses found in any domain by age category. See Fig-

ure 1 for the mean average scores across age categories. 

The 60-69-year-old age group had the highest mean score for 

the Overall Reaction, with a mean value of 8.90. The 80+ year- 

old age group had the lowest mean score with 7.98. The 60-69 

age group also had the highest mean score for the Screen do-

main, with a mean value of 8.94. In this domain, the 70-79- 

 

Table 1—Summary of Mean Scores for the Four Domains of 

Interface Satisfaction Survey 

Mean 
Score 

N Minimum Maximum Mean SD 

Overall 
Reaction 
Mean 
Score

30 6.00 9.00 8.16 1.66 

Overall 
Screen 
Mean 
Score

30 6.25 9.00 8.60 0.72 

Terminol-
ogy and 
System In-
formation 
Mean 
Score

30 6.66 9.00 8.58 0.85 

Learning 
Mean 
Score

30 6.00 9.00 8.72 0.69 

 

Figure 1—Mean Scores for Four Domains by Age Category 

year-old age group had the lowest mean score of 8.45. Con-

versely, the  80+ age group had the highest mean scores for the 

Terminology and System Information and Learning domains, 

with mean values of 8.72 and 8.85, respectively. The 60-69-

year-old age group had the lowest scores for these two domains, 

with means of 8.42 and 8.25, respectively. However, it should 

be noted that the range between the highest- and lowest-scoring 

age categories for each domain is small, ranging from 0.30 to 

0.92. See Table 2 for the mean scores of the four domains by 

age category. 

Additionally, we broke down the four domains into their vari-

ous indicators. Though a one-way ANOVA of the indicators by 

age group found no significant differences in score by age cat-

egory, the mean scores for the different indicators in each do-

main are highlighted in the rest of this section to note overall 

trends between age categories. 

The Overall Reaction domain was broken down into its indica-

tors, which can be seen in Table 3. Overall Reaction scores were 

high, ranging from 7.67 to 9.00. For most of the indicators, the 

60-69-year-old age group scored the highest, followed by the 

70-79 group and then the 80+ group. The “Rigid or Flexible” 

indicator is the only one which does not follow this pattern, with 

the 80+ group having a higher mean score than the 70-79 group, 

with mean scores of 8.08 and 7.79, respectively. 
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Table 2—Summary of Mean Scores for the Four Domains of 

Interface Satisfaction Survey by Age Group 

Domain 60-69 

Years 

Mean 

Score 

70-79 

Years 

Mean 

Score 

80+ Years 

Mean 

Score 

Overall Reac-

tion  
8.90 8.11 7.98 

Overall Screen  8.94 8.45 8.66

Terminology 

and System In-

formation  

8.42 8.50 8.72 

Learning  8.25 8.75 8.85 

 

Table 3—Summary of Mean Scores for Overall Reaction Do-

main by Age Group 

 

Domain 60-69 

Years 

Mean 

Score 

70-79 

Years 

Mean 

Score 

80+ Years 

Mean 

Score 

Terrible or 

Wonderful  
8.50 8.07 7.83 

Difficult or 

Easy 
9.00 8.36 7.67 

Frustrating or 

Satisfying 
9.00 8.14 8.17 

Inadequate or 

Adequate 
9.00 8.21 8.17 

Rigid or Flexi-

ble 
9.00 7.79 8.08 

The Overall Screen domain was broken down into its indica-

tors, which can be seen in Table 4. Scores for these indicators 

mirrored those in the Overall Reaction domain, ranging from 

7.86 to 9.00. Contrary to the Overall Reaction domain, while 

the 60-69 group scored the highest across all indicators, here 

the 80+ group scored higher than the 70-79 group. The excep-

tion to this is the “Reading Characters on Screen” indicator, 

where the 70-79 group scored higher than the 80+. 

Table 4—Summary of Mean Scores for Overall Screen Do-

main by Age Group 

Domain 60-69 

Years 

Mean 

Score 

70-79 

Years 

Mean 

Score 

80+ Years 

Mean 

Score 

Reading Char-

acters on 

Screen 

9.00 8.90 8.83 

Organization 

of Information 
8.67 8.54 8.73 

Sequence of 

Screens 
9.00 8.54 9.00 

Help Messages 

on the Screen 
9.00 7.86 8.17 

The Terminology and System Information domain was broken 

down into its indicators, which can be seen in Table 5. For three 

of these indicators—Use of Terms Throughout the System, Po-

sition of Messages on Screen, and Prompts for Input—again the 

60-69 age group scores the highest. However, for Error Mes-

sages and Information Accessibility, this group scored the low-

est. This is mostly due to the small N for the 60-69 group for 

these indicators (N = 3), with most respondents in this age cat-

egory choosing “Not Applicable”. One participant rated the 

system a 2 for both of these indicators, decreasing the respec-

tive mean scores significantly. For the other indicators, the 60-

69 group is followed by the 80+ group and then the 70-79, mir-

roring that of the Overall Screen domain.  

Table 5—Summary of Mean Scores for Terminology and Sys-

tem Information Domain by Age Group 

Domain 60-69 

Years 

Mean 

Score 

70-79 

Years 

Mean 

Score 

80+ Years 

Mean 

Score 

Use of Terms 

Throughout  

the System

9.00 8.78 9.00 

Position of 

Messages on 

Screen

9.00 8.78 8.89 

Prompts for In-

put
9.00 8.31 8.64 

Error Messages 5.50 8.20 8.33 

Information 

Accessibility
7.25 8.50 8.83 

The Learning Domain was broken down into its indicators, 

which can be seen in Table 6. Analyses of this domain were 

hindered by the high number of participants who gave a “Not 

Applicable” rating for various indicators, most notably the Ex-

ploring New Features by Trial and Error and Reference Mate-

rials. This is likely because many participants did not opt to ex-

plore features on the telemedicine tool and were not instructed 

to by researchers. Additionally, reference materials were not 

readily provided for participants. For the other indicators, Re-

membering Commands and Straightforwardness of Tasks were 

scored the highest by the 60-69 group followed by the 70-79 

group and then the 80+ group. Most notably, Learning to Oper-

ate the System exhibited the opposite pattern, with the 80+ 

group rating this the highest and the 60-69 group rating it the 

lowest, with mean scores of 9.00 and 8.50, respectively.  

Table 6—Summary of Mean Scores for Learning Domain by 

Age Group 

Domain 60-69 

Years 

Mean 

Score 

70-79 

Years 

Mean 

Score 

80+ Years 

Mean 

Score 

Learning to 

Operate the 

System

8.50 8.75 9.00 

Exploring New 

Features by 

Trial and Error

N/A 7.67 8.33 

Remembering 

Commands
9.00 8.61 8.58 

Straightfor-

wardness of 

Tasks

9.00 8.85 8.83 

Reference Ma-

terials
N/A 8.20 8.50 

Discussion 

Overall, participants were very satisfied with the interface, with 

an overall reaction mean score of 8.16. The other three domains 

exhibited similarly high scores, ranging from means of 8.58 to 

8.72. A one-way ANOVA failed to find a statistically signifi-

cant difference in scores by age category, suggesting that even 

the eldest of this geriatric population did not react differently 
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from the youngest age category. We demonstrate that for three 

of the four domains, the domain means actually increased be-

tween the 60-69 group and the 80+ group. Together, these re-

sults suggest that geriatric populations are highly satisfied with 

the telemedicine software, indicating that it could be feasible 

and acceptable for this population to use. 

The development of telemedicine, particularly telecommunica-

tion platforms with patient-centered features, provide a possible 

solution to some of the challenges associated with providing 

geriatric care, especially as the proportion of the population 

who are older grows. Telemedicine platforms can be utilized to 

improve primary care by allowing providers to follow-up with 

their geriatric patients in a time and place that is most conven-

ient for both groups. This could be especially convenient for 

scheduling follow-ups with rural patients or for those without 

access to reliable transportation to and from their appointments. 

Though these individuals have generally had some exposure to 

connected devices [12], previous studies found that older par-

ticipants exhibited a lower overall reaction mean score. Though 

this study did not focus on patients and instead solicited results 

from community members [16].  

 Our study contradicts some of the results from a previous study 

that found that older participants were less satisfied with tele-

medicine platforms. However, this is the first study to look at 

the experience of in-patient geriatric populations in relation to 

telemedicine platforms [16]. Future research is needed to truly 

assess the acceptability and feasibility of telemedicine plat-

forms for the geriatric population. Most ICU specific research 

regarding telemedicine interventions detail support for adop-

tion of these platforms via financial incentives [9,10]. While 

many show greater contribution margins once this technology 

is implemented within ICU processes, other research demon-

strates better clinical outcomes, such as decreased mortality, as 

a result of more acute monitoring and intensivist involvement 

via telemedicine platforms [8]. Conversely, our study looks at 

the patient side of telemedicine in the ICU. Our preliminary 

findings show that from a patient perspective, telemedicine is a 

welcome and useful tool during their treatment. 

Over time, rural counties have received a net influx of people 

over the age of 50, suggesting that many geriatric people are 

opting to move into rural locations [17]. In light of this, future 

studies are needed to focus on the satisfaction and feasibility of 

telemedicine software for rural, geriatric populations who may 

face different barriers than their peers in urban areas. As this is 

a potentially vulnerable population, researchers must ensure 

that the usage of telemedicine software as a form of follow-up 

care does not also interfere with medical comprehension. 

At this time, this research suggests that telemedicine software 

is a viable solution to overcoming barriers to reaching geriatric 

populations. As the population of the United States ages and 

this population tends to require more medical care, telemedi-

cine allows primary care physicians the ability to follow-up 

with these patients in a manner that is convenient for both par-

ties. Offering telemedicine platforms as an option for geriatric 

populations can reduce the burden on the patient and the physi-

cian and provide greater access to patients who may otherwise 

have difficulty traveling to appointments.    

Limitations 

The main limitation of this study is the sample size of 30 par-

ticipants, all of whom are English speakers. Participants did 

vary in age, however all participants were white and not His-

panic/Latino. Additionally, the vast majority of patients were 

women. As this group is not representative of the demographics 

of the area, it is likely that this is not a representative sample. 

Finally, patients who had tested positive for dementia or had a 

documented history of dementia and/or brain abnormalities 

were excluded, so our sample is not representative of the entire 

geriatric population. 

Conclusions 

Telemedicine can potentially alleviate access and availability 

issues for geriatric patients. However, previous research found 

that older populations were less likely to be satisfied with tele-

medicine software [5]. This study focused on how geriatric pa-

tients reacted to the telemedicine software in terms of receiving 

follow-up care outside of the hospital setting.  

Results found that telemedicine software is an effective tool for 

receiving follow-up care, with no differences in mean satisfac-

tion between age categories. Future research is needed to study 

how rural geriatric patients respond to telemedicine software. 
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Abstract 

Many studies use eye-tracker to analyse the socio-technical 

system, also in medical research. Only a few articles describe 

the use of eye-tracker to examine human-computer interaction 

in a critical care environment, especially in the field of 

anaesthesia or surgery. Therefore, we have tested in a 

feasibility study head-mounted eye-tracker of three different 

manufactures in a simulated anesthesia surrounding with 

mankind patient simulators. The research question was to 

analyse whether the field scene camera of the eye-tracker can 

be used in the light conditions and changes in brightness of the 

operating room. In addition, it was tested whether the eye-

tracker was still calibrated and held on the subject's head 

during the resuscitation movement. All eye-trackers tested had 

a good adaptation on changing light or changing distances.  

Keywords:  

Patient Simulation, Anesthesia, Patient Safety 

Introduction 

Anesthesia as a medical discipline in hospitals include 

anaesthesiology, which includes all medical procedures such as 

intensive care, pain therapy and emergency medicine. Within 

intensive care, procedures such as intubation in the operating 

theatre are omnipresent. The anesthesiologist's work is 

characterized by the use of various technical devices such as 

ventilators and a high stress level due to medical emergencies. 

Errors at the level of human-computer interaction or human-

human communication can lead to errors that impair patient 

safety. For this reason, the anaesthetic area is also a safety-

critical area, which is the subject of research.  

The main aspects of safety-critical systems are characterized by 

interactions and rules between people (teamwork), (medical-) 

devices and are influenced by organizational conditions. In case 

of an adverse event, the cause can usually occur on several 

levels of the socio-technical system. An analysis of this system 

is therefore necessary to increase patient safety. It depends also 

on human-machine-interaction. Especially in emergency 

medicine, a risk for patient safety arises from situations with a 

lot of stress, changing teams and complex human-machine 

interaction. The perception, attention and education level of 

each team member is important for patient safety. Loss of 

attention, insufficient teamwork or problems in human-human-

interaction can be a reason of making wrong decisions or 

insufficient troubleshooting[1]. 

The identification of risk-based human-machine interactions 

and usability are a core component of the research project in 

which this pilot study is embedded. For this purpose, this pilot 

study determines whether eye-tracker can be used as a 

measuring system for analysing part of the socio-technical 

system and its limitations. So far, eye-tracker has been used as 

a measuring instrument for the determination of visual 

attention, perception and decision making [2]. Currently, they 

are used in emergency and intensive care medicine to analyze 

the surgeon’s vigilance by measuring their gazes [3]. The 

anesthetist’s distribution of visual attention [4], the mental 

workload [5], the anesthetists’ experience [6] and the eye 

behaviour between novice and expert are being investigated 

with eye-tracker [7–9]. However, the applicability of eye-

tracking as a measuring instrument for the identification of risks 

in human-machine interaction in the anesthesiological area is 

still missing [10].  

The aim of this pilot study is to test the feasibility and 

effectiveness of eye-tracker in emergency and intensive care 

medicine. The suitability of eye-tracker is tested under real-

world conditions, which in particular address the context 

factors such as light and brightness differences. This study is 

part of a larger future research project to analyse the entire 

socio-technical system in medicine. 

The following research questions are answered in this study: 

• Is the eye-tracker applicable in anesthesia 

workspaces? 

• Do the video data of the eye-tracker allow an analysis 

afterwards of the scene? 

• Do the video data of the eye-tracker represent the 

scene and its objects in a realistic way corresponding 

to the perception of the person wearing the eye-tracker 

glasses? 

• Is the eye-tracker still attached to the head and 

calibrated after rapid head movements (resuscitation)? 

• Are there any limitations in the use of eye-tracker in 

these environments? 

Methods 

Study Design 

In this study, three eye-trackers were tested for use in the 

operating room and in intensive care medicine. The test referred 

to the practical applicability of Eye-Tracking technology in 

intensive care unit environments. For this purpose, three 

scenarios were selected in which the research question was 

answered.  

The operation rooms are characterized by large brightness und 

distance differences. It should be tested if the video material 

provided by the field scene camera of the eye-tracker depicts 

adequately and correctly the crucial areas such as monitor, 

glottis and patient simulator. The correct representation of the 

objects is crucial for the subsequent qualitative analysis of the 

risky actions in emergency medicine. The detection of vital 

signs on the monitor or the perception of the glottis during 

intubation must be realistically reproduced by the eye-tracker 

to ensure a successional analysis of the video material. For 

future use of the eye-tracker as a measuring instrument in the 

socio-technical system, the comparison between the perception 

of the subject and the recorded video material must take place 
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in order to be able to use qualitative analysis methods. In 

addition, it must be found out if the glottis lying in a dark hole 

can be recognized as a Region of Interest (ROI) by the eye-

tracker. The recognition of the glottis is an important criterion 

for correct intubation. Therefore, it must be checked whether 

the glottis can be taken as Region of Interest (ROI). 

The domain-specific environment has yielded in to three 

research questions (see the research questions assigned to the 

scenario Table 1. 

Table 1− Research Goals Assigned to the Scenarios 

Research Goal Scenario and Requirement 

Detection of different 

objects (ROI) with 

different luminous  

intensity 

Scenario1 Changing Gaze: 

Accurate changing gaze e.g. to 

monitor with different backlights 

in greater distances 

Recognition of the  

glottis 

Scenario 2 Intubation: 

Accurate detection with very 

low light intensity and low 

distance

The calibration of the 

eye-tracker remains 

stable after heavy 

movement of the head 

(resuscitation) 

Scenario 3 Resuscitation: 

Freedom to move your head and 

continue to recognize the objects 

in the room 

The study was performed in an operating room with a patient 

simulator. An anesthesiologist performed the scenarios with the 

three eye-trackers according to a given protocol. A study leader 

was present and directed the process of the study. Before each 

test, the eye-tracker was calibrated. Once the eye-tracker 

worked, each scenario was performed and the video data were 

recorded. First, the scenario “changing gaze” was performed on 

all three eye-trackers. Thereafter, the intubation scenario and 

the resuscitation scenario were performed. The analysis of the 

video data was carried out by two raters (anesthetist and 

computer scientist) who defined the evaluation criteria. The 

analysis process took place by consensus. 

Material 

Table 2 − Used Equipment and Material 

eye-

tracker 

Ergoneers 

Dikablis 

Eye 

Tracking 

Glasses 

SMI 

Eyetracking 

Glasses 2.0 

Tobii Pro 

Glasses 2 

Software Avidemux 

2.6.18  

BeGaze 3.6 

build 52 

Tobii Pro Lab 

55.5126 

 

Evaluation Criteria 

This evaluation is based on an analysis of the video material. 

Two raters evaluate the recording due to the time of 

recognizability (sharpness) of the objects (ROI) in the video. 

By using the timer and frame-to-frame-function of the video 

software we measured the time from beginning of fixation to 

the end of adjustment (mean values). We choose the frame 

where the objects were very cleary depicted. The raters assess 

the recognizability of objects subjectively. 

The applicability of eye-tracker in intensive care medicine must 

meet the following requirements: 

• Rapid focus adaptation and rapid adaptation when 

brightness changed. 

− Anaesthesiologists always have to change their 

gazes. Changing of gaze is always combined 

with changing of brightness and changing of 

distance.  

• Good correlation between the real scene and the 

recorded video frame 

− The look into the orifice of the body (e.g. 

laryngoscopy) is often combined with loss of 

brightness and cramped visibility conditions, a 

special point of view or a special angle of 

vision. 

• The eye-tracker must stay fixed on the head and stay 

calibrated during the resuscitation 

− During the resuscitation intense movement of 

the head occurs.  

• Are the values visible on the screens with different 

backlighting? In order to recognize the ROI, the 

objects must be clearly recorded. Monitors with 

different lighting systems are often used in anesthesia. 

− Here we have selected the categories 

"recognizable", "partially recognizable" and 

"not recognizable”. 

Simulation Environment 

The study takes place in an operation theatre to have a realistic 

environment. We use a patient simulator (Laerdal, Resusci 

Anne Advanced SkillTrainer). The patient simulator and the 

monitoring machine were connected to display the simulated 

physiological parameters. This patient simulator was lying on 

the operation table. The operation lamp was focused on the 

thorax of this patient simulator. We simulated different 

scenarios to test the properties of the following products: 

Ergoneers Dikablis Eye-tracking Glasses Professional 

(Ergoneers GmbH), SMI Eyetracking Glasses 2.0 

(SensoMotoric Instruments GmbH) Tobii Pro Glasses 2 (Tobii 

AB).  

The operating theatre was 5m x 5m with an operation table 

placed in the middle of the room (Figure 1). At the end of the 

head the anaesthesia machine was on the right side with a light 

background (Primus, Dräger). The distance was nearly 70 cm. 

On the right side of the anaesthesia machine was the patient 

monitor with a black background (Datex Ohmeda). 

Scenario 1: Changing Gaze 

We defined four different Regions of Interest (ROI) reflecting 

the tasks during the medical procedure.  

• ROI 1: Face of Patient Simulator,  

• ROI 2: Display of Patient Monitoring 

• ROI 3: Display of the Aaesthesia Machine 
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Figure 1 − This figure shows a model of the operation theater 

(5m x 5m) to depict the scenario more easily. 

The anesthesiologist focussed all of the ROI two times 

(displays) up to 4 times (patient simulator and through the 

room). After each change of the gaze, he had to fix the ROI for 

at least 10 seconds, so we could measure the time for the 

adjustment of the eye-trackers. This was performed with the 

light switched on and off. 

Scenario 2: Oral Intubation 

The anesthesiologist did the laryngoscopy. If he could see the 

epiglottis, arytenoid cartilage, vocal chords and subglottic area 

he gave a sign to find this scene on the video later. We looked 

for the typical anatomical structures on the video at the time the 

anaesthesiologist saw all structures in real field of vision. 

Scenario 3: Resuscitation 

The anesthesiologist performed a heart pressure massage for 1 

minute. Calibration of the eye-tracker was measured by using a 

target disc (Figure 2) before and after the heart pressure 

massage. The centre of this target disc was placed at a height of 

170 cm, the distance to the disc was 100 cm. The deviation was 

analysed on the recorded video. 

 

Figure 2 − After 1 minute resuscitation the deviation of 

calibrated eye-tracker was tested with the help of a target 

disc. 

Results 

Scenario 1: Changing Gaze 

The face of the patient simulator was depicted clearly in the 

video material of all three eye-trackers in under one minute ( 

 

Table 3). When the light was turned off, it took a little longer 

for the eye-tracker to be in focus or to see something on the 

video. Nevertheless, the eye-tracker took less than a second to 

focus. 

 

 

Table 3 −ROI 1-Face of Patient Simulator with Room Light 

Switched On and Off. It depicted the time of adaption till the 

video of the eye-tracker was focused. 

 Ergoneers Tobii SMI 

Light On 0,11 sec 0,70 sec 0,40 sec 

Light Off 0,39 sec 0,90 sec 0,53 sec 

In ROI 2, the eye-trackers should record the monitor to 

determine what can still be seen when the light is switched on 

and off. The monitor background colour is black. The ability to 

see details on the monitor strongly depends on the colour 

background of the monitor and the ambient light. With the light 

on, it takes less than a second to focus the eye-trackers. Only 

with the Ergoneer eye-tracker the contents of the monitor are 

fully recognizable (Table 4 and Figure 3). 

With the light switched off, all eye-tracker needs more time to 

focus. Nevertheless, the highest setting time is just 1,01 second 

(Ergoneers eye-tracker). In this experiment, SMI's Eye Tracker 

had the shortest set-up time and the objects on the patient 

monitor screen were all clearly visible (Table 5 and Figure 4). 

Table 4 − ROI 2: Display of Patient Monitoring with Room 

Light Switched On. .It depicts the time of adaption 

 Ergoneers Tobii SMI 

Light 

On

0,48 sec 0,96 sec 0,34 sec 

 everything 

recognizable

partly  

recognizable 

partly  

recognizable

 

 

Figure 3 − Screenshot of the Patient Monitor with Room Light 

On. The first monitor is seen with the Ergoneer eye-tracker, 

the second with Tobii and the third with SMI. 

Table 5 − ROI 2-Display of Patient Monitoring with Room 

Light Switched Off. It depicted the time of adaption 

 Ergoneers Tobii SMI 

Light 

Off 

1,01 sec 0,84 sec 0,78 sec 

 partly  

recognizable

partly  

recognizable 

everything 

recognizable

 

 

Figure 4 − Screenshot of the Patient Monitor with Room Light 

Off. The first monitor is seen with the Ergoneer eye-tracker, 

the second with Tobii and the third with SMI. 

In ROI 3 the eye-trackers should record the ventilator 

(anesthesia machine) with background light to determine what 

can still be seen when the light is switched on and off. The 

ability to see details on the ventilator strongly depends on the 

background colour of the ventilator and the ambient light 

(Figure 5 and Figure 6). 
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In total, all eye-trackers needed the longest time to focus the 

scene with the light on and a backlight monitor. The eye-tracker 

from Tobii took with 1,42 sec. the longest time. With the 

Ergoneers and SMI eye-tracker the contents of the screen have 

been displayed in detail and can be recognized. With the light 

switched off, it took less than a second to focus again. However, 

the objects on the monitor are either barely visible or not at all 

(Table 6 and Table 7). 

Table 6 − ROI 3-Display of the Anesthesia Machine with 

Room Light Switched On. 

 Ergoneers Tobii SMI 

Light 

On 

0,52 sec 1,42 sec 0,58 sec 

 everything 

recognizable 

partly  

recognizable 

everything 

recognizable

 

Figure 5 − Screenshot of the Anaesthesia Machine Display 

with Room Light On. The first monitor is seen with the 

Ergoneer eye-tracker, the second with Tobii and the third with 

SMI. 

Table 7 − ROI 3-Display of the Anesthesia Machine with 

Room Light Switched Off. 

 Ergoneers Tobii SMI 

Light 

Off 

0,75 sec 0,90 sec 0,58 sec 

 nothing  

recognizable 

partly  

recognizable 

nothing  

recognizable

 

 

Figure 6 − Screenshot of the Anaesthesia Machine Display 

with Room Light Off. The first monitor is seen with the 

Ergoneer eye-tracker, the second with Tobii and the third with 

SMI. 

Scenario 2: Oral Intubation 

During a laryngoscopy the arytenoid is fully visible on all eye-

tracker video data. The vocal cord is partially recognized by the 

Tobii eye-tracker but the other eye-trackers do not display it 

sufficiently. The glottis is completely recognized by Tobbii and 

SMI but only partially by Tobii. With all eye-trackers the 

sections of the scene camera and the real view of the test person 

were different (Figure 7 and Table 8).  

 

Figure 7 − Screenshots of the Direct Laryngoscopy. The first 

monitor is seen with the Ergoneer eye-tracker, the second with 

Tobii and the third with SMI. 

Table 8 − Scenario 2 Oral Intubation. 

 Ergoneers Tobii SMI 

Arytenoid 

cartilage 
recognizable recognizable recognizable 

Vocal 

chords 

not  

recognizable 

partly  

recognizable 

not  

recognizable 

Subglottic 

area

partly  

recognizable 

recognizable recognizable 

Scenario 3: Resuscitation 

Rapid head movements during a cardiac compression changed 

the calibration of the eye-tracker of Ergoneers (2 rings, 16mm) 

and SMI (7 rings, 56 mm). The eye-tracker of Tobii had the best 

fixation in our test without any changing of calibration (Table 

9). 

Table 9 − Scenario 3 - Deviation After Cardiac Compression 

 Ergoneers Tobii SMI 

Mm 16 mm 0 mm 56 mm

α-Angle 0,92 deg  3,21 deg

Discussion 

The aim of the “Changing Gaze” experiment was to analyze the 

image and video quality of eye-tracker cameras in different 

light conditions and with different screen backgrounds. Only if 

the ROI is also recognizable, a subsequent video analysis can 

be carried out. On average, all Eye Trackers have adapted to the 

environment and lighting conditions in less than a second. On 

average it took them a little longer to focus in the dark. 

Regardless of how the camera is focused, object detection is not 

always possible. On the display with a dark background, the 

contents are partially or completely visible when the light is 

switched off and on. In contrast, the objects on the screen with 

backlight and the light switched on are almost all recognizable. 

However, when the light is switched off, the background 

lighting outshines the contents of the display, so that almost 

nothing is visible. 

During oral intubation, the light conditions between the 

surroundings and the oral cavity are very high in contrast. The 

angle at which the subject looks into the oral cavity is small, so 

that the subject's view is different from that of the scene camera. 

The exact adjustment of the scene camera must be ensured 

without disturbing the subject during intubation. 

The position at the head and the calibration of the eye-tracker 

were measured during the resuscitation. The strong head 

movement led to a slight shift in the calibration of two eye-

trackers (Ergoneers and SMI). One eye-tracker was still 

calibrated afterwards (Tobii). All the eye-trackers sat tight on 

the subject's head. A change of the calibration can make a 

subsequent analysis impossible, so that data sets cannot be used 

[7]. In a qualitative feedback, the subjects said that they would 

wear the eye trackers during resuscitation [11]. On the other 

hand, wearing the eye tracker and the restriction of mobility by 

the eye tracker was perceived as marginal disturbing [5].  

There are many reasons for data loss or poor data quality with 

eye-trackers. The data loss for eye-trackers was approx. 27%, 

whereby the causes were calibration, poor focus and hard 

contact lenses in the test person [12]. The quality of recording 

depends on one hand on the subject that can lead to noisy video 

material [3]. Poor recordings can also be caused by hard- and 

software issues of the eye-tracker like equipment failure and 

poor tracking quality [13] or technical problems [4]. The 

reasons for poor data quality have not yet been sufficiently 

investigated, since data quality has never been the goal of the 
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studies, but always only one aspect of limitation. In addition to 

the technology, the environment such as lighting conditions and 

monitor background are also responsible for the quality of the 

recorded material.  

Limitations 

Activities and procedures in emergency medicine and 

anesthetics are crucial for patient safety. To analyze aspects of 

the sociotechnical systems, the measuring systems have to be 

proved. Extremely changing light conditions caused by surgical 

lights, also procedures that look at "dark holes" e.g. the glottis 

and almost extreme head movements such as resuscitation, 

necessitate a feasibility analysis of the eye-trackers with regard 

to efficiency and effectiveness. The limitation of this pilot study 

is the limited number of rooms in which the study took place. 

Other operating theatres may have different light conditions and 

other arrangements of the devices, which may have an effect on 

the recordings of the eye-tracker. 

Conclusions 

The aim of this study was the applicability of eye-tracker in 

anesthesia, which is characterized by changing light conditions, 

displays with many values and different background 

illumination. Three eye-trackers are used, but they are not in 

competition. The measured values and qualitative results do not 

allow a decision on a winner. All eye-trackers are suitable for 

use in anesthesia and have their advantages and disadvantages. 

The Tobii Eye Tracker was the only one that didn't have a shift 

of the calibration for tight head movements, but took the longest 

time for the focus position. The Ergoneers and SMI needed the 

same average time to capture the videos, but with strong head 

movement the calibration was slightly shifted. All in all, the 

eye-trackers differ in the display of the objects on the screens. 

SMI and Ergoneers displayed objects very clearly or not at all, 

while Tobi Eye Tracker always displayed something, but often 

a little blurred. 
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Abstract 

In the present study, we intended to solve identification prob-

lems in analyzing the results of microbiology by proactive man-

machine interaction. We modified the analytics software 

MOMO so that it flags laboratory results containing textual el-

ements unknown to the thesaurus, and a human expert assigns 

the elements to the respective existing thesaurus elements or 

creates new ones. In 773,309 laboratory results, roughly 2.6% 

contained unassigned elements and would have been ignored 

in thesaurus-based analyses for purposes other than simply 

reporting microbiological findings to physicians. In current 

use, the thesaurus is kept up to date with synonyms, syntactic 

deviations, misspellings, and entries not contained earlier, with 

man-machine interaction of 2–3 hours per week. This approach 

helps to accommodate both up-to-date clinical reporting for im-

mediate patient care as well as up-to-date queries for infection 

surveillance and epidemiology, outbreak management, quality 

control and benchmarking, and antimicrobial stewardship. 

Keywords:  

Data Analytics; Software; Microbiology 

Introduction 

Why are clinical information technology (IT) solutions – de-

spite high sophistication and the latest IT standards [1] – some-

times not well accepted by users? This question has been ad-

dressed in extensive clinical informatics studies [e.g., 2-4] as 

well as studies focused on our topic [5, 6], and is still impeding 

the optimal use of IT tools in clinical and laboratory medicine. 

A common feature of all studies cited above is the attempt to 

overcome shortcomings in daily routine outputs which could be 

allocated to insufficient involvement of human experts during 

the execution of IT tasks. 

In the course of our long-standing involvement in fully auto-

mated IT-assisted analysis of microbiological and clinical data, 

we learned that strict adherence to coded data alone is not 

enough to avoid deficits in IT analysis [7]. We looked into the 

discrepancies that emerged when comparing the results of au-

tomated IT analyses with the respective gold standards. The 

search for the root cause led us to elements and terms in our 

clinical reporting scheme which were not allocated to the the-

saurus (terminology coding of the laboratory information sys-

tem (LIS)), and therefore could not be recognized by our soft-

ware. In many instances, simple misspellings or orthographic 

variants were the cause. In other cases, a number, or even whole 

arrays, of different entities were allocated to a single code, 

which is why a distinction by code was no longer feasible. So 

far, such deficits – provided they are detected at all – could ex-

plain mistrust in automated IT tools and call for a scrupulous 

check of each data entry and manual thesaurus allocation of 

missing terms by human experts. This hardship may be ac-

cepted for a research study but is not a realistic approach for a 

reliable routine IT clinical reporting tool. 

Two aspects should be mentioned here: First, free-text entries 

have been introduced by the users of the microbiology LIS 

(with arguments discussed later in this paper), thus “invading” 

the LIS which originally had been focused on merely coded en-

tries and results. Second, microbiology findings play an im-

portant role not only in immediate patient treatment but also in 

contributory disciplines, such as infection surveillance, 

outbreak management, and antimicrobial stewardship. Hence, 

microbiology reports and the respective meta-analyses/queries 

are significant and must therefore be concise, correct, and ‒ last 

but not least ‒ timely.  

The aim of this study was to enhance the precision of our auto-

mated analytics and clinical software by adding and augment-

ing man-machine interaction. In detail, we aimed to solve am-

biguity and identification problems in digital reports of clinical 

microbiology by proactive man-machine intervention.  

Methods 

General 

We modified our automated analytics software so that it flagged 

laboratory reports which contained elements unknown to the 

thesaurus and forwarded these to a human expert on a regular 

basis. The expert then assigned the textual elements to the re-

spective existing entities or created new ones. Thus, we 

“trained” the thesaurus on a regular basis to recognize possible 

synonyms, syntactic deviations and misspellings, and thus be 

extended by new entries.  
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Figure 1 – MOMO is a multifunctional tool for analyzing, monitoring, and reporting pathogens and antimicrobial resistance. It 

receives 58 different parameters from the microbiology laboratory; four of them are based on terminologies. Most data are structured 

or coded, some are textual. The latter include not only several comments or report additions, but also microbiological terminology 

such as bacteria, fungi, PCR, serology, toxins, and microscopy. 

Study Setting and Design 

We performed a retrospective single-center analysis of vali-

dated clinical microbiology results from Vienna General Hos-

pital (VGH), Austria – a 1,900-bed tertiary-care and teaching 

hospital. Laboratory data were obtained through systematic in-

terrogation of MOLIS (Modular Open Laboratory Information 

System, Compu Group Medical (CGM) LAB Belgium S.A., 

Barchon, Belgium) [8] from patients of all VGH clinics from 

July 4, 2013 to February 16, 2018. MOLIS is designed for IT 

support of laboratory processes and issues laboratory findings 

in digital reports, which are delivered as pdf files to the re-

questers. 

Microbiology laboratory data were imported and analyzed by 

the use of MOMO (Monitoring of Microorganisms, Medexter 

Healthcare, Vienna, Austria) [9], a microbiology analytics tool 

for generating analyses of pathogens, spectra, and antimicrobial 

resistances from routine microbiology results. In addition, 

MOMO provides immediate answers to questions related to mi-

crobiology results for single patients. This feature is now rou-

tinely employed by clinicians at their offices and at the bedside. 

Figure 1 shows the principal architecture of MOMO. MOMO 

automatically checks incoming textual identifiers (e.g., speci-

men, detection method, microbes, antibiotics) for compatibility 

with existing thesaurus entries, and provides different analysis 

options. It employs four thesaurus categories: requester/depart-

ment, specimen type, microbiology, and antibiotics/antimycot-

ics. 

Thesaurus Management 

MOMO uses software elements which check all incoming enti-

ties against the thesaurus they belong to. Importantly, each the-

saurus may identify entities either by code or by text depending 

on its configuration. Due to the structure of MOLIS, MOMO’s 

thesauri for requester/department, specimen type, and antibiot-

ics/antimycotics are based on the entities’ respective codes. On 

the other hand, MOMO’s thesaurus for microbiology identifies 

all entities by their texts because the respective codes in MOLIS 

were frequently inconclusive or missing. 

Regarding the microbiology thesaurus, each of its entries (con-

cepts) consists of an internally generated number and the corre-

sponding textual label/name. Externally provided codes can be 

attached. MOMO’s thesaurus management permits the defini-

tion of synonyms for each concept or the creation of new con-

cepts (see Figure 2). The concepts may be organized hierarchi-

cally into superordinate and subordinate concepts across sev-

eral levels (e.g., family, genus, species of bacteria). Concepts 

may possess more than one parent element. Staphylococcus au-

reus, for instance, is a species of the genus Staphylococcus 

within the family of Staphylococcaceae (parent 1); under the 

distinction of Gram staining, Staphylococcus aureus possesses 
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Figure 2 – MOMO thesaurus management – Within MOMO, concepts that cannot be automatically allocated to existing concepts are 

collected as “open tasks”. During thesaurus maintenance these concepts become distinct concepts within the thesaurus hierarchy or 

will be allocated to an existing concept as a new synonym. 

 

a Gram stain retaining cell wall and is therefore attributed to the 

Gram-positive group of bacteria (parent 2). 

A particular advantage of identifying microbiological results by 

their texts instead of their codes is that they may be incorpo-

rated into the thesaurus immediately, although they may not yet 

have an officially defined and assigned code [3].  

Thus, any microbiology result will be allocated to the respective 

concept in the thesaurus, or a new concept will be introduced, 

which is from then on available in clinical as well as secondary 

query results. Concepts representing misspellings, orthographic 

variants, or completely new elements must initially be allocated 

manually; thereafter these texts will be found automatically. 

Results 

In the investigation period from July 4, 2013 (the day on which 

the data transfer from MOLIS to MOMO commenced) to Feb-

ruary 16, 2018, altogether 773,309 laboratory results were 

available for analysis. As shown in Table 1, the yearly yield 

ranged from 154,079 to 209,290, indicating a rising trend. The 

2013 and 2018 batches of results were truncated by the respec-

tive start and ending dates of the study period. 

Table 1 – Imported and analyzed microbiology results by year 

Year Number 

2013 25,645 

2014 157,627 

2015 154,079 

2016 196,203 

2017 209,290 

2018 30,465 

Total 773,309 

 

Fractions of Laboratory Results Containing Elements 

Unknown to the Thesaurus 

We started counting the elements unknown to the microbiology 

thesaurus after the study period had started and can only give 

an estimate of their total numbers (Table 2). 

Roughly 2.6% of all results contained unknown elements and 

would therefore have been ignored in MOMO analyses based 

on correctly sorted concepts alone. The types of incompatibility 

with existing thesaurus concepts were manifold and ranged 

from typos to completely new elements. Two-thirds required 

allocation to new sub-concepts under existing concepts. One 

third of the required actions were the allocation of synonyms or 

textual variants. 

Table 2 – Required thesaurus adaptations after import of 

773,309 microbiology results 

Type of incompatibility N* Fraction 

Entries requiring manual allo-

cation

20,000 2.6% of to-

tal number

Thereof  

– New species 100 0.5% of N

– New synonym or textual 

variants

6,900 34.5% of N 

– Allocation of new sub-con-

cepts under already existing 

concepts (especially for se-

rology and microscopy) 

13,000 65% of N 

* estimated 

 

A prospectively conducted analysis of unassigned 

microbiology concepts gave a deeper view of the number of 

concepts allocated to one of the categories within the 

microbiology thesaurus (Table 3). This analysis includes 

89,973 microbiology results from October 30, 2018 to March 

12, 2019. Of these, 1,663 (approximately 1.9%) concepts had 

to be assigned manually. As presented in Table 3, the majority 

fell into the categories culture, serology, and microscopy.  

Table 3 – Current figures for 1,663 manually allocated 

microbiology concepts between October 30, 2018 and March 

12, 2019 

Category N Fraction 

Culture 311 18.7%

PCR 130 7.8%

Serology 525 31,6%

Toxins 72 4.3%

Microscopy 422 25.4%

Miscellaneous 203 12.2%

Total 1,663 100.0%

 

Effect of the Intervention 

On completion of the allocation of unknown elements, 100% of 

the microbiological results in the trial period became accessible 

for MOMO analyses.  
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Manpower Expenditure 

In the current use of MOMO, two to three hours per week are 

required to keep up with changes in laboratory as well as clini-

cal routine. We call this the “man-machine terminology inter-

face”. The work is done by persons who are familiar with the 

MOMO thesaurus as well as clinical and microbiological terms. 

Top-level clinical or microbiological experts need to be con-

tacted only on rare occasions.  

Discussion 

Free text entries are known sources of typing errors, misspell-

ings, and unwanted inaccuracies. For this reason, they are 

“banned” from many modern clinical IT applications, and 

health care workers are familiar with mandatory coded entries. 

However, textual descriptions can be more meaningful and may 

fit individual characteristics better. User-friendly “colloquial” 

terminologies [2, 4] are indispensable in attracting the use of IT 

tools by medical professionals. 

In the microbiology LIS at the VGH, we were confronted with 

user demands for free-text elements, which in the course of 

years of use had become significantly inaccurate. An extraordi-

nary example was a two-digit code connected with 83 – mostly 

unrelated – entities in the thesaurus. Discrepancies between 

codes and text were one of the reasons, which had led us to the 

decision that MOMO should access text rather than codes in the 

analysis of microbiology terms. 

As it turned out, the ambiguity of terms was not an immediate 

problem for the clinical recipients of microbiology reports, but 

rather for users relying on MOMO query results, as they would 

have had to manually select all hidden variations. Hence, the 

quota of coding incompatibilities observed in our study was 

more or less irrelevant from the immediate clinical standpoint, 

but a crucial factor in creating analyses for infection 

surveillance or outbreak management, where missing results 

are unacceptable. 

As described by de Quirós et al. [2], we had to deal with differ-

ent acronyms and synonyms for the same clinical finding. For 

the generation of concise query results, it was necessary to al-

locate those different terms to the same concept. In contrast to 

[2], however, we did not have to provide standardized codes 

based on our thesaurus. Nevertheless, it would be possible to 

incorporate codes and terms of official terminologies (e.g., 

SNOMED) as synonyms for those terms that are now available 

in the microbiology thesaurus. 

For this study, we decided not to create a thesaurus based pri-

marily on a so-called reference terminology (e.g., SNOMED as 

proposed by Rosenbloom et al. [4]) which provides the users 

with a set of terms as complete as possible. On the contrary, we 

included only those terms in the thesaurus for which at least one 

microbiological result was available. Thus, users implicitly 

know what they may query and do not have to create “test” que-

ries to see whether results are available for certain entries of the 

thesaurus. 

Compliant with, and supplementary to, FAIR principles (code 

sets are required to be Findable, Accessible, Interoperable, and 

Reusable) [10], the observations of our study trigger the 

following microbiology-specific discussion: 

Why admit free text entries in lab requests or in 

(microbiological) lab reports at all? 

1. In clinical reporting, we need procedures to deal with inev-

itable and unanticipated advents of new communication 

and knowledge elements, which are not yet included in the 

ordering schemata of the system. This concerns input 

(emerging clinical demands and laboratory methods) as 

well as output (new report details or messages). Even 

brand-new knowledge must be reported precisely and on 

time, irrespective of the status of the reporting system. 

This not only applies to microbiology reports for the order-

ing clinician (which may contain free text information or 

even handwritten information), but equally to IT analyses 

and meta-analyses built on microbiology reports, espe-

cially if they serve (hospital) epidemiology and outbreak 

management. 

2. Therapeutic imperative: Lab reports must be released 

a.s.a.p. to facilitate the earliest possible start of appropriate 

therapy (or adaptation of current therapy) – ideally in a 

matter of hours. In contrast, as stated by [3], the construc-

tion of clinical code sets is usually a time-consuming ac-

tivity. Thus, the required codes may not be available at the 

time they are requested. 

3. In the man-machine terminology interface, concepts based 

on free text are organized in a structured manner. This 

makes them accessible to automated analysis without 

additional coding.  

Following this, the second question pertaining to the analyses 

of content in microbiology reports is whether they should be 

based on codes or on free text entries. An analysis based on 

codes is a plain approach to fully automated analyses; non-

coded entries are more difficult to handle and need not be ex-

cluded from automated analysis. In free-text-based analyses, 

each data entry is available for analysis, but the procedure may 

be time consuming because it requires the scrutiny of hitherto 

unknown entries. 

Neither of the two approaches meets all demands. And, if we 

agree that non-coded entries have a place in clinical reporting, 

we ought to provide IT supplements which capture this type of 

“wild characters” as well. 

Our results support two basic recommendations: 

1. Optimal and timely thesaurus maintenance is an indispen-

sable provision for all fully automated and rapid IT anal-

yses, the results of which must be trustworthy in terms of 

their conciseness and correctness.  

2. IT systems which draw on codes when appropriate and on 

free text when appropriate ‒ as MOMO does ‒ provide 

comfort, speed, and conciseness. 

As a result, in thesaurus management high priority is given to 

capturing synonyms, syntactic deviations and misspellings, 

which in our analyses were predominant causes of missed enti-

ties or misinterpreted reports. 

Of similar importance is the ability to capture clinical and 

microbiological free text comments in laboratory reports which 

provide special knowledge aimed at new/improved diagnosis 

and therapy, and which address epidemiology. The ability of a 

system to communicate such high-level information supports 

the proficiency/professionality of the daily dialog between 

laboratory, clinicians and hospital epidemiologists. 

Finally, this type of IT tool may serve as an internal knowledge 

engine for the clinical microbiology laboratory striving for con-

tinuous knowledge acquisition and its provision in routine mi-

crobiological work. 

This topic also encompasses the notorious question: can anal-

yses of routine clinical reporting be accepted for research pur-

poses, especially in epidemiology and public health matters? 
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This question was discussed extensively in the process of es-

tablishing international benchmarking networks (e.g., HELICS 

[11], IPSE [12], and EARSS [13], which were forerunners of 

the present European Centre for Disease Prevention and Con-

trol networks HAI-net [14] and EARS-net [15]). In the end, it 

was agreed that routine laboratory data are indispensable for 

this purpose, despite the fact that they may be generated under 

missing or unknown scientific standards. There is no other way 

of obtaining the required information, because impeccable sci-

entific studies of appropriate size and duration are not feasible. 

In our study, we present a new focus as well as a software so-

lution to bring analysis data from routine clinical reporting 

closer to the desired degree of conciseness, reliability, and rel-

evance. 

Conclusions 

In our opinion, clinical IT solutions must focus on a good bal-

ance between full automation and man-machine interactivity 

for successful clinician-laboratory dialog, which in turn sup-

ports patient care and infection control. 

Given this balance, we may expect considerable progress from 

such IT solutions in microbiology-related “Good Clinical Prac-

tice” as well as in infection prevention and control. Other areas 

that will benefit from such progress are research in clinical mi-

crobiology, healthcare-associated infection prevention and con-

trol, epidemiology, and public health! 

“When used properly, informatics tools can help the clinical 

microbiology laboratory to do more with less while improving 

the quality of patient and public health care” [1]. 
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Abstract 

Open Access provides researchers another opportunity of 
publishing, besides the traditional publication in subscription-
based journals. Providing higher dissemination and therefore 
visibility as well as better accessibility, among others, Open 
Access helps to fulfil changed needs of authors and readers in 
our information and communication society of today. Though 
this publication model provides a lot of advantages both for 
readers and authors, there are also some obstacles. In order 
to identify the incentives that can lead scientists of medical 
informatics to an Open-Access-publication, we conducted a 
study consisting of group discussions, interviews, and surveys. 
This tripartite evaluation starts in its first part with group 
discussions and interviews. First results of them show that, 
among others, the higher visibility, indexing, Impact Factor 
and better accessibility are factors for an Open-Access-
publication. 

Keywords: 

Open Access Publishing, Motivation, Focus Groups 

Introduction 

Within the last decade, a creeping alteration in the publication 
landscape can be observed. Due to the changed needs of 
researchers, in the role of readers as well as authors, in regard 
to the modified information and communication society, a 
new publication model has been developed.  Open Access 
(OA) seems to fulfill these needs better than the traditional 
subscription-based model [1-3]. The internet allows the 
publication of journal articles, whole journals, or books online 
and within the OA model without any barriers such as 
paywalls. This means that everyone with an internet 
connection can freely access content and depending on the 
license, distribute, use, and modify it. In recent years many 
governments, research funding organizations and universities 
have changed their policies demanding to publish funded 
research outcomes in OA [4, 5]. For financing this new 
publication model, a shift of costs from readers to authors can 
often be found. For publication of accepted manuscripts, they 
have to pay a so-called “Article Publication Charge” (APC). 

Today nearly all journals offer their authors the option to 
publish their article in OA. There is also a growing number of 
genuine OA journals, though this depends on the discipline, in 

which Medical Informatics authors can only choose from a 
small number of pure OA journals [6]. Another issue is that 
only a few authors make use of this publication model so far 
and only about 13% of research papers are published OA [7]. 
This is effected by concerns connected to OA. Besides the 
assumed positive characteristics of the publication model as, 
for example, better visibility and increased citation rates, there 
are also some significant barriers. An often-higher effort for 
authors, for example in terms of administrative tasks and the 
above-mentioned publication charges, is to refrain from OA 
publishing [8, 9]. 

The factors that influence researchers in their decision on 
where or how to publish their research results have not been 
sufficiently investigated yet. In order to identify them, among 
others, we are conducting the project “Trans-O-MIM” (full 
title “Strategies, models and evaluation metrics for the goal-
oriented, stepwise, sustainable and fair transformation of es-
tablished subscription-based scientific journals into open-
access-based journals with Methods of Information in Medi-
cine as example”) [10, 11], funded by the German Research 
Foundation (DFG). The results are intended to help traditional 
subscription-based journals transform successfully into OA-
based journals. Within the framework of this project, we ap-
plied them on the concrete transformation of Methods of In-
formation in Medicine. 

Therefore, the goal of this study is the exploration of factors 
influencing researchers in the role of authors both positively 
and negatively in regards to OA publishing. For the construc-
tion of a successful and sustainable business model, it is es-
sential to understand and consider the needs and wishes of 
authors. So the overall aim of the Trans-O-MIM-Incentives-
Study (full title “Study on the Identification of Influencing 
Factors Regarding the Decision For or Against an Open Ac-
cess Publication of Scientists of Biomedical and Health In-
formatics”) is to determine what lead researchers to publish 
their research results to be freely available in OA. The sub-
goals are: 

� The identification of incentives and/or incentive 
systems for scientists with regard to a publication in 
OA (motivators of the use of OA). 

� Also of interest is the determination of obstacles and 
barriers for scientists relating to an OA publication 
(motivators of the disuse of OA). 

f
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� In addition, also the superordinate level needs to be 
discussed, namely how the scientific system should be 
shaped for OA and what or how publication service 
providers can contribute to the promotion of OA from 
the scientists' point of view. 

In the subsequent sections, we described the research method 
for this study and its composition, its conduction and 
preliminary results with a special focus on the first phase of 
the Trans-O-MIM-Incentives-Study. Afterward, we discussed 
these first findings and future perspectives of the study 
followed by a conclusion in the last section. 

Methods 

The main focus of this paper is on the first phase of the Trans-
O-MIM-Incentives-Study, though altogether it consists of 
three parts: 

1. Qualitative phase with guide-based group discussions 
and interviews with selected scientists in the field of 
biomedical and health informatics. 

2. Quantitative phase with a standardized survey of 
representatives of scientific organizations in the field 
of biomedical and health informatics. 

3. Quantitative phase with a standardized survey of 
members of scientific organizations in the field of 
biomedical and health informatics. 

All three phases of the study are run in close collaboration 
with IMIA, the International Medical Informatics Association. 

In preparation of the study we designed a questionnaire 
regarding the incentivizing of OA publications for a short 
survey that was conducted at HEC 2016 (Health Exploring 
Complexity: An Interdisciplinary Systems Approach; GMDS 
& DGEpi & IEA-EEF annual meeting, Medical Informatics 

Europe – MIE2016; 28 August – 2 September 2016, Munich, 
Germany), one of the main international conferences in the 
field of medical informatics, biometry and epidemiology [12]. 
Based on these not very productive and satisfactory results we 
decided not to choose mixed methods for the intended study in 
order to gather more detailed and in-depth information. This 
leads us to the previous explained study design consisting out 
of three phases with qualitative and quantitative methods. 

Phase 1: Guide-based group discussions and interviews 

The guide-based group discussions and interviews are 
intended to serve as a qualitative pre-stage of the subsequent 
surveys of scientific organizations and their members. The 
goal is to make participants narrate and create a discussion 
that develops its own dynamic in order to gain new and 
disregarded aspects pertaining to the wishes and needs of 
scientists in respect of OA publishing. In addition, it is to be 
reasoned which aspects should be taken into account in the 
subsequent survey of scientific organizations regarding 
country differences in OA. This first phase of the Trans-O-
MIM-Incentives-Study started in July 2018 and was 
completed by the last interviews in February 2019. 

Taking the results of the preparational survey into account, we 
created a guide for semi-structured group discussions. The 
guide serves as a framework and does not have to be followed 
rigidly, but rather provides the topics that need to be covered. 
It consists of six theme groups each containing one central 
question and several in-depth questions (see Table 1). The 
central questions serve as an introduction to different areas of 
interest and allow participants an unconfined statement of 
thoughts and opinions. In-depth questions are used if certain 
aspects need to be inquired, if answers are not sufficient or if 
the discussion has haltered. The theme groups are the attitude 
towards OA, reception behavior at OA articles, publication 
behavior of scientists, motivators of the use or disuse of OA, 
positive/negative external influence and promotion of OA. 

Table 1– Questions included in the guide 

Central questions Most used in-depth questions 
What are the participants thinking 
about OA? 

� How do participants define OA? 
� Do participants advocate a change of the publication system to OA – and why or why not? 

How do the participants read OA 
articles? 

� Where do participants inform themselves about new articles and do they differ between 
subscription-based articles and OA articles? 

� How do participants experience new functionalities and evaluation tools, as Altmetrics? 
What is the participant’s procedure 
for publishing their research 
results? 

� According to what criteria do participants choose a journal in which they want to publish? 
� Have the participants already published OA and how was their experience compared to a 

subscription-based publication? If not: why? 
What leads the participants to 
publish their research results in OA 
and what deters them from it? 

� What do participants think about the licenses that are used for OA? Are they well versed in 
the various Creative Commons licenses? 

� To what extent do participants feel constricted by the OA policy of many funding 
organizations in terms of their publication freedom? 

Whereby do publication service 
providers and the scientific system 
promote or impede OA in the 
participant’s point of view? 

� What offers of publication service providers have a positive/negative influence on the 
decision for/against OA? 

� In what way does the scientific system have any structures that support/deter participants in 
an OA publication? 

With what or rather whereby can 
OA publications be promoted in 
the participant’s opinion? 

� What changes pertaining to the scientists are necessary to reach more OA publications? 
� How will OA develop within the next five years? 

For the group discussions, the sample consists of single 
members of IMIA who are suggested by IMIA for 
participation. It was planned to include 36 scientists 
categorized in the IMIA regionalities (North America, Latin 
America and the Caribbean, Europe, Middle East, Asia and 

the Pacific, Africa) and three seniority levels (scientists with 
long experience (e.g. department chairs), scientists with 
intermediate experience (e.g. postdocs), early scientists (e.g. 
Ph.D. students)), divided into six groups for discussions via 
video conference. Due to the difficulty of finding enough 
participants for group discussions we decided to conduct 
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additional interviews based on the same guide. Therefore 
corresponding authors of papers in Methods of Information in 
Medicine’s OA track Methods Open were invited for 
interviews. Additional interviews were held at conferences as 
for example on APAMI 2018 (APAMI 2018 - 10th Biennial 
Conference of the Asia Pacific Association for Medical 
Informatics; 09 – 11 November 2018, Colombo, Sri Lanka). 

For the video conferences and non-face-to-face interviews, we 
used the video conference software of DFN, the German 
National Research and Education Network, based on Adobe 
Connect. The discussions and interviews were scheduled to 
last for an hour each. For an exact evaluation, the soundtrack 
and video (where available) were recorded. A method of 
analysis for the group discussions and interviews, the 
qualitative structuring content analysis of Mayring is chosen. 
Their data is categorized in accordance to previously 
determined criteria by use and preparation of a coding scheme 
(containing e.g. values, variables, and dimensions) and a 
coding guideline (containing e.g. coding rules and a collection 
of anchor examples for orientation). After determination of the 
content-analytical analysis unit, i.e. the coding unit and 
context unit, the coding of all group discussions and 
interviews is conducted by marking the discovery points 
according to the variables [13]. Therefore a transcription of all 
data in a pure verbatim protocol in connection with special 
characters is conducted. As not all data is collected at the time 
of preparing this paper, a preliminary evaluation is based on a 
comprehensive protocol. 

Phase 2: Survey of scientific organizations 

This first quantitative phase of the study conduces to capture 
the various conditions of OA in individual countries. Though 
prerequisites for publications in OA are obviously 
heterogeneous, the differences are not yet known in detail. 
Therefore we want to ascertain them by means of a 
standardized survey of the respective scientific organizations. 

The questionnaire asked for various aspects regarding OA in 
the country of the respective scientific organization with the 
main focus on the current situation. Taking into account the 
findings of the group discussions and interviews, the survey 
will mainly cover the following aspects: 

� In which countries the scientific organization operates 

� If they mainly follow the green or gold road to OA 
and how the sentiment of scientists is 

� If the government has provided guidance or 
recommendations concerning OA and if funding 
organizations have provided regulations or 
requirements 

� If research institutions (e.g. universities) have OA 
policies 

� How the development of OA is predicted in the next 
five years 

The sampling frame for the survey consists of all scientific 
organizations that are member societies of IMIA. The target 
group has already been informed about the upcoming survey 
during a presentation at APAMI 2018. For convenience, we 
will conduct an online survey by using the software tool 
“eSurvey Creator” [https://www.esurveycreator.com]. The 
online survey is in preparation (see Figure 1) and will take 
place in April and May 2019. For participation, an e-mail 
containing a link to the survey will be sent to representatives 
of several scientific organizations. Upon the data received a 
quantitative evaluation will be conducted. 

Phase 3: Survey of members of scientific organizations 

This third part corresponds to the second quantitative phase of 
the study and builds on the guide-based group discussions and 
interviews. Herewith it is intended to complete the picture of 
wishes and needs of scientific authors with regard to OA 
publishing. While the first phase provides comprehensive and 
deep insights into the subject, the survey will reach the broad 
mass of scientists of biomedical and health informatics. 

 

  

Figure 1– Exemplary page of the online survey 

The questionnaire will partially use conjoint analysis to 
implement various scenarios from which respondents can 
choose the preferred ones. The questions are divided into 
various question complexes, according to the guide for group 
discussions and interviews. 

The sampling frame for the standardized survey consists of all 
members of scientific organizations, who are member 
societies of IMIA, which currently corresponds to 
approximately 60,000 people. For greater reach, it will also be 
conducted as an online survey in May 2019. 

Results 

This analysis includes the data from 34 participants and was 
gathered in 

� six group discussions with 18 participants suggested 
by IMIA representatives 

� eleven interviews with participants also suggested by 
IMIA representatives 

� five interviews with corresponding authors of a paper 
in Methods Open 

Altogether 93 scientists of biomedical and health informatics 
have been invited for group discussions and interviews, so the 
participation quote is 36,56 %. 

Attitude towards OA 

The knowledge regarding OA is very heterogeneous but the 
whole sample has already heard from it. Most of the 
participants have a positive and open meaning regarding OA. 
The broad majority also welcomes a change of the publication 
system to OA. Thereby many mentioned that a complete 

S. Kuballa et al. / Identification of Influencing Factors Regarding the Decision for or Against an OA Publication1250



change seems unlikely and that they prefer the coexistence of 
the traditional system and OA. In this context also the freedom 
of choice between the publication models was stated as 
important. 

Reception behavior at OA articles 

The general tenor of responses to the question about possible 
differences in the way the participants inform themselves 
about new print or OA articles is that they do not exist. Some 
only annotated that OA articles are mostly not included in the 
subscribed table of contents or alerts, that is a popular 
information source. Others also outlined that they generally 
prefer OA articles as they are easier to access even if 
institutional subscriptions are available. In the way, articles 
are read no differences have been discovered. The opinion on 
new functionalities and evaluation metrics is divided and often 
these tools are still unknown. While some welcome it as a 
necessary innovation others describe it as insignificant. 

Publication behavior of scientists 

Asking the participants according to what criteria they choose 
a journal to publish in following key determinants have been 
discovered: a suitable scope of the journal to reach the 
targeted audience, a fast processing time, a high-quality 

review process and the Impact Factor. Also often mentioned 
was the cost of publication. The copyright issue by the use of 
Creative Commons is of little relevance and knowledge to 
scientists. 

The question if participants in the role of authors have already 
published a paper in OA was affirmed by about half of the 
sample. Though it needs to be mentioned that only very few 
differentiated between Green and Gold OA, while about a 
third knew about the hybrid model. A previous non-
publication in OA was often explained with missing funds or 
experience in publishing. 

Motivators of the use or disuse of OA 

The answers with respect to the motivators of the use and also 
the disuse of OA as a publication model show the previously 
anticipated factors but also new and unforeseen aspects, as 
presented in Table 2. 

Relating to a constriction in their publication freedom due to 
OA policies of many funding organizations and universities 
the participants consistently stated that they do not feel 
restricted. They endorse these policies if existent and do not 
see any disadvantages. 

Table 2– Factors for or against OA publications 

Motivators for OA Motivators against OA 
� Faster processing time and publishing of articles 
� Higher visibility and therefore more citations 
� Free accessibility and availability 
� Indexation in renowned registers 
� Better rights on personal use for authors 
� Fulfillment of requirements of funding organizations 
� Better publication opportunities for scientists from 

structurally weaker countries 
� Strengthening of the competition for traditional journals 

� High costs, for example, Article Publication Charges (APC) 
� Lower or initially missing impact factor 
� Missing reputation of (new) journals 
� The distinction between serious and untrustworthy or 

predatory journals is sometimes difficult 
� Financing problems, esp. in structurally weaker countries 
� Fixed/traditional publication structures in the departments 
� There are only a few pure OA journals in the subject area 

 

Positive/negative external influence on OA 

Most of the participants had difficulties in answering the 
questions what offer of publication service providers would 
have a positive/negative influence on OA and how the 
scientific system could enhance or impede it. With regard to 
publication service providers, no concrete ideas for desired 
offers have been mentioned while the financing policy has 
been broadly criticized. In this context, it was discovered that 
nearly no author has made use of waiver systems or even 
knew about them, though often provided by publication 
service providers. Identified demanding framework conditions 
are: facilitation of the financing of articles in OA journals, 
initiation of new ways/methods for peer review, orientation 
away from the Impact Factor, production of scientific journals 
away from commercial publishing houses, and guide to 
choosing the right OA journal. 

Promotion of OA 

Regarding the further promotion of OA, no more findings 
have been gathered. Asking what changes pertaining to the 
scientists would be necessary most participants responded that 
they think most researchers are ready for the OA publication 
model. Some mentioned that senior researchers tend to have 
more reservations compared to the younger generation. 

On the question of how the near future for OA will look like 
the whole sample predicts a positive development. Most are 

convinced that the proportion of OA articles will rise steadily 
but until the transformation is complete (if ever possible) it 
will still take a long time. 

Discussion 

The results show that OA has not yet reached the awareness of 
the majority of researchers of biomedical and health 
informatics. The findings regarding the attitude towards OA 
demonstrate accordingly that the topic is not considered in-
depth and differentiated by many participants. Moreover, a 
missing distinction between OA and electronic publications is 
widely spread. Though a difference between young and senior 
researchers can be observed. While younger scientists often 
have only cursory knowledge and experience they are very 
open-minded on this still young publication model. Senior 
scientists, in turn, are often more focussed on political aspects 
of OA publishing. 

The reception and publication behavior seems barely 
influenced by the underlying publication model. This 
corresponds with the findings that researchers in most cases 
are not very interested in publication issues and in 
consequence, are also not aware of them. Interestingly OA 
articles are not only preferred in structurally weak regions 
lacking of journal subscriptions but also by well-equipped 
researchers due to the generally easier accessibility and 
sometimes also due to the literature search methods. With 
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regard to the criteria for choosing a journal for publication, it 
is noteworthy that the scope of the journal is mentioned first 
and not the Impact Factor. Thereby young researchers often 
have or want to adhere to the specifications of their principals 
regarding the choice of journal, so finally, it is their stipulation 
where and how a paper will be published. 

The most mentioned positive and negative motivators for OA 
are better visibility and accessibility/availability, indexing, 
more citations, faster processing time and on the downside 
costs, reputation, Impact Factor and lack of funding. Besides 
these factors, many participants also provided more detailed 
factors that can often be attributed to the respondent's seniority 
or origin. This can also be observed at answers on questions 
relating to the external influence on OA. On the other hand, 
only a few findings on further promotion could have been 
collected, which also seems to correlate with the often found 
disinterest in publication issues as thoughts regarding this 
topic have not been made yet. 

Future perspectives 

As already described in the preceding sections the group 
discussions and interviews will be followed by two online 
surveys to gain even deeper insights. The results show that a 
survey of scientific organizations is necessary in order to clear 
what influence the origin of participants has on their answers 
and opinions. A survey of members of the scientific 
organizations is important to gain a greater sample. This 
allows a check if the gained findings can be transferred to all 
scientists of biomedical and health informatics. 

Limitations 

A limitation to the in this paper focussed the first phase is that 
not all interviews are conducted yet and therefore a complete 
analysis and relative frequencies in the results section are 
missing. However, the sample size has nearly been reached 
what leads us to the conclusion that a comprehensive picture 
of factors regarding the decision for or against an OA 
publication can already be presented. A further limitation to 
the Trans-O-MIM-Incentives-Study is that this research can 
not or only limited be transferred to other fields as there are 
huge differences between several disciplines. Therefore 
further research for example in disciplines of the social 
sciences is necessary for comparison. 

Conclusions 

Through group discussions and interviews provided us with 
various new insights with regard to the incentives and 
obstacles of an OA publication, the answers also contain many 
well-known influence factors. The upcoming surveys will 
show if there are more, so far unconsidered, advantages and 
disadvantages of OA. It remains a question of why researchers 
seem prevalently disinterested in the conscious choice of a 
publication model. As factors for or against OA are now 
broadly discovered within this survey, in the next step it might 
be interesting to find out how researchers can be made aware 
of the OA publication model in general. This might round up 
the factors that need to be taken into account for a successful 
transformation of well-established subscription-based journals 
into OA-based journals. 
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Abstract  

The training and competence of healthcare professionals are 

key factors in adopting new eHealth services. The scope of 

eHealth is broadening from information systems to eHealth 

services such as patient portals supporting self-management, 

which create a need for new competencies. In this study, we 

evaluated clinical leaders’ eHealth competencies and training 

needs in two public healthcare organizations in Finland. The 

target organizations’ goal was to increase the number of 

patients’ eHealth services and clinical leaders were seen as 

critical in this change. Data were collected through an online 

survey of 98 clinical leaders working in two healthcare 

organizations. The results imply that managing change and 

planning implementation are challenging to clinical leaders. 

They need more information about eHealth services, their 

possibilities, and benefits in order to support their subordinates 

and patients. The clinical leaders seem to be in a critical role 

in supporting healthcare professionals and avoiding resistance 

to change. 

Keywords: 

eHealth, Competence, Implementation 

Introduction 

The training and competence of healthcare professionals have 

been identified as key factors in adopting Health Information 

Technologies [1]. Healthcare professionals are end-users 

operating applications and services, and thus, they need varying  

competencies for applying the technologies in their work or 

otherwise the benefits of new technology are not realized.   

Previous research has focused especially on students’ and 

nurses’ ICT skills and informatics competence [2,3]. The 

Technology Informatics Guiding Educational Reform (TIGER) 

[4] identifies three categories of competencies in nursing 

informatics: basic computer competencies, information 

literacy, and information management. 

While the level of healthcare professionals’ basic computer 

skills is improving, the scope of eHealth is broadening from 

information systems to eHealth services. By eHealth services, 

we mean online services such as patient portals that support 

patients with self-managing their health. Increasingly, eHealth 

services are used to invite patients to take a more active role in 

the maintenance of their health [5]. For example, patients may 

have access to personal health information, educational 

materials, appointment scheduling, and patient-provider 

communication tools. Consequently, new eHealth 

competencies of healthcare professionals have been identified 

[6]. For example, professionals are in a critical role in 

motivating and guiding patients to use eHealth services and 

they need to be able to communicate with patients via a 

computer.  

In addition to training, a champion or a superuser who is an 

enthusiastic visioneer willing to initiate and drive services 

forward is good in motivating and supporting staff [7,8]. On the 

other hand, common barriers to successful adoption of eHealth 

are negative effects on health professionals’ workload, 

workflow, and roles [9]. Thus, it is not only about individual 

healthcare professionals’ eHealth competencies to use eHealth 

services that are important, but professionals need to be also 

motivated and supported in adopting new eHealth services. In 

addition, work organizations and teams need to plan and adopt 

new workflows, roles, responsibilities, and care processes. 

Leaders have a major role in motivating and supporting 

healthcare professionals and providing favorable conditions for 

them when new eHealth services are implemented to their 

organization. Indeed, there is plenty of existing evidence that 

effective leadership and change management contribute to the 

successful implementation of eHealth [10–14]. For example, 

according to Ingebrigtsen et al. [15] leaders should 

communicate a clear vision and goals for new eHealth services, 

provide leadership support, arrange training to healthcare 

professionals, identify and appoint champions, address work 

process change, and follow up the implementation.  

The leadership activities are important as healthcare 

professionals and their attitudes are critical in preventing 

resistance and ensuring the active use of new innovations [16–

18]. The good implementation practices that are related to 

successful implementation of eHealth services are well 

identified [11,17,19–22]. However, these good practices do not 

seem to be well known or used in healthcare organizations 

[23,24]  

It should not be considered self-evident that leaders know how 

to support healthcare professionals. Even if they had good 

traditional leadership skills, the number of new technologies 

and eHealth services is constantly increasing and changing the 

care work. Especially patient empowerment and self-

management related to the new eHealth services are changing 

the traditional expert role of healthcare professionals and 

creating tension as the control needs to be shared with patients 

[25,26]. Furthermore, as the new services are also used by 

patients, they should be informed, motivated and supported. 
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Patient work needs to be also redesigned in a way that new 

eHealth services support traditional health care and services 

efficiently. 

In this study, we examine the current state of eHealth 

competencies of clinical leaders in two public healthcare 

organizations in Finland. Ingebrigtsen et al. [15] define clinical 

leaders as leaders responsible for leadership within an 

organization that delivers care. Clinical leaders include division 

and department directors, and personnel in designated leader 

positions in frontline units (e.g., wards, outpatient clinics, 

primary care practices, etc.) [15].  

The identification of deficits in eHealth competencies helps in 

developing training and support for clinical leaders. We 

consider eHealth competencies broadly including use, 

implementation and the organizational change related to the 

new eHealth services.  Thus, we are interested in what kind of 

challenges clinical leader experience in new eHealth services 

and their perceptions of the quality of implementation practices 

used in their units. 

The strategy of the target health organizations is to use eHealth 

services widely, and organizations have already provided a set 

of self-management services to patients. The organizations’ 

goal is to increase the number of eHealth services provided to 

patients so that patients initiate their care through eHealth 

services. In the organizations, clinical leaders’ role was 

perceived as important in supporting healthcare professionals, 

and the identification of training and support needs was 

considered essential. 

Methods 

An online questionnaire was developed to assess the eHealth 

competencies of both healthcare professionals, including 

nurses, social workers, and physicians, and their supervisors 

and leaders. The leaders had their own version of the 

questionnaire and in this paper, we focus on their responses. 

The survey contained questions about demographics, self-

perceived eHealth competencies, training, and support needs,  

challenges related to eHealth services, and the use of the 

recommended implementation practices. 

Self-perceived eHealth competencies were assessed as in 

previous studies [6,27] using multiple-choice questions with 

competence statements with a five-point Likert scale. The scale 

ranged from 1 (fully disagree) to 4 (fully agree) and included a 

fifth option, 5 (I don’t know), that was removed from the 

analysis. Seven statements were selected to broadly represent 

different eHealth competence areas identified in the literature 

and found important for leaders (see Table 1).  

Also, the use of the recommended implementation practices 

was assessed using the multiple-choice questions as in our 

previous study [23,24] and with the same five-point Likert 

scale. In addition, respondents were asked open-ended 

questions with regard to training and support needs and 

challenges related to eHealth services. The quantitative data 

were analyzed using descriptive statistics and the responses to 

the open questions were content-analyzed. 

The survey study was carried out between June and August 

2017 in the South Savo and between October and November in 

2017 in the East Savo Social and Health Care Authority. Both 

authorities are public healthcare organizations in Finland. The 

healthcare organizations already had eHealth services in use 

and the goal was to use the services widely.  

The survey study was introduced in the intranet news page of 

the organization and an invitation was sent to participants by 

their work email. The invitation letter included a description of 

the target group and the purpose of the survey. Although 

participation was anonymous, respondents could submit their 

email address at the end of the survey to participate in a draw 

of movie tickets and two wireless computer mice. 

Results 

A total of 98 clinical leaders filled in the questionnaire; the 

response rates were 24% and 20% of the total healthcare 

personnel in the studied organizations. The mean age of the 

respondents was 50.1 years (SD = 8.5), 86.5% of them were 

females and they had worked for an average of 7.7 years 

(SD=7.2) in similar tasks. Most of the respondents were nurse 

leaders (32%). In addition, respondents included social worker 

leaders (25%), physician and dentist leaders (11%), other 

leaders (13%), and managers (19%).  

Table 1 shows the self-perceived level of competencies. The 

healthcare organizations had recently offered training on the 

security and privacy protection and this competence was 

evaluated to be the strongest one, 98.8% of the respondents 

agreed or fully agreed that they are able to work based on the 

principles. Most of the respondents were also confident that 

they can use eHealth applications and services and do 

traditional leading tasks such as leading a change and 

supporting their subordinates’ competence. The respondents 

had the least confidence in communicating about the new 

eHealth services to patients, developing services in a customer-

centered way and planning an implementation of a new eHealth 

service.  

Table 1– Percentage of clinical leaders agreeing with the 

competence statements. Scale from 1 (Fully disagree) to 4 

(Fully agree). 

Competence statement M S.D. Respondents 

agree (%) 

I can work based on the 

principles of information 

security and privacy 

protection. 

3.7 .63 98.9 

I can use eHealth applications 

and services. 

3.3 .73 92.9 

I can support the competence 

of my subordinates 

3.0 .77 89.5 

I can lead the change when 

new services are implemented 

2.9 .70 84.2 

I can communicate about the 

eHealth services to patients 
3.0 .73 81.5 

I can develop services in a 

customer-centered way  

2.8 .78 80.0 

I can plan the implementation 

of a new eHealth service 

2.4 .88 52.2 

 

Of the respondents, 42 took the opportunity to answer the open-

ended question about their training and support needs. Most 

frequently, the respondents wanted more information about 

eHealth services, their possibilities and benefits (10 mentions). 

In addition, they wished to learn technical skills (4 mentions) 

and receive information about the contact and responsible 
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persons (3 mentions). The respondents also realized that they 

need skills to guide colleagues and customers (2 mentions). The 

need to learn the customer-centered development work (3 

mentions) and implementation skills (2 mentions) were also 

mentioned. 

74 respondents described the challenges of eHealth services. 

Most commonly, they were concerned about the competence of 

the healthcare professionals (12 mentions) and how to train, 

engage and commit the healthcare professionals to use new 

eHealth services (31 mentions).  

Many pointed out challenges related to patients (18), how to 

guide them and how all different patient groups, especially 

elderly people, are able to use the services. The shortage of 

resources, concerning both time and equipment were perceived 

as challenging (16 mentions) as well as the usability, 

interoperability, and functioning of the services (14 mentions). 

The respondents were also unsure how to plan and renew the 

operations and services (8 mentions) and afraid of the negative 

attitudes of the professionals and their resistance to change (6 

mentions).  

Table 2– Percentage of clinical leaders agreeing with the 

statements of good implementation practices. Scale from 1 

(Fully disagree) to 4 (Fully agree). 

Competence statement M S.D. Respondents 

agree (%) 

New services are planned to 

be part of the work process 

2.9 .89 69.2 

The personnel will be 

informed enough about the 

new eHealth services 

2.7 .87 67.3 

The benefits of new eHealth 

services are told to the 

personnel 

2.7 .91 62.1 

My unit has a person who is 

responsible for the 

implementation of the eHealth 

services 

2.7 1.1 62.0 

There is enough training for 

using new eHealth services 
2.7 .93 62.0 

In our unit, we set goals for 

the implementation of new 

eHealth services  

2.7 .86 58.7 

Our unit has a person who 

encourages others to use 

eHealth services 

2.7 1.0 58.3 

The impact of the new eHealth 

services to our work is 

evaluated 

2.6 .99 55.7 

The personnel has the 

possibility to participate in the 

planning of new services 

2.6 .97 54.9 

We set measures for 

monitoring the 

implementation of new 

services in our unit 

2.4 .86 46.9 

The personnel is given 

allocated work time for 

adopting services 

2.3 1.1 40.3 

Table 2 presents the respondents’ evaluations of how good 

implementation practices were used in their unit. The results 

resonate with the fact that almost half of the respondents 

experienced that they do not know how to plan the 

implementation of a new eHealth service. One-third of the 

respondents did not believe that the personnel is not informed 

enough about the new eHealth services or the benefits of the 

services. Even fewer respondents agreed that there is a person 

who is responsible for the implementation or would encourage 

others to use eHealth services. Almost half of the respondents 

did not agree that the personnel has the possibility to participate 

in the planning of new services. Less than half of the 

respondents’ agreed that the implementation of new services is 

monitored using measures or the personnel is given allocated 

work time for adopting services as recommended.  

Discussion 

The results of the clinical leaders’ eHealth competence survey 

in two healthcare organizations show that clinical leaders are in 

a pressure of many demands and changing environment. They 

need to support healthcare professionals in the change, organize 

workflows, make sure that patients are informed and guided, 

and that the quality of new eHealth services is good enough. 

They also perceived that the shortage of resources, regarding 

both time and devices, is challenging. 

Many clinical leaders did not feel confident in their tasks 

indicating that they need more support and training. Especially, 

they requested more information about eHealth services, their 

possibilities, and benefits. They can’t support their subordinates 

and patients without knowing about the new eHealth services 

by themselves.  

Majority of the clinical leaders evaluated that they were able to 

use the new eHealth services, but one-fifth of them felt less 

confident in new tasks such as communicating about the new 

eHealth services to patients and developing services in a 

customer-centered way. Almost half of the leaders perceived 

that they are not able to plan the implementation of a new 

eHealth service. It is probable that leaders have not received 

training of these activities during their basic education and the 

organizations do not yet have traditions and practices for 

handling these tasks.  

Consistent with the identified lack of implementation skills, the 

survey results imply that good implementation practices were 

not systematically used in the organizations. All leaders did not 

even know who is responsible for the implementation of the 

eHealth services in their organizations. The benefits of the new 

services and the goals of the implementation were not clear to 

all either. 

The results suggest that clinical leaders should be better 

informed about the new eHealth services and their 

implementations. Many clinical leaders did not know whether 

the new implementations are well planned and good 

implementation practices are used. Still, the successful 

implementation does not only depend on the strategic level of 

management, but also the operational and frontline levels 

should participate [15,28].  

All leadership levels have an important role in informing, 

motivating and engaging healthcare professionals. The 

responses to the open question about the challenges related to 

eHealth services reveal that the leaders are especially concerned 

about how to do these tasks for avoiding health professionals’ 

resistance to change. 
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The results imply that managing change and planning 

implementations are particularly challenging to clinical leaders. 

We recommend healthcare organizations to improve the 

training of clinical leaders on these tasks. In addition, the 

identified training needs should be considered in the design of 

continuing education and degree programs.  

Informing and engaging numerous health professionals is a 

challenging task and clinical leaders are in a critical role in this 

work. Trained clinical champions have been found to be 

successful in motivating and supporting healthcare 

professionals [8,11,15] and one potential strategy to healthcare 

organizations is to train frontline leaders to act as champions in 

their work units. 

The limitation of the study is a small number of respondents in 

only two healthcare organizations in one country. Thus, the 

results are not well generalizable, but they are more preliminary 

in nature. The findings give insights about the potential 

competence needs and pain points of eHealth leaders. Future 

studies are needed to test the results in wider settings. However, 

the studied health organizations can be considered as 

forerunners as they already have used new kinds of eHealth 

services supporting self-management and they had the 

willingness to train and support both leaders and professionals. 

Conclusions 

In this study, we identified clinical leaders’ eHealth 

competencies focusing on new eHealth services supporting 

patients self-care and self-management. The results provide 

insights into the clinical leaders’ training and support needs. 

The new training needs are especially related to managing 

change, planning implementations of new eHealth services. 

The clinical leaders are in a critical role in supporting healthcare 

professionals in order to avoid the resistance to change and 

ensure that the adoption of new eHealth services is successful. 
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Abstract 

Although user participation may facilitate the realisation of IT 
innovations, various literature analyses show only minimal to 
moderate evidence for such effects possibly due to disregard of 
mediating factors. Against this background, this study examines 
the extent to which joint intrapreneurship of clinical leaders 
and IT leaders as well as a distinct innovation culture mediate 
the effect of user participation on hospitals’ IT innovativeness. 
IT innovativeness was measured by the availability and 
usability of IT functions and by the perceived ‘innovative 
power’ of a hospital. An empirical model was developed and 
tested with data from 168 clinical leaders and IT leaders who 
participated pairwise in a survey representing 84 German 
hospitals. Three parallel mediation analyses indicated that the 
participation of users could only lead to IT innovativeness if 
they were accompanied by intrapreneurial leadership on the 
part of clinical directors and IT leaders and if a pronounced 
innovation culture prevailed.  
Keywords:  

User participation, intrapreneurship, innovation culture, 
diffusion of innovation, organisational culture 

Introduction 

Research has repeatedly shown that user participation can 
facilitate the realisation of IT innovations by blending the 
technical expertise of the information management department 
with the system-related functional expertise of users [1]. User 
participation can refer to various information management 
activities that take place during IT related innovation processes, 
ranging from identification of user requirements, 
implementation and deployment of new applications, to 
training of colleagues and regular system evaluations [2].  
The basic idea behind user participation is to increase the 
acceptance and motivation of the users and thus contribute to 
maintaining long-term relationships between the system and its 
users. In addition to these rather psychological benefits, user 
participation is expected to generate a number of management-
related, methodological and cultural benefits that, taken 
together, increase an organisations ability to innovate also 
regarding health IT [3].  
Despite this theoretical potential, various literature analyses on 
the benefits of user participation provide only limited evidence 
of such effects. Bano and Zowghi [4], for example, conclude in 
their review of 87 studies that user participation is a double-
edged sword which, if not handled properly, can cause more 
problems than benefits. Frequently cited difficulties that led to 
misalignments of participatory IT projects included 
disagreement with project objectives and conflicts about the 
extent to which users, IT staff and the top management should 
be empowered to make decisions [4]. Furthermore, He & King 
[3] showed in a review of 82 studies that the direct effects of 

user participation on the successful implementation of IT 
projects are rather minimal to moderate [2]. One reason for the 
lack of directly measured effects is seen in the fact that 
mediation factors are widely ignored. A second reason is seen 
in the different outcome measures with which the effect of user 
participation is investigated [2-4].  
In hospitals, which often are highly specialised, fragmented 
expert organisations with complex hierarchies, two 
determinants in particular may mediate the effect of user 
participation on the ability to innovate regarding health IT: On 
the one hand, there is the extent to which clinical leaders and IT 
leaders jointly value IT innovations and therefore promote and 
demand user participation (top-down mediation). On the other 
hand, it is the degree of an innovation friendly organisational 
culture, which enables change through flexible and agile 
organisational processes and which is characterised by a clear 
vision of the future, defining the path for corresponding 
changes and thus facilitating the realisation of user participation 
(bottom-up mediation) [5].  
Against this background, our study explores the following 
research questions: (1.) To what extent is the effect of user 
participation on the hospitals’ IT innovativeness mediated by 
the attiudes of the clinical leaders and IT leaders and (2.) to 
what extent is the effect mediated by the organisational culture.  
In theory, these so called top-down and bottom-up mediators 
can be described with the concepts of intrapreneurship and 
innovation culture. Intrapreneurship refers to acting on one’s 
own responsibility on behalf of the organisation or part of the 
organisation, taking risks and anticipating the impact of one’s 
actions, whereby corresponding initiatives and actions mainly 
concern the development of new products or the reorganisation 
and optimisation of existing practices [6]. In hospitals, 
intrapreneurship among executives is seen as an essential 
precondition of innovation [7]. Corresponding leadership types 
are characterised as “boundary spanners”, constantly looking 
for innovative optimisation approaches within the hospital 
(across professional boundaries) and outside the hospital 
incorporating these approaches into their strategic actions [5,8]. 
At the same time, intrapreneurial leaders, especially in medium-
sized and larger organisations such as hospitals, cannot drive 
innovative optimisations on their own. They rather rely on 
interdisciplinary teams that can work together in a purposeful 
manner to implement innovative concepts [7]. Against this 
background, it can be assumed that clinical leaders and IT 
leaders with strong intrapreneurship personalities encourage 
their employees to work together closely, constructively and 
therefore innovatively. Thus, we posit: 
H1. The more pronounced intrapreneurship is at the level of 
clinical leaders and IT leaders the more likely is a positive 
effect of user on a hospital's ability to innovate in health IT. 
Innovation culture can be defined as the extent to which an 
organisation's values and norms focus on the steady 
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introduction of new and improved practices and products [8]. 
Hence, a distinctive innovation culture is characterised by the 
fact that corresponding optimisation approaches are facilitated 
by a versatile organisational environment and that they are at 
the same time guided by an organisation-wide vision of the 
hospital’s future [5]. Previous research suggests that 
organisational culture in hospitals also has a strong influence 
on the degree to which IT innovations are disseminated [9]. On 
the basis of prior studies, that already touched on the 
association between innovation culture and user participation 
[10], it is assumed that the nature of the organisational culture 
(innovation-oriented or not) also determines the direction of 
user participation (innovation-oriented or not). Thus, we posit: 
H2. The more pronounced the innovation culture of a hospital 
is, the more likely it is that user participation will have a positive 
effect on a hospital's ability to innovate in health IT. 
Figure 1 displays the research model in which the indirect 
effects of user participation on the IT innovativeness of a 
hospital are to be tested. It is assumed that joint 
intrapreneurship and innovation culture interact in parallel. In 
order to verify the indirect effect of these mediators, a total of 
three outcome variables were tested, which together 
characterise the different facets of IT innovativeness of a 
hospital. These were a) the availability of a selected set of IT 
functions, b) the usability of these IT functions and c) the 
perceived IT related innovation power. The hypothesis H1 is 
represented by the indirect paths a1 and b1 (top-down 
mediation). Complementarily, hypothesis H2 is represented by 
the indirect paths a2 and b2 (bottom-up mediation). The 
mediated, direct effect of user participation on innovation 
power is represented by the path c`.  

Figure 1 – Research model 

Method 

The research model was tested with data from 84 German 
hospitals. One clinical leader and one IT leader of each hospital 
took part jointly in a survey conducted by the IT Report 
Healthcare [11]. The IT Report Healthcare consists of a series 
of surveys that regularly invites IT stakeholders and other key 
players in all German hospitals to answer questions on topics 
such as IT maturity and information management.  
To test the research model, we conducted three parallel multiple 
mediator analyses. Parallel mediation analysis allows the 
simultaneous testing for more than one mediator while 
accounting for the shared association between them. Model 1 
examined the mediating effect of joint intrapreneurship and 
innovation culture on IT-related innovation power. Model 2 
assessed the same mediating effects on the availability of IT 
functions and Model 3 gauged the mediating effects on the 
usability of these IT functions. 
User participation was measured by asking the clinical leaders 
to assess the extent to which clinical staff (e.g. physicians / 
nurses) were involved in IT issues in the hospital on a scale 
ranging from 1 = "no participation at all" to 10 = intensive 
participation". The user participation scale comprised seven 
items that refer to different activities along a typical IT related 

innovation process in hospitals (starting with participation in IT 
strategy development, requirements analysis and system 
selection followed by user training and system evaluation).  
Joint intrapreneurship was assessed by both, the clinical leader 
and the IT leader with regard to three aspects: (1.) to what extent 
they regularly take the time to think about IT-supported 
optimisations of hospital operations, (2.) to what extent they 
regularly exchange information about new IT solutions with 
external parties (e.g. suppliers, other IT managers, researchers), 
and (3.) to what extent they stimulate IT-related innovation. In 
a fourth item, the clinicial leaders were asked to assess the 
extent to which they regularly seek talks with the IT leader in 
order to discuss strategic IT issues. Correspondingly, the IT 
leaders were asked to what extent they seek regular talks on 
strategic IT issues with clinical leaders. The rating was made 
on a five-point Likert scale ranging from 1 = "do not agree at 
all“ to 5 = "totally agree".  
Innovation culture was also measured by a combined 
assessment of IT leaders and clinical leaders. Two items were 
identical in their wording and assessed (1.) the degree to which 
the hospital, in the participants' opinion, was agile and flexible 
when it came to the use of new IT solutions and (2.) the extent 
to which the hospital had a vision of the future that explicitly 
included the use of IT. In a third item, clinicial leaders should 
assess the scope to which the IT department was visible in their 
hospital. In a complementary manner, the IT leaders should rate 
the degree to which they regularly exchange information with 
clinical departments. The rating was made on a five-point 
Likert Scale ranging from 1 = "do not agree at all“ to 5 = "totally 
agree". 
Availability of IT functions was assessed solely by the IT 
leaders. The scale covered eight IT functions in four functional 
classes that primarily cover advanced IT functions: clinical 
decision support functions (i.e. medication therapy, alerting, 
clinical reminders), functions that address patient safety (i.e. 
electronic tracking of medication loop from ordering to 
administration), decision support functions (i.e. access to 
clinical databases) and clinical documentation functions (i.e. 
discharge letter, electronic nursing records, electronic ICU 
records). The availability was calculated on a five-point Likert 
scale ranging from 1 = "No, the IT function does not yet exist 
and an implementation is not planned" to 5 = "The IT function 
is completely implemented in all units".  
Usability of the IT functions was assessed by the clinical 
leaders: They were asked to rate how well each of the eight 
abovementioned functions supported the corresponding 
documentation tasks and clinical processes. The rating was 
based on a 10-point Likert scale ranging from 1 = "not satisfied 
at all" to 10 = "completely satisfied". 
Finally, IT-related innovative power was measured by a 
combined assessment of the clinical leaers and the IT leaders. 
Therefore, the participants of both groups evaluated how 
innovative they generally considered the hospital to be in terms 
of the use of IT on a scale from 1 = "not at all innovative" to 10 
= "very innovative". The scales used had already been validated 
in other studies [9-12]. However, since the answers from two 
groups were combined for three of the six main variables (joint 
intrapreneurship, innovation culture and innovation power) and 
since the item sets deviated slightly from the original scales, we 
recalculated Cronbach’s α to check their internal consistency.  
We used PROCESS Version 3.1 for the calculations of the 
mediation models which utilises an ordinary least squares based 
path-analytical framework to test for both direct and indirect 
effects [13]. Since PROCESS does not allow testing the 
statistical assumptions of the data (i.e. linearity, 
homoscedasticity, normality of the estimation error and 
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multicolliniarity), we additionally calculated eleven simple 
regression models (one for each path in the three mediation 
models) and three multiple regression models (taking into 
account all main variables in the three mediation models). 
Based on these calculations, we furthermore tested the basic 
requirements for mediation modelling following Baron and 
Kenny [14]. According to this test procedure, four criteria must 
be met to determine mediation effects. The first condition is that 
there is a significant influence of the independent variable on 
the dependent variable (path c', see Fig. 1). The second 
condition is that there is a significant influence of the 
independent variable on the mediator(s) (path a1 and a2). The 
third condition is that there is a significant influence of the 
mediator(s) on the dependent variable, taking into account the 
independent variable (path b1 and b2). The final condition is 
that, taking into account the mediator(s), the effect of the 
independent variable on the dependent variable (path c') 
disappears or at least decreases. 
After testing all model assumptions and the basic requirements 
for mediation modelling, we calculated the three mediation 
models with PROCESS. Statistical significance of indirect 
effects was assessed using bootstrapped bias-corrected 
percentile based confidence intervals, based on 10.000 
bootstrap samples as recommended by Hayes [13]. Lastly, we 
calculated 95% confidence intervalls for the indirect and total 
regression coefficents and for the differences between the 
indirect effects.  

Results 

Table 1 shows the mean values, standard deviations and 
Cronbach’s α of the six main variables (all values were scaled 
to range between 1 and 10 to improve comparability) as well as 
their intercorrelations. Cronbach’s α indicated a satisfactory 
internal consistency for all scales, whereby the value for 
innovation power was slightly below .6 and was therefore 
marginally accaptable. 

Table 1– Descriptive statistics, α and intercorrelations (*p < .01) 
UP - user participation, JIP - joint intrapreneurship, IC - 

innovation culture, IP - innovation power, AIF - availability of 
IT functions, UIF - usability of IT functions 

 x̅ σx̅ α 1 2 3 4 5 
1UP 6.2 1.6 .92     . 
2JIP 7.3 1.2 .82 .57*     
3IC 7.1 1.4 .79 .49* .60*    
4IP  6.4 1.8 .59 .43* .59* .72*   
5AIF 7.7 1.5 .76 .33* .54* .53* .60*  
6UIF 7.2 1.8 .87 .34* .48* .28* .36* .26* 

 
The examination of the model assumptions showed that the 
relationship of the independent and dependent variables could 
be regarded as linear in all regression models and thus also in 
the indirect pathes. Estimation errors were distributed relatively 
evenly over the predicted Y-values in all models and thus no 
heteroscedasticity was found. Q-Q plots yielded that the 
estimation errors of the calculated models were normally 
distributed. The calculated VIF values were all below 2.0, 
indicating no multicollinearity. On the basis of the four test 
criteria according to Baron and Kenny [16], it could be assumed 
that the basic requirements for mediation modelling were met. 
The results of the three parallel mediation analyses together 
generally confirmed the hypothesized model. In all models the 
effect of user participation was mediated by joint 
intrapreneurship and in two models additionally mediated by 
the innovation culture. The direct effect of the user participation 

on the dependent variables (path c') disappeared in all models, 
indicating complete mediations. Together, user participation, 
joint intrapreneurship and innovation culture were able to 
explain 53.5 % of the variance of innovation power and 33.6 % 
of the variance of the availability of IT functions. Explained 
variance of the usability of IT functions amounted to 21.1%. 
Figure 2 shows the standardised regression coefficients for the 
relationship between user participation and IT-related 
innovation power, as it was mediated by joint intrapreneurship 
and innovation culture with the corrected R2 displayed at the 
top right. The standardised regression coefficient between user 
participation and IT-related innovation power, controlling for 
the two mediators, is presented in parentheses. As the model 
demonstrates, user participation was significantly associated 
with joint intrapreneurship (a1), and a high degree of joint 
intrapreneurship was significantly associated with a higher IT-
related innovation power (b1). The standardised indirect effect 
mediated by joint intrapreneurship (a1b1) was (.57)(.25) = .14 
(see also indirect effects Tab. 2). Figure 2 furthermore shows 
that user participation was also significantly associated with 
innovation culture (a2), and a high degree of innovation culture 
was significantly associated with a higher IT-related innovation 
power (b2). The standardised indirect effect mediated via 
innovation culture (a2b2) was (.49)(.56) = .27 (Tab. 2). Figures 
3 and 4 can be read in the same way by presenting the 
standardised regression coefficients for the direct and indirect 
effects of user participation on the availability respectively the 
usability of IT functions. 

Figure 2 – Mediation model 1 (*p < .05, **p < .01) 

Figure 3 – Mediation model 2 (**p < .01) 

Figure 4 – Mediation model 3 (**p < .01) 

 
Table 2 presents the total and indirect effects of user 
participation on the IT-related innovation power, availability of 
IT functions and usability of IT functions. In addition, the 95% 
bias-corrected confidence intervals based on 10.000 bootstrap 
samples are displayed. The lower bound of the 95% confidence 
interval (LCI) via joint intrapreneurship was above zero in all 
models and therefore significant. The same was true for the 

User  
Participation 

IT Related  
Innovation Power 

Joint  
Intrapreneurship 

Innovation  
Culture 

.57** 

.49** 

.43** (.01) 

.25* 

.56** 

R2
cor.= .535** 

User  
Participation 

Availability of IT 
Functions 

Joint  
Intrapreneurship 

Innovation  
Culture 

.57** 

.49** 

.34** (-.04) 

.54** 

.53** 

R2
cor.= .336** 

User  
Participation 

Usability of IT 
Functions 

Joint  
Intrapreneurship 

Innovation  
Culture 

.57** 

.49** 

.34** (.11) 

.48** 

.28* 

R2
cor.= .211** 
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indirect effect via innovation culture in models 1 and 2. The 
difference between the coefficients was not significant in all 
models (LCI to UCI) in Model 1: -.41 to .06; LCI to UCI in 
Model 2: -.16 to .23.  

Table 2– Total and indirect effects with bias corrected 95% 
confidence intervals (CI) from bootstrapping. UP - user 

participation, JIP - joint intrapreneurship, IC - innovation 
culture, IP - innovation power, AIF - availability of IT 

functions, UIF - usability of IT functions 

 95% CI 
 Path Coefficient Lower Upper 
Total effects 
UP � IP .43 .31 .70 
UP � AIF .53 .21 .53 
UP � UIF .52 .08 .45 
Indirect Effects 
UP � JIP � IP .14 .02 .32 
UP � IC � IP .27 .19 .50 
UP � JIP � AIF .31 .06 .35 
UP � IC � AIF .26 .06 .27 
UP � JIP � UIF .27 .13 .46 
UP � IC � UIF .14 -.16 .13 

Discussion 

With the increasing potential of information technologies to 
meet the general challenges of efficent and safe health care 
delivery, the importance of management practices that make IT 
adoption processes in hospitals smoother and sustainable 
increases as well. Against this background, user participation is 
regarded as a promising imperative in information 
management. Despite this, only moderate empirical evidence of 
corresponding effects have been provided to date [2-4]. 
In order to explain the discrepancy between expected and 
actually proven effects, various mediation factors are discussed 
in the literature. These range from the complexity and scope of 
the workflows at hand and the number of IT stakeholders 
involved in the change process to the complexity of the 
technology itself and the competencies and attitudes of the 
users [3]. In addition, some studies point to a mediating effect 
of leadership behaviour and organisational culture [2-4]. For 
the hospital environment, in which the latter aspects could be 
of particular importance due to partially inflexible hierarchies 
and fragmented organisational structures [5,8], these mediator 
effects on user participation have not yet been tested on a broad 
empirical basis.  
The present study is a first approach to close this knowledge 
gap by investigating the mediating effect of intrapreneural 
leadership and innovation culture on hospitals’ IT 
innovativeness. The chosen study design had two major 
advantages: on the one hand, it combined the perspective of 
clinical leaders and IT leaders, so that the multi-professional 
character of user participation was taken into account. On the 
other hand, the assumed mediation effects are examined not 
only in relation to one, but to three outcome variables. This 
made possible to test whether the mediation effects considered 
occur independently of the choosen outcome variable. 
The results of the mediation analysis confirmed the hypothesis 
model. It could be shown that there is less of a direct effect of 
user participation on the IT innovativeness of hospitals, but that 
this effect mainly occurs when clinical leaders and IT leaders 
have a strong intrapreneurship personality and when a distinct 
innovation culture prevails. It could also be shown that the 

indirect effects explain up to half of the variance of IT 
innovation, depending on how it is operationalised. 
In order to further explain the critical role of intrapreneurial 
leadership, the findings can be linked to the results of previous 
studies and existing leadership theories. Two aspects seem to 
be particularly important. The first one concerns the connection 
between intrapreneurship and transformative leadership. The 
results indicate that intrapreneurial leaders are able to achieve a 
high degree of IT innovativeness on their own by regularly and 
proactively thinking about optimisation possibilities and 
searching for suitable ideas inside and outside the organisation. 
At the same time, intrapreneurial leaders seem to have the 
ability to transfer this intrapreneurial thinking and acting to 
their employees. Corresponding indications are already given 
by Lega [7], who argues that intrapreneurial leaders must have 
a team behind them in order to implement their innovative 
approaches. This mechanism of an interpreneurial feedback 
loop from the leadership level to the employees can be 
explained by the concept of transformative leadership. 
Transformative leaders are characterised by the desire to 
intrinsically motivate their employees. They therefore provide 
promising visions of the future, offer suitable ways to achieve 
corresponding goals, act as role models and promote individual 
employee developments [15]. As such, they are able to forge 
alliances and propel a sense of communal spirit so that creative 
momentum from user participation can be transformed for the 
good of the organisation. 
The second important aspect that emerges from the results 
relates to the joint appearance of intrapreneurship at the 
leadership level. Since the operationalization of joint 
intrapreneurship was designed in such a way that high values 
can only be achieved if both the clinical leader and the IT leader 
have a pronounced intrapreneurship personality, it can be 
assumed that positive effects of user participation occur to a 
lower degree if only one of the two leaders thinks and acts 
intrapreneurially. Conversely, this also means that participation 
should not take place at the user level alone if innovations are 
to be successfully implemented. Rather, participation must 
reach into the management level, where clinical leaders seek 
exchange with IT leaders and vice versa. These findings go 
hand in hand with previous studies that examined the 
effectiveness of hospital CIOs and concluded that a close 
connection to the hospital board goes hand in hand with IT 
performance and IT innovation [5]. Above all, however, the 
results regarding intrapreneurship highlight the decisive role 
that clinical leaders can play for the implementation of IT 
innovations. They act as agents and representatives of the users 
and close the gap to IT. To put it simply: If clinical leaders are 
removed from the equation, the greatest organisational efforts, 
including user participation, will not lead to successful IT 
innovations [7].  
In order to interpret the demonstrated indirect effect of 
innovation culture, a closer look at the way in which user 
participation was captured appears to be helpful. The user 
participation scale measures the extent to which clinical users 
are involved in information management tasks, which in turn 
relate to a typical IT innovation process in an organsation - 
ranging from the identification and selection of new IT 
solutions to the participation in implementation projects and the 
conduct of user training and evaluation studys. The results of 
this study now indicate that these tasks can be carried out more 
effectively if they are supported by agile and flexible 
organisational structures. This finding is largely consistent with 
previous studies which have identified a low level of 
bureaucracy, low and permeable hierarchies and a low level of 
formalisation as basic prerequisites for innovative employee 
activities [8]. The great importance of a common vision of the 
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future for innovative employee activities has also been 
identified in other studies [16]. Last but not least, user 
participation seems to unfold positive effects on the hospital’s 
innovativeness, if it is accompanied by a strong motivation for 
interprofessional exchange on the part of the clinical units and 
the IT department.  
Finally, the results indicate that the effect size of joint 
intrapreneurship and innovation culture does not substantially 
differ. At the same time, the indirect effect of user participation 
via innovation culture was significant in only two of the three 
models. Taken together, it can therefore be concluded that 
without the observed top-down and bottom-up mediators, user 
participation will have little effect.  
The present study has some limitations which also point to 
further research needs. Although the sample size can be 
considered sufficiently big taking into account the calculated 
regression coefficients [17], the examined effects should be 
retested in order to validate our results. Here, moderating 
factors such as hospital size or ownership could also be factored 
in. These characteristics are regarded as structural determinants 
of the hospital’s IT innovativeness, but were not taken into 
account in the analyses due to the small group sizes of the 
individual characteristics. As the results suggest that 
transformational leadership may be the missing link between 
intrapreneurial leaders and user participation, this could be 
explicitly tested in future research. In the present study only the 
joint impact of intrapreneurship was considered, as it was 
assumed that both groups involved in participation (users and 
IT) need leadership. The study primarily used quantitative 
methods to answer the research questions, therefore the results 
should be further elaborated through a qualitative approach. 
Finally, the results demonsrate that joint intrapreneurship and 
innovation culture correlate. Even if no multicollinarity was 
found in the mediation models, this correlation could be 
investigated more closely. An innovative culture could, for 
example, promote the rise of intrapreneurial leaders, who would 
then be able to lead parts of the organisation to faster change.  

Conclusions 

This study investigated to what extent joint intrapreneurship 
and innovation culture mediate the effect of user participation 
on the IT innovativeness of hospitals. The results indicate that 
these so-called top-down and bottom-up mediators are not only 
sufficient but necessary conditions for successful user 
participation. In summary, the findings consolidate the network 
of possible preconditions for the hospital’s IT innovativeness 
and - perhaps even more interestingly - contributes to the order 
of these preconditions. 
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Abstract 

SNOMED Clinical Terms (SNOMED CT) defines over 70,000 

diseases, including many rare ones. Meanwhile, descriptions of 

rare conditions are missing from online educational resources. 

SNOMEDtxt converts ontological concept definitions and 

relations contained in SNOMED CT into  narrative disease 

descriptions using Natural Language Generation techniques. 

Generated text is evaluated using both computational methods 

and clinician and lay user feedback. User evaluations indicate 

that lay people prefer generated text to the original SNOMED 

content, find it more informative, and understand it significantly 

better. This method promises to improve access to clinical 

knowledge for patients and the medical community and to assist 

in ontology auditing through natural language descriptions. 

Keywords:  

Systematized Nomenclature of Medicine, Natural Language 

Processing, Access to Information 

Introduction 

SNOMED CT is the world’s most comprehensive clinical 

terminology [1]. The March 2018 release of the US version 

contains 347,231 unique concepts, including 78,561 diseases, 

and defines 1,088,068 unique active relationships between these 

concepts [2]. In contrast, the largest professional medical 

reference source, Medscape (medscape.com), contains 7,600 

diseases, representing less than 10% of the diseases defined in 

SNOMED CT, and the largest consumer health resource, Mayo 

Clinic (mayoclinic.org), describes 2,215 diseases. Disease 

descriptions in these resources are manually curated, thus 

limiting the number of diseases which can be covered. Topics 

may be chosen according to popularity in search results [3], thus 

rare diseases are often excluded from these resources. Counts of 

disease concepts in major medical information sources are 

shown in Figure 1. Google Knowledge Graph for diseases is not 

available, but since it is curated from the sources listed in Figure 

1, it is likely on the same order of magnitude.  

While extensive, SNOMED CT is not easily accessible to the 

public and is known to be difficult to use even for clinicians 

without training in ontologies [4,5]. Like other structured 

ontologies, SNOMED CT is not designed to be used directly by 

lay people. The US version of SNOMED CT contains only 

4,372 text definitions easily interpretable by untrained 

personnel, covering 2,608 diseases, corresponding to 1.3% of 

all SNOMED CT concepts and 3.3% of disease concepts.  

We propose a method called SNOMEDtxt to automatically 

generate disease descriptions from SNOMED CT in order to 

make available to both patients and the medical community the 

valuable clinical knowledge contained in SNOMED CT.  

 

Figure 1– Counts of Diseases in cdc.gov, medlineplus.gov, 

uptodate.com, webmd.com, mayoclinic.org, 

rarediseases.info.nih.gov, medscape.com, SNOMED [2] (Nov. 

10, 2018)�

An additional use case for SNOMEDtxt is to enable clinicians 

and domain experts without specialised technical training or 

experience working with structured terminologies to review and 

critique clinical knowledge defined in SNOMED CT. This task 

is critically important as biomedical knowledge is growing 

exponentially with numerous data types and tools emerging 

rapidly on the daily basis. For example, Campbell et al. reported 

that the absence of a robust granular ontology represents a 

barrier to capturing and analyzing data in the field of cancer 

research and precision medicine [6], while Fung et al. made a 

similar observation in the area of rare diseases [7]. However, 

ontology auditing or quality ascertainment is largely performed 

by knowledge engineers with specialized training in ontology 

design and maintenance. The workforce of this profession is 

rare, hence creating a bottleneck for enabling scalable ontology 

expansion or for crowdsourcing ontology auditing. 

SNOMEDtxt allows representation of concepts and related 

information in natural text, thus expanding the group of 

potential reviewers to include any medical professionals who 

are not necessarily familiar with structured ontologies. Wider 

review of SNOMED CT by clinicians can be expected to 

improve accuracy, reduce missing information, and enable 

faster SNOMED CT evolution as the body of clinical 

knowledge expands. 

Natural Language Generation (NLG) is a technology utilizing 

advanced computational methods to generate natural language 

descriptions from structured knowledge or data representation. 

Attempts to apply NLG to generate text from SNOMED CT 

have been reported by Liang et al. [8] and Kanhov et al. [9]. 

Liang and colleagues developed OntoVerbal, a generic tool for 

ontology verbalization that was then applied to SNOMED CT. 

While Kanhov and colleagues utilized an off-the-shelf natural 

language generator, they developed a methodology for user 

evaluation of the fluidity and readability of NLG texts in the 

Biomedical domain. OntoVerbal was developed as  a Protégé 

4.2 plugin and is not available in more recent Protégé versions 
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or as a standalone application. The NLG system developed by 

Kanhov et al. was not made available for download or use. 

OntoVerbal implements a generic verbalization approach for 

ontologies, with an emphasis on the ability to handle any OWL 

ontology and generate natural language descriptions for any 

entity type in that ontology [8]. This approach restricts handling 

of relationships, or ontology axioms, to generic lexical choices 

and results in some redundant and inelegant phrases, such as 

“chronic disease of the genitourinary system … has a finding 

site in a structure of the genitourinary system.” In contrast, our 

method trades off generalizability for improved readability and 

comprehensibility through more specific verbalizations of 

SNOMED CT axioms and simplifying structures tailored to 

SNOMED CT concepts, so that the same construct is simplified 

by SNOMEDtxt as “… affects the genitourinary system.” 

Moreover, OntoVerbal takes the generic approach to ordering 

information from simpler sentences to more complex ones, 

whereas SNOMEDtxt follows the common flow of information 

found in disease descriptions in reference medical texts: 

definition is followed by possible causes, presentation, 

diagnosis, clinical course, and finally additional information. 

SNOMEDtxt is a novel NLG engine and interface, intended to 

evolve and improve over time with user feedback. The current 

version focuses specifically on disease concepts and can be 

easily extended to summarize procedures, treatments, and other 

information contained within SNOMED CT and relevant to the 

wider audience.  

Methods 

SNOMEDtxt follows a 4-step framework outlined in Figure 2 to 

generate a disease description for a given disease.  

 

 

Figure 2 – Framework for Disease Description Generation 

Concept Search And Information Retrieval 

The current implementation of SNOMEDtxt is based on the 

03/01/2018 release of SNOMED CT terminology, US edition, 

Snapshot version, available for download from the SNOMED 

CT website [2]. SNOMEDtxt uses a local copy of this database. 

The system has the capability to randomly sample diseases from 

SNOMED CT and to search for disease names entered by a 

user. The search is undertaken in two steps: first, a simple 

match on concept names and synonyms in SNOMED CT 

database is attempted. If the search term is not found, the 

system then uses SNOMED CT Analyzer API (snomedct.t3as. 

org) to search for the term, provided that the API site is online.  

Concepts are the key component of SNOMED CT. They are 

organized in a polyhierarchical structure with “Is-A” (parent-

child) relationship and can be additionally defined or described 

through other relationships. Each relationship has a type, a 

source concept, and a destination concept. Once a disease 

Concept ID is found, relevant relationships are retrieved from 

SNOMED CT database: 

• Relationships where the searched disease Concept ID is 

the source 

• Is-A relationships where the searched disease Concept 

ID is the destination: the source concepts represent 

subtypes or examples of the disease and are included in 

the definition  

Concept names are then retrieved for the corresponding target 

concepts. The generated text is the product of concept names 

arranged in lexical patterns corresponding to types of 

relationship between these concepts. Concept names undergo 

minimal string cleaning to remove non-informative structures 

such as “(Disorder)” and “(Body Structure)”.  

Structure And Aggregation 

In order to produce fluid and coherent text and avoid 

redundancy wherever possible, SNOMEDtxt aggregates and 

structures information in three steps: Firstly, it groups all target 

nodes for the same relationship; secondly, it organizes 

relationships in broad logical groups; thirdly, it orders 

relationships within each group and the groups themselves 

following a typical flow of information in a disease description 

in medical reference texts. This stepwise grouping of 

relationships is a simplified application of the Rhetorical 

Structure Theory [10] that describes a recursive approach to 

organizing relationships in a text.  

Table 1 – Organizing Relationships 

Group Relationship Lexical Pattern  

Definition IS-A “is a kind of”

Finding site “that affects the”

Has definitional 

manifestation 

“It manifests itself in” 

Associated 

morphology

“The associated 

morphology is”

Pathological process “Pathological process 

associated with … is”

Children: IS-A, 

searched 

term=destination 

“An example of … is” / 

“Examples of … are” 

Causality Causative agent “is caused by”

Due to “occurs due to”

Associated with  “is associated with”

Tempora-

lity 

Occurrence “presents in” (period)

During/Following/ 

After

“can occur during / 

following / after”

Temporally related “can be temporally related 

to” 

Diagnosis Finding method “is discovered by”

Finding informer “<is discovered> through”

Clinical 

Course  

Clinical course “Clinical course is”

Severity “The severity of … is”

Episodicity “The episodicity of … is”

Other Interprets “interprets or evaluates”

Has interpretation  “… as”  

Other “Other related concepts 

include…”

O. Lyudovyk and C. Weng / SNOMEDtxt: Natural Language Generation from SNOMED Ontology1264



Text Realization 

The first task SNOMEDtxt undertakes in the Text Realization 

phase is constructing an informative disease name. If the search 

term is significantly different from the preferred term for the 

disease concept, as measured by Jaro-Winkler string distance 

[11], the disease description will combine both in the form of 

“<Preferred disease concept name> (also known as <searched 

term>)”, e.g. “Influenza (also known as flu)”. 

Additionally, SNOMEDtxt concatenates all target nodes for the 

same relationship type which were aggregated in the previous 

step by following the “A and B”, “A, B, and C” format. When 

concatenating examples of a given disease, SNOMEDtxt selects 

a maximum of three examples, based on the largest string 

dissimilarity with the given disease name, as a tradeoff between 

completeness and relevancy.  

Finally, relationship types are converted into corresponding 

lexical patterns (see Table 1) and sentences are generated. For 

the sake of conciseness, relationships in the same group are 

combined into one sentence wherever this approach produces 

fluid text. For example, the Is-A and the Finding site 

relationships are combined into one sentence that forms the 

concise definition of the disease: “Asthma is a kind of 

Respiratory disorder that affects the Airway”. Sentences are 

then ordered according to the order of relationships in Table 1.  

Results 

User Interface of SNOMEDtxt 

A simple user interface is implemented in RShiny and is 

available online at https://sno2eng.shinyapps.io/sno2Eng.  

 

 

Figure 3 – Screenshot of SNOMEDtxt Interface 

An example disease description generated by SNOMEDtxt and 

the corresponding concatenated SNOMED CT content are 

illustrated below. 

SNOMEDtxt Disease Description 

Lupus erythematosus (also known as Lupus) is a kind of 

Autoimmune disease and Connective tissue disease that affects 

Connective tissue. Some examples of Lupus erythematosus are 

Systemic lupus erythematosus, Drug-induced lupus 

erythematosus, and Neonatal lupus erythematosus. 

Pathological process associated with Lupus erythematosus is AI 

- autoimmune.  Other related concepts are Cutaneous lupus 

erythematosus, Lupus erythematosus profundus, and Discoid 

lupus erythematosus of eyelid. 

SNOMED CT Content 

ConceptID: 200936003. Terms: Lupus erythematosus, LE - 

Lupus erythematosus, Lupus, Lupus erythematosus (disorder). 

Relationships: Disorder of connective tissue (disorder) = Is a 

(attribute). Connective tissue structure (body structure) = 

Finding site (attribute). Autoimmune disease (disorder) = Is a 

(attribute). Autoimmune (qualifier value) = Pathological 

process (attribute).  Related concepts: Systemic lupus 

erythematosus (disorder) - Is a (attribute). Drug-induced lupus 

erythematosus (disorder) - Is a (attribute). Neonatal lupus 

erythematosus (disorder) - Is a (attribute). Discoid lupus 

erythematosus (disorder) - Due to (attribute). 

We evaluated disease descriptions generated by SNOMEDtxt 

against the concatenated SNOMED CT content using computed 

metrics and user evaluations. Both sets of evaluations indicate 

that SNOMEDtxt succeeds in making SNOMED CT content 

more readable and comprehensible.  

Computed Metrics 

We computed readability and redundancy metrics for disease 

definitions of the top 20 most searched diseases in 2017 [13] 

and of 20 diseases randomly retrieved from SNOMED CT: 

1. Readability: Flesch-Kincaid grade level (FK) and 

Automated Readability Index (ARI) estimate the 

number of years of education needed to understand a 

text. We calculated both with sylcount R package [12].  

2. Redundancy: calculated as the ratio of unique word 

count to total word count after removing stop words. 

Full summaries of health concepts retrieved from Medline Plus 

web service (MedlinePlus.org) were used as reference for the 

first set of disease concepts. Since only 4 out of 20 randomly 

sampled disease concepts had a reference health topic in 

Medline Plus, comparison with reference is not provided for the 

second set. 

Table 2 – Evaluation with Computed Metrics 

Readability Redundancy 

FK ARI Words Unique/All

Top 20 most searched diseases 

   SNOMEDtxt 14.3 12.0 49.3 0.74

   SNOMED CT 17.9 15.0 64.1 0.55

   Reference 6.6 6.1 263 0.77

Random 20 SNOMED CT disease concepts 

   SNOMEDtxt 11.7 9.7 47.3 0.69

   SNOMED CT 15.7 13.8 69.7 0.56

 

For both measures of readability, a lower score indicates a 

lower grade of education needed to understand the text and 

therefore better readability. These metrics indicate that 

SNOMEDtxt texts are more readable than the original 

SNOMED CT content. For the 20 most searched diseases, the 

average FK score for SNOMEDtxt texts (14.3) is equivalent to 

the second year of undergraduate degree, and FK for SNOMED 

CT content (17.9) corresponds to the graduate school level. ARI 

score of 12.0 for SNOMEDtxt is equivalent to twelfth grade, 

while ARI of 15.0 for SNOMED CT content indicates that the 

text is appropriate for readers at the Professor level. Readability 

scores for the MedlinePlus reference texts are significantly 

lower, indicating that they can be read by a much wider 

audience than either SNOMEDtxt or the original SNOMED CT 

content.  

SNOMEDtxt texts also improve on the redundancy metric 

compared to SNOMED CT content for the top 20 searched 

diseases (0.74 vs. 0.55) and for the 20 randomly sampled 

diseases (0.69 vs. 0.56).  
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User Evaluation 

A survey evaluating results of SNOMEDtxt was conducted 

among 51 lay people recruited using Amazon Mechanical Turk 

(MTurk) and 6 clinicians from Columbia University Medical 

Center. MTurk is a crowdsourcing marketplace that enables 

outsourcing tasks like surveys to a distributed workforce for a 

small reward. Evaluations of all MTurk taskers that applied and 

did not self-identify as clinicians were included in the results. 

Evaluations of all 6 clinicians who responded to  the survey 

were included in the results. All evaluators were provided with 

a basic description of the project, but were not aware of the 

study design or the research question. 

We randomly selected a set of 20 disease concepts from 

SNOMED CT for evaluating readability, preference, accuracy, 

and completeness (set 1). Helpfulness was evaluated on a set of 

20 disease concepts for which a medical reference text was 

available (set 2). Questions probing the degree of understanding 

were constructed for 10 diseases with sufficient information 

selected from 40 randomly sampled disease concepts (set 3). 

Comparison with OntoVerbal was restricted to 4 diseases for 

which OntoVerbal description was available in [8] (set 4). For 

all 4 sets, we generated a SNOMEDtxt disease description and a 

concatenation of SNOMED CT content. The survey was con-

ducted using Qualtrics survey platform (www.qualtrics.com) 

and included randomization: each evaluator was presented with 

3 randomly selected diseases from set 1, 2 from set 2, 2 from set 

3, and 1 from set 4. 

In order to assess readability and general preference, we pre-

sented evaluators with SNOMEDtxt disease descriptions and 

the SNOMED CT content for 3 diseases from set 1 and asked 

whether one or the other was more readable or generally pre-

ferred, or there was no difference. Evaluators were not informed 

which text represented SNOMEDtxt output. Lay people found 

76.5% of SNOMEDtxt disease descriptions easier to read than 

the SNOMED CT content, and preferred 69% of SNOMEDtxt 

descriptions to SNOMED CT content. Clinicians found 83% of 

SNOMEDtxt descriptions easier to read and preferred 44% of 

them to the SNOMED CT content.  

We tested understanding by presenting the evaluators with ei-

ther the SNOMEDtxt description or the SNOMED CT content 

for a concept, followed by a multiple choice question designed 

to test whether the evaluator understood the text; we then com-

pared the number of correct answers given when presented with 

SNOMEDtxt description or with the SNOMED content. 

SNOMEDtxt format appeared to be significantly easier to un-

derstand for lay users: they gave the correct answer 72% of the 

time when presented with SNOMEDtxt description and only 

51% when presented with SNOMED CT original content. 

There was no difference for clinicians: they gave the correct 

answer 100% of the time regardless of what text they were pre-

sented with.  

To evaluate helpfulness, we presented evaluators with the 

SNOMEDtxt description, the SNOMED CT content, and a de-

scription of the same concept from either Medline Plus or 

Google Knowledge Graph as a reference and asked “How help-

ful was the terminology content compared to” the reference, on 

a scale from 1 to 10. Lay people found SNOMEDtxt descrip-

tions more helpful: the average helpfulness score for 

SNOMEDtxt texts was 5.7, compared to 4.8 for SNOMED CT 

content. On the other hand, clinicians found SNOMEDtxt de-

scriptions on average minimally less helpful than SNOMED CT 

content (3.50 versus 3.58).  

Clinician evaluators were also asked to assess accuracy and 

completeness for disease concepts from set 1. In most cases 

clinicians thought the SNOMEDtxt descriptions were as accu-

rate (72%) and as complete (78%) as the original content, while 

they found 28% of descriptions to be somewhat less accurate, 

6% somewhat less complete, and 17% significantly less com-

plete. 

Table 3 – User Evaluation: SNOMEDtxt vs. SNOMED 

Readability and Preference 

 SNOMEDtxt SNOMED CT No Difference

Lay Audience (n=51)

Easier to read 76.5% 14.4% 9.2%

Preferred 68.6% 21.6% 9.8%

Clinicians (n=6)

Easier to read 83% 11% 6%

Preferred 44% 28% 28%

Helpfulness and Understanding 

 SNOMEDtxt SNOMED CT  

Lay Audience (n=51)

Helpful (1-10) 5.7 4.8

Correctly understood 72.1% 51%

Clinicians (n=6)

Helpful (1-10) 3.50 3.58

Correctly understood 100% 100%

Accuracy and Completeness 

SNOMEDtxt vs. 

SNOMED CT 

Significantly 

Worse 

Somewhat 

Worse 

Same 

Clinicians (n=6)

Accuracy 0% 28% 72%

Completeness 17% 6% 78%

 

A conclusive comparison between OntoVerbal and 

SNOMEDtxt was not feasible since only 4 disease descriptions 

were available for OntoVerbal. We conducted a limited com-

parison by presenting all evaluators with the SNOMED CT 

content and with a disease description from either OntoVerbal 

or SNOMEDtxt for the same disease (evaluators were unaware 

of the source of each text). All evaluators were asked which text 

they found easier to read and generally preferred; clinicians 

were additionally asked whether the text description was less 

accurate / complete than (denoted in Table 4 as “Worse”) or as 

accurate / complete as (denoted as “Same”) the SNOMED CT 

content. This limited comparative evaluation points to a prefer-

ence for SNOMEDtxt disease descriptions with the same or 

better performance on readability, accuracy, and completeness.  

Table 4 – User Evaluation: Comparison with OntoVerbal 

 SNOMEDt

xt

Onto 

Verbal  

SNOMED 

CT

No Dif-

ference

Lay Audience (n=51)

Easier to read 49% 43% 3.9% 3.9%

Preferred 52% 31% 11.8% 3.9%

Clinicians (n=6)

Easier to read 50% 50% 0% 0%

Preferred 50% 17% 17% 17%

 SNOMEDtxt 

vs. SNOMED CT  

OntoVerbal   

vs. SNOMED CT

Clinicians (n=6) Worse Same Worse Same 

Accuracy 0% 45% 27% 27%

Completeness 18% 37% 18% 27%

 

User evaluation demonstrates potential utility of SNOMEDtxt 

for lay users: they find the generated disease descriptions more 

readable and easier to understand than the structured SNOMED 
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CT content. The accuracy and completeness of SNOMEDtxt’s 

natural language descriptions is close to the original SNOMED 

CT content. The use case of assisting in SNOMED CT content 

review would require some adjustments to SNOMEDtxt design 

in order to produce more faithful representations of the 

SNOMED CT content. 

Discussion 

We introduce a method to generate disease descriptions directly 

from the SNOMED CT ontology for two main applications: 

providing access to definitions of rare diseases or disease 

variants not described in clinical reference resources and 

enabling easier comprehension of SNOMED CT content for 

those reviewing, verifying, and extending the ontology.  

In the design of SNOMEDtxt, we have made several choices 

that favor fluidity and ease of comprehension over faithful and 

complete representation of information, at the risk of possible 

loss of information. The human evaluation of results confirms 

that we achieved the goal. However, these choices may not be 

appropriate when SNOMEDtxt output is used to verify content 

of SNOMED CT. It may be desirable to provide users with 

configurations such as “more precise” and “easier to 

understand” when generating the natural language texts. 

Another tradeoff made in the design of SNOMEDtxt was 

readability at the expense of generalizability. In order to extend 

SNOMEDtxt to other types of concepts or to other 

terminologies, verbalizations of relationships and handling of 

aggregated sentence structures would need to be adjusted. 

A significant limitation to the use of SNOMEDtxt for the wider 

audience is the amount of content available for each disease 

concept in SNOMED CT. Expanding, i.e. explaining, some 

related nodes, for example parent disease node or finding site, 

may add meaningful and relevant information to the generated 

disease descriptions. A navigable user interface where a user 

could click on confusing terms and see them explained would 

be an alternative approach to this challenge. Developing APIs to 

access SNOMEDtxt would enable integration of textual disease 

descriptions into other electronic resources and reference 

materials, such as EHR help function or patient portals. The 

search functionality in the current implementation is limited to 

exact string match with either the SNOMED term name or any 

of the term’s synonyms and can be further improved with string 

search algorithms. 

Results of the evaluation by lay people and clinicians presented 

in this paper are encouraging for the potential use of 

SNOMEDtxt in making SNOMED CT content more accessible 

and easier to review; however, a more rigorous evaluation with 

a larger audience and a greater number of tested concepts is 

recommended.  

Finally, to allow the system to continuously learn and  evolve, 

evaluation and feedback elicitation can be bulit into the user 

interface. Presenting users with different verbalization options 

at random and gathering user feedback would enable the system 

to learn verbalization patterns favored by users and evolve the 

NLG engine accordingly. 

Conclusion 

This work presents an ontology verbalizer for SNOMED CT 

disease concepts: a tool that generates natural language concept 

descriptions balancing completeness and accuracy with the ease 

of human comprehension. User evaluation shows that lay 

people prefer to read natural text instead of structured 

ontologies and understand textual descriptions better.  

More broadly, natural langauge processing is growing in 

importance with many potential applications in Healthcare 

systems. NLG involves several important tradeoffs, which 

should be made with a specific application in mind. Two such 

tradeoffs are balancing completeness and accuracy on one hand 

with fluidity and comprehensibility on the other; and 

generalizability versus linguistic polish and expressiveness. 
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Abstract 

Unhealthy behaviors, such as tobacco use, increase individual 

health risk while also creating a global economic burden on the 

healthcare system. Social ties have been seen as an important, 

yet complex factor, to sustain abstinence from these modifiable 

risk behaviors. However, the underlying social mechanisms are 

still opaque and poorly understood. Digital health communities 

provide opportunities to understand social dependencies of 

behavior change because peer interactions in these platforms 

are digitized. In this paper, we present a novel approach that 

integrates theories of behavior change and Exponential 

Random Graph Models (ERGMs) to understand structural 

dependencies between users of an online community and the 

behavior change techniques that are manifested in their 

communication using an affiliation network. Results indicate 

population specific traits in terms of individuals’ engagement 

in peer communication embed behavior change techniques in 

online social settings. Implications for personalized health 

promotion technologies are discussed. 

Keywords:  

Health Communities, Social networks, Tobacco cessation  

Introduction and Background 

According to the World Health Organization (WHO), tobacco 

use is one of the leading causes of preventable death, causing 

over seven million deaths worldwide annually. Further 

exposure to second-hand smoke alone leads to 600,000 deaths. 

Tobacco use causes various chronic conditions such as cancer, 

heart disease, stroke, lung diseases, diabetes and Chronic 

Obstructive Pulmonary Disease (COPD), which collectively 

account for an estimated $1.7 trillion a year leading to an 

economic burden on the global healthcare system [1]. Several 

interventions have been suggested and implemented to address 

tobacco use around the world – use of behavior counseling and 

nicotine replacement therapy [2]. Despite ongoing public health 

campaigns, tobacco use rates are still concerning. It is 

imperative for us to uncover mechanisms of behavior change to 

design scalable interventions that support cessation [3].  

Studies indicate that social support and networks can have 

complex relationships with health behaviors and health 

outcomes [4]. For example, being married to a non-smoker and 

having a lower number of non-smokers in one’s social network 

are associated with greater rates of smoking cessation. 

Christakis and Fowler demonstrated that quit attempts occurred 

within social clusters and that a variety of network variables 

were predictive of cessation, including the smoking cessation 

of a spouse, sibling, friend and co-worker [5]. Researchers have 

investigated these effects through a multitude of methods 

grounded in socio-behavioral theories and network science 

methods [3,6]. However, our understanding of the network 

dynamics of behavior change is still developing. 

Advances in information and communication technologies 

have revolutionized the way in which individuals seek peer 

support to adopt and sustain positive health behaviors. Social 

media platforms have increasingly been used as behavior 

change venus where users reach out to their peers for support 

and guidance [7]. Analysis of peer interactions in these digital 

platforms can provide us with a deeper understanding of how 

social influence impacts users to quit tobacco use and stay 

abstinent. Consequently, this has raised interest in 

understanding how users of these platforms communicate with 

one another about health behavior change in these supportive 

settings. In this vein, previous work has primarily employed 

methods of content analysis including qualitative analysis [6], 

automated text analysis [8] and simulation-based effects [9] 

which enable identification of communication topics that could 

be linked to theoretical constructs and behavioral outcomes like 

abstinence and relapse rates. Although insightful, the problem 

with these approaches is that they remain agnostic to the 

structure of relationships that underlies the communication 

environment and interdependent nature of communicative 

choices [7]. For example, what one talks about the 

characteristics of those users, and their ongoing patterns of 

interaction is rarely integrated [6].  

More recently, advances in social media analytics and social 

network modeling provide opportunities to extract the 

relational infrastructure of online communication forums like 

those supporting healthy behavior change, to uncover the social 

processes that bring structure to that communication, and to 

account for the interdependencies in those data. In this paper, 

we draw on these techniques to examine QuitNet, an online 

community for tobacco cessation. We conceptualize this 

environment as a bipartite (or two-mode) network, comprised 

of two sets of nodes–QuitNet users and the behavior change 

techniques they adopt and talk about in their communication 

threads –with edges between node sets representing a technique 

adoption tie. Then, using a class of statistical network models, 

the exponential random graph models (ERGMs), we investigate 

the degree to which the attributes of QuitNet users, namely their 

gender and age, organize the structure of their communication 

behavior change techniques. Findings from this analysis will 

reveal patterns of engagement with behavior change techniques 

that constitute online support structures for community 

members in online settings. 
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Methods and Materials 

Data Site and Sample  

QuitNet is a social media platform designed to help people quit 

smoking through peer support and pragmatic engagement.  It is 

one of the first online social networks for health behavior 

change and has been in continuous existence since 1995 [10]. 

QuitNet offers various forms of social support. Users 

communicate with their peers in one of the following ways – 

one to many messages in threaded forums, through 

synchronous channels such as chat rooms or through 

asynchronous channels (e.g., private internal e-mail). Previous 

studies show that participation in QuitNet is associated with 

abstinence [3]. The primary mode of communication is through 

forum interactions. For the purpose of this study, we examined 

communication of 126 highly engaged QuitNet users in 2014 

and 2015. In total, these 126 users exchanged 17,451 messages. 

This research project was reviewed and exempted by the 

Institutional Review Board at the University of Texas Health 

Science Center at Houston.  

Qualitative Analysis  

Two independent researchers coded 900 messages from this 

dataset, selected at random using the taxonomy of behavior 

change techniques (BCT taxonomy) [11] to ensure objectivity 

of the coding process and identify theoretical manifestations in 

QuitNet interactions. We used Cohen’s Kappa to measure inter-

rater reliability of the qualitative coding. The BCT taxonomy 

consists of 93 theory-linked techniques grouped into 16 classes. 

A single behavior change technique can be related to similar 

behavior change processes from multiple behavior change 

theories such as the Health Belief Model, Transtheoretical 

Model, Social Cognitive Theory and Social Change Theory 

[12]. Each message was coded appropriately to one or more 

techniques that were linked to a particular behavior (for 

example, smoking), focusing on a particular population (for 

example, QuitNet users). The definition of each technique can 

be found in [11] with illustrative examples. 

Automated Classification System 

Using methods from distributional semantics and machine 

learning, we developed an automated classification system to 

scale up the BCT annotation to the remaining messages in the 

dataset. To generate vector representations of messages, we 

used neural word embeddings, specifically the Skipgram-with-

Negative-Sampling (SGNS) algorithm developed by Mikolov 

and colleagues [13], as implemented in the open source 

semantic vectors [14] package for distributional semantics. 

Additionally, Wikipedia was used as a background corpus. Our 

Wikipedia corpus contains 1.9 billion words in more than 4.4 

million articles, and 500-dimensional Wikipedia-derived term 

vectors were obtained by applying the SGNS algorithm to the 

Wikipedia background corpus. This decision was motivated in 

part by the terse nature of the messages exchanged in QuitNet 

user forums, which often do not provide enough contextual 

information to train a distributional model [6, 8, 15]. We first 

superposed (added together) the Wikipedia term vectors for the 

terms that occur in each QuitNet message to obtain Wikipedia-

based QuitNet message vectors. We then composed term 

vectors for the terms that occur in QuitNet by adding QuitNet 

message vectors for each message in which a given term in 

QuitNet occurred. As such, these term vectors encode 

distributional information from Wikipedia and from QuitNet-

specific contextual use of terms. Finally, QuitNet message 

vectors were generated by superposing these term vectors. The 

components of the vectors generated in this way were used as 

feature vectors for supervised machine learning that was 

conducted using the widely used Waikato Environment for 

Knowledge Analysis (WEKA) open source package for 

machine learning [16]. Each of the techniques of behavior 

change taxonomy was used as a target for classification. We 

used only eight techniques due to sparse representation in 

qualitative coding. Ten-fold cross validation was applied using 

the random forest classifier to evaluate a binary classifier for 

each of the themes. Each of the trained validated classification 

models was then used to classify the entire dataset.  

Two-Mode Network Analysis  

We dichotomized the messages exchanged by a QuitNet user 

based on whether or not the message is assigned a specific 

behavior change technique during our text analysis (presence of 

a technique: 1, else: 0). From this, we were able to create a user 

to behavior change technique, binary network.  

Data were thus analyzed using two-mode network analysis by 

creating an affiliation network composed of two sets (or nodes) 

of actors – users of the QuitNet platform (N=126) and the BCT 

techniques embedded in their QuitNet posts (N=8). Ties are 

defined only between members of each set but not within sets 

of nodes [17]. For this reason, the network is comprised only of 

user-to-technique ties; ties connecting QuitNet users to one 

another or ties connecting behavior change techniques to one 

another are not explored.  

We then used a class of statistical models for social networks 

called Exponential Random Graph Models (ERGMs) [18, 19], 

which allow us to account for the interdependencies in 

mentions of behavior change techniques among users of the 

same platform. ERGMs have been applied to a wide array of 

fields as diverse as epidemiology [20], political science 

[21],communication studies [22], biological sciences [23] and 

archeology [24]. As described in previously published work 

[25], ERGMs permit inferences about how network 

connections emerge by estimating the likelihood of a tie being 

present (or absent) in the network as a function of small local 

tie-based configurations (or patterns). Each configuration 

represents a distinct social process, such as reciprocity or 

balance, and corresponds to a specific parameter in the model. 

From this perspective, ERGMs adopt a logic similar to logistic 

regression, in which a binary outcome like the adoption of 

behavior (or the presence of a tie in ERGMs) is modeled as a 

function of selected, predictor variables (or local configurations 

in ERGMs) that are thought to explain the observed 

outcome.The configurations modeled in ERGMs can emerge 

from endogenous processes – i.e., when actors form ties in 

response to the other ties being made in their social 

environment (e.g., when frequently mentioned behavior change 

techniques continue to be mentioned by more QuitNet users) or 

in response to exogenous properties that exist outside the 

network like the attributes of other QuitNet users (e.g., when 

male QuitNet users tend to adopt the same behavior change 

techniques). 

In statistical terms, the effect of each parameter is estimated by 

determining the prevalence of the modeled configurations in the 

observed network and then assessing their statistical likelihood 

above what would occur by chance alone [19]. A parameter 

estimate that is positive and significant indicates that ties are 

more likely to occur within the configuration tested than by 

chance alone. Conversely, parameter estimates that are negative 

and significant suggest that ties are less likely to occur within 

the configuration tested than by chance alone. ERGMs are 

deemed acceptable when the parameters converge, which 

occurs when the convergence t-ratios for each parameter 

S. Manas et al. / Exploring the Social Structure of a Health-Related Online Community for Tobacco Cessation 1269



reaches <0.10.  Details about the specification, estimation, and 

simulation of ERGMs can be found here [26, 27].  

Selecting which parameters to be included in an ERGM should 

be grounded in which distinct theories of interaction one wants 

to test or the research questions one wants to explore.  Given 

that the focus of this analysis centers on the relationship 

between demographic attributes of QuitNet users and their 

patterns of communication about behavior change techniques, 

our estimation focuses on the effects of five attribute-based 

parameters to determine whether they were more likely to occur 

than expected by chance alone. Figure 1 illustrates the 

corresponding configurations of these effects  

 

Figure 1.  Parameterized Local Configurations among QuitNet 

Users a and j and Behavior Change Techniques k, l, m, and n.  

The parameters represent the following processes: (a) the like-

lihood of QuitNet users mentioning a behavior change tech-

nique, (b) the likelihood of QuitNet users mentioning multiple 

behavior change techniques, (c) the likelihood of male QuitNet 

users mentioning a behavior change technique, (d) the likeli-

hood of male QuitNet users mentioning multiple behavior 

change techniques, (e) the likelihood of male QuitNet users 

mentioning the same behavior change technique, (f) the likeli-

hood of older QuitNet users mentioning a behavior change 

technique, and (g) the likelihood of older QuitNet users men-

tioning multiple behavior change techniques. 

First, to account for endogenous aspects of network emergence, 

we include two purely structural (or non-attribute) effects.  The 

endogenous edge parameter (Figure 1a) is a required parameter 

and represents the overall propensity for QuitNet users to 

mention behavior change techniques in their posts. We also 

included the Alternating K-star parameter (Figure 1b), which 

represents the tendency for QuitNet users to mention multiple 

behavior change techniques and, therefore, corresponds to the 

variance in the distribution of technique mentions among 

QuitNet users.  

With respect to our main interest -- attribute-based effects -- we 

parameterize several configurations that test the effects of 

gender and age on QuitNet users’ patterns of communication 

about behavior change techniques. Specifically, we include 

parameters that represent the likelihood of male QuitNet users 

mentioning a behavior change technique (Figure 1c), the 

likelihood of male QuitNet users mentioning multiple behavior 

change techniques (Figure 1d), the likelihood of male QuitNet 

users mentioning the same behavior change technique (Figure 

1e), the likelihood of older QuitNet users mentioning a behavior 

change technique (Figure 1f), and the likelihood of older 

QuitNet users mentioning multiple behavior change techniques 

(Figure 1g). Modeling results were implemented using MPNet, 

a network estimation program designed for one-mode, two-

mode and multilevel network data [17-18].  

Results 

Qualitative Analysis 

Table 1 provides sample QuitNet messages and the BCT 

techniques (and their definitions) assigned to them during 

manual coding. Of the manually coded messages, 32% were 

related to feedback and monitoring, 29% were related to social 

support, 21% were goals and planning, followed by rewards, 

natural consequences, associations, self belief and comparison 

of behavior and outcomes, repetition, and substitution. 

Table 1. Illustration of QuitNet Messages and Assigned 

Behavior Change Technique 

Quit message Assigned 

technique 

To tell you the truth, it’s a new experience for me NOT 

to cough (I smoked for 38 or so years - YUK!). Good 

luck to you. 

Natural 

consequences 

Wow!!! xyxx is correct. You control your attitude. Deep 

breathing, chew gum, take a walk (or maybe a hike:-) 

Hang in there. This is not easy, your an addict. 

Repetetion and 

substitution 

At this point in your Quit it may be best to look at more 

immediate gains such as money saved or improved self 

esteem or better health. My dollar savings are $5,293 

and that is real and for now. My life saved is an 

unrealized 15 weeks and 20 minutes that may never 

happen. 

Comparison of 

outcomes 

Automated Classification System 

Due to insufficient positive examples in the training set, we 

disregarded eight of the 16 techniques of the taxonomy for final 

classification. For the remaining eight techniques, the 

precision, recall, and f-measure using Random forest classifier 

were 0.76, 0.74, and 0.78, respectively. The themes considered 

for further analysis were goals and planning, feedback and 

monitoring, social support, natural consequences, comparison 

of behavior, comparison of outcomes, rewards and threat, and 

self-belief. Based on the automated classification, we found that 

each of the users exchanged messages that embedded at least 

one behavior change technique and up to eight techniques. On 

average from the full sample, we see that far fewer users (13%) 

mention goals and planning. 55% of the users mention 

outcomes, 27% mention comparison of behavior, 53% users 

mention feedback and monitoring, 32% users mention natural 

consequence, self belief is mentioned by 33% of the users and 

social support  is mentioned by 37% of users and finally 46% 

of users mention reward and threat. Table 2 shows the 

frequencies of each behavior change technique. Among the 126 

users, 36 (29%) are men and 90 (71%) are women.  

Table 2. Descriptive Statistics of Users and the Behavior 

Change Techniques within the QuitNet Forum 

 

The bias towards females in the sample is a result of the 

inherent skewness in the utility of online social interventions 

such as QuitNet [6]. In the comparison of means tests not shown 

here, we find no significant differences between men and 

women with respect to the types of behavior change techniques 

they mention in their posts.  

Behavior Change Full user Sample Men Women

Techniques (N=126) (N=36) (N=90)

Outcomes 70(55) 22(61) 48(53)

Feedback and monitoring 67(53) 19(53) 48(53)

Reward and threat 58(46) 17(47) 41(45)

Social support 47(37) 15(42) 32(35)

Self belief 42(33) 10(28) 32(35)

Natural consequence 40(32) 10(28) 30(33)

Comparison of behavior 34(27) 5(14) 29(32)

Goals and planning 17(13) 3(8) 14(15)
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Figure 2. illustrates the two-mode affiliation network of 126 

QuitNet users and eight behavior change techniques. QuitNet 

users are depicted as circles and the techniques are depicted as 

squares. The BCT technique nodes (squares) are sized by the 

number of mentions they received. Between node sets, there are 

a total of 375 ties, representing users’ mentions of behavior 

change techniques in their QuitNet posts. Users mentioned on 

average 2.98 behavior change techniques and each technique 

had on average 46.88 mentions.  

 

Figure 2. The network structure of mentions of behavior change 

techniques among 126 members of QuitNet as a 2-mode 

cessation technique affiliation network: 2014 and 2015. 

Exponential Random Graph Model (ERGM) 

Results of the two-mode ERGM are shown in Table 3.  

Reported in this table are parameter estimates, standard errors, 

and t-ratios, which reveal parameter convergence (t<0.1). The 

maximum likelihood (ML) estimate for a parameter indicates 

the direction of its propensity above what would be expected by 

chance alone. The significance is achieved when the ML 

estimate is greater than twice the SE.  

Table 3. Exponential Random Graph Model of 2-Mode 

QuitNet User Affiliation Network with Behavior Change 

Techniques with Gender Modeled as Covariates 

 

Two-Mode Structural Effects 

Here, the model estimates the effects of two structural or non-

attribute parameters, which represent local structural patterns in 

the QuitNet user affiliation network. The required Edge 

parameter is negative, indicating that QuitNet users are less 

likely than expected to affiliate with behavior change 

techniques (ML Estimate=-0.26, SE=1.01). This reinforces the 

low density of the user affiliation network and suggests that 

adopting behavior change techniques is not random or 

haphazard. The negative estimate of alternating K-star 

parameter suggests that the likelihood of a user affiliating with 

multiple techniques is less likely than expected by chance 

(ML=-0.30, SE=-0.59). 

Attribute - Based Edge Effects 

The first attribute-based parameter, Gender density, is negative 

and significant (ML Estimate=-1.23, SE=0.60) indicating that 

men are less likely to adopt a behavior change technique than 

expected by chance. The attribute-based edge parameter for 

users’ age (ML Estimate=0.004, SE=0.01) is positive indicating 

that older people are likely to adopt behavior change 

techniques. However, the effect is not significant. The gender- 

based expansiveness parameter estimate is not significant (ML 

Estimate=-0.09, SE=0.20), suggesting that men are no more or 

less likely than expected by chance to adopt multiple behavior 

change techniques. The gender homophily parameter estimate 

is positive and significant (ML Estimate=0.10, SE=0.02), 

indicating that men are more likely than expected by chance to 

adopt the same techniques. Finally, age-based expansiveness, 

which represents the likelihood that older QuitNet users are 

more likely to adopt multiple techniques is not significant (ML 

Estimate=0.0001, SE=0.003). 

Discussion  

Given that people increasingly turn to online social environ-

ments to find community and support, an opportunity arises to 

employ these platforms in health behavior interventions. 

Adopting a two-mode network analytic approach, we used a 

class of stochastic models called exponential random graph 

models (ERGMs) to determine the ways in which attributes of 

community users structure their communicative interactions 

about behavior change. Descriptively, we found that users more 

often discussed techniques that fell into the Comparison of Out-

comes, Feedback & Monitoring, and Reward & Threat catego-

ries of behavior change. This finding can inform future inter-

ventions the need for a more adaptive and personalized, tech-

nology driven interventions such as a mobile app that includes 

effective quit plans, use of novel machine learning algorithms 

based on feature selection to obtain high classification rates to 

predict relapse (for e.g., smoking urges) and population-level 

interventions focusing on health effects of tobacco use.  

A strength of this study lies in its analytic approach. Standard 

regression models are designed for data where independence 

among observations can be assumed. However, in a networked 

and open online forum like QuitNet, where users observe and 

respond to what others are posting about, we cannot assume that 

observation of what one user communicates about is 

independent of what others are talking about in those spaces. 

As such, an approach was needed that could account for those 

dependencies. To this end, we drew on the exponential random 

graph model (ERGM), which allows us to see how 

characteristics of QuitNet users condition their interactions and 

communication about behavior change techniques. The utility 

of automated text analysis approaches has allowed us to bridge 

two threads of socio-behavioral science driven by theoretical 

constructs and network models. Findings from our analysis 

provide insights about the underlying social dynamics of 

behavioral choices (e.g., adopting a behavior change technique) 

that would otherwise go undetected using standard regression 

models. These insights provide health researchers and 

interventionists with new directions for designing network 

based behavioral interventions [28] that target the social 

dynamics of behaviors like abstinence from tobacco use.  

Our study has several limitations. Firstly, because these data are 

cross-sectional, inferences about cause and effect cannot be 

made. Secondly, our sample is limited to only those users who 

are highly engaged during 2014-2015. Moving forward, we 

should adopt the proposed techniques to identify patterns of 

relapse and quit sustenance. In addition, the accuracy of the 

automated system can further be improved through the use of 

advanced word representations [29, 30]. 

Conclusion  

Tobacco use causes seven million deaths around the world each 

year. New modes of nicotine intake (JUULS, e-cigs) are now 

considered safer than traditional cigarettes and misinformation 

Parameter ML Estimate Standard Error(SE) t-ratio

2-mode structure

Edge density -0.26 1.01 -0.01

Alternating k-star -0.3 0.6 -0.02

User attribute-based edges

Gender edge density -1.23* 0.6 -0.02

Age edge density 0.004 0.01 -0.02

Gender based expansiveness -0.09 0.2 -0.04

Gender homophily 0.10* 0.01 0.01

Age based expansiveness 0.0001 0.003 -0.04
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is quite prevalent regarding these topics. In this new media 

environment, adaptive social interventions to help people 

abstain from tobacco use is a high-priority task. The major 

contribution of this study is its employment of integrative 

analytical framework to elucidate the structural dependencies 

between community users and their communication attributes. 

Insights from this work allow implementation of targeted, 

recommendation engines to promote meaningful affiliations 

with content and social ties based on user characteristics. Such 

translation can set the stage for scalable network-based 

interventions that can enable individuals and communities to 

engage in positive health behaviors. 
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Abstract 

In a data driven environment, healthcare has seen ongoing 

digital transformation to meet both clinical and business needs. 

But, have the educational and functional requirements of the 

health informatics and information management (HIIM) 

workforce also adapted? This study examined the current 

employment opportunities in HIIM globally. Using 11 

keywords generated from a literature review, postings on the 

job advertisement website Indeed™ for all available countries 

were analyzed. The results show that job postings tend to fall 

within 4 discrete categories: 1) health information technology; 

2) health research; 3) health leadership and project 

management; and 4) health compliance. Data indicated a 

higher prevalence for certain areas by country.  The findings 

from this study can inform HIIM educational providers about 

future skill requirements. 

  

Keywords:  

Career Choice, Medical Informatics, Cluster Analysis 

Introduction 

One of the primary reasons to seek higher education is to 

prepare for a career with interesting work that pays a living 

wage. In an attempt to determine which skills and competencies 

are currently most desired by employers, a group of health 

informatics and information management (HIIM) educators 

undertook a qualitative analysis of health information 

management and health informatics-related job postings from 

Indeed.com. 

In health informatics, many of the educational competencies 

required for training programs have been determined primarily 

by educators or professionals who have been in the field for 

years. While these stakeholders certainly have experience and 

a role to play, they may not be the main employers. Worse, 

these people are often not aware of emerging trends or 

knowledgeable about all of the new skills needed by the 

workforce. This is more of a concern for fields such as health 

informatics and information management, where significant 

technical change is occurring, as well as for any current job 

where machine learning has the potential to be employed at less 

expense than the human workers. 

The purpose of this study is to describe the characteristics of 

careers related to health informatics and information 

management, as well as explain the geographical 

commonalities and differences in the skills and knowledge 

required for employment using international job posting data.  

 

 

Background 

With the growth of Information Technology (IT) and the advent 

of big data, the healthcare industry is dynamically adapting to 

the current need to harness big data for improving healthcare 

performance and decision-making [1]. The adoption of 

electronic health records (EHRs), has been a central focus in 

United States in the past few years with providers all around the 

world continuing to adapt to technology at a rapid pace. Several 

studies from Canada, Iran, Nigeria and Saudi Arabia have 

identified obstacles in IT implementation relating to a health 

information management workforce shortage [2-4]. A specific 

study by the Canadian Health Information Management 

Association in 2014 identified workers needed in the areas of 

standards, data quality and management, information 

governance, change and project management [5]. 

Globally, EHR adoption rates have been influenced by the 

availability of funding, governance, standardization, 

interoperability, and communication [6]. Recently, Black Book 

Research conducted a poll surveying 7,459 physicians, health 

administrators, technology managers and clinical leaders in 

both inpatient and ambulatory settings across 23 countries to 

identify gaps, challenges and successes in healthcare IT 

adoption and connectivity. Included in those surveyed were five 

countries with evidence of nearly 100% EHR adoption rates: 

Norway, Netherlands, United Kingdom, New Zealand, and 

Australia, as well as five countries with nearly 75% provider 

adoption rates: Germany, France, Canada, Switzerland, and 

Singapore. Regions from Europe, Middle East, and South Asia 

showed a drift from siloed EHRs to more integrated healthcare 

IT systems. With the increased adoption and use of the digital 

technology, new roles have emerged in e-health to support the 

implementation and the administration of the operations and 

maintenance of the technological infrastructure [7]. To augment 

these roles there is a need for enhancing the skillset to 

strengthen the health informatics and information management 

workforce. The International Federation of Health Information 

Management (IFHIMA) documented the Global Health 

Information Curricula Competencies in their comprehensive 

2015 report for Health Informatics, Health Information 

Management and Health Information and Communication 

Technologies. The premise was that even though universities 

strive to provide relevant curricula to students, it may not 

represent the actual needs of a career-ready graduate. 

Furthermore, with the adaptation of new technology, growing 

consumer engagement and changes in legislation and 

regulatory requirements there are changes to the healthcare 

workforce [8]. The workforce has seen a trend of new career 

opportunities emerging in the areas of data analytics, data 

governance, privacy and security and interoperability. Our 

objective through this study is to highlight trends in health 

informatics and information management careers that are most 
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prevalent globally and examine if there are differences across 

countries using data acquired from the job site Indeed.com. 

 

Methods 

Keyword Derivation 

The research team generated a list of 11 categories to search for 

online job postings based on recent literature, suggesting trends 

of increased growth in these areas: Information Technology, 

Classification and Clinical Documentation Improvement, 

Consumer Engagement, Leadership, Research, Information 

Governance, Project Management, Health Informatics, 

Information Technology, Compliance, and Health Data 

Analysis.  These categories were used as the keywords when 

searching for job postings. 

Query of International Job Postings  

In September 2018, job postings from 64 countries were 

queried from Indeed.com.  Queries were generated for the 11 

job categories described earlier.  In addition to the job titles, the 

word “health” was used as a qualifier to exclude job postings 

not related to healthcare. The job title, date of posting, location, 

company, and a URL to the full job description was obtained 

using the Indeed.com API.  The job description and 

requirements were derived from the text located on the URL 

from each job posting. Using the urllib.request python library 

only valid URLs were included in the analysis, as determined 

by an HTTP status code of 200 (i.e., indicating a successfully 

working URL). The BeautifulSoup Python library was used to 

query the contents of the HTML files. All of the content located 

on the specified URL landing page was used as the original 

resource text. The HTML files were then prepared to remove 

duplicate records and aberrant text.  

Analysis of Text 

The job posting URL landing page text was prepared using the 

R statistical software package. The tm R package was used to 

tokenize the text which was transformed to lowercase, 

punctuation was removed, the resulting white space was 

stripped, common English words (i.e., stopwords) were 

removed from the text, and word stems were discarded.  The 

text corpus was normalized using Term Frequency-Inverse 

Document Frequency (TF-IDF) to emphasize terms that appear 

multiple times in a single job posting while decreasing the 

importance of terms that appear many times across all job 

postings.  Sparse terms amongst the jobs posted were also 

removed.  

The corpus of text was evaluated to cluster similar job postings 

with K-Means clustering using Euclidean distances.  Cluster 

tags were generated based on the cluster centers to determine 

which postings belonged to particular clusters. The optimal 

number of clusters was determined using the average silhouette 

approach to obtain the number of clusters that yields the highest 

quality of separation. The clusters were characterized by the 

terms at cluster centers that had the highest and lowest means 

to better understand the differentiating features of the clusters.  

To compare the frequency of job posting categories by country, 

a heatmap was used to compare the frequency of postings 

across all countries and the 11 job categories. Additionally, the 

relative differences of needed skills and knowledge emphasized 

across job categories in each country was depicted in a stacked 

bar plot based on the proportion of job postings in each country 

for a particular cluster across each of the 11 job categories. 

Results 

The results show that by using an automated method of 

clustering, job postings tend to fall within 4 discrete categories. 

Additionally, there are differences in the frequency of job 

postings related to the 11 key categories when comparing 

countries.  

Table 1 - Characteristics of Clusters 

Cluster WSS* Size Key Terms  

1 83.1 7350 ��������	
������
����������������������

���
	��������
������������

��������	��������
�� 

2 63.3 4894 ��
�
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��������
���������

����
��������������������
����

���������������

���
�� 

3 194.7 18695 ��������������������������������

��
��������
������������������������
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����������� 

4 87.2 7039 ��
�������	
�����
������
����������

���
��������������	���������

���
�������������
���������
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*WSS= Within-Sum Squares 

 

In Table 1, the clusters are distinguished by key characteristics. 

The total within-cluster sum of squares (WSS) was 428.3 and 

the between-cluster sum of squares was 20.1 resulting in an 

internal cohesion of 0.045. This demonstrates that there was a 

large variance of job postings within clusters and moderate to 

small separation of job postings between clusters (Figure 1). 

Cluster 1 is the 2nd largest and is distinguished by containing 

jobs postings related to more technical skills and knowledge 

related to data, software, design, and technology.  Custer 2 was 

the smallest in size and the job postings within the cluster were 

the most highly related. Job postings in Cluster 2 were more 

clinically focused, as shown by the prevalence of terms related 

to clinic, patient, medicine, and care.  Cluster 3 had the largest 

number of job postings and the highest degree of variation. The 

most common terms to occur in job postings in Cluster 3 

included sale, market, research, client, business, and terms 

more related to healthcare sales, marketing, and project 

management. Lastly, job postings in Cluster 4 included terms 

related to compliance such as safety, regulatory, and 

maintenance.   

The number of job postings in each cluster across the 11 

categories shows that the majority of the jobs in Cluster 1 are 

related to health information technology; in Cluster 2 to health 

research; in Cluster 3 to health leadership and health project 

management, and in Cluster 4 to health compliance (Figure 2).  
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When comparing the job postings by country, the proportion of 

postings are predominantly assigned to Cluster 3 (Figure 3). 

When comparing the frequency of job postings by category for 

each country (Figure 4), the most common category is Health 

Project Management followed by Health Leadership, Health 

Information Technology, and Health Research. The least 

common categories include Health Informatics, Health 

Consumer Engagement, and Clinical Documentation 

Improvement. Interestingly, there are categories in the United 

States which occur frequently that do not occur often in other 

countries. These include Health Consumer Engagement, and 

Clinical Documentation Improvement. Additionally, Health 

Data Analysis is frequent in the United Kingdom, Canada, 

Australia, and India, but is less frequent in the United States. 

 

Figure 1 - K-Means Clustering of Job Postings 

Discussion 

This study demonstrated that jobs in health informatics and 

information management can be distinguished by key 

characteristics and there are differences across countries in the 

prevalence of jobs postings by these characteristics.  In general, 

this study showed that job listings can be categorized into 4 

distinct groups based on required skills and knowledge: 

technology focused; clinically focused; compliance focused; 

and sales/marketing/management focused. This approach is 

different than previously published initiatives to define needed 

competencies for the health informatics and information 

management workforce by the International Medical 

Informatics Association (IMIA), the Health Information 

Management and Systems Society (HIMSS) in cooperation 

with the European Union, the U.S., Australia, and Canada [5, 

9-14]. The mapping of these can be found in Table 2. 

 

Figure 2 - Heatmap of Job Postings Within Each Cluster 

Across Job Categories 

Figure 3 - Proportion of Job Postings in Each Cluster for 

Each Country  

Global Comparison 

In 2010, IMIA made recommendations for biomedical and 

health informatics education [9]. Interestingly, the IMIA 

domain area of informatics/computer science, mathematics, 

and biometry is closely related to technology cluster of this 

study, with the domain of medicine, health and biosciences, and 

health system organization related to clinical cluster. The third 

domain of the IMIA recommendations relates to foundational 

informatics knowledge and skills.  

There has also been a cooperative effort between the EU and 

the U.S. to develop a comprehensive list of Health Information 

Technology Competencies (HITComp) [10]. There are 1,025 

detailed competencies in the HITComp set, mapped to 15 

domains. These 15 domains have 4 general categories of 

Administration, Direct Patient Care, Informatics, and 

Research/Biomedicine. This is consistent with the study’s 

technology, clinical, and compliance clusters. 

Table 2 – Mapping of Clusters to Competencies 

Cluster & 

Focus 

IMIA HIT- 

Comp 

CHIA COACH AMIA 

1 – 

technology 

XX XX XX XX XX 

2 – clinical XX XX XX XX XX 

3 – 

business 

    x x   

4 – 

compliance 

  XX XX XX  
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Australasia 

The Health Information Management Association of Australia 

(HIMAA) HIM Competency Standards (3rd edition) has three 

competency levels, from graduate entry through advanced 

practitioner [11]. The competencies are set within 9 domains, 

including clinical, management, terminologies and 

classifications, compliance, and technology. The Certified 

Health Informatician Australasia (CHIA) released the first 

edition of their Certified Health Informatics Competencies 

Framework in 2013 [12]. The CHIA framework is consistent 

with the technology, clinical, and compliance clusters, though 

CHIA includes project management in their management 

science domain, which is found in the business cluster of this 

analysis. 

Canada 

Canada’s Health Informatics Association, COACH, has 7 

categories of competencies [13]. As with the previous 

organizations, it includes content relevant to the technology, 

clinical, and compliance clusters. Consistent with the HIMAA 

and CHIA frameworks, it includes project management from 

the business cluster. 

United States 

The American Medical Informatics Association (AMIA) 

released a new set of core competencies in 2017 [14]. Very 

broadly drawn to include a variety of focus areas, the 

knowledge, skills, and abilities (KSAs) map most clearly to the 

technology and clinical clusters. 

The American Health Information Management Association 

(AHIMA) also revised their core competencies as part of their 

HIM Reimagined strategy. The 2018 draft competencies 

expand capabilities across the areas of data analytics, auditing, 

and information governance [15]. 

Conclusions 

Overall, the competencies currently articulated for educational 

programs by IMIA, the HITComp project, and associations in 

several countries, covers a majority of the terms found in job 

descriptions; however, sales and marketing are noticeably 

missing. Health informatics jobs are generally low, possibly 

due to a lack of standardized job titles in the informatics field.  

When looking at the job categories, the majority of jobs are 

focused on project management, health leadership, and health 

information technology with fewest on health informatics, 

health consumer engagement, and clinical documentation 

improvement. The UK, Canada, Australia, and India have a 

greater prevalence of data analysis jobs compared with the U.S., 

which has a high number of consumer engagement, clinical 

documentation improvement, and information governance jobs. 

The findings from this study can inform HIIM educational 

providers about future skill requirements.  
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Abstract 

With the adoption of Personal Health Records (PHRs) 
integrated with Electronic Health Records (EHRs) and the 
increase of accessibility to data, institutions have the possibility 
of exchanging medical information with their patients. 
Involving the patient reported data has the potential to improve 
the quality of care and safety and create a feedback loop 
between patients and health professionals. The objective of this 
study is to describe a user-centered design of a module for 
medication list with reconciliation functionalities managed by 
the patients themselves, and connected to their EHR for 
supervision and medical validation. We conducted 42 
interviews (31 patients and 11 general practitioners). From the 
interviews, we performed qualitative analysis and extracted the 
main findings from comments in both groups. Correctitude rate 
was 57 to 100%, and satisfaction of use (SUS) maximum was 
96% and 92%. These findings may be relevant to patients, 
health care providers, and policymakers. 

 

Keywords:  

Electronic Health Record, Medication Reconciliation, 
Personal Health Record 

Introduction 

The medication reconciliation is the process of obtaining the 
best, complete, and accurate list of each patient's current home 
medications including name, dosage, frequency, and route of 
administration, and comparing admission, transfer, and/or 
discharge medication orders to that list. The reconciliation is 
done to avoid medication errors. 

The patient's medication list represents one of the most 
important components in the Electronic Health Record (EHR). 
It describes the pharmacological and non-pharmacological 
indications that the doctor prescribes medications to the patient, 
and provides the best list of medical indications that the patient 
has at that time. In the EHR, this list serves as a record, for the 
same prescribing physician, and his colleagues. The data are 
used to conduct research studies, indicate electronic 
prescriptions, and evaluate the quality of patient care and 
support decision-making. 

The literature reports the existence of more than 50% of a 
discrepancy between the medication that patients take and their 
medical record [1–3]. Patients can discontinue their 
medications, change regimens when their symptoms improve 
or when they suffer an adverse effect, and do not report these 
changes to their doctors [4–6]. Moreover, medical specialists 
prescribe new medications or change previous regimens 
without notifying the attending physician [5,6]. The existence 

of discrepancies between the list of ambulatory medications 
recorded in the EHR and what the patient takes is a source of 
potential problems in health care, which may induce inadequate 
decisions by the treating team, generate side effects reactions, 
and exacerbations of comorbidities. 

The international organizations such as the Joint Commission 
make accreditation and certification and are recognized as a 
symbol of quality and commitment to meeting performance 
standards. The organizations recommend that: “Find out what 
medicines the patient is taking. Compare those medicines to 
new medicines given to the patient. Make sure the patient knows 
which medicines to take when they are at home. Tell the patient, 
it is important to bring their up-to-date list of medicines every 
time they visit a doctor” [7]. 

New strategies should be considered to mitigate this situation. 
The reconciliation of medication is the process by which the 
best list of a patient's usual medication is elaborated to use that 
information in different areas of care, and provide the 
appropriate treatment. If a patient changes the scope of care, for 
example at home without requiring assistance or in the 
outpatient setting, and consults the ward for an acute event, it is 
critical to establish the reconciliation of the medication. 
Reconciling the last record taken from the list of habitual 
medications with what the patient or the relatives confirm 
through a series of questions, generate the best possible list. In 
this model, the patient or family members play a passive role in 
which the healthcare team asks them and compiles the list. 

There are experiences with different strategies that reduce 
discrepancies, especially during the admission interview at the 
hospital [2,8,9]. One of them is involving pharmacists at the 
admission of patients. Pharmacists have a lower error rate in the 
registration of the list of drugs in the EHR, compared with 
doctors and nurses. Another strategy is incorporating a 
permanent education to those who make the prescriptions [2]. 
Researchers investigated the usage of patient-reported data in 
which patients are asked to review their medications, corrected 
them [5]. Afterward, a general practitioner validates this 
information and updates the data in the EHR [5].  

The objective of this study is to describe a user-centered design 
(UCD) of a medication reconciliation module managed by 
patients, connected to their EHR for supervision and medical 
validation managed by physicians.  

Methods 

We carried out this descriptive study, which is a UCD of a 
medication reconciliation framework involving patients and 
doctors, in Hospital Italiano de Buenos Aires. For the UCD, we 
conducted iterative cycles of designing and testing with patients 
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on the reconciliation functionalities in the Personal Health 
Portal and to doctors for the EHR functionalities. 

Setting 

Hospital Italiano de Buenos Aires (HIBA) is a non-profit 
organization with 165 years of history in Argentina. Its 
healthcare network includes a university hospital of high 
complexity that covers health care for outpatients, inpatients, 
emergencies, critical care, home care, chronic care, and medical 
and surgical specialties. It has its medical insurance service 
(health maintenance organization), with more than 160,000 
affiliates, and provides health services to 1,500,000 people with 
other health insurances. Annually, more than 45,000 patients 
are admitted to their hospitals, and 45,000 surgical procedures 
and 3,000,000 outpatient visits take place. 

Since 1998, the HIBA has its own health information system 
(in-house) that includes the management of clinical and 
administrative information. Its EHR is an integrated, modular, 
problem-oriented, and patient-centered system, and is used in 
the different clinical scenarios (ambulatory, hospitalization, 
emergency center, and home care) [10,11]. As part of the 
information system, an integrated Personal Health Records 
(PHR) called POPES is available to all outpatients since 2007. 
The PHR allows patients to receive medical care in the hospital 
network, to access and verify clinical and administrative 
information, and to interact with the health system. Among its 
main functionalities, the PHR allows users to update their 
personal information, share information, manage scheduled 
appointments, view test results, check, order and buy prescribed 
medication, and the possibility to consult with the healthcare 
team through Telemedicine tools. Moreover, it has a messaging 
service for communication with the general practitioner" At 
present, POPES has approximately 400,000 registered users 
[12]. 

Medication reconciliation by patient 

PHR currently has a module for patient medications that display 
prescribed drugs, generic and brand name, dosage, and 
prescribing physician. It also allows the patient to ask to deliver 
medication to their homes (purchasing). The number of patients 
who used this module from January 1, 2018 to November 9, 
was 90,977, and the number of medications purchased in the 
same period was 145,188. In this context, the redesign of the 
software incorporated new features. 

We built the patient's medication reconciliation in the drug 
module in the PHR and integrated it with the prescription order 
entry of the EHR. This functionality consists of a new list of 
actions that is self-management by the patient in the system 
(load, modify posology, or eliminate medications on the list). 
After generating the patient-provided list, doctors viewed it in 
the EHR and validated or rejected it. A UCD methodology was 
used for the development of new functionalities in the 
medication module for both, the PHR (patient reconciliation) 
and the EHR (doctor validation). 

User Centered Design  

Health professionals and patients value health care software, 
but they demand better products that satisfy their clinical 
information needs [3]. According to reviews, many of the issues 
that prevent adoption and satisfactory use are related to poor 
design and low usability [1, 2, 8]. Usability is a measure of 
efficacy, efficiency, and user satisfaction [9]. Usability has 
been established as a key factor for applications that provide the 
needed support while focusing on their tasks [6]. Usable 
applications are easy to learn, efficient to use, easy to 

remember, not prone to errors, and subjectively pleasing to use 
[5]. UCD is an approach to achieve usable products introduced 
by Norman and Draper [4]. UCD has evolved from the human-
computer interaction field, with the contribution of cognitive 
psychology, software engineering, sociology, and other 
disciplines that influenced it and developed methodologies that 
embody their points of view [6]. Usability engineering presents 
an iterative cycle of design and evaluation until the fulfillment 
of established quantitative goals measured on lab tests [5]. The 
contextual design includes ethnographic methods for user 
research while participatory design involves users by setting 
goals and exploring design solutions, instead of just taking part 
in evaluation [6]. UCD has been applied successfully to 
enhance the adoption and success of products [13]. 

However, these applications presented usability challenges 
described in the literature mentioned above. While the users 
valued the availability of online health records and tools for 
administrative tasks, they also noted the lack of desired 
functionality and difficulties to learn and use the tools. 
Therefore, the department implemented UCD in 2011, applying 
usability engineering, participatory design, contextual design, 
and a user-centered framework for redesigning health care 
software [14]. 

Prototype development 

The design consists of different stages, which we will describe 
in this section. We start the prototype development from the 
design of the already existing medication module. To achieve 
an efficient design, with lower error rate and greater value for 
the user, we divided the design into 4 phases: initial prototype 
design, initial usability tests (for both, patients and doctors), 
modifications in the prototype (2nd iteration), and final 
usability tests. We tested the prototypes, in different iterations, 
through similar clinical scenarios, for a total of 31 patients (7 
on paper and 24 digital) and 11 doctors digitally. 

Phase 1: Initial prototype design 

We designed the prototype using Adobe Fireworks, Illustrator 
and Balsamiq. 

Phase 2: Initial usability tests 

We displayed the prototype to 5 users (patients and GP), aimed 
to detect usability problems [15]. The objectives were 
identifying the user's level of understanding about the complete 
process of each task and measuring the ease of use. For both, 
patients and doctors, we used a desktop version.  

Patient’s usability tasks were: 

1. Identify the module of medications in the home page 

2. Add a new medication (e.g., Levothyroxine) 

3. Modify the dose of recently added medication (e.g., 
Esomeprazole) 

4. Remove an existing medication from the list (e.g., 
Amoxicillin) 

5. Request a prescription renewal (e.g., Ibuprofen) 

All of them divided into different hypothetical scenarios for 
better understanding. We provided the doctors with clinical 
cases specially designed for the test. 

GP usability tasks: 

1. Validate new medication (Levothyroxine) and generate 
a prescription with new credits. 

2. Validate the elimination of a drug (Amoxicillin) 
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3. Validate the modification of dose for an already 
existing drug (Esomeprazole) 

4. Reject Clonazepam suggested by the patient and justify 
it. 

5. Reject Tramadol suggested by the patient and justify it. 
Replace it with another medication (Ibuprofen). 

The test is an exercise for practice use. The user must read the 
task aloud and try to solve it. At the same time, they were 
requested, as the test went forward, to express what happens 
and comment on its interpretation. The session included 3 
participants: the user, the observer who paid attention to the 
user and registered on paper, and the facilitator who moderated 
the test. Finally, at the end of the test, we conducted a final 
System Usability Scale (SUS) questionnaire to evaluate the 
satisfaction of use. During the interviews, we consented the 
users orally and recorded notes and audio their voices. We also 
recorded the video of the screen with MORAE software. In this 
way, we could record their interaction with the application 
while performing the assigned tasks.  

Phase 3. Prototypes’ modifications 

Based on the tests, we modified the prototypes with the detected 
errors and created an updated design. 

Phase 4. Final usability tests 

After thorough preparation of the scenarios scripts for the new 
test, between August 2017 and May 2018, we individually 
contacted patients in the waiting room of the Health Plan of the 
HIBA and invited them to participate in the test. They were 
performed in an empty room, which physician usually use to 
see patients.  

Between February and May of 2018, we individually invite GP 
from the Family Medicine Department to participate. The tests 
were performed on a laboratory version, with interactive PDF 
and were registered in Morae. 

Results 

The first version (Figure 1) proposed an update of the drug 
labels with the new features. It contained the "Add Medication" 
button, and the actions to modify, delete each medication 
previously prescribed by the physician.  

 

Figure 1– Initial prototype in the PHR 

On the side of the GP, a new update prototype was displayed 
with different color under the title "Loaded by the patient", that 
was located at the top of the pre-existing prescribed medication 
list in the EHR. A "Validate" button was added to each new 
suggestion where the doctor had to enter it to decide what steps 
should be performed in each case (Figure 2). 

Qualitative analysis 

We performed a qualitative analysis for the registered notes and 
audio recordings from 31 patients and 11 physicians (end 
users). Characteristics of users tested are shown in Table 1. 

 

Figure 2– Initial prototype in the EHR 

Table 1– Characteristics of users tested 

Variable Value 
Patients 
   Age average (years old) 
   Female  
   Technology level* 
General Practitioners 
  Age average (years old)  

31 
52 
  87% 
77/100 
11 
 28 

  Female 
  Specialty 
  Technology level* 
 

  72% 
Family doctors (GP)  
81/100 

Total users 42  
*Technology level was self-reported using a Likert scale. 

The main findings and comments during the testing were: 

Patients: 

� "It can be difficult for old people" 

� "I find it useful but more for the doctor who does the 
control, not for me" 

� "I do not know how long it will take the doctor to 
validate it, it should be automatically" 

� "I think that could be of helpful, I would use it" 

� "I do not know if I would use it, I'm not going to 
medicate myself" 

� "I come from a different healthcare institution where 
everything is paper, this is wonderful" 

Doctors: 

� "Is going to add work to us" 

� "There are doctors who do not want to prescribe 
medications indicated by another doctor" 

� "It's good that they write it, it's easier and faster. That 
speeds up a lot" 

� "I think it's good for patients to be able to promote 
autonomy, and contact more quickly with us" 

� "It is useful. It saves the patient and the doctor time " 
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� "As a negative, you may lose the opportunity to 
explain to the patient why you would not indicate 
such medication that he suggests. e.g. He suggest 
clonazepam and I want to indicate something else" 

� "I find it useful. It is good that there is a record of 
what the patient takes" 

� "The change is very positive. Now, these things 
notify me by messages. In this way I have everything 
ordered" 

The following findings were taken into account to make 
modifications on the initial prototypes: 

� PHR: we included a medication search field and a 
print drug list button. We incorporated the possibility 
of uploading the medication photo for better 
identification. The main actions of the patient 
reconciliation functionality happened to have greater 
hierarchy, from being labels to buttons. 

The fields of the medication identification were improved. We 
added brand name, dose, frequency, and prescribing physician. 
Moreover, we modified the main button of "add medication" by 
loading new medication. (Figure 3 and Figure 4). Table 2 
presents the first 3 tests carried out with patients.  
 

 

Figure 3– Final medication list. Patient view in the PHR 

 

 

Figure 4– Patient view in the PHR (Recording a new 
medication):Patient should write the drug’s generic or brand 

name, dosage, reason for prescription and prescribing 
physician (based on a FDA patient form to charge of a new 

medication) [16,17]

 Discussion 

Several articles have been carried out where patients were 
asked to review their medication list. Findings demonstrate that 
patients agree to correct their medication and review it 
effectively. Other studies concluded that the inclusion of a 
module with the medication list in PHRs improves the patient's 
medication list. 

 

 

Figure 5– Prescription order entry on the EHR. In blue are 
listed the medication previously charged by the patient in the 

PHR and displayed here. Physicians have the ability to 
validate or dismiss changes  

 

Table 2– Effectiveness of the exercise tasks 

Task 
Test 1 
Correct % 

Test 2 
Correct% 

Test 3 
Correct% 

Identify the module of 
Medications in the 
home page. 

85% 88% 100% 

Add a new 
medication.  

71% 100% 100% 

Modify the dose of 
recently added 
medication.  

71% 88% 100% 

Remove an existing 
medication from the 
list. 

71% 100% 100% 

Request a prescription 
renewal. 

57% 100% 100% 

 

The results of the SUS measurement of the medical and patients 
tests are shown in Table 3. For the first iteration, cycle we did 
not perform a satisfaction of use assessment.  

Table 3– Patients and general practitioners satisfaction of 
use. Results of SUS 

Number of iteration Users Number of users  SUS 
1st  Patients 8  85% 
2nd Patients 3  93% 
3rd  Patients  4  96% 
4th Patients 5 89% 
1nd  Doctors 5  87% 
2nd  Doctors 6 92%  
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Patients send an alert to updated medication prescription, but 
the doctors do not update the list. This problem could occur due 
to cultural, organizational, or relational problems, since 
professionals may have doubts when modifying the 
medications prescribed by another professional, or doubt about 
the information provided by patients [4,5]. 

In recent years, it has been proposed, as a strategy to improve 
the list of medication, that the patients themselves refine the list 
[5] since they know the medications they took in the past and 
the current medications. This model, with a vision of 
empowering patient in their care added to the correct use of the 
information systems, has a practical impact for the generation 
or modification of current computerized systems involving the 
active participation of patients in the medication list generation. 
The participation of the patient (or caregiver) is proposed as a 
fundamental element in the preparation of the best medication 
list. 

We presented a user-centered design of a module of medication 
list with reconciliation functionalities and managed by the 
patients, connected to their EHR for supervision and medical 
validation. It is important to establish guidelines on these key 
activities to support the implementation in a hospital 
environment [18]. Our findings of SUS satisfaction of use in the 
final iteration (89% at 4th cycle, while 96% previously) 
demonstrate that we need to identify the probable cause and 
new modifications that will be necessary with re-testing of the 
final version. 

Conclusions 

This paper identifies the importance of involving primary care 
patients by integrating them into care processes and 
strengthening the doctor-patient relationship. A common issue 
on medication management arises when a patient is discharged 
from hospital. The study suggests possible modifications to the 
established models for medication reconciliation. The findings 
may be relevant to health care providers and policymakers who 
have an interest in encouraging patients to use PHR. This type 
of study could be replicated and extended in other settings to 
better understanding how to make the technology more useful 
for patients in their own health care.  
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Abstract 

Growing higher educational programs are always interested 

in adding physical facilities to their campus. Many times the 

initial plans do not include all the technology details needed 

for either a standard or a cutting-edge program. This paper 

describes planning and implementation efforts at the 

Vanderbilt University School of Nursing, which has resulted 

in a new 29,947-square-foot facility addition. The new space 

includes a complete floor designated as simulation laboratory 

space, an interactive classroom with five screens suitable for 

small group interaction, and a virtual classroom for cutting-

edge multimedia production and transmission. Additional 

floors house both technology rich seminar meeting rooms as 

well as collaborative offices. All spaces are integrated using 

the innovative Crestron control system, including a multitude 

of their solutions that help to make this a smarter workplace 

that is both secure, smart, and worthy of completing 

educational goals. 

Keywords:  

Educational technology, distance education, organization and 

administration.  

Introduction 

Adding an additional facility into a school with a rich history 

brings challenges which are not always conceived in the early 

planning and design phases of the project. The Vanderbilt 

University School of Nursing (VUSN) has been providing 

quality education for nursing students since 1908 and distance 

education for over twenty years. The addition of a new 

building to the current facility brings the challenge of creating 

state-of-the-art spaces that not only provide a rich educational 

experience to our local students but also to our distance 

students. What we have found is that it is vital to have an 

informatics representative involved starting in the early 

planning stages and attend not only the Owners but also the 

sub-contractor’s meetings. This representative needs to 

provide insight into what technologies (hardware, software, 

and networking) will need to be implemented into the new 

space as well as the requirements to make them function 

properly.  

Prior to construction, VUSN consisted of three buildings, 

which were built at different times and housed all of the 

classrooms, simulation laboratory, conference rooms as well 

as faculty and staff offices. The total square footage for 

VUSN, prior to construction, was 79,304 square feet. The new 

building adds an additional 29,947 square feet for a grand total 

of 109,251 square feet. This presentation describes the lessons 

that we learned from not having an informatics representative 

involved from the beginning of the project, but also how we 

were able to ultimately achieve our goal of providing an 

educational experience, which utilizes the state-of-the-art 

technologies in the curriculum.  

Throughout the years as technology changed so did the needs 

of our students, which meant that our educational spaces 

required upgrades. Technologies used in the everyday life of a 

student are expected to be used within the higher education 

environment to aid the student with developing their skills [1]. 

A major hindrance we discovered in bringing that technology 

is that due to the physical limits of the buildings, we were not 

always capable of implementing the latest technologies 

without significant costs. The new building was designed so 

that all of the buildings would connect, thus providing us with 

a means of upgrading several technologies used within the 

school.  

Methods 

Our biggest challenge was designing these new spaces without 

having any input into the architectural design of the facility. 

The informatics team at VUSN, led by Senior Associate Dean 

for Informatics Dr. Betsy Weiner, consists of twenty-eight 

individuals. Positions include classroom support, computer lab 

coordinator, network manager, web developer, graphic artists, 

general IT support, instructional designers, program 

coordinator, videographers, materials coordinator, 

videographers, media services, programmers, simulation staff, 

and informatics faculty.  Due to the size of the informatics 

team, and because they are housed in Frist Hall, the name Frist 

Nursing Informatics Center has been given to them.  

The first interaction with the new building was after months of 

designing and development had already taken place by the 

Owners and architects. There was zero input during the initial 

design phase from anyone within the Informatics Department. 

Our department received the completed floor plans and was 

given the directive to “make it work.” When asked why our 

group was late to the planning, the leadership team responded 

that they didn’t want “too many opinions at once.” 

Unfortunately, that also meant that original budgets for fund 

raising purposes was not adequate for meeting the IT and 

simulation infrastructure needs.  

Simulation Laboratory 

The simulation laboratory, originally housed in a 1,290-

square-foot space and located within Godchaux Hall, was to 

be relocated into a space within the new building which 

occupies an entire floor. The new space is over three times 

(3,932 square feet) the square footage of the original location. 

The original laboratory made use of a single, medium sized “ 

L” shaped laboratory using rudimentary means with a large 

amount of imagination to run a simulation and zero control 

rooms in which the simulation is guided. Another classroom 

down the hall from the laboratory was being used for pre and 

post briefing sessions. During the post brief, the faculty could 
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only discuss the simulation using their recollection of events 

as well as that of students. Occasionally videotaped sessions 

were directed there so that group critique could take place, but 

there was no effective method to capture feedback for 

individual students.  

The new simulation lab takes up an entire floor and consists of 

thirteen bed bays. Each bed has its own assigned control booth 

with direct line of sight to the bed. There is a large storage and 

prep room located in the center of the lab along with a 

complete computer setup allowing the simulation technicians 

to monitor the simulations in real time as well as aid faculty in 

the event they are needed. The facility looks like any hospital 

floor, complete with headwalls, hospital beds, simulated 

gasses, and computer monitors. Additional equipments can be 

rolled in from the storage room as required by the simulation. 

Curtains to block the sounds of the control rooms were also 

deemed important. 

A barrier, which we encountered early on in the project, was 

that there was zero input from educators or technologists that 

would use or support the simulation laboratory. Another was 

that some of our floor space was taken up with main support 

structure for the building and could not be moved, providing 

some space constraints that we could not physically avoid. 

Our first priority was to ensure that it not only met the needs 

of the students, faculty, and staff, but also fit within in the 

confines of the new space we were given.  After the initial 

design phase was complete, the informatics team was given 

the plans and tasked with developing a technology plan for a 

13-bed simulation lab each with its own control room as well 

as two pre and post briefing rooms.  

We quickly identified key members of the needed planning 

team. Participants included the Informatics Department 

(including the simulation staff who run the lab on a daily 

basis), and other faculty who are skilled in using advanced 

simulation within the Medical Center environment called the 

Center for Learning and Experiential Assessment (CELA).  

Initial discussion centered on revising the floor plan to better 

suit the running of complex simulations, complete with 

control rooms and simulation management software (B-Line 

Medical®). Additional considerations were noted so that 

faculty could best take advantage of all the factors the new 

facility would bring. Suggested revisions prompted several 

larger meetings with the Dean, architects and a smaller subset 

of the task force to discuss why the plans would not work as 

well as give our suggestions of change. This process repeated 

four times until we had a floor plan that would work for all 

parties involved. There was some initial resistance to taking 

this time due to the established opening date for the new 

facility, but the importance of a well-planned facility that met 

our needs was finally understood. Once the plans were 

finalized, we were able to focus on making the lab function 

properly. 

The simulation lab utilizes a product from B-Line Medical®, 

called SimCapture which seamlessly captures audio and high 

quality video during the simulation encounter, streams live to 

faculty and students watching the simulation in real time, as 

well as records it for playback during the debrief and 

assessment sessions [2]. Students being recorded during their 

simulation experience then watched their experiences post-

simulation and helped students learn by using active and 

contextual aspects from within the meaningful learning model 

[3]. Under optimal conditions, the equipment required to run 

the system should be on the same floor as the lab itself. Our 

simulation lab “server room,” however, is located on the floor 

below the lab. Working closely with the audio/video (AV) 

integrator as well as the architects we designed the cable paths 

to run throughout the lab ceiling and then follow a conduit 

down into the “server room” below.  

Each bed bay is equipped with a Stryker bed and over the bed 

table, two Axis cameras, two microphones, a functioning 

Amico headwall with simulated med gasses, vitals monitor, a 

computer with monitor and a B-Line SimCapture Node. Both 

monitors bedside are ELO Touch mounted to the headwall 

with custom Amico monitor arms. We installed a camera at 

the head of the bed facing the feet and another camera placed 

at the foot of the bed facing the head so that the entire 

simulation bed can be covered. The two ceiling mounted 

microphones use a cardioid polar pattern to pick up the audio 

bedside while helping to reduce the amount of ambient noise 

from other areas outside of the bed bay. Every bed has a 

functioning Amico headwall with simulated med gasses. 

 

Figure 1- Bed bay 

Each control room is equipped with one-way glass so that the 

simulation controller can operate the simulation while having 

a direct line of sight into the bed bay, a computer with dual 

monitors (with space permitting), headphones and speaker and 

a voice changer allowing the controller to alter his or her voice 

to fit the simulation happening bedside. For instance, a male 

faculty member could use the voice changer to sound like a 

female. 

 

Figure 2 - Control room 

We decided that it would be beneficial to build in redundancy. 

In order to ensure a simulation takes place, we designed the 

system so that any control station has the ability to operate any 

bed bay. For example, control room one could have a 

technical issue preventing the scheduled simulation from 

being performed; we now have the ability to utilize any 

unoccupied control room to monitor the simulation happening 

in bay one. The only downside is that the controller would 

lose direct line of sight.  
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In order to make this happen, we needed custom programming 

and additional equipment to ensure that the video and audio 

streams are routed from beds to control rooms. We contracted 

with a local integrator, Tristar Digital Connections, LLC, to 

provide all the equipment and programming. Each night at 

midnight, the system reboots and resets all of the streams to 

their default locations. In our “server room,” we have the 

master controls for audio and video routing. The programming 

allows us to reroute the audio and video signals from any bed 

to any control room should a control room go down. The 

display uses a Crestron 10” panel and allows us to drag any 

bed from the top bank to any control room in the bottom bank. 

We also have the ability to reset all of the connections 

manually as a failsafe. 

 

 

Figure 3- Server room 

Wachtmeister Interactive Classroom  

This classroom is unlike any classroom we have ever had as it 

flips the traditional classroom. A typical classroom has a 

lectern with a computer, feeding into a projector, which then 

projects the image, typically a PowerPoint presentation, onto a 

screen located behind the instructor. Students sit in rows of 

chairs normally bolted to the floor, they then take notes and 

watch the presentation. We chose to do none of that in this 

classroom in an effort to promote better student interactivity.  

This classroom is equipped with five interactive ViewSonic, 

4K displays each containing a blade PC, a PanaCast 2 

panoramic-4K camera mounted on a fully articulating Triad-

Orbit mount and a Crestron AirMedia 200; however, there is 

not a display located at the front of the classroom with the 

lectern.  The Crestron AirMedia 200 allows our students to 

wirelessly present content from any of their devices such as 

laptops, tablets, and even cellphones [4]. The use of 

technology is what enables our students to become active 

learners and as such our nursing educators must also integrate 

technology into their curriculum [5]. Our main goal of using 

this technology was to embrace the interactive learning model 

by finding ways to have the faculty interact with the students 

and provide engaging content to the learning model.  

During the design phase of this room, we developed multiple 

scenarios of potential use cases. The sole intent of this space 

was to develop learning environment where the faculty and 

students interact not only with the faculty, content but also 

amongst their peers during the class. 

One such scenario developed was that this classroom would 

operate with the faculty starting class at the lectern by loading 

the lessons content onto the PC located within the lectern or 

onto a Microsoft Surface Pro. Using the controls located 

within the lectern touch panel control station or using a 

mirrored set of control on the Surface Pro, they are capable of 

sending the information to all 5 displays. The students can 

then cluster around any of the five displays and engage in the 

content with the instructor interacting with the student 

clusters.  

Another scenario describes where up to five topics of 

discussion are identified. Students are divided into small 

breakout groups to discuss their specific topics and then to 

present their findings to the class during the class period. 

 

Figure 4- 3 of the 5 displays in the Interactive classroom 

For this scenario to work, we met with our integrator and 

discussed how we wanted the room to function: (1) each of the 

displays must be able to display the content from the lectern; 

(2) each display must be capable of displaying its own 

content; (3) we must be able to matrix the displays so that, as 

an example two of the five displays must have the same 

content, and the other three be able to have their own content; 

(4) students must be allowed to connect their devices to the 

display; (5) the faculty must be able to take any display and 

make it display onto any number of the displays. Our 

integrator came back with a solution that entailed over 60,000 

lines of code to make the matrixing function using our 

guidelines. With the addition of the Crestron AirMedia we can 

allow our students to connect any device wirelessly to the 

display. Each display has a Crestron TouchPanel adjacent to 

the display; with a simple touch of a button the input for the 

display can easily be changed. The faculty have a master 

control, which allows them to control the input for each 

display, along with changing the matrixing. 
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Virtual Classroom 

The concept behind the Virtual Classroom is for it to be more 

of a production studio than a typical classroom. We have 

found that there has been a growing demand for various types 

of recordings from faculty and students. The process to make 

a single recording happen was extremely labor intensive in 

regard to setup and tear down. Our team had no place to setup 

cameras, teleprompters as well as lights and leave the setup in 

place for any length of time due to the fact that we had to 

reserve classroom space for these recordings.  

The space is a large corner room with windows facing both 

the street outside as well as the large open-air atrium on the 

right of the room. Our primary concerns were sound and light 

filtering into the space and causing detrimental effects on the 

production quality. Our first attempt to mitigate the effects 

was to request that the windows be blanked out (filled in). Our 

request was promptly declined due to it throwing off the 

aesthetics of the entire building. Our second attempt was to 

request blackout shades installed over every window that 

would be lowered while filming, that request was approved. 

Due to being a LEED®- and WELL-certified building™, we 

were required to have regular offices lights in the space [6]. 

These lights do not provide satisfactory results for producing 

videos. We were able to discuss it with the architects and have 

the minimal amount of required lights as well as the ability to 

control them manually. Lighting was still problematic. Our 

solution was to remove the ceiling and paint it black at 9’ 

above the finished floor (AFF). This exposed the deck and 

allowed us to install a grid system with electrical boxes 

located in numerous places around the grid to support the 

numerous LED lights for video production. This allows us to 

hang them in any configuration required for the video shoot. 

We also made the decision to hang the required office lights 

higher than the light grid to avoid the possibility of casting 

shadows. 

Secondly, we were tasked with how to dampen the sound 

during recordings since all the walls were hard and flat 

causing sound waves to bounce off them. In discussing the 

situation with our AV vendor, we came up with the plan to 

add acoustic tiles around the peripheral of the room. These 

panels will help to absorb sound providing with the desired 

audio effect.  

Thirdly, we had the possibility of having noisy equipment, 

such as light or sound boards, in the space during recording. 

Our solution to this issue was moving our Media 

Producer/Director’s office adjacent to the classroom with a 

large pass-through conduit running from his office into the 

classroom. This solves the noisy board issue by having the 

equipment run from inside his office then passing the cables 

through the conduit into the classroom to the actual devices. 

The Media Producers office has one-way glass allowing him 

to see into the room but not distract the filming.   

We also mounted a ViewSonic 4K Interactive display with 

blade PC on an articulating arm allowing us to angle the 

display to best suit the application. We also included a 

Crestron AirMedia 200 which allows any device to wirelessly 

connect to and display content. 

This space can now be used for various scenarios; however, 

there will not be an audience in most cases. The question was 

how to get the content to our student population? We devised 

two different scenarios. Our first is that we would record and 

edit the video for dispersal at a later point in time, such as 

video on demand. Our second case was for doctoral defenses, 

which we could stream to larger classrooms. For this we used 

Crestron NVX, which provides streaming audio and video  

 

with no latency over a 1-Gigabit network connection to 

another NVX device located in another one of our classrooms 

[7]. 

Crestron NVX allows us to remove costly, large profile 

processors and adopt a more cost-effective means of sending 

and receiving data throughout the school. With one NVX node 

set to send and the other set to receive, we are able to send 

data HD (high definition) content across the network without 

latency; all while providing a large cost savings. Without 

NVX, we would have had to incur more costs by upgrading 

our switcher as well as a lot more AV wiring. To make use of 

the NVX environment, the user must give formal permissions 

for the content to be viewable by another group; our AV team 

then uses the NVX Director to establish a connection between 

the two or more rooms. 

Seminar Meeting Rooms and Collaborative Offices 

Both the Simulation lab and Interactive Classroom are 

technology laden and thus require some training in order to 

make full use of the space. We chose a unified and simplistic 

approach to the seminar spaces and collaborative offices. Each 

space makes use of the same ViewSonic 4K Interactive 

displays as well as the Crestron AirMedia 200 used within the 

Interactive Classroom. Each one of these rooms is also 

equipped with a Crestron NVX node allowing us to stream 

any of these rooms to any other NVX equipped room within 

the School of Nursing. Our objective was to create spaces 

using the latest technology while designing the space for ease 

of use to diminish the amount of tech support calls. 

We accomplished this task by designing the spaces using the 

same technology in all collaborative spaces. This allows 

anyone within the Vanderbilt University School of Nursing to 

walk into any collaborative space and immediately feel 

comfortable knowing that the user will be able to operate the 

room as intended. Following the same layout design as the 

Interactive Classroom, we mounted one to two interactive 

displays, located next to each display is a Crestron 

TouchPanel controlling the inputs as well as a Crestron 

AirMedia 200 allowing the user the ability to connect 

wirelessly any device to share content. Numerous factors were 

taken into account to determine the number of displays 

required for a space as well as screen size and resolution. 

Factors considered were: size of room and content displayed 

(content such as detailed images maintains requirements much 

greater than that of a Word or Excel document). When two 

displays were required, we made the decision to install a 

Crestron AirMedia 200 with each display allowing both 

displays to show the same content or depending on the use 

case each display could be showing separate content. 

Results 

The various spaces discussed within this paper will be open 

for use early January 2019. The various, unforseen, delays 

during construction moved our opening from August 2018 

until Janurary 2019. A short video will be shown during this 

presentation showing the Simulation Lab and Wachtmeister 

Interactive Classroom fucntioning and performing the tasks 

described within this paper, along with photos to show other 

spaces. 

Evaluations will be given to both faculty and students in 

regards to ease of use and overall functionality of the systems 

and spaces. Results will be presented.  
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Discussion 

It is anticipated that the results of the surveys will be positive 

from both the faculty and students. During the design phase 

we had input from many faculty within the VUSON, 

adjustments were made to the designs based off of their 

feedback. Our instructional designers were brought into the 

classroom space and asked to provide feedback on the design 

as well as to start the process of helping faculty to design 

course material utilizing the interactive of the space. 

Feeback was taken into consideration and adjustments made 

based off of the feedback from all parties. There are numerous 

possibilities for altering how synchronous learning is 

administered  within the school with a bleed over into 

asynchronous as well.  

Conclusions 

Technology is used to instruct our students; technology is 

constantly changing and so should the way the our learners are 

taught. Technology use, such as mobile technology, in 

education shows that it impacts the students learning 

objectives positively [8]. Interactive learning is happening on 

a daily basis, when parents hand their child a cellphone or 

tablet to play a game or watch an educational video, that child 

is learning using technology. We should not be satisfied with a 

learning model decades old and our students should not be 

either.  

Nurses are known for their abilty to get things done when 

responding to situations, thinking quickly to find solutions to 

problems that are presented; technology can only enhance the 

abilily of nurses by provinding access to real-time data [9]. 

Why should we not use the latest technology to enhance the 

skillset of our students? In order to produce the highest quality 

students, they need to be exposed to as many different 

scenarios as possible. This is accomplished by bringing 

innovative ways to teach our students and expose them to 

scenarios not typically available. 

We learned that administrators need to understand the detailed 

planning needed for both technology and simulation 

laboratory infrastructure early on. This message needs to start 

before initial plans are made, not after. Simulation laboratories 

are not well understood by those outside of healthcare 

(particularly the complicated networking plans) and cannot be 

stressed enough times to the installers. LEED® and WELL™ 

certified buildings are additional challenges that create need 

for compromise. Lighting and sound accomodations can be 

made that meet those requirements. In conculsion, while there 

are many details to be considered, a knowledgeable team of 

technnology professionals can help to add to the cutting-edge-

facility in such a way that everyone is satisfied with state-of-

the-art technologies that are innovative and useful. 
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Abstract 

Low-back pain (LBP) is a leading cause of disability globally. 

It is complex and multifactorial, with a miriad of factors 

interwining and interacting to burden healthcare and 

individuals. Self-management support is central as part of best-

practice to improve outcomes. In recent years, informatics has 

increasingly been considered to support care; however, due to 

its complex nature, several factors need to be unpacked in order 

to consider how technologies might support LBP. The present 

study utilised semi-structured interviews involving N=20 

participants (n=10 practicing clinicains and n=10 indidivuals 

living with chronic LBP (cLBP)) to collect user-centered 

perceptions and considerations for key factors central to 

technology succeeding in supporting cLBP. Six themes were 

identified: tracking, alterts, user-experience, communication, 

feedback, and content. Findings lay groundwork for future 

research aimed at developing technologies that can encourage 

shared-decision making in supporting cLBP management in a 

particpatory health paradigm. 

Keywords:  

Low Back Pain; Informatics; Self-Management 

Introduction 

Low-back pain (LBP) continues to be listed as the leading cause 

of disability according to the Global Burden of Disease study 

by the World Health Organization (WHO) [1,2]. This can be 

observed via years lived with disability, ballooning costs, opi-

oid analgesic abuse, increasing service demand, poorer quality 

of life, and inability to work [3,4,5]. Fear-avoidance of move-

ment and poor adherence to self-management are major chal-

lenges at the heart of clinical patient management and individ-

uals’ self-management of chronic LBP (cLBP). This condition 

continues to plague health professionals and individuals within 

a participatory health and shared-decision making paradigm to 

achieve good outcomes, due to its complex and multifactorial 

etiology, with significant physical and psychosocial effects un-

derpinning its presentation [4,6,7,8].  

With greater self-management support for those living with 

cLBP, there is an increased likelihood that [9,10]:  return to 

work outcomes will improve; overprescribing of opioids will 

decrease; unnecessary referrals to public chronic pain services 

from primary care will be reduced, thus unburdening the public 

healthcare system; better treatment options and health outcomes 

can be provided to individuals in rural and remote communities 

with difficulty accessing services; private health insurance 

claims may decrease, allowing opportunity for premiums to be 

reassessed.  

Informatics technologies have been considered in its 

management. User-centered and participatory health enabling 

mobile health technologies have previously been reported to 

have a positive impact on motivation, behavior change, 

adherence to interventions, and pain outcomes in this context 

[11,12,13,14]. 

Clinicians, researchers, and informaticians continue to consider 

digital self-management support technologies for a variety of 

presentations of LBP; for example, this includes wearable 

monitoring device for movement and posture detection, and 

motivation and adherence tracking applications. These have the 

potential to transform current practices by improving health 

literacy, thus promoting greater self-management and improved 

outcomes [15,16,17,18]. 

However, before further developments in the digital monitoring 

and support space for cLBP can be achieved, more research is 

prudent to ascertain key evidence-based, user-centered 

considerations, in order to gather value specifications and user 

requirements for technology from both clinicians who treat 

cLBP and individuals living with cLBP. The present study 

forms part of a larger project, whose ultimate aim is to develop 

digital technology to support outcomes for LBP. The present 

study reports on data collected from individuals regarding 

perceptions concerning what underpins safe, effective and 

empowering mobile and/or digital monitoring technologies for 

this cohort. In other words, what will be required for 

participatory health enabling technologies for them to have a 

significant effect on cLBP management?  

Methods 

The present study recruited clinical health care professionals 

(HCP) with expertise in managing cLBP and individuals living 

with cLBP to participate in exploratory telephone-based semi-

structured interviews (SSIs) to discuss the complex needs of 

living with and/or managing cLBP, as well as perceptions 

around the use and utility of informatics technologies to support 

care.  

The University’s Human Research Ethics Committee has ap-

proved this project (ID: 2018/135). 

Recruitment 

Participants were recruited through various avenues, inlcuding: 

word of mouth, study recruitment posters in clinical settings, 

and the study investigators’ clinical networks spanning public 

primary health care settings, tertiary multidisciplinary pain 

services, and private primary care clinics 
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Once individuals registered interest in participating in the study, 

they were directed to an online form that included the study 

plain language statement and screening questions, which then 

directed them to the informed consent form. The questionnaire 

screened particpants against study inclusion criteria (which, for 

eligible participants from the cohort living with cLBP, included 

completing the Oswetry Disability Index to confirm a self-

reported diagnosis of at least moderate LBP), and collected 

baseline demographics for descriptive statistical purposes (e.g. 

age range, gender, employment status, clinical speciality, years 

living with cLBP, etc.). 

Data Collection 

Data was collected and recorded using SSIs. Interviews took on 

average 22.7 minutes to complete.  

The broader research project is methodologically sound and 

underpinned in informatics methodologies central to the robust 

and successful design and development of technologies for 

digital health interventions. This includes underpinning the 

research in the rigorous and academically validated roadmap for 

developing technology in health, the “Centre for eHealth 

Research Roadmap (CeHRES)”, which has been used in a 

sample of chronic pain patients [19,20,21] 

http://www.ehealthresearchcenter.org/wiki/index.php/Main_P

age . The present study is part of the ‘value-specification’ stage 

of CeHRES. 

Furthermore, Greenhalgh et al. [22] recently published a robust 

review proposing a novel informatics model to ensure that 

future interventions in digital health do not fail the nonadoption, 

abandonment, scale-up, spread, and sustainability  framework 

(NASSS). The framework consists of seven inter-related 

domains that should be considered when developing technology 

for health to support success. 

Using NASSS as the methodological underpinning for data 

collection, the present research is the first (to the investigators’ 

knowledge) to appropriate NASSS into a qualitative data 

collection instrument to conduct interviews as part of the value 

specification per CeHRES [20,22]. Hence, this study’s data 

collection tool is a unique offering in itself to the informatics 

knowledgement management community as well. 

Data Analysis 

Once conducted, interviews were transcribed verbatim.  

Inductive thematic content analysis (TCA) was employed to 

identify themes latent within the data [23]. This was because the 

primary goal of the present study was to explore and examine 

user-centered consideration for technology that supportted 

management of LBP. Thematic analysis aims to identify themes 

in a set of qualitative data in an attempt to give meaning to the 

common voices of collective participants [23]. As described, 

basic descriptive statistics were also collected to quantify 

simple closed questions, such as demographics and condition-

related data. 

Three investigators (MM, CM, and AP) analysed the first 

interviews to be transcribed to create a preliminary coding 

schema and MM then used this framework to analyse the data.  

Results 

Recruitment and Participants 

The present study successfully recruited and interviewed a total 

of N=20 participants. This included an even cohort of n=10 

clinical health professionals with expertise in managing cLBP, 

and n=10 individuals living with cLBP. A full prospective co-

hort of N=27 were originally screened; however, after applying 

inclusion/exclusion criteria, five clinical health professionals 

were excluded due to lack of follow-up after pre-registering. 

Two prospective LBP patients were excluded for the reasons of 

lack of follow-up post registration of interest, and non-chronic 

LBP as per the Oswestry. 

Participant demographics of those included can be seen in Table 

1. As can be observed, health professionals came from a mixed 

background, were predominately male, between the ages of 30-

39, with a wide range of clinical years of experience (3-25 years 

post-graduation), and skewed towards practicing in the hospital 

setting. Of participating patients living with cLBP, age range 

was also skewed towards 30-39, with an average Oswestry dis-

ability score of 39.1 (range = 31.1-51.1). 

Table 1 -  Participant Demographics 

 HCP  

(n=10) 

Individuals 

with cLBP 

(n=10) 

Gender  

Male 8 5

Female 2 5

Age Range   

30-39 8 5

40-59 2 3

60-69 - 2

Level of Education  

High School or Less  - 4

College/University 

Completed 

2 3 

Post-Graduate Degree 

Completed

8 3 

 

Thematic Content Analysis 

A total of seven hours and 35 mintues of interview data was 

coded. Following the first round of coding, a total of  n=52 

codes were identified. This was broken down into n=31 

individual codes from the health professional interview data, 

and n=21 codes from the cLBP cohort. This preliminary coding 

schema was conferred by the investigators and after a second 

round of coding, refined to group like codes into a resultant 

categorisation of n=6 themes common across both cohorts 

pertaining to digital technology for supporting cLBP. Of the 

n=6 resultant themes, these were broken down into sub-

categories: N=19 identified by the clinical health professional 

cohort, and n=12 identified by people living with cLBP. 

Themes and sub-categories can be observed in Table 2. 

Tracking 

Participants from both cohorts idenitified the utility of any 

technological solutions to be able to track several metrics. For 

example, these may inlcude: activity tracking, other 

physiological metrics (i.e. inflammation, heart rate, etc.), 

posture, sleep, regimen adherence, and pain levels. 

"I’d sort of think of something like that, where it feeds back and 

says oh, you’re in this posture or you’re in that posture, those 

sorts of things" (PRT05) 

Alerts 

Similarly, participants identified that a useful feature of digital 

technology to support cLBP would be to include alert/reminder 

features. This might include reminders to move or complete 

prescribed exercises, or further provide physical prompts and/or 
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motivating prompts to breath, move, and reinforce good 

behaviours. Of note, as opposed to the health professional 

cohort, patients suggested haptic prompts, such as vibrations or 

prods, which might reinforce positive behaviours or postures. 

"..almost like a, you know when the Apple watches, they give 

you a little buzz if you’ve been sitting down for too long, that 

kind of stuff I would be really, I’d find that really useful" 

(PRT04) 

User-experience 

User-experience of prospective digital solutions was also 

featured in the identified themes. This referred to both the 

platform of any physical platform (which was overwhelmingly 

suggested to be app and smartphone based), as well as reference 

to more aesthetic and subjective features. Feedback included 

suggestions for any technology to be small, portable, wireless, 

visually appealing, insightful, lightweight, and durable. 

Communication  

Clinicians were more vocal around their desire for digital 

solutions that support LBP management to include robust 

communication features. Whilst individuals living with LBP 

also indicated that SMS or text messaging features would be 

useful, clinical health professionals were more direct in their 

suggestions, recommending secure messaging features, email 

capabilities, and even social networking features for patients to 

connect with one another. 

Feedback 

Feedback was another theme commonly idenitfied. Quite 

similar to the ‘alerts’ theme, at the heart of providing feedback, 

participants indicated that they believed any digital technology 

designed for this context would be valuable and useful if it were 

intuitive to positively reinforce positive behaviours. This might 

include providing insights and reinforcement around good 

posture, regimen adherence, and gains/improvements. 

"I can imagine if you had a wearable device that was, like, 

you’ve been standing for X number of minutes and we know that 

your tolerance is four minutes and you’ve been standing for 

three and a half, you need to go and sit down.." (PRT05) 

Content 

Finally, but perhaps the most strongly represented theme, 

several codes described key content or, functionality that the 

technology should include. For example, the most obvious 

inclusion according to both health professionals and individuals 

with cLBP, was the provision of education resources that 

educated individuals about cLBP, its causes, progress, and 

management. Furthermore, health professionals indicated 

certain complimentary features, such as, the inclusion of 

educative (or demonstrative) videos, the ability to prescribe and 

view exercises from within an app, gamification features to 

enhance motivation and/or adherence, mental health 

components (i.e. coping strategies, pacing and mindfulness 

training), as well as one suggestion to be able to collect pre-

screening patient data before they arrive for an appointment. 

Patients on the other hand, also indicated that teleconsultation 

features, such as video-based consultation ability with their 

practitioner might be desirable. 

 

"If there was some application component around what 

chronicity does to pain, and how that changes how pain is 

perceived in your brain..that woud be beneficial" (HCP02) 

 

Table 2 -  Thematic Analysis of Interviews 

Theme Sub Categories 

Tracking Activity 

Physiological Signals

Posture 

Sleep 

Regimen Adherence/ Compliance

Mood 

Pain 

Patient-Reported Outcome Measures

Alerts Reminders 

Prompts 

User-Experience Platform 

Aesthetics 

Usability 

Communication

Feedback

Content Educational Resources

Videos 

Exercise Prescription

Gamification 

Mental Health Support

Screening 

Discussion 

The data collected from the present study provides prelminary 

insights into the user-centered needs for informatics 

technologies that have the potential to support cLBP 

management. Findings indicate that both health professionals 

who manage cLBP, as well as individuals living with it, 

consider a range of factors when envisioning where and how 

informatics technologies might support management of the 

condition, such as being able to track progress, communicate, 

provide or receive feedback and reminders, and source 

educational content. Similar themes have been reported in a 

previous study [24]. The range of diverse themes identified 

(n=6) pertaining to techology to support cLBP further 

highlights the complexity of managing a condition like cLBP, 

with its mulifactorial nature [4,7,10]. 

Whilst both cohorts of participants (clinicians and individuals 

living with cLBP) provided data on the six themes, there was a 

slight difference in their individual perceptions or motivations 

underpinning these. For example, language pertaining to patient 

perceptions towards technologies surrounded their desire for 

technology to support active participation in self-management. 

Descriptive langauge used by participants pertaining to the sub-

categories presented in Table 2 was quite ‘active’ in that it 

promoted active engagement in self-management (e.g. move, 

enter, log, reinforce, motivate, remind me). This supports 

literature in the participatory health domain, indicating that 

patients living with complex chronic conditions wish to be 

empowered shared-decision makers in their rehabilitative 

journey [14,16]. Likewise, this was also evident to some extent 

in comments from clinicians in describing their desire for 

technology to include robust communication features to 

enhance patient-practitioner communication, which has 

previously been reported to be beneficial [25]. Furthermore, 

patient comments commonly referenced their desire for 

technology that supports LBP management to focus on 

providing them motivation, feedback, and reinforcement to 

perform their exercises and rehabiltiation regimens. This was 

also broached by one clinician, who suggested gamification 

may be useful. These comments align to literature promoting 

best practice for LBP management, indicating that one of the 

primary factors in supporting the course of cLBP is to enhance 
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motivation, decrease fear avoidance, and thus improve 

adherence in order to generate positive outcomes [11,12].  

Conversely, descriptive language regarding the same six themes 

as described by health professionals, depicts language that is 

skewed towards data presentation and key indices of disease-

specific progress (e.g. physical activity, measure, monitor, 

angles, habits, questionnaires, insight, and pre-screening), 

which has also been previously reported [24]. Whilst this is not 

suggestive of a disconnect, it does suggest that clinicians and 

patients do have differing needs and perceptions regarding the 

utilitiy of informatics in supporting outcomes. Hence, it is 

recommended that these subtle nuances are taken into 

consideration when considering technology to support care. 

Study Limitations 

As seen in the demographics of study participants, the insights 

generated in this study represent opinions from a range of 

clinical health professionals. Eighty percent of data represents 

a cohort aged between 30-39, which suggests that data is not to 

be generalised to a broader age range. This is similarly 

cautioned regarding the sample size, as well as themes 

generated not being an exhaustive list; however, several 

methodological approaches were included in study design to 

support and control for these biases. For example, a) the study’s 

clinical cohort represented clincians working in a variety of 

settings, with a range of years of experience, working in several 

speciality areas (i.e. pain management, general medicine, 

physiotherapy, occupational therapy, psychology, etc). b) 

individuals living with cLBP were screened for inclusion using 

the widely used and validated Oswestry Disability Index, in 

order to be more confident participants lived with a moderate 

degree of LBP [26]. c) The entire scoping of this research 

project was guided and underpinned by the validated and 

published informatics roadmap for digital health development, 

the CeHRES Roadmap [20]. Finally, d) To the investigators’ 

knowledge, this is one of the first studies to utilise, adapt, and 

appropriate the recently published rigorous informatics 

methodology published by Greenhalgh et al., NASSS [22]. The 

authors believe that by considering the 7 domains of NASSS, 

the relevant insights obtained from the data are in depth and 

well considered.  

Conclusions 

This work adds to the informatics community in several ways. 

A) It provides unique insights into person-centered 

considerations for developing technology to support LBP, b) it 

offers a novel appropriation of the well-regarded NASSS 

framework, and c) suggests that multiple facets of informatics 

can come together under a single model to conduct research that 

has the potential to improve healthcare: i.e. user-centered 

design, evidence-based practice, patient-reported outcomes, 

and informatics research methods. 

The present study provides preliminary evidence of what 

clinicians and patients perceive to be central considerations for 

developing digital technology to support LBP. Whilst the study 

cautions against wider generalizability outside of the present 

conditions, its findings are underpinned by well-regarded and 

validated informatics methodologies and offers a novel 

approach to considering technologies to improve patient-

reported outcomes in a participatory health paradigm. 

Future research is planned and will progress to a larger project 

aimed at designing and prototyping technology in this domain. 
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Abstract 

Among American women, the rate of breast cancer is only 

second to lung cancer.  An estimated 12.4% women will develop 

breast cancer over the course of their lifetime.  The widespread 

use of social media across the socio-economic spectrum offers 

unparalleled ways to facilitate information sharing, in 

particular as it pertains to health.  Social media is also used by 

many healthcare stakeholders, ranging from government 

agencies to healthcare industry, to disseminate health 

information and to engage patients.  The purpose of this study 

is to investigate people’s perceptions and attitudes related to 

breast cancer, especially those that are related to physical 

activities, on Twitter.  To achieve this, we first identified and 

collected tweets related to breast cancer; and then used topic 

modeling and sentiment analysis techniques to understand 

discussion themes and quantify Twitter users’ perceptions and 

emotions with respect tobreast cancer to answer 5 research 

questions.  

Keywords:  

Analysis, Breast Cancer,  Social Media 

Introduction 

A report from the National Cancer Institute (NCI) indicates that 

one in eight women will develop breast cancer during the 

course of her lifetime [1].  An estimated 266,120 new cases of 

invasive breast cancers, and 63,960 non invasive breast cancers 

will be diagnosed in 2018 in the U.S.  Among American 

women, breast cancer remains the second most diagnosed 

cancer, just behind lung cancer [2].  Nevertheless, a recent 

study shows that physically active women have a lower risk of 

breast cancer than inactive women [3].  Furthermore, for breast 

cancer surivivors, physical activities (PAs) have benefits on 

their mental health, physical conditions, and movement, which 

ultimatedly improve patients’ quality of life [4].  

Access to care, access to adequate health information, and 

health literacy largely remain to be significant issues especially 

in disenfranchised populations and minorities [5], despite 

improvements following the implementation of the Affordable 

Care Act (ACA).  However, the widespread availability and 

uptake of Internet technologies across the socio-economic 

spectrum has the potential to facilitate health information 

sharing.  Specifically, nearly 9 in 10 Americans have access to 

high-speed Internet and 7 in 10 use at least one social media 

platform [6].  Not only are private citizens widely using social 

media resources, but the various healthcare stakeholders, e.g. 

industry, governmental agencies, healthcare professionals, 

have been increasingly using these online platforms to 

disseminate health information, engage patients, and recruit for 

clinical trials.  Social media platforms provide unique sources 

of essentially, an endless data stream, voluntarily shared by 

their users.  These user-generated data provide unique insights 

into public health; and if mined appropriately, these data are 

invaluable for understanding various social and health issues.   

Twitter is a particularly relevant and effective data source to 

understand how users’ perceptions and attitudes towards 

health-related issues change over time.  In our previous work, 

we used Lynch syndrome as a case study to show that Twitter 

can be used effectively to explore discussion topics, and how 

promotional information can impact laypeople’s discussions 

[7].  In this paper, we describe our Twitter analysis pipeline, as 

it pertains to users’ general perceptions and attitudes towards 

breast cancer and more specifically whether and how PAs were 

discussed in these breast cancer-related tweets.  We specifically 

addressed the following five research questions (RQs): 

• RQ1: How do people’s attitudes (i.e., emotions) 

towards breast cancer change over time?  

• RQ2: How do people’s attitudes towards breast cancer 

differ across geospatial regions? 

• RQ3: Can we identify latent topics/themes and topic 

trends in breast cancer-related tweets? 

• RQ4: How does promotional information impact 

laypeople discussion themes over time? 

• RQ5: How physical activities were discussed in 

laypeople’s breast cancer-related tweets? 

Methods 

 

Figure 1. The Workflow of Our Twitter Analysis Pipeline 
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Our approach started with collecting tweets that are relevant to 

breast cancer discussions.  We then classified these tweets into 

three groups (i.e., irrelevant, promotional information, and 

laypeople’s discussions), assessed laypeople’s attitudes (i.e., 

emotional states) using sentiment analysis, and explored latent 

themes using a topic modeling approach on both promotional 

and laypeople’s tweets.  Finally, based on the sentiment 

analysis and topic modeling results, we addressed the 5 RQs.  

Figure 1 illustrates our analysis workflow in 5 steps.   

Step 1: Data collection. The data used in this study were from 

two different sources: 1) we collected breast cancer tweets from 

May 27, 2018 to October 13, 2018 (139 days) using a Twitter 

crawler based on a set of keywords related to breast cancer (e.g., 

“breast cancer” and “#BreastCancerFighter”).  The keywords 

were generated through a snowball sampling process, where we 

started with seed keywords (e.g., “#BreastScreening” and 

“#lumpectomy”), then searched on Twitter with these keywords 

to retrieve a sample of tweets, evaluated the relevance of each 

tweet, and identified new relevant keywords.  We did this 

process iterately unitl no new keywords were found; and 2) we 

used the keywords developed above to identify related tweets 

on a database of public random tweets, which we collected 

using the Twitter steaming application programming interface 

(API) from January 1, 2013 to December 30, 2017. 

Step 2: Data Preprocessing.  We preprocessed the collected 

data to eliminate tweets that were 1) duplicates across the two 

sources, or 2) not in English. 

To develop tweet classification models (see Step 3), we 

preprocessed the tweets following the steps used by Glove [8]: 

1) replaced hyperlinks (e.g., “http://t.co/xQgeMny5”) with 

“<url>”, 2) replaced mentions (e.g., @Channel9”) with 

“<user>”, 3) replaced hashtags (e.g.,“#breastcancer”) with 

“<hastag>”, and 4) all emojis were replaced with “<emojies>”.   

For sentiment analysis, we preprocessed the data with the 

following steps: 1) removed hyperlinks, 2) removed mentions, 

3) converted hashtags into original English words (e.g., 

converted “#breastcancer” to “breastcancer”), 3) removed all 

emojies, and 4) geocoded each tweets with a geocoding tool we 

developed previously [9].  For topic modeling, we lemmatized 

each word and removed stop words (e.g., “this” and “is”). 

Step 3: Tweet Classification.  Even though a tweet contains 

keywords related to breast cancer, the tweet may not be relevant 

to the breast cancer discussion (e.g., “I am going to write 

#fiction about a 40+ year old mom with #oneboob who finds 

love and life's meanings who wants to read”).  Thus, we 

developed a two-step process with two classification models to 

categorize the massive amount of tweets into 3 groups (i.e., 

irrelevant, promotional, and laypeople’s discussions). 

We first annotated 1,774 tweets randomly selected from the 

overall dataset to create a training set.  We then experimented 

with two different deep learning algorithms: convolutional 

neural networks (CNN) and long short-term memory (LSTM).  

We implemented both the CNN- and LSTM-based models in 

Keras on top of the Tensorflow framework.   

A common strategy for building deep learning sentence 

classifiers is to use word embeddings to transform raw texts into 

vectors of real numbers as features.  Thus, we initialized the 

embedding layer with a pretrained Twitter word embeddings 

(i.e., 100 dimension) from GloVe.  The same feature matrics 

were used in the two-step classification process: one that 

categorized tweets into relevant vs. irrelevant, and another one 

that further categorized the relevant tweets into promotional 

information vs. laypeople’s discussions.  Models whith the best 

performance were adopted to classify the rest of the tweets. 

Step 4: Sentiment analysis.  The Linguistic Inquiry and Word 

Count (LIWC) is a text analysis tool, which can assess 

indivdiuals’ attitudes through counting the percentage of 

emotional words used in a given text.  LIWC has been used 

widely and its validity and reliability were validated [10].  We 

used LIWC on all laypeople’s discussions to assess their 

attitudes/emotions in 5 aspects (i.e., positive emotion, negative 

emotion, anxiety, anger, and sadness).  

Step 5: Topic modeling.  Topic modeling is a statistical, 

unsupervised approach that can discover abstract themes in a 

collection of documents.  We used the Biterm algorithm to find 

the main topics in all relevant tweets (i.e., combined both 

promotional information and laypeople’s discussions).  

Different from conventional topic modeling approaches (e.g., 

latent Dirichlet allocation) that are based on word-document co-

occurrences, Biterm learns topics by modeling word-word co-

occurrences patterns, which performs better on short texts [11].  

Although topic modeling is a unsupervised method, the number 

of topics is a parameter that needs to be determined a priori.  

Based on our previous work [7], to capture as many topics as 

possible, we set the number of topics as 100, visualized the 

topics in wordclouds, and then manually evaluated each topic’s 

quality and merged topics with similar themes.  

To answer our RQs, we also need to know the topic of each 

tweet.  The Biterm model can infer the topic of a given tweet 

and return a list of topics and associated topic probabilities.  We 

extracted the topic with the highest probability for each tweet. 

Results 

Data Collection  

Our data came from two different sources as shown in Table 1.  

First, we collected 1,672,178 tweets using 32 breast cancer-

related keywords and the Twitter search API from May 27, 

2018 to October 13, 2018.  After filtering out duplicates and 

non-English tweets, 1,467,783 tweets were left.  Second, we 

used the same list of keywords to identify relevant tweets from 

a database of random public tweets we collected from January 

1, 2013 to December 30, 2017.  We found 257,045 tweets from 

this database, within which 167,205 tweets were written in 

English.  Due to the different mechanisms behind the two 

Twitter APIs (i.e., streaming vs. search), the volume of the 

tweets from the two data sources were significantly different.  

For Twitter search API, users can retrieve almost all public 

tweets related to the provided keywords within 10 to 14 days 

(i.e., the exact time range is not published by Twitter); while 

the Twitter streaming API returns a random sample (i.e., 

roughly 1% to 20% varying acros the years) of all public tweets 

at the time and covers a wide range of topics.  The number of 

tweets related to breast cancer in the random sample database 

was expected to be low.  We plot the trends of the tweet 

volumes for the two sources separately as shown in Figure 2.   

Table 1. Descriptive Statistics of the Two Data Sources 

Data source Data time 

range 

# of tweets 

before pre-

processing 

# of Eng-

lish tweets 

# of ge-

otagged 

tweets  

Twitter search 

API

05/27/2018-

10/13/2018

1,672,178 1,467,783 428,041 

Random pub-

lic tweets

01/01/2013-

12/30/2017

257,045 167,205 61,273 

 

Figure 2. Breast Cancer Tweet Volume Distributions Across 

Time (A: random public tweets; and B: Twitter search API). 
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Figure 3. The Volume Trends of Tweets Related to Physical 

Activity in Laypeople’s Breast Cancer Discussions (A: 

random public tweets; B: Twitter search API) 

After integrating and eliminating duplicates and non-English 

tweets from the two sources, there were 1,634,988 unique 

tweets, in which 489,314 tweets can be geotagged to a US state. 

To identify tweets related to PA from breast cancer tweets, a 

list of PA keywords (n=133) were developed through a 

snowball sampling process.  Figure 3 shows the volume trends 

of tweets related to PA in laypeople’s breast cancer discussions.   

Text Classification 

We explored two deep learning classifiers to category the 

tweets.  Both CNN and LSTM have been wildly used in text 

classifications and achieved state-of-the-art performance.  

Table 2 shows the performance of the different classifiers and 

tasks.  We used 80% of the annotated data for training and the 

performance was measured on the remaining 20% as an 

independent test data.  As shown in Table 2, the CNN models 

outperformed the LSTM models in both tasks (i.e., 1) relevant 

vs. irrelevant; and 2) promotional information vs. laypeople’s 

discussions).  Thus, we adopted the CNN models as the final 

classifier. 

Table 2. A Comparison of Classifier Performance 

Classifier Precision Recall F-score 

Task 1: Relevant vs. Irrelevant 

CNN 0.886 0.851 0.865 

LSTM 0.847 0.797 0.814 

Task 2: Promotional information vs. Laypeople’s discussions 

CNN 0.943 0.937 0.941 

LSTM 0.914 0.898 0.903 

The CNN models identified 1,466,292 relevant tweets (out of 

1,634,988 breast cancer related tweets).  Out of the 1,466,292 

relevant tweets, 961,110 are tweets with promotional 

information and 505,182 tweets are laypeople’s discussions. 

Sentiment analysis 

To answer RQ1 (i.e., “How do people’s emotions towards 

breast cancer change over time?”), we assessed 5 emotion as-

pects (i.e., positive emotion, negative emotion, anxiety, anger, 

and sadness) of laypeople’s breast cancer discussion tweets us-

ing LIWC.  We visualized the changes of their emotion scores 

across time as shown in Figure 4.  The Y-axis is the emotion 

scores generated by the LIWC.  Even though there were fluctu-

ations, the overall trends of negative emotion, anxiety, anger, 

and sadness have been decreasing since 2013 with significant 

Mann-Kendall test scores (P
trend

 < .05) as shown in Table 3. 

 

Figure 4. Laypeople’s Emotion Changes by Time 

Table 3. Mann-Kendall Tests of Laypeople’s Emotion Changes 

Emotion P-value Test-score Trend 

positive emotion 0.17 -1.37 not significant

negative emotion <0.01 -5.45 decreasing

anxiety 0.01 -2.53 decreasing

anger <0.01 -5.44 decreasing

sadness 0.01 -2.59 decreasing

We also compared the emotion scores of laypeople’s breast 

cancer discussions across states, as heatmaps in Figure 5.  The 

warmer the color, the higher the emotion score.  People in 

Mississippi had the highest negative emotion and anger when 

they discussed breast cancer on Twitter.  Delaware had the 

highest positive emotion.  Hawaii had the highest sadness.  

Washington D.C. had the highest anxiety. 

 

Figure 5. Comparsion of Laypeople’s Emotions Towards 

Breast Cancer Issues Across States 

We also analyized laypeople’s emotion changes over time by 

state.  California (n=30,404) and Florida (n=17,983) had the 

highest number of breast cancer-related laypeople discussions, 

which gave us sufficient sample sizes to detect the trends.  The 

trends of laypeople’s emotion changes for these two states were 

decreasing as shown in Figure 6 and Table 4.  

 

Figure 6. Laypeople’s Emotion Changes by Time. 

Table 4. Mann-Kendall Test o Laypeople’s Discussions from 

California and Florida 

State Emotion P-value Test-score Trend 

California negative emotion 0.01 -2.47 decreasing

anxiety 0.02 -2.30 decreasing

anger 0.03 -2.16 decreasing

Florida negative emotion <0.01 -3.09 decreasing

anxiety 0.01 -2.60 decreasing

Topic modeling 

To answer RQ 2-4, we used Biterm to discover the latent topics 

in our data.  Based on experience from our previous work [7], 

we first set the number of topics to 100 to extract as many topics 

as possible.  We then manually reviewed the 100 topics and a 

sample of associated tweets to assess topic quality and merge 

topics with similar themes.  We summarized the 100 topics into 

12 topics.  The results are visualized as wordclouds in Figure 7. 

The topic distributions of laypeople’s discussions and 

promotional information are shown in Figure 8.  Laypeople 

discussed more on the topics of “family”, “friend”, “diagnosis”, 

“food”, and “treatment”; while they talked less about “risk” and 

“mortality” compared with topics in promotional information. 
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Figure 7. 12 Topics Summarized from the 100 Topics Learned 

with a Biterm Topic Model. 

 

Figure 8. Topic Distributions by Tweet Type (promotional 

information vs. laypeople’s discussions) 

To exam the relations between promotional information and 

laypeople’s discussions by topic, we used the random tweet 

dataset (spanning from 2013 to 2017) and calculated the 

Pearson correlation coefficient between the two (promotional 

vs laypeople) based on their monthly tweet volumes for each 

topic.  As shown in Table 5, laypeople’s discussions had strong 

correlations with promotional information on “awareness 

month events”, “risk”, and “treatment” and moderate 

correlations on “diagnosis”, “family”, “friend”, “news”, “pink 

goods”, “screening”, and “study”.  The monthly trends from 

2013 to 2017 for these topics are shown in Figure 9. 

Table 5. Correlations Between Promotional Information and 

Laypeople’s Discussions Based on Tweet Volumes by Topic. 

Topic Correlation coefficient P-value 

awareness month events 0.711 <0.001

diagnosis 0.635 <0.001

family  0.682 <0.001

friend 0.526 <0.001

news 0.642 <0.001

pink goods 0.557 <0.001

risk 0.767 <0.001

screening 0.690 <0.001

study 0.683 <0.001

treatment 0.788 <0.001

 

Figure 9. Selected Topic Trends from 2013 to 2017 with 

Significant Correlations Between Promotional Information 

and Laypeople’s Discussions. 

To answer RQ5, we first extracted all laypeople’s breast cancer 

discussions that were aslo related to physical activites (PAs, 

i.e., discussions that contain PA-related keywords).  We then 

extracted 100 topics using the Biterm method on these PA-

related dicssuions.  Similar topics were merged into one; and 

two themes emerged: give support (i.e., give support to breast 

cancer awareness through sporting events) and reduce risk (i.e., 

raise awareness that PAs can reduce breast cancer risks).  The 

wordclouds of the two themes are shown in Figure 10; and a 

few example tweets for each theme are shown in Table 5.  

 

Figure 10. Two Main Themes in Laypeople Tweets Related to 

Both Breast Cancer and Physical Activities 

Table 5. Example of Physical Activity Related Tweets by Theme 

Themes Example tweets 

A: give support 

to breast cancer 

awareness 

through sport-

ing events 

• “"I don't understand why it happened to me, but 

hope because I got cancer I can help bring about 

change." #BreastCancer survivor Shannon 

O'Fallon supports research with #Obliteride's 5K 

walk & urges others to help #curecancerfaster.”  

• “On May 14th of this year I lost my older sister 

Ashley to breast cancer. On August 11th my fam-

ily will walk in her honor” 

B: physical ac-

tivities can re-

duce the risk of 

breast cancer 

• “Important to think about HOW we #exercise,  

#breastcancer incidence and relapse risk can be 

reduced by physical activity 

https://t.co/ajfew2wY5D” 

• “@RepDavidYoung I ran 91 miles in June. One 

of the reasons I run is bc it reduces my risk of re-

currence of my breast cancer. O”

Discussion and Conclusions 

The goals of our study were to examine breast cancer-related 

discussions on Twitter and to understand people’s percetions 

and attitudes towards breast cancer through their Twitter posts.  

We were also interested in assessing how promotional 

information impacts laypeople’s discussions on Twitter.  Thus, 

we used well-established text analysis approaches (i.e., 

sentiment analysis and topic modeling) on breast cancer-related 

tweets to answer our five RQs. 

As shown in our results (Figure 4), laypeople’s attitudes to-

wards breast cancer changed from time to time.  The overall 

trends of negative affects (i.e., negative emotion, anger, 

anxiety, and sadness) have been decreasing since 2013.  There 

have been some controversial issues being discussed on public 

news outlets related to breast cancer prevention and treatments, 

which might lead people to think negatively.  Taking the 

discussions on mammography as an example, mammography is 

a common way to screen for breast cancer as an early detection 

method.  However, many people on Twitter questioned the 

effectiveness of mammography and raised concerns that it 

might bring overdiagnoses and overtreatments to patients.  

Nevertheless, as the negative attitudes are decreasing, it might 

indicate that stakeholders such as health organizations and 

agencies are doing a better job educating the public. 

We also found that emotions in laypeople’s breast cancer 

discussions on Twitter differ across the states.  As shown in 

Figure 5, people in Mississippi had significantly higher 

negative emotion and anger when they discussed breast cancer-

related issues on Twitter.  Neverthless, further investigations 

are needed to find the reasons behind these state differences.  

For example, people’s attitudes towards breast cancer maybe a 

reflection of breast cancer screening rates.  Mississippi is one 

of the states with the lowest breast cancer screening rate 

possibly due to barriers for people to access screening 

programs.  These barriers may lead to negative emotions 
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expressed in tweets (e.g., “To cure a patient’s disease at the 

cost of financial ruin falls short of our duty as physicians to 

serve”).   

Laypeople’s discussions were correlated with promotional 

information on a number of topics as shown in Table 5.  These 

strong correlations might, from another perspective, indicate 

that breast cancer-related promotion strategies to raise public 

awareness have been rather successful in the past few years.  

Further, as observed in Figure 9, both promotional information 

and laypeople’s discussions surged in October (i.e., breast 

cancer awareness month) every year, which suggested that 

promotional events in media (including social media) are 

effective ways to gain participants and raise public’s awareness.  

Such raises in awareness would ultimately lead to improved 

health outcomes.  For example, in early 1987, when the 

American Cancer Society started to focused on raising breast 

cancer awareness and before breast cancer became an official 

National Health Observances (NHO) event, only 26% of 

women in the U.S. had undergone a mammogram in the 

previous 12 months; while by October of the same year, the 

proportion had raised to 38% [12].   

Over half of the women diagnosed with breast cancer gained 

weight during treatment with multiple reasons [13].  

Chemotherapy often leads to fluid retention, reduced PA levels 

(due to pain and fatigue), decreased metabolism, and food 

cravings (that can reduce nausea).  Nevertheless, breast cancer 

survivors should engage in a weight management program 

focusing on dietary intake and PA even during treatment, if 

manageable.  There is clear evidence that weight management 

including PAs have a positive impact on mental health during 

and after cancer treatment [14].  As shown in Figure 10, we 

obtained two general themes from laypeople’s breast cancer 

discussions that are also related to PAs: 1) people like to give 

support (to breast cancer awareness through sporting events), 

and 2) people are aware of the benefits of PAs that can reduce 

breast cancer risks.  When we looked into these tweets in more 

details, we also found tweets from breast cancer survivors (e.g., 

“@raceforlife Fully intended to do this ( for the 5th year 

running; pardon the pun!!) but breast cancer diagnosis and 

treatment have run off with my fitness.  Next year though!”), 

which provides evidence data that social media might be a good 

source of information to study behavioral factors such as PAs 

related to improving surviorships including their quality of life 

(QoS).  For example, we can further understand the barriers to 

adopting an exercise program among breast cancer survivors in 

our future work using social media data sources. 

In sum, our study demonstrated that 1) social media such as 

Twitter are invaluable sources to provide insights into public 

and consumer health; and 2) natural language processing 

combined with machine learning are effective tools and 

methods to assess laypeople’s attitudes changes in their health-

related tweets, discover laypeople’s perceptions towards 

specific health topics, and understand how promotional 

informaiton has an impact on laypeople’s discussions.   

Acknowledgements 

The study was supported by the University of Florida Health 

Cancer Center (UFHCC) Research Pilot Grant and in part by 

NSF Award #1734134 and NIH UL1TR001427. The content is 

solely the responsibility of the authors and does not necessarily 

represent the official views of the sponsors. 

References 

[1] Howlader N, Noone AM, Krapcho M, Neyman N, Ami-

nou R, Waldron W, Altekruse SF, Kosary CL, Ruhl J, 

Tatalovich Z, Cho H, Mariotto A, Eisner MP, Lewis 

DR, Chen HS, Feuer EJ, and Cronin KA (eds), SEER 

Cancer Statistics Review, 1975-2009 - Previous Version 

- SEER Cancer Statistics Review, SEER. (n.d.). 

https://seer.cancer.gov/ar-

chive/csr/1975_2009_pops09/index.html. 

[2] CDC, Breast Cancer Statistics, Breast Cancer Stat. 

(2018). https://www.cdc.gov/cancer/breast/statistics/in-

dex.htm (accessed March 21, 2019). 

[3] Y. Wu, D. Zhang, and S. Kang, Physical activity and risk 

of breast cancer: a meta-analysis of prospective studies, 

Breast Cancer Res. Treat. 137 (2013) 869–882. 

doi:10.1007/s10549-012-2396-7. 

[4] N. Mutrie, A.M. Campbell, F. Whyte, A. McConnachie, 

C. Emslie, L. Lee, N. Kearney, A. Walker, and D. 

Ritchie, Benefits of supervised group exercise pro-

gramme for women being treated for early stage breast 

cancer: pragmatic randomised controlled trial, BMJ. 334 

(2007) 517. doi:10.1136/bmj.39094.648553.AE. 

[5] H. Levy, and A. Janke, Health Literacy and Access to 

Care, J. Health Commun. 21 (2016) 43–50. 

doi:10.1080/10810730.2015.1131776. 

[6] Paul Hitlin, Internet, social media use and device owner-

ship in U.S. have plateaued after years of growth, Pew 

Research Center, 2018. 

[7] J. Bian, Y. Zhao, R.G. Salloum, Y. Guo, M. Wang, M. 

Prosperi, H. Zhang, X. Du, L.J. Ramirez-Diaz, Z. He, 

and Y. Sun, Using Social Media Data to Understand the 

Impact of Promotional Information on Laypeople’s Dis-

cussions: A Case Study of Lynch Syndrome, J. Med. In-

ternet Res. 19 (2017) e414. doi:10.2196/jmir.9266. 

[8] J. Pennington, R. Socher, and C.D. Manning, GloVe: 

Global Vectors for Word Representation, in: Empir. 

Methods Nat. Lang. Process. EMNLP, 2014: pp. 1532–

1543. http://www.aclweb.org/anthology/D14-1162. 

[9] A. Hicks, W.R. Hogan, M. Rutherford, B. Malin, M. Xie, 

C. Fellbaum, Z. Yin, D. Fabbri, J. Hanna, and J. Bian, 

Mining Twitter as a First Step toward Assessing the Ad-

equacy of Gender Identification Terms on Intake Forms, 

AMIA Annu. Symp. Proc. AMIA Symp. 2015 (2015) 

611–620. 

[10] Y.R. Tausczik, and J.W. Pennebaker, The Psychological 

Meaning of Words: LIWC and Computerized Text 

Analysis Methods, J. Lang. Soc. Psychol. 29 (2010) 24–

54. doi:10.1177/0261927X09351676. 

[11] X. Yan, J. Guo, Y. Lan, and X. Cheng, A Biterm Topic 

Model for Short Texts, World Wide Web Conference 

Committee (IW3C2), Rio de Janeiro, Brazil., 2013. 

[12] G.D. Jacobsen, and K.H. Jacobsen, Health awareness 

campaigns and diagnosis rates: Evidence from National 

Breast Cancer Awareness Month, J. Health Econ. 30 

(2011) 55–61. doi:10.1016/j.jhealeco.2010.11.005. 

[13] Z. Huang, S.E. Hankinson, G.A. Colditz, M.J. Stampfer, 

D.J. Hunter, J.E. Manson, C.H. Hennekens, B. Rosner, 

F.E. Speizer, and W.C. Willett, Dual effects of weight 

and weight gain on breast cancer risk, JAMA. 278 

(1997) 1407–1411. 

[14] J.M. Beasley, M.L. Kwan, W.Y. Chen, E.K. Weltzien, 

C.H. Kroenke, W. Lu, S.J. Nechuta, L. Cadmus-Ber-

tram, R.E. Patterson, B. Sternfeld, X.-O. Shu, J.P. 

Pierce, and B.J. Caan, Meeting the physical activity 

guidelines and survival after breast cancer: findings 

from the after breast cancer pooling project, Breast 

Cancer Res. Treat. 131 (2012) 637–643. 

doi:10.1007/s10549-011-1770-1. 

 

Address for correspondence 

Jiang Bian; Email: bianjiang@ufl.edu 

F. Modave et al. / Understanding Perceptions and Attitudes in Breast Cancer Discussions on Twitter 1297



Proposal of Relevant Information Visualization for a Universal Viewer in Oncology  

Mukai Masamia, Nakajima Noriakia, Nakatsugawa Minorub, Shimomura Yukab, Shiokawa Yasunarib, 
Mihara Naokia 

a Division of Medical Informatics, National Cancer Center Hospital, Tokyo, JAPAN,  
b Canon Medical Systems Corporation, Otawara, Tochigi, JAPAN 

 
Abstract 

Medical information, such as physicians’ descriptions, nursing 
records, and various examination reports, is stored separately 
in the subsystems of an electronic medical record (EMR). To 
provide efficient treatment, health professionals require a 
universal viewer that collectively organizes and visualizes this 
distributed information at each clinical phase (i.e., first 
outpatient visit, treatment, follow-up observation, etc.). This 
research investigates a method to enable physicians to easily 
browse relevant information at each clinical phase, and to 
reflect and verify information in a universal viewer. We 
analyzed the patterns of picture archiving and communication 
system (PACS) reference logs and EMR performed orders to 
identify relevant information. We found that by considering the 
locations of display terminals in addition to disease types 
(clinical departments) and clinical phases, more relevant 
information could be identified, and the contents displayed on 
a universal viewer were improved accordingly. 

Keywords:  

Computer-Assisted Therapy, Information Technology, Neo-
plasms 

Introduction 

Our institution is a specialized hospital for treatment of 
malignant tumors with 597 beds, approximately 2,500 
outpatients per day, and 10,000 new patients per year. 
Physicians specialize by organ, such as head and neck, lung, 
gastrointestinal, urinary, breast, and so on, in addition to the 
divisions of internal medicine, surgery, psychiatry, and 
palliative care. Our hospital information system (HIS) consists 
of an electronic medical record (EMR) system and 
approximately 60 departmental systems, such as radiation, 
biochemical testing, physiological testing, medicine, surgery 
information systems, and so on. 

To fully understand a patient’s situation, physicians must 
display a plurality of screens, such as the EMR description, a 
record of the first visit, biochemical test results, images from a 
picture archiving and communication system (PACS), and a 
pathology report. Information must be manually organized and 
displayed before each instance of medical care for patients. This 
complicated task takes significant time away from the medical 
care that should be prioritized. 

Therefore, we have been investigating methods to enable 
physicians to browse the relevant information (i.e., medical 
records, nursing records, examination reports, etc.) necessary 
for clinical practice [1-4]. Morgan showed that integrated 
information visualization can improve radiologists’ use of 

clinical decision support tools [5]. Jorritsma investigated the 
usability of PACS by analyzing logs based on pattern mining 
[6]. De-Arteaga and Zeng showed the possibility of improving 
retrieved information by analyzing image queries [7,8]. Vest 
showed a difference in access frequency of radiology reports 
between outpatient and inpatient users [9]. Our previous 
research identified that clinical departments (disease types) and 
clinical phases (i.e., first visit, treatment, follow-up 
observation, etc.) are important parameters distinguishing the 
relevant information that should be displayed in a universal 
viewer [10]. This research investigates whether the information 
on location of display terminals (i.e., inpatient ward and 
outpatient clinic) from PACS logs can aid in identifying 
relevant content for physicians. 

It was determined by the ethics committee (institutional review 
board: IRB) of our institution that a formal review by the IRB 
was not required for this research. 

Methods 

Data Set 

PACS reference logs from April 1-30, 2018, in respiratory 
medicine, colorectal surgery, and breast surgery departments 
were analyzed. The PACS reference logs included the operating 
physicians’ information and referred image information. The 
operating physicians’ information included physician ID, 
reference date and time, physician department, and terminal IP 
address and location. Referred image information included 
patient ID, imaging date and time, modality, and region of 
images. Modalities included computed radiography (CR), 
computed tomography (CT), endoscopy (ES), mammography 
(MG), magnetic resonance (MR), nuclear medicine (NM), 
positron emission tomography (PT), radio fluoroscopy (RF), x-
ray angiography (XA), and others (OT). Image regions included 
the chest, pelvis, abdomen, head, and breast. 

Pattern Analysis of Image References 

The number of image references were counted for each clinical 
department, clinical phase, location of image references, 
imaging modality, and region of images. 

Clinical Phase of Image References 

The clinical phases of each image reference were determined 
by the time of the references. Major clinical events (e.g., first 
visit, hospitalization, surgery, discharge) and their time were 
extracted from EMR performed order information. The interval 
between two consecutive clinical events was defined as a 
clinical phase (e.g., hospitalization – surgery) [10]. The clinical 
phase of each image reference was determined by comparing 
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the time of the image reference and the time of the patient’s 
clinical phases. This research focused on the clinical phases of 
first visit, before hospitalization, during hospitalization, and 
after discharge. 

Location of Image References 

The location of each image reference was determined by the IP 
address of the display terminal. Locations were categorized into 
three types: outpatient clinic, inpatient ward, and others. This 
research compared image reference patterns in outpatient 
clinics and inpatient wards.  

Frequency of Image References 

To quantify the frequency patterns of image references by 
physicians, we counted the frequency of references to each 
image or combination of images referred to at the same time. A 
sequence of image references for the same patient within 30 
minutes by a single physician on a single terminal was defined 
as one reference. The number of image references was then 
counted based on this definition. 

Days Elapsed from Imaging 

To investigate the time distribution of the images referred to by 
physicians, we measured the number of days elapsed between 
the imaging date and the reference date. Elapsed days were 
categorized as shown in Table 1. The range for each category 
was determined so that reference counts for each category were 
distributed nearly equally, and so that categories would be 
weekly or monthly. Figure 1 shows the number of image 
references in each category. 

Table 1  Categorization of elapsed days 

Category Range of elapsed days Note 
0 0 Same date 
1 1 – 3 1 to 3 days ago 
2 4 – 7 3 days to 1 week ago 
3 8 – 14 1 to 2 weeks ago 
4 15 – 21 2 to 3 weeks ago 
5 22 – 30 3 weeks to 1 month ago 
6 31 – 40 1 month to 40 days ago 
7 41 – 60 40 days to 2 months ago 
8 61 – 150 2 to 5 months ago 
9 151 + More than 5 months ago 

 

Figure 1  Image reference counts in each category for days 
elapsed between imaging and reference 

Combination Pattern of Referred Images 

To analyze which images were referred to in combination, we 
analyzed combinations of images in one reference (defined 
above). The following three combination types were 
considered. 

Type 1: Combination of elapsed days categories 
Type 2: Combination of elapsed days categories and modalities 
Type 3: Combination of elapsed days categories, modalities, and 
imaging regions 

For example, when a physician referred to an abdomen MRI 
image from that same day (Category 0) and a chest CT image 
from more than 5 months ago (Category 9), Type 1 generated 
the combination (0,9), type 2 generated the combination 
(0_MRI, 9_CT), and type 3 generated the combination 
(0_MRI_ABDOMEN, 9_CT_CHEST). If only one image from 
the same day was referred to, Type 1 would generate (0), for 
example. 

Comparison of Image Reference Patterns 

The frequency of combination patterns of referred images was 
counted and compared among clinical departments, display 
terminal locations (outpatient clinic, inpatient ward), and 
clinical phases (first visit, before hospitalization, during 
hospitalization, after discharge). The relative frequency (ratio), 
as defined below, was compared. 

Relative frequency (ratio) = number of image references for 
each combination / total number of image references 

Analysis Environment  

Python 3.7 was used on a computer running Windows 10 64-
bit OS with 16 GB of memory. 

Display of Relevant Information on a Universal Viewer 

The combinations of frequently referred images were 
considered to be relevant information in each clinical phase and 
location. We developed a prototype universal viewer [11] that 
displays the frequent combinations of referred images at each 
clinical phase and location. The universal viewer displays 
modality images, reports, laboratory tests, image 
measurements, clinicians’ descriptions, nursing records, and so 
on, switching the displayed contents to show those that are 
relevant at each clinical phase (Figure 2). The configuration of 
displayed content at each clinical phase and location was 
determined by the above method. The universal viewer runs on 
a web browser and can flexibly adjust to various 
sizes/resolutions of displays including multiple displays and 
tablet displays. 

 

Figure 2 – Screen configuration of a universal viewer 

Results 

The total number of PACS image reference logs was 24,966. 
The total number of terminals with log records of usage was 
234 (outpatient clinic 19, inpatient ward 121, others 94). Thirty-
eight physicians used PACS (14 in respiratory medicine, 11 in 
colorectal surgery, 13 in breast surgery). The total number of 

0

200

400

600

800

0 1 2 3 4 5 6 7 8 9

Co
un

t o
f r

ef
er

en
ce

s

Category of elapsed days from imaging to reference

M. Masami et al. / Proposal of Relevant Information Visualization for a Universal Viewer in Oncology 1299



image references as defined in the Methods section was 3,331 
(1,066 in respiratory medicine, 939 in colorectal surgery, 1,316 
in breast surgery). 

The results of pattern analysis of image references are 
illustrated in Figures 3-15.  

At outpatient terminals, there were many cases of reference to 
an image from within one week alone, and to combinations of 
current and several months old images (Figure 3). At inpatient 
ward terminals, same-day images alone were most referred to 
(Figure 4). 

Analysis of the reference information at outpatient and ward 
terminals with consideration of clinical phase showed the 
following tendency. At outpatient terminals upon first visit, 
there were many cases of references to images from within one 
week or from several months previous alone (Figure 5). At 
outpatient terminals after discharge, combinations of same-day 
images and images from 2 to 5 months ago were referred to 
(Figure 6). At ward terminals, the number of references was 
greater before hospitalization than during hospitalization. The 
reference pattern included images from various periods, 
particularly images from immediately before hospitalization 
(Figure 7). At ward terminals during hospitalization, same-day 
images alone were most referred to (Figure 8). 

Adding clinical department as a parameter showed the 
following tendency. At outpatient terminals in respiratory 
medicine, same-day images alone or combinations of same-day 
images and images from 2 to 5 months ago were referred to 
most, regardless of clinical phase (Figure 9). However, images 
from a relatively long period were referred to equally at ward 
terminals (Figure 10). In colorectal surgery, recent images were 
referred to at outpatient terminals (Figure 11). At ward 
terminals, references differed before hospitalization (Figure 12) 
and during hospitalization (Figure 13). During hospitalization, 
same-day images were referred to. In breast surgery, images 
(mammography) from one or two weeks previous were 
primarily referred to at outpatient terminals upon first visit 
(Figure 14). Same-day images (nuclear medicine) were referred 
to during hospitalization (Figure 15). 

Considering these results, the information display on a 
universal viewer was configured for each terminal location and 
clinical phase. Figure 16 shows a display for breast surgery at 
outpatient terminals upon first visit (left) and a display forward 
terminal before hospitalization (right). Figure 17 shows the 
difference in screen configuration between breast surgery (left) 
and colorectal surgery (right) during treatment. 

 

Figure 3 – Image references at outpatient terminals 

 

Figure 4 – Image references at ward terminals 

 

Figure 5 – References at outpatient terminals upon first visit 

 

Figure 6 –References at outpatient terminals after discharge 

 

Figure 7 – References at ward terminals before 
hospitalization  

 

Figure 8 – References at ward terminals during 
hospitalization 

 

Figure 9 – References at outpatient terminals in respiratory 
medicine 

 

Figure 10 – References at ward terminals in respiratory 
medicine 
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Figure 11 – References at outpatient terminals in colorectal 
surgery 

 

Figure 12 – References at ward terminals in colorectal 
surgery before hospitalization 

 

Figure 13 – References at ward terminals in colorectal 
surgery during hospitalization 

 

Figure 14 – References at outpatient terminals in breast 
surgery upon first visit 

 

Figure 15 – References at ward terminals in breast surgery 
during hospitalization

Figure 16 – Example of display configuration for a universal viewer in breast surgery  
(Left: outpatient clinic upon first visit. Right: inpatient ward before hospitalization) 

Figure 17 – Example of display configuration for a universal viewer  
(Left: breast surgery during treatment. Right: colorectal surgery during treatment
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Discussion 

In previous research, physicians’ behavior was analyzed by 
PACS operation logs or retrieval queries mainly to improve 
usability of PACS or image retrieval systems [5-9]. However, 
this research analyzed the PACS operation logs to investigate 
the method to display relevant information at each clinical 
phase. Specifically, this research showed that identification of 
the clinical scene (clinical department, clinical phase and the 
location of display terminals) and pattern analysis of 
physicians’ image references (imaging date and time, modality, 
and regions of the images) at the clinical scene allow the 
universal viewer to display relevant information, which is 
effective for clinical decision support for diagnosis and 
treatment. 

In our hospital, almost all patients are referrals from other 
hospitals. Cases in which a physician refers to an image from 
several months before the first outpatient visit are presumed to 
be references to the initial examinations at the patient’s original 
hospital to verify the patient’s status at the time of the initial 
diagnosis. 

Images from before hospitalization are referred to at inpatient 
wards for conferencing and consideration of treatment policy. 
Images are referred to during hospitalization to confirm the 
treatment situation and conduct necessary immediate 
examinations. The results of this study’s analysis reflect the 
clinical workflow in practice. 

The finding that reference tendencies differ among clinical 
departments also reflects differences in the requirements of 
each department. The treatment period is longer in respiratory 
medicine, and confirmation of status during the course of 
treatment is important. Colorectal surgery and breast surgery 
require examinations for recurrence and confirmation of 
metastasis. 

References to mammography images before hospitalization and 
to nuclear medicine images during hospitalization in breast 
surgery also reflect clinical practice, considering the burden of 
mammography on patients and the necessity of metastasis 
examination. 
The limitation of this research is that PACS reference logs are 
available at the study level, but not the series level. Display of 
axial images of specific series, sagittal images, and fusion 
images according to disease condition and reference purpose 
warrants further investigation 

Conclusions 

This research showed that the location of display terminals 
(outpatient clinic, inpatient ward) in combination with clinical 
phase and disease type (hospital department) can potentially 

identify relevant contents for display on a universal viewer. The 
results warrant further investigation for the application of the 
proposed method to other clinical departments, clinical scenes, 
and diseases, given that a universal viewer is expected to 
improve the efficiency of medical treatment for various 
diseases, not only for specific diseases such as cancer.  
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Abstract 

The transfer of patients from intensive care unit (ICU) to gen-

eral ward involves risk to patient health. To mitigate this risk 

the present study investigates the current use of follow-up plans 

in the handover from ICU to general ward and proposes a novel 

design of follow-up plans. On the basis of a record audit we 

find that follow-up plans exist for only 16% of the audited 

transfers, that these plans are rarely used, and that 25% of the 

patients with a plan die within 24 hours of their transfer. In a 

subsequent series of participatory-design workshops with ICU 

and ward nurses we devised an electronic follow-up plan that 

consists of an attend-to list rather than a checklist. The attend-

to list specifies the issues of concern but leaves the process of 

attaining them for the general-ward nurses to decide, thereby 

acknowledging and utilizing their expertise. 

Keywords:  

Patient transfer, Patient handoff, Electronic health records. 

Introduction 

Patients are habitually transferred from one clinical setting to 

another, such as from ambulance care to emergency department 

[1], from one ward to another ward within a hospital [2], and 

from hospital care to primary care [3]. These transfers involve 

risks of information loss [4], discontinuity of care [3], and ad-

verse events [5]. To mitigate these risks, patient transfers are 

accompanied by handovers during which information about the 

patient is transferred to the receiving staff. In the present study 

we focus on the handover from intensive care unit (ICU) to gen-

eral ward. This handover warrants attention because the pa-

tients arriving from the ICU will be among the weakest patients 

at the general wards and because the general wards have far 

fewer resources for monitoring and treating patients than the 

ICU. 

ICUs cater to patients with severe, life-threatening conditions 

that require constant monitoring, advanced equipment, and spe-

cialist medication to sustain normal bodily functions [6]. As a 

consequence, the mortality rate is high for ICU patients. Table 

1 shows the mortality rate for ICU patients in Denmark, the 

country in which this study is conducted. Not only do many pa-

tients die in the ICU, there are also many patients who die 

shortly after ICU discharge, and this pattern has been stable 

over the past several years. In the year July 2016 - June 2017 

the 4% deaths within 48 hours of ICU discharge correspond to 

986 patients. Temporally these deaths coincide closely with the 

transfer of the patient from ICU to general ward. 

At the studied hospital the handover from ICU to general ward 

was facilitated by a follow-up plan made for the individual pa-

tient by the ICU nurses. The follow-up plan covered the initial 

24 hours after transfer and consisted of a prioritized list of tasks 

for the nurses at the general ward, such as that the patient 

needed supplementary oxygen. For each task it was indicated 

when the task should be performed and whether there were spe-

cial issues to consider. The day after the transfer the ICU nurse 

would visit the general ward to check up on whether the patient 

was treated according to the follow-up plan. In spite of the fol-

low-up plans 4% of the patients died within 48 hours of their 

transfer, see Table 2. In addition, patient mortality within 30 

days of ICU discharge was substantially above the national av-

erage (Table 1 vs. Table 2) and, thereby, called for scrutinizing 

follow-up practices. 

Table 1 – Mortality of ICU �atients at Danish Hospitals 

Mortality measure 2012-13 
a
 2016-17 

a
 

In-ICU mortality 13% 11% (2958)

Within 48 hours of ICU discharge 4% 4% (986)

Within 30 days of ICU discharge  21% 21% (5966)
a
 The 12-month period July 1 - June 30. Sources: [7], [8]. 

Table 2 – Mortality of ICU Patients at the Studied Hospital 

Mortality measure 2012-13 
a
 2016-17 

a
 

In-ICU mortality 15% 14% (91)

Within 48 hours of ICU discharge 4% 4% (23)

Within 30 days of ICU discharge  27% 27% (167)
a
 The12-month period July 1 - June 30. Sources: [7], [8]. 

In December 2012 the studied hospital installed electronic 

whiteboards at all wards to support interdepartmental commu-

nication and coordination. After the whiteboard had been in-

stalled the local clinicians were encouraged to configure it for 

their needs [9]. The whiteboard provided an opportunity to re-

think follow-up procedures and introduce electronic follow-up 

plans instead of the existing paper-based plans. By using the 

whiteboard for coordinating patient transfers the follow-up 

plans would become more visible and interactive. 

In this paper we report from our yearlong collaboration with the 

hospital to investigate existing follow-up practices and design 

electronic follow-up plans. While the former was achieved 

through a record audit, the latter involved a process of partici-

patory design. We specifically ask: 

• To what extent are follow-up plans made and used 

when ICU patients are transferred to a general ward? 
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• What should an electronic follow-up plan look like to 

support the transfer better than the current paper plan? 

Systematic reviews of handover effectiveness recommend the 

use of electronic tools and of forms that systematize the infor-

mation to be transferred, but they also report limited effects on 

patient mortality [4; 10]. In addition, studies of the nursing of 

former ICU patients show that general wards tend to feel over-

whelmed by unrealistic demands [11; 12]. 

Methods 

This study was conducted at a hospital in Region Zealand, one 

of the five healthcare regions in Denmark. The hospital had 250 

beds and about 35,000 annual admissions. Before the study 

started it was approved by hospital management. The partici-

pants individually consented to take part. 

Record Audit 

To determine the extent to which follow-up plans were made 

and used we audited the records of all patients admitted to the 

ICU in 2012. First, hospital records were consulted to extract 

the patients who met our inclusion criteria, then local ICU rec-

ords were consulted to obtain these patients’ follow-up infor-

mation. The inclusion criteria mirrored the criteria at the ICU 

for when follow-up should be performed. Follow-up could be 

initiated for additional patients at the ICU nurses’ discretion, 

but we restricted our study to the patients who met the general 

criteria for follow-up. That is, we applied these five inclusion 

criteria: 

• Patients >18 years of age, because people under the age 

of 18 were transferred to other hospitals if they needed 

intensive-care treatment. 

• Mechanically ventilated >24 hours (invasively or non-

invasively), because the complications associated with 

ventilation necessitated close monitoring of the patient 

after ICU discharge. 

• ICU admission >72 hours, because the complications 

following ICU admission increased with its length. 

• Unplanned transfers to a general ward in the evening or 

night (16:00-07:00), because the general wards had 

fewer staff resources during evenings and nights and, 

therefore, reduced capacity for unplanned tasks. 

• Transfers to a general ward at the hospital, because fol-

low-up was restricted to the hospital and, thus, did not 

cover patients transferred to other hospitals. 

To avoid skewing the results of the audit we excluded patients 

transferred to the general ward for palliative care, because these 

patients had a high mortality rate irrespective of whether they 

were transferred from the ICU or from another ward. On the 

basis of these inclusion and exclusion criteria a total of 304 of 

the 946 patients admitted to the ICU in 2012 were included in 

the audit. The included patients were transferred from the ICU 

to three general wards: the medical ward for pulmonary dis-

eases, the orthopedic ward, and the surgical ward. For each of 

the 304 included patients we inspected the records for infor-

mation about whether a follow-up plan existed, whether it had 

been read at the general ward, whether ICU staff had made a 

follow-up visit to the general ward, whether the follow-up plan 

had been completed, and whether the patient died within 24 

hours of the transfer to the general ward. 

Participatory-Design Workshops 

We applied a participatory-design approach [13] to investigate 

how an electronic follow-up plan could be designed to support 

the patient transfers. Following this approach, we aimed at en-

gaging the nurses from the involved departments in mutual 

learning processes to investigate the realities and challenges of 

the transfer situation. By iteratively articulating their needs and 

discussing how these needs might be supported the nurses ar-

rived at a design proposal for a follow-up plan integrated in the 

electronic whiteboard. 

The participatory-design process involved the ICU and the 

three same general wards as in the record audit: the medical 

ward for pulmonary diseases, the orthopedic ward, and the sur-

gical ward. To ensure the representation of all nursing staff 

from these four wards, 24 participatory-design workshops were 

conducted, each lasting 1-1.5 hours. The workshops were con-

ducted by the first author and spread across day, evening, and 

night shifts. Each workshop was attended by 1-8 nurses, who 

were at the same time on call in case the busy clinical environ-

ment demanded their attention. Eight workshops were held at 

the ICU, six at the medical ward, four at the orthopedic ward, 

and six at the surgical ward. The workshops sought to identify 

the processes and challenges in the current paper-based ICU 

follow-up and to discuss ideas for how to address the challenges 

through an electronic version of the follow-up plan. 

On the basis of the 24 workshops a preliminary design proposal 

was made. This proposal was presented and discussed at two 

subsequent 3-hour workshops attended by eight representa-

tives, two from each of the four wards. The representatives in-

cluded four managing nurses, that is head nurse, head nurse as-

sistant, or clinical development nurse. At these two workshops 

the design proposal was thoroughly discussed and revised into 

a final design of an electronic follow-up plan [14]. 

Results 

We first report the results of the record audit and then those of 

the participatory-design workshops. 

Baseline Performance 

Follow-up plans existed for only 48 (16%) of the 304 eligible 

patients. That is, follow-up plans were absent for 84% of the 

patients for whom such plans should have been present. In ad-

dition, Table 3 shows that the majority of the plans that did exist 

were not accompanied by a follow-up visit by an ICU nurse, 

not read by the staff at the general ward, and not carried through 

to completion. Because our exclusion criterion eliminated 

transfers to palliative care the 48 patients with a follow-up plan 

were expected to survive. However, 12 (25%) of them died 

within 24 hours of their transfer to the general ward. 

Table 3 – Baseline Performance 

Category Number Percent 

Follow-up plan made by ICU 48 100

Follow-up visit performed by ICU 10 21

Follow-up plan read at general ward 20 42

Follow-up plan completed 15 31

Death within 24 hours of transfer 12 25

 

For all 12 patients who died the follow-up plans prescribed sup-

plementary oxygen and lung therapy. Nevertheless, the cause 

of death for two of them was hypoxic heart failure (i.e., insuf-

ficient oxygen or lack of supplementary oxygen). For four of 
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the 12 patients the follow-up plans also prescribed physiother-

apy in relation to dysphagia (difficulties swallowing; a common 

complication after invasive mechanical ventilation). However, 

the cause of death for two of these four patients was aspiration 

failure (i.e., food or fluids going down the windpipe). These 

findings suggest that a redesign of the follow-up plans might 

improve the handover from ICU to general ward and save lives. 

Design of Electronic Follow-Up Plans 

The participatory-design workshops revealed that follow-up 

plans were poorly implemented in the transfer of ICU patients 

to the general wards. The idea of facilitating the transfer with a 

follow-up plan was initiated by an ICU nurse who studied such 

plans as part of her continuing education four years prior to this 

study. The ICU managing nurse appreciated the idea of a writ-

ten follow-up plan, asked the nurse to make a template, and ar-

ranged with the general wards to start using follow-up plans. 

The follow-up plan was introduced at the involved wards in 

2008, but since then no systematic evaluation had been made. 

The follow-up plan was seen as an extra service provided by the 

ICU; no resources were specifically allocated to producing the 

plans.  

The nurses, especially the ICU nurses, were astonished when 

they realized the poor baseline performance indicated in Table 

3. The workshops uncovered that the follow-up plans were not 

integrated in ICU routines: Remarkably few were made and 

even fewer were followed up by visits at the general wards. The 

ICU nurses mentioned busyness and lack of management atten-

tion as primary causes, along with the experience that many of 

the follow-up plans they did make were not read at the general 

wards. At the general wards the situation surrounding the fol-

low-up plans was also characterized by poor integration into 

work routines, busyness, and lack of management attention. In 

addition, plans were often displaced or not discovered by gen-

eral-ward nurses. And the plans were generally considered con-

fusing, overly detailed, and unrealistic. The main source of the 

perceived lack of realism was that the prescriptions in the plans 

did not fit the conditions and practices of the general wards, 

especially their staffing (up to 20 patients per nurse). Therefore, 

the participating nurses from all wards welcomed the initiative 

to redesign the follow-up plan and its integration into their work 

practices. 

The workshops investigated two different paths for the redesign 

of the electronic follow-up plan: the checklist and the attend-to 

list. The checklist reflected an attempt to turn the paper-based 

follow-up plan into an electronic substitute with similar fea-

tures. The initial 24 workshops followed this path. At the two 

final workshops the checklist design was challenged and re-

vised into the attend-to list. 

The paper-based follow-up plan was a checklist that contained 

evidence-based tasks for the general-ward nurses to perform. 

As such the paper-based plan followed an approach that origi-

nated from aviation and formed the traditional way of handling 

patient safety issues in healthcare, especially in relation to sur-

gery [15]. A checklist is a cognitive aid that supports memory 

recall during high-stress situations. It seeks to regulate and 

standardize processes in order to comply with best practices and 

reduce errors [16]. A checklist-based follow-up plan functions 

as an aide-mémoire with a list of specific actions to perform and 

boxes for ticking off each action when completed. 

In designing the electronic follow-up plan the ICU nurses es-

tablished a base list of all the tasks it could potentially be rele-

vant to include in a specific follow-up plan. This base list was 

largely adopted from the work leading to the paper-based plan. 

To create a specific follow-up, plan the ICU nurse would walk 

through the base list and select the tasks relevant to the patient 

in question. The proposed design of the electronic follow-up 

plan included a facility on the electronic whiteboard in the ICU 

for creating the plan from the base list. When the patient was 

transferred the follow-up plan would become available on the 

electronic whiteboard in the general ward. The general-ward 

nurse responsible for the patient would then follow the plan and 

indicate the completion of its tasks by signing them off on the 

whiteboard. This way the administered care would be regis-

tered, and it would be made visible how far care had progressed 

toward completion of the plan. For example, the provision of 

lung therapy through continuous positive airway pressure 

(CPAP) would be specified as a task to be performed at 06:00, 

10:00, 14:00, 18:00, 22:00 and 02:00 for at least 5 minutes, with 

a box to tick off the completion of each CPAP instance. 

At the two final workshops the general-ward nurses raised con-

cerns about the checklist-based design proposal. They felt that 

their professional integrity was compromised, and their compe-

tences questioned. The rigid checklist format was perceived as 

the ICU nurses stating in detail how the follow-up process 

should be performed, as if the general-ward nurses were nov-

ices. Furthermore, the checklist prescribed actions to be done 

according to ICU routines. The general-ward nurses were re-

sponsible for performing the tasks on the checklist, but they 

were not able to do it according to the detailed instructions in 

the proposed follow-up plan. The prescribed follow-up process 

did not align with the staffing and routines of the general wards. 

As an example of misalignment with general-ward routines, the 

ICU and the general wards calculated the patients’ fluid balance 

at different times during the day. Thus, when a patient was 

transferred either the ICU or the general ward had to recalculate 

the patient’s fluid balance. The times at which fluid balances 

were calculated depended on the time at which the nurses in 

each ward started their shifts, on their workload, and on the 

need to align their activities with those of other clinicians, such 

as the physicians’ medical rounds. The differences in work con-

texts and the associated difficulties for the general-ward nurses 

to comply with the detailed task prescriptions in the follow-up 

plan were considered main reasons for the non-use of the paper-

based plans. The general-ward nurses were compelled to per-

form only those tasks that were practicable under general-ward 

conditions and leave the rest of the follow-up plan undone. This 

problem was not addressed in the checklist-based proposal for 

an electronic follow-up plan. Rather, it was aggravated by 

timestamping the general-ward nurses’ activities and, poten-

tially, giving the impression of non-compliance and low qual-

ity. 

To resolve the problems with the checklist-based plans the par-

ticipants at the two final workshops redesigned the electronic 

follow-up plan into an attend-to list. This list itemized the issues 

that required the general-ward nurses’ attention. While the list 

specified the issues of concern, it left it to the general-ward 

nurses to decide how best to attend to these issues within the 

constraints of the general ward. That is, the attend-to list de-

scribed the pursued goals and left the process required to meet 

these goals for situated specification by local actors, see Table 

4. For example, balancing a patient’s fluids could be described 

as maintaining a fluid balance that was positive by 1000 ml. As 

another example the avoidance of aspiration could be described 

as regaining the patient’s swallowing function or mobilizing 

mucus, rather than by prescribing when and how to perform 

CPAP. The workshop participants felt that the attend-to list sup-

ported the general-ward nurses’ memory and optimized the 

communication between ICU and general ward, thereby pre-

serving the positive features of the checklist. The ICU nurses 

were to select the issues of concern from a base list. This ap-

proach would make the selection quick for the ICU nurses and 
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safeguard against accidental omissions. The final design in-

cluded a base list of 39 issues – seven of which with links to 

standard clinical guidelines – arranged under five overall tasks. 

Table 4 – The Checklist Compared to the Attend-to List 

The checklist The attend-to list 

Process-oriented 

• Prescribes the process of a 

task but not necessarily its 

goal 

Goal-oriented 

• Describes the goal (issue 

of concern) without pre-

scribing the process

Controlled processes 

• Processes are standardized 

to bolster quality and safe-

guard against errors 

Contextual processes 

• Process decisions are left 

to the nurse’s discretion in 

the given context 

Novice-oriented Expertise-oriented 

• Relies on instruction to 

tell the general-ward nurse 

how to care for the patient 

• Relies on the general-ward 

nurse’s competence to de-

cide how best to proceed

Discussion 

Our results (a) document the risk associated with the handover 

from ICU to general ward at the studied hospital, (b) reveal a 

handover reality that is quite different from how it was per-

ceived by, especially, the ICU nurses, and (c) provide a novel 

design of electronic follow-up plans that consist of an attend-to 

list rather than a checklist. A follow-up plan existed for only 

16% of the audited patient transfers. Furthermore, as much as 

25% of the patients with a follow-up plan died within 24 hours 

of their transfer; in several of these cases the cause of death 

suggested that the general-ward nurses had remained inatten-

tive to information specified in the follow-up plan. Thus, it is 

evident that improved handover practices are needed in the 

ICU, which is responsible for making the follow-up plans, as 

well as in the general wards, which are responsible for the pa-

tients after their transfer. 

The present study highlights that handover procedures such as 

follow-up plans must cater to the differences between the ICU 

and the general wards. This finding echoes previous studies. 

For example Kauppi et al. [12] observe that the “gap between 

how care is structured and practiced in a general ward in com-

parison with an ICU requires adaptation of care in order to en-

sure a smooth transition”, point to the need for “the best possi-

ble preparation and collaboration between the nurses at the ICU 

and the nurses in the general wards”, and suggest to “improve 

the reporting and documentation prior to the ICU discharge.” 

Similarly, Enger and Andershed [11] emphasize the importance 

of a good handover report and observe that the general-ward 

nurses “often found reports to be suboptimal, without a clear 

caring plan for the patient, or too long, containing too much in-

formation about the procedures and medications given in the 

ICU.” The present study shows that failing to heed these in-

sights may have fatal consequences for the transferred patients. 

The participatory-design workshops with nurses from the ICU 

and three general wards constitute an extensive collaborative 

effort to reflect on the transfer situation and propose ways of 

improving it. The importance of a collaborative approach has 

previously been stressed by Enger and Andershed [11], who 

“encourage an interdisciplinary dialogue” by observing that the 

general-ward nurses “lacked a greater understanding of the 

work in the ICU”, whereas the “ICU nurses did not understand 

how much work they had to do on the general ward.”  

The main result of the participatory-design workshops was the 

realization that checklist-based follow-up plans were subopti-

mal, and the design of an alternative based on attend-to lists. A 

checklist-based follow-up plan imposes a specified process on 

the general ward. The general-ward nurses perceive this ap-

proach as being treated like novices when they struggle to apply 

the prescriptions from the ICU. As Bosk et al. [17] note they 

“come to feel that checklists undermine their claims to exper-

tise.” The limitations of the checklist-based approach are con-

sistent with how Markus [18] characterizes the knowledge re-

use situation of the expertise-seeking novice. The contextual 

differences between the ICU and the general wards result in a 

follow-up plan with de-contextualized prescriptions that could 

easily be re-contextualized back into the ICU but were near im-

possible for the general-ward nurses to re-contextualize into 

their work. 

Instead of the checklist-based plan the workshop participants 

propose an electronic follow-up plan based on attend-to lists. 

This alternative acknowledges the differences between the ICU 

and the general wards by avoiding detailed process prescrip-

tion. At the same time the attend-to list enables the ICU nurses 

to convey their expert knowledge about the patient to the gen-

eral ward in terms of specified issues of concern. The attend-to 

list specifies the goals (e.g., maintaining a fluid balance that is 

positive by 1000 ml) but leaves the process of attaining and sus-

taining them for the general-ward nurses to decide. Thereby, the 

attend-to list also acknowledges and utilizes the general-ward 

nurses’ expertise. 

The checklist and attend-to list represent two very different 

strategies for supporting the handover. Checklists subscribe to 

the same line of thinking as accreditation, a quality-improve-

ment strategy that has dominated the healthcare sector in Den-

mark for more than a decade [19]. That is, checklists value be-

havior control [20] and aim to improve quality by standardizing 

work processes [21]. Conversely, the attend-to list corresponds 

to outcome control [20] and aims to ensure quality by leaving 

the decisions about how to conduct work in the hands of trained 

and skilled individuals [21]. The former is effective when the 

work can be planned in detail, while the latter is effective when 

the work is characterized by frequent exceptions and the need 

for situated adjustments. The attend-to list acknowledges the 

reality of a “gap between how care is structured and practiced” 

[12]. This gap limits the possibilities for pre-planning the pa-

tient transfer from ICU to general ward. Instead, the proposal 

to base follow-up plans on attend-to lists leaves the process of 

deciding how to handle the issues of concern to the discretion – 

and expertise – of the nurses at the receiving ward. 

In interpreting the results of this study, it is important to remem-

ber its limitations. First of all, the attend-to list has been devised 

but its use has not been evaluated in clinical practice. Such eval-

uation is important future work. The present study provides a 

baseline against which to compare the results of introducing 

follow-up plans that consist of attend-to lists. A second limita-

tion is that this study is restricted to one hospital. While its 

above average patient mortality within 30 days of ICU dis-

charge calls for improving handover practices, it may also indi-

cate differences in the composition of the patient population 

compared to other parts of Denmark. Such differences may, in 

turn, influence the work in the ICU and general wards. The 

handovers at the studied hospital are, however, complicated by 

issues similar to those discussed in previous studies. 

Conclusions 

Discharge from the ICU involves risk to patient health. At the 

studied hospital 25% of the patients for whom the ICU has 

made a follow-up plan die within 24 hours of their transfer to a 
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general ward. Part of the reason for these deaths is that the fol-

low-up plans fail to consider the staffing and other practical re-

alities at the general wards and, therefore, mostly remain unread 

or uncompleted. An alternative design of the follow-up plans 

was devised in collaboration with ICU and general-ward 

nurses. This design made use of the electronic whiteboard al-

ready in use across the hospital and consisted of an attend-to 

list rather than a checklist. The attend-to list specifies the issues 

of concern and leaves it for the general-ward nurses to heed 

these issues in the way they deem right on the basis of their 

situated understanding of general-ward work.  
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Abstract 

Improving visualizations in clinical quality reports and dash-

boards may improve the visualization influence on clinical 

practice. Tailored displays could accommodate individual and 

situational differences, but these diplays introduce complex 

requirements across healthcare professionals and teams. We 

applied user stories, a method for managing complex software 

requirements, to a user-centered design process for tailored 

visual displays about postpartum contraception care. We 

mapped user stories to tailored displays to identify the quanti-

ty of displays that were supported by each user story. We de-

veloped 9 tailored displays and 11 user stories. Displays var-

ied in their mappings to user stories (mean 5, max 9, min 0), 

revealing differences in healthcare professionals and teams 

preferences and information needs. User stories and user-

centered design may be useful for healthcare organizations to 

manage complex requirements of tailored displays in clinical 

practice feedback. 

Keywords:  

Feedback, quality improvement, software design. 

Introduction 

Clinical quality reports and dashboards are widely used to 

communicate about clinical performance to healthcare 

professionals and teams [1,2]. Visual displays, such as charts, 

graphs, and tables, are a central component of dashboards and 

performance reports because of the ability to reduce the 

cognitive burden required to understand performance data 

[3,4]. However, evidence about the use of these reporting tools 

as feedback interventions to change practice shows a wide 

range of results [5], suggesting that ideal conditions may exist 

under which performance feedback is highly influential on 

clinical practice. 

 An approach that may achieve ideal conditions is the tailoring 

of feedback reports where population-level practice feedback 

could deliver prioritized, actionable information [6]. Tailoring 

information has been demonstrated to improve cognitive 

processing of messages and the effects on motivation in the 

field of health promotion and communication [7]. Tailored 

feedback could accommodate  provider differences such as 

numeracy and graph literacy, which can vary among 

healthcare professionals [8,9], and to accommodate changing 

priorities based on evolving gaps and trends in quality 

measures. Tailoring feedback requires representations of  

individual and situational difference characteristics that may 

change over time across healthcare professionals and teams. 

 User stories are a method for managing software 

requirements in complex and dynamic environments from the 

agile software methodology [10]. A key feature of user stories 

is that they associate a specific software function (what) with a 

specific user (who) and a rationale (why). User stories have 

been applied in an agile approach to clinical decision support 

[11] and quality dashboard development [12], but to our 

knowledge have not been applied to the development of 

feedback reports for the purpose of tailored messaging. 

User-centered design is increasingly used in healthcare to 

develop information resources, including performance 

feedback reports [13]. We applied user-centered design 

methods to develop prototype clinical quality feedback reports 

for healthcare professionals and teams in a department of 

obstetrics and gynecology at an academic medical center. The 

focus of this work was to support the implementation of a new 

practice of offering immediate postpartum long-acting 

reversible contraception (IPLARC) to patients. The objective 

of this study was to explore how user-centered design and user 

stories could support complex requirements management for 

tailored displays of clinical performance. 

Methods 

Setting and Participants 

This work was done in an academic department of obstetrics 

and gynecology that provides clinical quality feedback to 

approximately 40 providers in a regional health system with 8 

clinics in the midwestern United States. Healthcare 

professionals in the department include nurses, midwives, 

resident physicians, and attending physicians. The department 

routinely measures the quality of care using EHR and 

administrative data. Reports are routinely produced in a 

clinical quality dashboard. A single report is also sent monthly 

via email about appropriate screening for vaccination. We 

recruited participants for the user-centered design activities 

via email. They were not financially compensated. We 

focused on the measurement of performance for postpartum 

contraceptive counselling. The study was determined to be not 

regulated as human subjects research by the University of 

Michigan Medical School IRB (HUM00140107). 

Design Process 

We designed tailored displays and user stories in iterative and 

multi-stage process (Figure 1). The process of tailoring proto-

type displays involved a qualitative component that served to 
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generate themes for both the display design process and for 

user story development. At the conclusion of the design pro-

cess we mapped tailored displays and user stories to under-

stand the comprehensiveness of the displays in addressing 

individual and situational difference characteristics described 

in user stories. 

Tailored Prototype Display Development 

Prototype design displays for feedback reports in the 

following steps: 1) iterative low-fidelity prototyping with 

contextual interviews and usability testing, 2) affinity 

diagramming, and 3) high-fidelity prototype development. 

Iterative Low-Fidelity Prototyping 

We conducted 30-minute contextual interviews with 

healthcare professionals from each provider role in the 

department (midwife, nurse, resident, attending physician). 

We audio-recorded interviews and took field notes to identify 

the existing feedback reports that participants use, the 

channels through which feedback reports were delivered, and 

the contexts in which reports were viewed. We also asked 

open-ended questions about the goals and preferences of 

healthcare professionals with respect to receiving, 

understanding and acting on feedback reports. 

We collected examples of feedback reports in the OB/GYN 

department and designs from published examples in the 

literature to inform the creation of low-fidelity prototypes. We 

held 4 design meetings to generate a wide range of initial 

display possibilities in sketches on paper. We prioritized a 

group of displays from an initial set of sketches for testing and 

we created initial prototypes for testing with synthetic 

performance data. 

We tested the usability of the prototypes using think-aloud 

technique, asking each provider to verbalize their thoughts as 

they viewed each prototype. We also tested the 

comprehensibility of prototypes by asking participants 

questions like “what is your clinic’s performance this 

month?”. After displays had been tested, we asked participants 

to compare and express their preferences for the prototypes. 

We recorded audio and took notes in usability testing sessions. 

Affinity Diagramming 

We created an affinity diagram to identify themes from 

interviews and usability testing [14]. We used post-it notes to 

write down interview quotes, facts, and observations. Similar 

notes were grouped together and new groups were formed 

when notes did not fit in an existing cluster. Each cluster of 

post-it notes addressed one theme or idea. We looked for  

similarities and differences between different professional 

groups in terms of preferences to identify requirements for 

tailoring feedback. 

 

High-Fidelity Prototype Development 

After iterating through the display designs, we eliminated 

displays that proved to be inappropriate, unanimously 

unpopular, or  difficult to comprehend. We created high-

fidelity prototypes using Sketch (Hague, NL) design toolkit 

based on our tested low-fidelity prototype displays.  

User Story Development 

We wrote user stories based on the themes from affinity 

diagramming [Table 1]. One member of the study team 

drafted the stories, and a second team member proposed 

revisions to create the set of stories for analysis. These user 

stories followed the three-part format of:  

As a__________ 

I want to receive performance feedback ____________ 

So that I can _______________. 

 

Mapping User Stories and Prototype Displays 

 

To map user stories with prototype displays, two members of 

the study team independently selected the prototype displays 

that appeared to be compatible with each user story. Selections 

were recorded in a shared spreadsheet. One team member 

identified differences in selections and then both team 

members met to resolve differences through discussion. 

Results 

Prototype Design  

Design activities took place over a period of 5 months 

between June and October in 2018. 

Iterative Low-Fidelity Prototyping 

We conducted 3 cycles of contextual interviews, low-fidelity 

prototyping, and usability testing. We interviewed 10 

healthcare professionals, including 2 attending physicians, 2 

nurses, 4 midwives and 2 residents. 

We developed 13 low-fidelity prototype designs for testing. 

We conducted 4 usability testing sessions with attending 

physicians to test the usability of the displays. 

As we iteratively developed low-fidelity prototypes, we 

gained insights that lead us to focus on specific user groups 

and to refine elements of the low-fidelity prototypes. We 

learned that the performance measures focusing on IPLARC 

were not directly actionable for nursing staff, therefore we did 

not seek to test the usability of prototypes with nurse 

participants. We learned that resident physician’s goals and 

preferences were focused on immediate feedback about skill 

Figure 1– User-Centered Design Process for Tailored Displays of Clinical Performance 
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acquisition to the extent that summary performance feedback 

about individual management of patient and especially for 

clinic-level performance was perceived to be largely not 

actionable. We also learned that midwives in the department 

used a separate performance measurement and feedback 

process that was distinct from physician-focused quality 

improvement reporting. Given the available resources for the 

project we focused our scope on attending physician feedback, 

who voiced the most support for the utility and actionability of 

the feedback reports in contextual interviews.  

High-Fidelity Prototyping and User Stories Mapping 

We identified 11 themes in an affinity diagram. We identified 

themes about display features and report delivery. We 

iteratively developed display designs in 3 cycles. We created 9 

high fidelity prototype displays for our collection. Each 

display contains one graph or table with synthetic performance 

data. We created 11 user stories based on these themes. Each 

user story corresponded to a single theme from the affinity 

diagram [Table 2]. 

 The mapping process helped us to identify 2 user stories that 

were not supported (8 and 9) and two user stories that were 

each addressed by only a single display (10 and 11). We also 

identified four user stories(1, 3, 5 and 6) that were supported 

by all 9 displays. Prototype displays were mapped to an 

average of  6 user stories (min 5, max 7). User stories were 

were mapped to an average of 5 prototype displays (min 0, 

max 9).  

Table 1— User Story Development 

Quotes Theme User Story

“I like seeing  

c-section rates and the trends” 

- Midwife 2 

“It’s nice to see the trend” 

-  Midwife 4 

“Trend is helpful... what is the reason 

behind this trend for the clinic?” 

- Attending Physician 1 

Providers like seeing trends 

in the report 

As a provider, 

I want to receive performance feedback reports 

that shows trends  

So that  

I can see how my clinic’s performance changes 

over time.  

 

“I like seeing the comparison of how 

you’re doing in relation to other clinics” 

- Attending Physician 4 

“I’m competitive, it’s nice to see I’m the 

best...I like comparison” 

-  Attending Physician 6 

Attending physicians want to 

see names and performance 

of other clinics 

As an attending physician, 

I want to receive performance feedback with 

data from other clinics 

So that I can compare my clinic’s performance 

to others. 

 

Table 2— User Stories 

                                User Story

Story 

ID As a... I want to... So that... 
1 provider receive performance feedback reports regularly I can check them routinely

2 provider see a target or goal value in the performance feedback 

reports 
I can track and compare my perfor-

mance 
3 provider see both percentages and raw data in the performance 

feedback reports 
I can better understand the reports

4 provider receive performance feedback reports that shows trends I can see how my performance 

changes over time 
5 attending physician receive a performance feedback report about counsel-

ling, placement and outcomes of IPLARC

I can evaluate my performance holis-

tically 
6 attending physician receive a performance feedback report within the body 

of an email 
I can spend less time opening at-

tachments 
7 attending physician receive performance data from other clinics I can see how well my clinic is doing 

compared to others 
8 provider know how my performance data is collected I can better understand the perfor-

mance feedback reports

9 resident  receive feedback about my performance immediately I can improve my skills and tech-

niques 
10 attending physician receive a congratulations message when my clinic per-

formance is consistently high for 4 months

I can recognize our achievements

11 attending physician  receive a “fun” feedback report I am more likely to look at the report 

when I receive it 
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Discussion 

User stories are a promising approach for representing com-

plex requirements to tailor clinical practice feedback displays 

to healthcare professionals and teams. Our preliminary 

experience with a user-centered design method for tailored 

feedback suggests that user stories may enable improved 

design, evaluation, and maintenance of tailored feedback 

interventions. We applied this process to support performance 

measurement and feedback about IPLARC to healthcare 

professionals and teams. Incorporating user stories into the 

design process enabled us to represent contextual factors and 

preferences of participants that have potential to improve the 

effectiveness of feedback reports about the quality of clinical 

practice by supporting the delivery of tailored feedback. 

Mapping user stories to displays gave us insight into the 

ability of a collection of displays to support variable 

requirements that represent a critical first step toward the 

delivery of tailored feedback. The mappings served as a 

preliminary validation of the collection of displays, indicating 

that each display supported a minimum of 5 user stories. 

Mapping also revealed the stories that were not supported by 

any displays. For example, an absence of mappings to Story 9 

confirmed what we had learned in contextual interviews about 

the preferences of residents for receiving performance 

feedback that was not compatible with the current types of 

performance measurement that our project supported [Table 

2]. Similarly, an absence of mappings to Story 8 revealed a 

preference that was beyond the scope of this project to address 

but represented an important next step in the the report design 

process.  

User stories require the story developer to provide a rationale 

for the user’s desire to have a specific function in the 

information resource. Including a rationale can support the 

maintenance of tailored reports as user context evolves but 

also enables feedback report developers to identify stories 

with rationales that are no longer justified and then to identify 

the displays that they are supported by for revision or removal 

from an active collection of tailored displays. 

A promising aspect of this approach is the potential to use user 

stories to develop metadata for tailored displays and to 

automate the delivery based on user roles and personal 

profiles. We also anticipate that user stories could be used to 

improve the user-centered design process if used in a 

participatory approach [15]. 

Figure 3– User Story - Display Mapping. Each display is mapped with the user story below it and is incompatible with the other 

user story. 

Figure 2– Mapping between User Stories and Display  

Prototypes. User story numbers correspond with numbers 

in table 2 

V. Panicker et al. / Designing Tailored Displays for Clinical Practice Feedback: Developing Requirements with User Stories 1311



A limitation we encountered with the user story structure was 

that it is not appropriate for expressing negative themes. 

Representation of negative themes is not necessary for general 

characteristics of reports, but may be necessary to express 

requirements that differ between users within a context or pro-

fessional role.  

A limitation for this exploratory study is the preliminary na-

ture of the analysis. In some cases, we did not elicit a specific 

rationale for the report characteristics that participants ex-

pressed preferences, leaving a gap for writing the user story 

rationales. In these cases, we created the rationale based on 

our interpretation of the general goals and motivations of par-

ticipants. We plan to conduct follow-up interviews to check 

our stories and to continue to iteratively improve the require-

ments for tailored feedback reports. We anticipate that 

healthcare organizations may apply a similarly iterative ap-

proach to refine and adapt user stories. 

Conclusions 

We have explored the application of a user-centered design 

methods with user stories to develop tailored displays for clin-

ical performance feedback. We found that these methods ena-

bled the representation of complex requirements across 

healthcare professional roles. We anticipate that healthcare 

organizations could use this method to improve the design of 

visual displays in clinical quality dashboards and reports. We 

plan to develop these methods to incorporate participatory 

design approaches and metadata generation to support auto-

mated tailoring of clinical performance feedback. 
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Abstract 

To prevent cardiovascular diseases, eHealth solutions may be 

used as tools, involving health care consumers in the set-up of 

their prevention plan, a fundamental condition for improving 

their long-term adherence to the plan. This paper presents the 

first step in a web platform design aiming to support the co-

elaboration by health care consumers and clinicians of 

personalized prevention plans. Applying a user driven 

innovation approach, first, a questionnaire and semi-structured 

interviews were combined to identify clinicians’ needs. Then, 

three focus group sessions with consumers and clinicians were 

organized to identify their needs, creating the system 

workflows, its graphical user interface, and its navigation 

paths, with the best ideas shaped by paper mockups. An 

interactive mockup was designed including 30 screens (ex. user 

dashboards, desk for co-elaborating plan). This user driven 

approach enabled to design not only the technology and its 

graphical user interface, but also a prevention plan design 

process. 

Keywords:  

Ergonomics; Research Design; Primary Prevention  

Introduction 

The number of deaths related to preventable risk factors keeps 

on increasing. High blood pressure is at the top of the list of 

preventable risks, contributing to more than 10 million deaths 

worldwide [1]. Tobacco ranks second before obesity and 

diabetes. When combined, these risk factors are responsible for 

cardiovascular diseases (CVD), leading to death. Thereby, 

health prevention actions against those risk factors are essential.  

Despite many initiatives, setting up a prevention plan is not 

easy for health care consumers and clinicians [2]. Prevention is 

the active and empowered management by a person of his or 

her health capital. Clinicians mostly initiate prevention actions 

and require the active involvement of the person. However, 

from a clinician’s perspective, initiating prevention actions is 

time-consuming while the consultation time is limited, and 

available tools are unhelpful to support this task [3,4]. As for 

the health care consumers, they must be highly motivated to be 

involved in prevention actions [2]. Besides, while healthy 

people are the main target of prevention actions, prevention is 

not their priority. 

eHealth solutions may be used as tools to modernize prevention 

practices and get healthcare consumers involved in their 

prevention plan. Connected devices and web platforms, such as 

forums and/or social networks, may help health care consumers 

join health programs (e.g. weight loss or smoking cessation in 

groups). Nonetheless, so far, the impact of those solutions is 

limited [5-7]. To be adopted by health care consumers and be 

used efficiently, those solutions must be well-integrated into 

clinicians’ work environment and must not increase their 

workload [8]. Behavior change techniques must be embedded 

in those solutions to help health care consumers get involved in 

their prevention plan [10]. Finally, the solutions must 

appropriately support the codesign of a personalized prevention 

plan by health care consumers and their clinicians [10,11] to 

increase the likelihood that health care consumers adhere to 

their prevention plan: finding a consensus between a 

consumer’s preferences, abilities and habits, and his or her 

clinician’s recommendations is essential. [12,13] 

This paper presents the PEPS project that aims to design a 

collaborative clinician-health care consumer web solution for 

cardiovascular diseases prevention. The project is ambitious in 

terms of involving end users (i.e. health care consumers, 

clinicians) into a codesign approach to ensure that the future 

solution (i) is usable and (ii) encourages and supports the co-

elaboration of personalized prevention plans (PPP) by the 

clinician and the consumer. A user-driven innovation approach 

was adopted to tap users’ explicit and tacit knowledge and 

develop innovative solutions. The process systematically and 

actively involved users to get a sound understanding of their 

actual needs and practices [14:]. With this goal in mind, in 

addition to researchers in ergonomics and decision support 

systems and to electronic health record companies, the project 

board also included the French College of General Medicine 

(FCGM) and an association of patient associations (Inter-

Associative Collective on Health). The FCGM and the 

association ensured the involvement of primary care clinicians 

(general practitioners (GPs) - and nurses) and of persons at risk 

of CVD at all stages of the design and evaluation process. In 

this paper, we present the first step in the design process, i.e. 

the application of codesign proven methods to analyze end 

users’ needs and to get mockups and design specifications 

codesigned by health care consumers and clinicians. 

Methods 

The methodology proceeded in three steps.  

Preliminary Questionnaire and Interviews 

An on-line questionnaire was developed to identify current 

needs of the GPs. It identified: the technology currently used to 

prevent CVD, appreciated and criticized features, GPs’ 

expectations, and the behavior change techniques they use to 

prevent CVD. The questionnaire was sent electronically to 

members of the FCGM. 
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Semi-structured interviews were performed to get deeper 

qualitative insights into the results of the questionnaire. They 

addressed the same questions plus clinicians’ CVD prevention 

practices, their difficulties, their ideas and proposals to improve 

their practices, and the perceived pros and cons of PPP. 

Respondents to the questionnaire who were interested were 

contacted. The FCGM completed the recruitment with some of 

their members and nurses. 

Focus Groups 

Three sessions of focus groups were organized successively. 

They aimed (i) to validate nurses and GP’s needs identified 

through the questionnaire and interviews, (ii) to support the 

ideation about how the PEPS solution should work with its 

graphical user interface and its navigation paths, and (iii) to 

shape the best ideas with paper mockups.  

The three focus groups sessions complemented each other: they 

addressed different parts of the PEPS solution (see Figure 1). 

 

Figure 1– Schematic Representation of the Aims of Each 

Focus Group Session.  

The “studio design” method [15] was the inspiration for the 

design of the focus groups. This method is a creative problem-

solving process to quickly generate ideas and to compare them 

and achieve a consensus on an agreed-upon solution. It consists 

in asking participants to sketch mockups in response to a 

problem. Mockups must be minimal and must enable one to 

understand the screen’s arrangement and content. Several steps 

of sketching, first individual, then collective, stimulate the 

creativity and the codesign of a consensual solution that may 

satisfy the needs of all participants.  

Two experts in ergonomics organized and hosted each focus 

group session. 

Focus Group One: Health Care Consumers  

This session aimed to get insights regarding the PEPS 

homepage (accessible without login) and the PEPS prevention 

dashboard as it appears once logged in with a consumer’s 

account. Participants at risk of CVD (according to their results 

to the French Federation of Cardiology questionnaire
1

) and 

healthy participants were recruited.  

First, the PEPS project, its aims, and the basics of CVD 

prevention and of prototyping were introduced. Then, 

participants were confronted with the following problem: how 

to engage consumers in CVD prevention? To answer it, 

participants were divided up into two mixed groups, including 

both at risk and healthy participants. They had to go through 

four steps: 

1. Brainstorming: they were asked to list techniques and 

information that may be useful to prevent CVD.  

                                                           

1

 Questionnaire available on jaimemoncoeur.fr 

2. Individual prototyping: each participant was asked to 

sketch how those techniques and information could be 

displayed and arranged on the PEPS solution.  

3. Group prototyping: participants had to explain their 

own mockup to their group and how their solution 

answered the initial problem. Then, the group had to 

combine the best ideas and design elements to create 

the group’s mockup. 

4. Inter-groups consensus: then, groups were gathered 

together. They had to present their own mockup before 

deciding by consensus on the best ideas and combining 

them into one new mockup. 

At the end of the session, participants had to present their 

mockup to the experts in ergonomics and to explain how it 

answered the initial problem.  

Focus Group Two: Nurses and GPs  

This session aimed to get insights regarding the PEPS 

homepage and the PEPS prevention dashboard as it appears 

once logged in with a clinician’s account. GPs and nurses were 

recruited by the FCGM. The problem asked was: how a web 

solution could help prevent CVD? 

This focus group was structured like focus group one except on 

the first step. After an introduction to the PEPS project, instead 

of brainstorming, participants had to read the list of needs 

identified through the questionnaire and interviews and the 

description of four personas of consumers (see Figure 2). A 

persona is a fictional character created to represent a person that 

may use a solution [16]. Then participants were divided in two 

groups including both nurses and physicians and steps two, 

three and four occurred like in focus group one. At the end of 

the session, participants had to present their mockup to the 

experts in ergonomics. 

Focus Group Three: Health Care Consumers, Nurses and 

GPs 

This session aimed to describe precisely the PPP co-elaboration 

process involving health care consumers and clinicians and to 

create the screens and the arrangement of information that may 

support it efficiently. Consumers at risk for CVD, nurses, and 

GPs who did not take part in the first sessions were recruited. 

After the introduction to the PEPS project and to the goals of 

the focus group, participants were split into three mixed groups.  

Participants had to answer the following problem: how a 

website could make easier the co-elaboration of a PPP for 

CVD? This session proceeded in two steps: 

1. Group prototyping: paper cards illustrating the features 

and the information that may support the PPP 

elaboration identified through the questionnaire, and 

the interviews were distributed to both groups. 

Participants could create new cards if needed. At this 

step, participants were asked to arrange the cards to 

follow the PPP design process and to create mockups 

of the related screens. At the end, the groups were 

gathered together. 

2. Inter-group consensus: each group had to present its 

process and associated screens’ mockups. Together, 

participants had to decide on the best ideas and to 

combine them into one new mockup of the solution. 

Participants had to present their mockup to the experts in 

ergonomics and to explain how it answerd the initial problem. 
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Figure 2 – Instance of Persona Used to Support the Discussion. 

Ergonomics Specifications for the Solution 

The experts reworked on the paper mockup of the solution with 

Sketch® to turn it interactive. Then, the computerized mockup 

was put online with InVision®.To ensure the final mockup was 

true to the results of the focus groups and met end users’ needs, 

the link to the mockup was sent to 46 former 

participants/respondents to the three focus groups and to the 

questionnaire and interviews. This step enabled to get feedback 

on the designed mockup. Participants could either make 

comments through the mockup’s link or send their comments 

by email. 

Results 

Questionnaire and Interviews  

A total of 145 GPs replied to the questionnaire; six GPs and 

three nurses were interviewed. Five main themes arose. First, 

clinicians need synthesized, unambiguous, updated 

information, and advice on the prevention of CVD (e.g. under 

the form of practical memo) along with a synthesized overview 

of the PPP. The advice must be adapted to the profile of their 

patient. In addition, clinicians need information about religious 

and cultural elements they should consider when designing the 

PPP (e.g. specific diet).  

Second, clinicians highlighted a need for interaction through 

the PEPS website. They need to share the PPP with their 

patients, and their experiences with colleagues. They need 

multimedia supports (e.g. video, comics) along with translated 

supports to communicate with patients who do not understand 

French fluently. They also need to set the prevention goals and 

to modify them if needed. Notifications about patients who did 

not log on for a long time would also be useful.  

Third, clinicians insisted on the ergonomics characteristics of 

the PEPS website: entering and managing data must be easy 

and quick. The information displayed must always be easy to 

understand and reusable to save time. Fourth, the PPP should 

be integrated into their patient electronic record. In this case, 

the website could be fully interoperable with this record to 

avoid duplicate data entries. Fifth, clinicians insisted that their 

patients must be enabled to communicate together (e.g. through 

social network) to share their experiences and their tricks to 

achieve prevention goals. Patient must also access an address 

book of experts.  

Focus Groups 

Focus Group One: Health Care Consumers  

A total of 8 consumers took part to the first focus group: 5 at 

risk and 3 healthy. Participants expressed that prevention 

information must be easily accessible through the homepage 

without being connected nor creating an account. Synthesized 

medical information on CVD, links to related social network, 

adapted balanced recipes etc. must be easy to find. 

Concerning their account, participants highlighted that it must 

include “a zone displaying a summary of the statistics on calorie 

burn and food intake, defined prevention goals, and a way to 

enter daily those data thanks to a slider, for instance (…) I 

would need also a calendar to enter the number of cigarettes 

smoked per day and notes about breathlessness during exercise 

etc. There would be a kind of side menu displaying my profile, 

my action plan with its main milestones, my progress, and, if 

goals were not achieved, a way to change them (…) The GP 

must also have access to the information”.  

Finally, health care consumers insisted that the data and the 

advice must be reliable.  

Focus Group Two: Nurses and GPs 

Three GPs and four nurses took part in the second focus group.  

Clinicians expressed that they should not access the same 

information as consumers. Once connected, clinicians should 

see which patients are in a prevention program and, for each 

patient, charts with statistics to rapidly identify each patient’s 

room for improvement. The website must not be a copy of the 

patient’s electronic record: to avoid double data entry, the 

website must automatically update data from the patient’s 

electronic record (e.g. automatic retrieval of new lab results). 

Furthermore, clinicians must be able to access prevention 

programs and tools and be able to network with colleagues to 

ask them questions regarding their patients.  

As for the health care consumers’ accounts, clinicians think that 

“one should find: the solution must display the PPP with the 

patient’s objective and the level of achievement per week (e.g. 

under the form of percentage) for each objective (e.g. exercise, 

level of cholesterol, food intake). The patient must also find 
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features to enter data such as weight, intakes, amount of 

exercise, contact details, along with links to recipes and social 

networks.” 

Finally, clinicians insisted on the credibility of the information 

displayed: “sources and scientific references must be 

displayed”. 

Focus Group Three: Health Care Consumers, Nurses, and 

GPs 

Two GPs, two nurses, and three consumers took part in the third 

focus group.  

The co-elaboration of the PPP must start with the patients 

completing a questionnaire about their lifestyle, their medical 

history, their current risks, and data, such as weight, size etc. 

Then, each GP will “complete those data with other clinical 

data gathered during an appointment in such a way as to make 

a diagnosis”. Based on the data entered in the PEPS solution 

and / or retrieved automatically from the patient electronic 

record, the solution must propose prevention objectives and 

associated deadlines. The GP and the healthcare consumer will 

discuss together the proposed objectives, the ways to achieve 

them (e.g. exercise, monitoring of intakes) and their 

implementation into daily life. 

To advise consumers and help them make informed decisions, 

GPs need a toolbox gathering persuasive information (e.g. 

patient’s gain if an objective is achieved). The information must 

be proposed clearly and be easy to understand. As for the 

consumers, they must access rapidly a summary of their 

objectives and actions to take. They should be able to change 

the objectives if they are too high.  

When entering the PPP agreed-upon in the PEPS website, each 

GP must be able to order tests to check regularly the progress 

of their patients. Finally, “once the actions to achieve the goals 

have been chosen with the patients and entered, one must get a 

summary of the actions decided, and an appointment must be 

arranged to check how the PPP is followed.” 

Ergonomics Specifications for the Solution 

An interactive mockup of the proposed PEPS solution was 

designed including 30 screens (e.g. homepage, dashboard for 

consumers, dashboard for clinicians, desk for the codesign of 

the PPP, see Figure 3). Navigation paths were represented using 

flowcharts.  

Five former participants provided feedback on the mockup. 

Overall, respondents appreciated the mockup. Their main 

concerns were: 

• The phrasing of the initial questionnaire: some questions 

require explanations or should be gender-specific. 

Scientific references should be added to improve the 

credibility of the questionnaire. 

• Despite its usefulness, the “practical information” screen 

is too cumbersome. The information density should be 

reduced. 

• Links to other relevant websites should be added. 

Discussion 

The main objective of the PEPS project was to design a usable 

tool supporting the co-elaboration of PPP for CVD. The design 

approach adopted in the project relied on a user driven 

innovation process to empower end users and give them an 

active role in the design of the web solution. The “studio 

design” method involved GPs, nurses, and health care 

consumers at risk for CVD. As a result, these end users 

produced mockups of the solution. Even if participants were not 

used nor trained to graphical user interface techniques, they 

proved to be able to draw relevant basic mockups, with the 

information organized within an arrangement. Working on 

problems they could face during the co-elaboration of PPP 

helped the participants imagine and design solutions that could 

help them.  

The user driven innovation strategy places the users at the core 

of the innovation process in a systematic way and facilitates the 

integration of their knowledge into the increasingly complex 

design process [17]. Participants’ profiles noticeably impacted 

the design process and its results. Focus group one involved 

health care consumers, a very heterogeneous population in 

terms of technology and health literacy, background, needs etc. 

They proceeded mostly (i) by listing and accumulating different 

needed information and features and then (ii) by prioritizing 

those elements to achieve a consensus on the relevant elements 

the web solution should include. Clinicians who took part in 

focus group two proceeded differenty. Since they are a quite 

homogenous group (more than health care consumers even if it 

represented both GPs and nurses), they expressed similar needs 

and did not have to reach a consensus on the information and 

features to display. Consequently, all along the mockups 

refining process, they questioned in detail how the mockups 

they produced would actually work in situ; they identified 

blocking elements and found solutions to fix them. Finally, 

involving both health care consumers and clincians in focus 

group three enabled them to discuss the PPP design process and 

to exhange on their respective needs and constraints. The 

common thinking participants had on the co-elaboration of the 

PPP allowed them to go deeper than designing the graphical 

user interfaces of the web solution. Adopting a user driven 

design process enabled them to design not only a technology 

but, to a larger extend, a socio-technical system [18]. 

Comments we get about the online interactive mockup were 

considered to improve it; an improved version was presented 

with related specifications to developers. The PEPS web 

solution is now under development. Once available, its 

usefulness and its usability will be evaluated with 

representative end users other than the ones involved in the 

design process. Then, the solution will be deployed in pilot sites 

to evaluate its medium and long-term usage. To ensure the 

PEPS platform is well-accepted and therefore may support the 

long term prevention of CVD, attention will be paid to 

acceptability factors by exploring how well the platform is 

integrated into daily life, how it contributes to transform 

clinicians’ and health care consumers’ activities, and to what 

extent the solution fits end users’ personal and social values. 

[19] 

Conclusions 

The PEPS project aims to develop a web solution that supports 

the co-elaboration of the PPP by health care consumers and 

clinicians. The applied user driven innovation approach enabled 

to design an interactive mockup of the proposed PEPS solution 

including 30 screens. This mockup supports the process of co-

elaboration of PPP. Ultimately, it must help increase the 

likelihood that health care consumers adhere in the long run to 

PPP for cardiovascular diseases.
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Figure 3– Screens of the Mockup Redesigned by the Experts in Ergonomics - The View the Consumers Have of Their Dashboard
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Abstract 

In 2017, a US academic medical center switched to a 

commerical EHR system using the “specialist training the 

specialist” model, which combines peer-to-peer training, class-

room based training, and web-based training.  We conducted 

semi-structured interviews with physicians at multiple training 

levels to investigate the impact of this EHR switch and to 

explore the training experience of physicians and their 

perception of the training quality pre and post Go-Live. Our 

team used Grounded Theory methodology to classify the 

interview information. Themes that emerged from the 

interviews included stress and anxiety, the desire for more 

realistic training environments tailored to specialty needs, and 

concerns about the duration of time between training and 

implementation. In future implementations, we 

recommend more data-rich test patients and the demonstration 

of real-world workflows during training.  

 

Keywords:  

Electronic Health Record, Physician 

Introduction 

Physicians worldwide are concerned about the complexity of 

today’s electronic health record (EHR) systems even though the 

technology has been available and evolving for more than 50 

years. [1] Organizations use multiple techniques to prepare and 

train clinicians for an impending electronic health record 

implementation from remote phone training, class-room 

training, role-based training, web-based training, [2] and the 

“specialist training the specialist” training model. A 2015 study 

showed that interns, who had a physician led, skills based EHR 

curriculum focusing on case-based simulation and skills rather 

than in-class or even online lectures during on-boarding, 

performed better on an EHR skills test and rated their training 

as more useful. [3] A critical question for health care facilities 

around the world is how to train physicians effectively to use 

new electronic health record systems.  

Our health care system (Vanderbilt University Medical Center 

(VUMC)) in Nashville, Tennessee, USA selected a replacement 

system for the existing EHR. This change provided an excellent 

opportunity for a pre and post implementation study of 

physicians’ perspective of the selected training method.  

To judge the success of the implementation, our research effort 

focused on the perception of physicians regarding their training 

before and after implementation of the new electronic health 

record system. VUMC elected to use the “specialist training the 

specialist” model for implementation. This model combines 

peer-to-peer training, class-room based training, and web-based 

training. Due to a paucity of research focused specifically on 

physician training, we chose to focus the research on the 

physician’s perception of training effectiveness, the effect of 

new electronic health record system on physicians, and the 

perceptions of the similarities and differences of the legacy 

home-grown EHR with the new commercial electronic health 

record system before and after the implementation.  

Methods 

In the context of switching to a new electronic health record 

system, the research goal was to explore physician perception 

of the training experience and of the training quality pre and 

post Go-Live. Our sampling goal was to recruit a balanced 

cohort of residents, fellows, and attendings with the intent to 

interview 40 participants in each data collection phase. We also 

collected demographic data for the physicians including 

medical specialty, gender, age, and training level.  

The research process consisted of a written survey and 

structured interviews with a cross section (senior physician, 

fellows and residents) of physicians. The pre and post Go-Live 

surveys/interviews consisted of five topics: 

• The physician’s expectation for using the new system with 

patients.   

• Use of alternatives to the training to prepare for the new 

system, and if so, which alternatives were used?  

• Anticipations of advantages using the new system with 

patients. 

• Anticipations of disadvantages using the new system with 

patients. 

• Expectations about how the technology might affect the 

physician on a personal basis. 

The actual pre and post Go-Live questions used during the 

semi-structured interviews are presented in Figure 1. 

The pre Go-Live interviews occurred in October 2017 (one 

month prior to the EHR Go-Live) and the post Go-Live 

interviews occurred in February 2018 and continued into March 

of 2018 (approximately three to four months post EHR 

implementation). The selection of physician participants was 

based on a convenience sampling, and the direct interview 

process was conducted with the same set of physicians. The 

data collected from the interviews were classified according to 

the Grounded Theory methodology.[4]   

The Grounded Theory methodology allows respondent answers 

to be coded by one author and validated by a second (RR and 
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CP). The codes were then evaluated for central themes. 

Questions about perception of the training and overall 

implementation were identified as being amenable for more 

quantitative analysis.  

We focused on physician perception of training pre and post 

Go-Live and how technology affected the physician personally. 

We also focused on advantages and disadvantages of the EHR 

compared to the previously used proprietary system. We also 

collected the thoughts about training that could have improved 

their post-implementation work-flow.  

Results 

During the pre Go-Live phase, we interviewed 37 physicians. 

This cohort consisted of 21 residents, 3 fellows, and 13 

attending physicians from a variety of specialty disciplines. 

Internal Medicine provided the majority of respondents with 21 

physicians. Other specialties included Pulmonary and Critical 

Care with 5 respondents, Emergency Medicine with 4, Internal 

Medicine and Pediatrics with 2, Cardiology with 2, Pediatric 

Emergency Medicine with 2, and Pediatrics with 2 physicians. 

Our respondents’ age range varied, however most of our cohort 

fell into the 26-30 category with 20 physicians recording their 

age in this range which accounted for 54 percent of our cohort 

and a median age range of 26-30. Other categories consisted of 

10 physicians in the 31-35 category, 1 in the 36-40 category, 3 

in the 41-45 category, 1 in the 56-60 category, 1 in the 61-65 

category, and 1 in the 66-70 category.  

During the post Go-Live phase, the cohort included 27 

physicians: 18 residents, 0 fellows, and 9 attending physicians. 

The research goal was to interview the same people pre and post 

implementation.  However, 10 physicians were not interviewed 

in the post Go-Live phase of the study secondary to issues such 

as schedule conflicts and the inability to speak with us for an 

extended period of time. Therefore, we were unable to connect 

with everyone who was originally interviewed. Internal 

Medicine provided the majority of the cohort with 19 

respondents. Other specialties included Cardiology (2), 

Pediatric Emergency Medicine (2), Pediatrics(1), Pulmonary 

Critical Care, Internal Medicine-Pediatrics dual appointment, 

and adult Emergency Medicine all with 1 each.  

The respondents’ age range also varied in the post Go-Live 

interviews, however most of our respondents fell into the 26-30 

category with 16 physicians recording their age in this range 

which accounted for 59 percent of our cohort and a median age 

range of 26-30. Other categories consisted of 7 physicians in 

the 31-35 category, 1 in the 36-40 category, 1 in the 41-45 

category, 1 in the 61-65 category, and 1 in the 66-70 category. 

(See Table 1 for a detailed list of respondents). 

For the extensive open-ended grounded theory analysis, the 

codes generated and the number of times they were applied are 

provided in the Figures and Graphs section. Figure 2 shows 

that the physicians’ perception of the training received turned 

from an overall positive opinion prior to Go-Live to a decidedly 

negative opinion in the post Go-Live period. The initial opinion 

began at 54% positive prior to Go-Live, declining to 19% post 

Go-Live. Figure 3 shows that the perception of the impact of 

the EHR technology change turned from a more negative 

perception before to a more neutral after Go-live with 73% 

negative opinion declining to 50%.  

To illustrate how perceptions of training and EHR experience 

changed by individual, Tables 2 and Tables 3 compare the 

quantitatively post Go-Live perception to the pre Go-Live 

response.  Perception of training shifted markedly towards the 

negative for respondents, who had been neutral and positive pre 

Go Live with 63% and 57% of respondents switching from 

positive or neutral to native responses. However, the perception 

of the technology change generally improved with 35% of 

respondents who had a negative initial response switching to a 

positive response.  

�

End-User Perceptions of the Technology Change  

Based on training experience, 85% of clinicians were positive 

or neutral prior to Go-Live. We heard comments such as: "That 

[Epic] is an EMR that I will now be using; Pretty neutral as far 

as my opinion on that...I’m sure it will be better in some ways 

and worse in others."  

After implementation, there were 65% of respondents who felt 

negatively regards to the training received. They tended to 

focus on concerns about better tailoring the training to the 

actual needs of the clinician. "The training I did with e-Star 

covered a lot of different Epic functions but not many of them 

that I use in my clinical practice. It was a broad training but not 

tailored [to what] I do in my daily work. Currently [I use] stuff 

[that] I learned in the weeks post, not [in] the training […] 

beforehand...Having a very broad training applicable to 

clinicians did not apply very specifically to my work flow in 

the ICU."  

A significant concern related to the need for more practical, on 

the job training especially immediately after implementation 

was expressed as: "It seemed like we needed [to do] actual work 

… to feel out what was necessary. I wish there were more 

knowledgeable people after Go-Live. Too many people with 

only half of the right answer." �

Desired Training Alternatives  

The most common concern regarding training before and after 

implementation was the lack of verisimilitude of the training. 

The training provided to all clinicians included a walk-though 

of a general medicine inpatient, outpatient, and emergency 

department encounters. Physicians identified gaps in training as 

compared to their regular activities. One respondent 

commented, "I do wish they had a class where they would have 

us admit a patient from step 1 in the playground environment. I 

felt like ‘talking about it and half-way doing it’ was not 

enough."  

The need for better personalization of the vendor’s system was 

another major concern. One respondent stated: "It would have 

been nice to have set up notes, order sets, etc. We did have 

personalization[,] but I felt like I was left on my own and did 

not really get the help I needed and had to try and figure things 

out for myself."  

Benefits of New System 

Except for two physicians, all respondents described some 

benefits of the new EHR usually focusing on improved clinical 

and coding efficiencies. There was little change in perception 

over time.  About half of providers cited increased clinical 

efficiency as a benefit and the remainder focused on a variety 

of benefits including improved communication, mobile 

interface, and billing. However, 15% of clinicians felt there 

were no benefits to the new system after implementation: " 

that's a good question...I cannot think of anything...there is 

literally nothing."  

Disadvantages of New System  

Prior to implementation, the majority of physicians felt the most 

pressing disadvantage was the cost associated with 

changing/transitioning systems: "I think the transition will be 

rough, […] but in there will be probably some changes to the 

workflow but overall I think it will be better." After the 

transition, the physicians’ focus was mostly on work-flow 
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disruption and an increased burden of documentation and the 

resulting increased time spent interfaced with the EHR. "Too 

many clicks. Especially in outpatient. When you are trying to 

write a note, you click on a problem, then assessment, and 

plan...just let me click on one thing."  

Personal Impact of Technology Change  

Most clinicians felt they were significantly affected by the 

technology change, both before and after implementation. 

Before implementation, anxiety and concern about the 

transition itself were prominent: “It has caused some anxiety 

over if it will slow me down in the ER and make it more 

difficult for me to see patients efficiently.” These nonspecific 

concerns became more focused on a variety of ways that the 

system had altered healthcare delivery making processes more 

and less difficult. Even several months post implementation, 

many clinicians still expressed stress from the transition: "I 

finally empathize with all the headlines from 10 years ago with 

all of the doctors who were 60 years old who thought that it was 

just too much of a lift and retired."  

An especially concerning sentiment was a loss of confidence in 

the clinician’s ability to deliver reliably high-quality care: "I 

think in the first couple of months, it was slowing down note 

writing and chart reviewing although that has gotten better. 

Ordering is slower and messaging is much more difficult… I 

don't have confidence that what I am ordering is actually 

happening."  

Discussion 

Interviews with physicians before and after implementation 

were conducted to explore possible opportunities to improve 

the experience of implementation of a new EHR prior and after 

the implementation. The physicians interviewed expressed 

significant concerns in the pre implementation period on how 

the new EHR would affect productivity and work-flow. While 

concern is natural given the significant role of the EHR in the 

modern medical environment, it was notable that there were 

more concerns prior to implementation than afterwards 

suggesting that the fear of change was worse than the change 

itself.  

As physician expectations for the new system were low after 

training and before implementation, an opportunity for 

improvement may include better communication of the benefits 

of the new system prior implementation. The importance of 

robust change management strategies has previously been 

identified in the implementation of an EHR from paper, but our 

results indicated its continued importance even when 

transitioning between EHRs.
5, 6

  

Part of the EHR implementation challenge is that user 

experience varies widely, which can make a workflow solution 

for one physician disruptive to another. Further, the differing 

perspectives and priorities of different specialties and provider 

types challenge any communication effort and make it difficult 

to train a large array of specialties prior to the implementation. 

As a result, many work flow solutions had to be discovered by 

providers once the system was operational. 

The nature of the training emerged as a primary concern for our 

physicians. One limiting factor for the training process included 

the fact that the system was not completely built while 

physicians underwent training thus omitting important 

workflows or features that were finally available when the 

system went live. This issue created physician frustration with 

functionality not having been discussed or experienced in 

training, functionality not working as described in training, or 

tools not performing appropriately at Go-Live. Further, many 

users expressed a desire for more realistic simulations of their 

work-flow during training to allow them expectation setting for 

Go-Live. This concern was described previously with physician 

training
7
 and emerged in our interviews as one of the most 

substantial challenges for physicians.  

Ideal training would walk physicians accurately through a day 

in their life in a data-rich practice with complex patients. In our 

training, the lack of integration of specifically tailored 

workflows in a specialty clinic or an intensive care unit 

provided physicians with only a very generalized simulation of 

the clinical environment lacking verisimilitude to clinical 

reality and omitting critical details important to efficiently 

discharge their documentation, ordering, and other duties. 

While increased training specificity would have further 

magnified the logistical challenge of training, its lack was found 

to be frustrating and likely reduced the impact on physician 

preparedness for clinical workflow optimization and 

documentation. 

The final major themes were the proximity of the training to 

Go-Live. Many physicians expressed that the long period of 

time between training and Go-Live resulted in a reduced 

retention of learned and practiced content by the time 

implementation took place. Unfortunately, in a large 

organization, the logistical challenge may be insurmountable to 

train every end user immediately prior to Go-Live, but 

physicians suggested an abbreviated refresher course the week 

prior to Go-Live. While those with a negative opinion of their 

training prior to Go-Live continued to feel that way after, it is 

notable that there was a significant shift in perception among 

physicians, who felt positive pre Go-Live, to negative 

afterwards.  

Conclusions 

In conclusion, many physicians felt passionate about the 

training they received and the EHR technology transition. 

Training needs to reflect the experience of physicians in their 

day to day lives and must be in a narrow time window to 

implementation to be recalled and be impactful. The more 

practical and tailored to clinical reality the training can be, the 

more it is appreciated by physicians. Otherwise, as was 

experienced in this implementation, physicians will experience 

significant frustration with the quality of training and may 

develop resentment towards the technology change.  

Study Limitations 

Our study was limited to the implementation of one large 

vendor system at a large academic medical center. Because in-

person interviews require a substantial amount of time and 

resources, we had to limit the number of participants in the 

study and had difficulty scheduling interviews with the same 

individuals post-implementation. We also were not able to fully 

represent all specialties in our research sample (e.g. surgical 

specialties), which may have provided additional perspectives 

on training. Online surveys may be helpful in broadening the 

reach of this type of research, although the in-person interviews 

helped with gaining a deeper understanding of physician 

experiences and perceptions. 
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Figures and Tables 

 

Research Questions for Physicians e-Star Implementation – 

Pre Go-Live 

 1.   After your training and receiving information about e-

Star, what is your perception about using e-Star with 

patients? 

 2. What other options do you wish you would have 

experimented with to prepare for the implementation of e-

Star? 

 3. If you had one wish of how e-Star could improve 

throughput/workflow post implementation, what would it 

be? 

4.   What are your expectations of the advantages with using 

e-Star with patients? What are your expectations of the 

disadvantages with using e-Star with patients? 

5.  Tell me a little more about how this implementation and 

technology change is affecting you.  

Research Questions for Physicians e-Star 

Implementation – Post Go-Live 

1.   After using e-Star for a little over a month now, what is 

your perception of your training and preparation for the 

implantation? 

2. Are there any other avenues you wish you would have 

experimented with to prepare for the e-Star implantation? 

3.   After using e-Star over the past few weeks (or months), 

what would you have changed about your training to 

improve your post-implementation work-flow? 

4.  What are the advantages or disadvantages you noted 

when using e-Star with patients over the past few weeks (or 

months)? How does this compare with StarPanel or is it 

similar to StarPanel? 

5.  Tell me a little more about how this implementation and 

technology change is affecting you.  

Figure 1- Research Questions 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1- List of All Study Participants by Specialty, Position, 

Gender and Age Range 

 

Specialty Position Gen-

der 

Age 

range 

Internal Medicine Attending F 26-30 

Pulmonary and Critical 

Care 

Attending M 41-45 

Emergency Medicine Attending M 56-60 

Emergency Medicine Attending M 26-30 

Pulmonary and Critical 

Care

Attending F 41-45 

Internal Medicine Attending F 26-30 

Cardiology Attending F 36-40 

Cardiology Attending M 66-70 

Pulmonary and Critical 

Care

Attending M 31-35 

Peds Emergency Medi-

cine

Attending F 41-45 

Peds Emergency Medi-

cine

Attending M 61-65 

Pediatrics Attending F 31-35 

Internal Medicine Attending M 31-35 

Pulmonary and Critical 

Care

Fellow F 31-35 

Pulmonary and Critical 

Care

Fellow M 26-30 

Emergency Medicine Fellow F 31-35 

Internal Medicine Resident M 26-30 

Internal Medicine Resident M 26-30 

Internal Medicine Resident F 31-35 

Internal Medicine Resident M 26-30 

Internal Medicine Resident F 31-35 

Internal Medicine Resident M 26-30 

Internal Medicine Resident F 31-35 

Internal Medicine Resident F 26-30 

Emergency Medicine Resident M 26-30 

Internal Medicine Resident M 31-35 

IM/Peds Resident F 26-30 

Internal Medicine Resident M 26-30 

Internal Medicine Resident F 26-30 

Internal Medicine Resident M 26-30 

Internal Medicine Resident M 26-30 

Internal Medicine Resident F 26-30 

IM/Peds Resident F 26-30 

Internal Medicine Resident F 31-35 

Internal Medicine Resident F 26-30 

Internal Medicine Resident M 26-30 

Internal Medicine Resident M 26-30 
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Figure 2- Question 1: Perception of Training 

 

 

 

Figure 3- Question 5: Effect of Transition 

 

Table 2 - Quantitative Comparison of the Post Go-Live 

Perception to the Pre Go-Live Response 
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Table 3 - Quantitative Comparison of the Post Go-Live 

Perception to the Pre Go-Live Response 
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Abstract 

Telehealth is available world-wide and in addition to clinical 

uses, it can also be used to provide education for health 

professionals, supporting e-Networking.  However, within 

New Zealand the uptake and widespread use of telehealth 

remains low, and why telehealth is not used more is not 

understood.  This study describes nurse educators use of 

telehealth for education and identifies barriers and facilitators 

to increase the uptake of telehealth amongst nurse educators.  

An on-line survey administered using Survey Monkey had a 

response rate of 57% (n=19).  Equipment that was not user 

friendly and a lack of initial training were recognised as 

barriers to their uptake of telehealth.  Telehealth training and 

support, and local champions were identified facilitators to 

increase the uptake of telehealth.  Recommendations include 

the need for early adopting nurse educators to be recognised 

and encouraged, to role model good practice in telehealth, 

and mentor and support others. 

Keywords:  

Surveys and Questionnaires; Telemedicine; Faulty, Nursing 

Introduction 

Telehealth and telemedicine are terms often used 

interchangeably to describe health services provided across 

distance to both healthcare providers and their clients [1].  

Telehealth is available world-wide to support long distance 

health care and education to both patients’ and health 

professionals [2] but internationally, the uptake and use of 

telehealth remains disappointing [3].  Within the European 

Union the expectations of both policy makers and stakeholders 

fall short [4], whilst in Norway the use of their telehealth 

system and services is much lower compared to face-to-face 

options [5].  In Canada, however, telehealth is rapidly 

increasing in quality, accessibility and popularity [6].  Within 

New Zealand (NZ), the introduction of ultra-fast broadband is 

expected to increase the accessibility of telehealth for New 

Zealanders [7].  To maximise the true potential for telehealth, 

it is necessary to understand the barriers and facilitators that 

will lead to an increase in telehealth uptake, not just for 

service delivery, but also for health professional education.  

Background 

Internationally, there remains a preference for face-to-face 

education when compared to providing education via 

videoconferencing [8]. The term video-conferencing describes 

real-time, synchronous, two way transmission of digitalised 

audio and video images between two or more locations [9]. 

The use of telehealth for education has not developed at the 

pace and scale expected [10].  The traditional method of 

gathering as one central group for education does not meet the 

needs of rural health professionals [11], hence the growth in 

popularity in the use of telehealth to support their ongoing 

education. Barriers to the uptake of telehealth include funding, 

time, infrastructure, skills and preference for the traditional 

face-to-face approach for education and service [12].  Santos 

[13] recognises the lack of managerial support, lack of access 

to and relevance of education sessions, and also workplace 

culture can be barriers to nurses accessing education via 

telehealth.   

Within NZ, the Ministry of Health has introduced both the NZ 

Health Strategy and the Health Information Strategy to guide 

the regional District Health Boards (DHBs) in their 

introduction and use of telehealth.  Despite 17 of the country’s 

20 DHBs actively using telehealth, a national stocktake in 

2014 found the momentum did not reflect the true potential 

available [14].  This stocktake also recognised the most used 

telehealth equipment was videoconferencing, which can be 

used as an adjunct to support health professional education 

[14].  Yet issues about the use of telehealth, and specifically 

videoconferencing for educational use, within the DHBs have 

not been explored. This study will investigate such issues, and 

form recommendations for future use. 

Methods 

To explore barriers and facilitators for nurse educators using 

videoconferencing, a mixed methods approach was selected as 

it can provide descriptive data including demographics, 

attitudes and behaviour from a selected group [15].  The 

participants, employed within one District Health Board in 

New Zealand, were using videoconferencing as part of their 

education role. With a population of over 400,000 people, this 

District Health Board represents the fourth largest region in 

New Zealand, but over 60% of the people live outside the 

main city, hence there are a number of small satellite rural 

hospitals. The nursing staff in these rural hospitals can be 

disadvanatged by being unable to access continuing nursing 

education.  

For data collection, a questionnaire was created with 13 

questions developed, drawing on the available literature.  The 

questions were piloted by three colleagues who did not 

participate in the survey, and their feedback was used to refine 

and clarify the questions, finalise the order of questions and 

also to determine the time needed to complete the survey.   

Ethical approval was gained from the University Ethics 

Committee (Ref. 018105) and the associated DHB (RD: 

016114) before the questionnaire was distributed on-line in 

late 2016, using a commercial survey tool, Survey Monkey.  
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Survey Monkey was selected for the on-line survey because it 

was easy to use and familiar to respondents.  An email with 

the link to the survey was sent to all 33 nurse educators who 

work within one DHB. One reminder email was also sent.   

Collation of the responses occurred automatically.  Analysis 

of the numerical data was completed using an Excel 

spreadsheet, with graphs to present the data.  The responses to 

the open-ended question “Please add any further feedback you 

would like to share” were thematically analysed based on the 

process described by Braun and Clarke [16]. The results 

presented below report the demographics, nurse educators’ 

experience of telehealth, and factors that impact on their 

engagement with telehealth. 

Results 

In total, 19 out of 33 nurse educators completed the survey, 

giving a response rate of 57%.   

Demographics 

The nurse educators ranged from 31 to over 50 years of age, 

and the majority (74%) had more than 15 years nursing 

experience (Table 1). 

Table 1- Nurse educator demographics (n = 19) 

Demographic n % 

Age   

< 30 years 0 0 

31-40 years 5 26 

41-50 years 10 53 

>51 years 4 21 

Experience as a nurse   

< 5 years 0 0 

6-10 years 1 5 

11-15 years 4 21 

>16 years 14 74 

Experience of telehealth 

The majority, (90%, n=17) of the nurse educators had not 

experienced telehealth during their initial nursing education.  

When asked about their current use of telehealth in their role, 

nearly two-thirds (63%, n=12) of the nurse educators 

responded that they were not using telehealth and 31% (n=6) 

responded that they were using telehealth to some degree; and 

one respondent (5%) was uncertain.  However, nearly 80% 

(n=13) of the nurse educators felt telehealth was “somewhat 

important” or “important” for their role (Figure 1). 

Of the 19 respondents, 42% (n=8) reported having had “a 

little” experience with telehealth.  Although 31% (n=6) of the 

nurse educators had either “some” or “quite a lot” of 

experience, there was still 26% (n=5) of the group who had 

not experienced telehealth at all. When asked to rate their 

understanding of telehealth, the majority of respondents 

(n=13, 68%) reported being “knowledgeable” or “somewhat 

knowledgeable”.  There is however, 32% (n=6) of the group 

who considered themselves “not knowledgeable” at all in the 

use of telehealth.  Furthermore, when asked about the 

importance of gaining competence in using telehealth, two 

thirds (67%) believed gaining competence is either 

“important” or “very important”.   

Although no respondents felt gaining competence was not 

important at all, there was still nearly one-third (33%, n=6) of 

the group who see gaining competence as only “somewhat 

 

Figure 1- Importance of telehealth for nurse educator role 

important.”   

Respondents were also asked to rate their skill when engaging 

in telehealth as either novice, competent, proficient or expert, 

based on the scale of Benner’s terms [17]. Approximately two 

thirds (68%, n=13) of the nurse educators viewed themselves 

at novice level; 21% (n=4) as competent, and 11% (n=2) rated 

themselves as proficient.  No one considered they are 

practicing telehealth at an expert level. 

Factors for engaging with telehealth 

A list of factors that influence staff engagement with 

telehealth was compiled from the relevant literature, and 

respondents were asked to identify any factors that applied to 

them.  There was only one statement that all respondents 

indicated and this was for telehealth equipment to be easy-to-

use and reliable (Figure 2). The second most important factor 

was the need for training and support, with strong leadership 

and the need to recruit local champions being viewed as third 

most important.  The least important factors identified by the 

respondents were negative impact on service change and 

negative impact on staff.  

Themes from further comments 

Only seven (37%) respondents made further comments in the 

free text question: “Please add any further feedback you 

would like to share”.  To analyse these comments, words with 

the same or similar meaning were bracketed, then grouped, 

and from this three themes emerged.  These were: engagement 

in telehealth, the importance of telehealth, and technology. 

Engagement in telehealth was the most common theme to 

emerge in the comments, such as “Will need to engage in 

order to be effective” and, “I will engage more and more over 

time”.  The importance of telehealth was another theme, with 

statements such as: “Telehealth use is very important”.  The 

third theme indicated feelingsabout the importance of 

telehealth technology, with comments such as, “vital 

technology” and “equipment and technology is a positive 

change”. 

The positive comments saw telehealth as “the way of the 

future”, “will achieve bang for our educational buck” and 

“likely to improve patient outcomes”.  However, the 

challenges identified by the respondents included the need to 

“grow in confidence”  and “it will take time and support to 

make it work”. 
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Discussion 

The results of this survey provide insight into nurse educators’ 

use of telehealth within one DHB.  Overall, the results reflect 

results found in the literature concerning the lack of telehealth 

uptake, but there is evidence that some of the nurse educators 

are keen to engage and use telehealth within their role. 

Telehealth will never remain static, rather it is becoming an 

increasingly essential element of healthcare [18], so it is 

important for the nurse educators to become further involved 

as it provides another format for the provision of education to 

nurses.  Additionally, telehealth has been shown to improve 

access to educational opportunities for rural and isolated 

health professionals [11,12]. 

Using telehealth 

Telehealth equipment which is reliable and easy-to-use was 

recognised as the most important factor in this study, and this 

is similar to literature that found it to be instrumental in staff 

acceptance of telehealth [10,19]. Possible issues, echoed in the 

results of this survey and reflected in the literature, which 

prevent staff from engaging in telehealth include a lack of 

adequate equipment [20], and lack of appropriate training 

[21]. Sligo, Gauld, Roberts, and Villa [22] however, believe 

there should be a good fit between the technology and the 

users from the beginning, and the technology should be 

intuitive so that little staff training is required.  Training and 

support was identified in this study as an important factor for 

successful implementation of telehealth, both initially and in 

the longer term.  To improve the uptake and sustainability of 

telehealth use, training should be held in the workplace with 

staff trained to troubleshoot technical issues [21].  There also 

needs to be dedicated technical support during the 

implementation phase [19], as well as later, to consolidate 

staff knowledge and technological skills [23].  Additionally, 

 

 

providing training and support has been shown to improve 

staff confidence and engagement in the usage of telehealth 

[19].  In this study, the nurse educators were not very 

experienced telehealth users. However, it is essential to 

acknowledge staff who have more experience as they could be 

recognised as innovators and possible clinical champions in 

the future [24]. 

Leadership and local champions 

Successful implementation of telehealth also requires strong 

leadership and local champions, a finding from this survey and 

supported by the literature, where champions contribute to the 

successful implementation [25]. These individuals can be 

facilitators for the adoption of telehealth [10].   

Success of telehealth depends on the competency of the 

nursing staff [26].  From this survey, nearly two-thirds of the 

nurse educators felt it was important or very important to gain 

competence in telehealth, but with a similar proportion rating 

themselves as a telehealth novice. Based on these findings, 

further education needs to be planned and implemented. The 

use of telehealth competencies, including topics such as 

communication, use of the technology, ethics and coaching 

skills may be helpful to increase users’ skills [27]. Grading the 

competencies into novice, competent, proficient and expert 

levels may allow the nurse educators to develop their technical 

skills in a manner that grows their confidence and competence 

in a timely manner [28].   

Limitations and areas for further research 

Although a good response rate for this survey was achieved, 

there are still nearly half of the nurse educators who did not 

respond and their perceptions on telehealth remain unknown.  

The results presented here indicate the experience and 

perceptions of the nurse educators in one region of New 

Zealand, therefore repeating this study across a wider area is 
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warranted. Additionally, further research is needed to explore 

nurse educators’ perceptions as this may indicate strategies 

that would improve telehealth use for education. A qualitative 

approach, perhaps using focus group interviews, is 

recommended which may provide the depth that this study 

could not.  

Conclusions 

This study provides insight into the current barriers and 

facilitators for telehealth use in education from the perspective 

of nurse educators from one region in New Zealand.  Despite 

low usage and skills with telehealth, this study identifies that 

most nurse educators are ready to use telehealth to provide 

health professional education.  

The recognition of champions who can act as leaders and 

assist in the implementation of telehealth is vital to assist in 

engagement and acceptance by staff.  There is also a need to 

seek early adopters within a health professional group who 

can role model good practices for telehealth, as well as 

encourage others to accept telehealth within their daily work.  

There is a need for educators to have the necessary skills in 

using telehealth to be able to provide education via this 

medium. 
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Abstract 

Detection of difficult for understanding words is a crucial task 

for ensuring the proper understanding of medical texts such as 

diagnoses and drug instructions. We propose to combine 

supervised machine learning algorithms using various features 

with word embeddings which contain context information of 

words. Data in French are manually cross-annotated by seven 

annotators. On the basis of these data, we propose cross-

validation scenarios in order to test the generalization ability 

of models to detect the difficulty of medical words. On data 

provided by seven annotators, we show that the models are 

generalizable from one annotator to another. 

Keywords:  

Natural Language Processing; Terminology; Health 

Information Systems 

Introduction 

Specialized areas, such as medical area, convey and use 

technical words, or terms, which are typically related to 

knowledge developed within these areas. In the medical area, 

this specific knowledge often corresponds to fundamental 

medical notions related to disorders, procedures, treatments, 

human anatomy, etc. For instance, technical terms like 

blepharospasm (abnormal contraction or twitch of the eyelid), 

alexithymia (inability to identify and describe emotions in the 

self), appendicectomy (surgical removal of the vermiform 

appendix from intestine), or lombalgia (low back pain) are 

frequently used in the medical area texts. Patients and their 

relatives usually have some difficulties in the understanding 

and using of such terms: they show indeed poor health literacy. 

Some existing studies stressed the difficulty in understanding 

medical notions and terms by non-expert users, and its impact 

on a successful healthcare process [1,2]. Yet, it is not 

uncommon that patients and their relatives must face very 

technical health documents and information. Examples of this 

kind are frequent and usually the non-expert users are at loss in 

such situations: understanding of information on drug intake 

[3,4], of clinical documents [5], of clinical brochures or 

informed consents [6], of information provided for patients by 

different websites [7,8], and communication between patients 

and medical staff [9,10]. These observations provide the 

motivation to our work: we address the needs of non-

specialized users facing health information and propose to 

predict the readability of medical words. 

In what follows, we first present some related work and 

introduce the material used as well as the proposed method. We 

then present and discuss the results. Finally, we conclude with 

some directions for future work. 

Related Work 

For studying the readability of medical documents, researchers 

usually exploit readability measures. Among these measures, it 

is possible to distinguish classical and computational 

readability measures [11]. Classical measures usually rely on 

number of letters and/or of syllables a word contains and on 

linear regression models [12,13], while computational 

readability measures may involve vector models and a great 

variability of features, among which the following have been 

used for processing the biomedical documents: combination of 

classical readability formulas with medical terminologies [14]; 

n-grams of characters [15], stylistic [16] or discursive [17] 

features, lexicon [18], morphological features [19], 

combinations of different features [5]. 

At a more fine-grained level, the readability of words has been 

addressed much less frequently. In the general language, some 

research actions are often performed as part of the NLP 

challenges, such as the SemEval NLP 

(www.cs.york.ac.uk/semeval-2012) challenge held in 2012. 

This challenge proposed the following task: for a short text and 

a target word, several possible substitutions satisfying the 

context have also been proposed. The objective was to rate and 

to order the substitutions according to their degree of simplicity 

[20]. The participants applied rule-based and/or machine 

learning systems. Combinations of various features, designed 

to detect the simplicity of words, have been used, such as: 

lexicon from spoken corpus and from Wikipedia, Google n-

grams, WordNet [21]; word length, number of syllables, latent 

semantic analysis, mutual information and word frequency[22]; 

Wikipedia frequency, word length, n-grams of characters and 

of words, random indexing and syntactic complexity of 

documents [23]; n-grams and frequency from Wikipedia, 

Google n-grams [24]; WordNet and word frequency [25]. The 

best systems reached up to 0.60 Top-rank and 0.575 Recall. 

Another work has been done on scholar texts in French written 

for children with the purpose to differentiate between the texts 

from various scholar levels and to test various features suitable 

for that [26]. This system reached up to 0.62 classification 

accuracy. 

In the medical area, we can mention three experiments: manual 

rating of medical words [27], automatic rating of medical words 

on the basis of their presence in different vocabularies [28], and 

exploitation of machine learning approach with various features 
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[29]. This last experiment achieved up to 0.85 F-measure on 

individual annotations. 

Another issue is to know what are the most suitable data for the 

analysis of text readability. These data have indeed crucial 

impact on models created and on their usability. Several 

approaches have been proposed: 

• exploitation of expert judgment, who have an idea on 

needs of population aimed in the study [30]. The main 

limitation is that experts may have difficulties to 

figure out what are the real needs of population; 

• exploitation of text books created for population 

according to their readability levels, such as school 

books [26]. The main limitation is that such books are 

usually created by experts using theoretical basis and 

observations; 

• exploitation of crowdsourcing involving large 

population [30]. The main limitation is that the 

population involved is uncontrolled and unknown; 

• exploitation of eye-tracking methods for a more 

finegrained analysis of reading difficulties [31,32]. 

The main limitation is that only short text spans can 

be used; 

• manual annotation by human annotators [33]. In this 

case, the annotators represent the population, they are 

part of the controlled population, they can perform 

more complicated tasks than in case of 

crowdsourcing, although they are usually less many 

than in crowdsourcing experiments. 

Related to this issue is the question on generalizability of data 

and of models generated from these data. For instance, it has 

been observed that data from experts are difficult to generalize 

over the population [30]. 

We propose to study the generalizability of the automatic 

categorization models for a stronger distinction of readability 

of medical words and distinction of words which may present 

understanding difficulties to non-experts users. The medical 

data processed are in French. Seven human annotators 

participated in creation of the reference data. 

Material 

The source terms are obtained from Snomed Int [34], which is 

the most extensive terminology in French, such as available 

from the ASIP SANTE website 

(esante.gouv.fr/services/referentiels/referentiels-d-

interoperabilite/snomed-35vf). Snomed contains 151,104 

medical terms organized in eleven axes such as disorders, 

procedures, chemical products, living organisms, anatomy, 

social status. For our purpose, we use five axes: disorders, 

abnormalities, procedures, functions, and anatomy. The 

assumption is that studying the understanding of these terms is 

important because they are related to main medical notions and 

laymen must face then frequently. The 104,649 selected terms 

are lemmatized and tokenized into words resulting in 29,641 

unique words. 

The set of 29,641 unique words was annotated by seven French 

speakers, 25 to 65-year-old, without medical training and 

without specific medical problems. The annotators are expected 

to represent the average knowledge of medical words among 

the population as a whole. The annotators are presented with 

the list of terms and asked to assign each term to one of the three 

categories: 

• I can understand the word; 

• I am not sure about the meaning of the word; 

• I cannot understand the word. 

The assumption is that terms, which are not understandable by 

the annotators, are also difficult to understand by patients. The 

annotators were asked not to use dictionaries during the 

annotation process. Further to the annotation process, the most 

frequent category is I cannot understand the word, which 

gathers between 65 to 70% of terms. 

Methods 

We propose to tackle the problem through the supervised 

categorization: the purpose is to categorize terms according to 

whether they can be understood or not by lay people. The 

manual annotations provide the reference data. The 

categorization pipeline is the following: categorization features 

are computed, they are used for training the classifiers, and the 

results are evaluated using the cross-validation. 

We exploit 11 types of automatically computed features: 

• Syntactic categories. Syntactic categories and lemmas 

are computed by TreeTagger [35] and then checked 

by Flemm [36]. The syntactic categories are assigned 

to words within the context of their terms. If a given 

word receives more than one category, the most 

frequent one is kept as feature. Among the main 

categories we find for instance nouns, adjectives, 

proper names, verbs and abbreviations. 

• Presence of words in reference lexica. We exploit two 

reference lexica of the French language: TLFi 

(www.atilf.fr/) and lexique.org (www.lexique.org/). 

TLFi is a dictionary of the French language covering 

XIX and XX centuries. It contains almost 100,000 

entries. lexique.org is a lexicon created for 

psycholinguistic experiments. It contains over 135,000 

entries, among which inflectional forms of verbs, 

adjectives and nouns. It contains almost 35,000 

lemmas.  

• Frequency of words through a non specialized search 

engine. For each word, we query the Google search 

engine in order to know its frequency attested on the 

web. 

• Frequency of words in the medical terminology. We 

also compute the frequency of words in the medical 

terminology Snomed International. 

• Number and types of semantic categories associated 

to words. We exploit the information on the semantic 

categories of Snomed International. 

• Length of words in number of their characters and 

syllables. For each word, we compute the number of 

its characters and syllables. 

• Number of bases and affixes. Each lemma is analyzed 

by the morphological analyzer Dérif [37], adapted to 

the treatment of medical words. It performs the 

decomposition of lemmas into bases and affixes 

known in its database and it provides also semantic 

explanation of the analyzed lexemes. We exploit the 

morphological decomposition information (number of 

affixes and bases). 
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• Initial and final substrings of the words. We compute 

the initial and final substrings of different length, from 

three to five characters. 

• Number and percentage of consonants, vowels and 

other characters. We compute the number and the 

percentage of consonants, vowels and other characters 

(i.e., hyphen, apostrophe, comas). 

• Classical readability scores. We apply two classical 

readability measures: Flesch [12] and its variant 

FleschKincaid [38]. Such measures are typically used 

for evaluating the difficulty level of a text. They 

exploit surface characteristics of words (number of 

characters and/or syllables) and normalize these 

values with specifically designed coefficients. 

• FastText word embeddings [39] pre-trained on French 

Wikipedia corpus, which cover up to 56% of the 

words from our dataset. Tthe embeddings cluster 

together words that share common contexts and 

semantics, and can help in generalizing other features 

over contextually and semantically close words. 

The ten first types of features, linguistic and non-linguistic, are 

called standard features, while the embeddings stand for 

themselves. 

The supervised categorization is performed with decision tree 

(DT) classifier from the scikit-learn library (scikit-learn.org). 

In the proposed experiments, we learn the model from all the 

annotations of a given annotator and then test the model on 

annotations provided by other annotators. In this way, we can 

measure the ability of the classifier to generalize on all known 

words, but for unknown annotators. This scenario is realistic to 

a real-world situation: the reference annotations can be obtained 

only from a couple of users, presumably representing the 

overall population, but not from all the possible users. Yet, it is 

necessary to predict the familiarity of medical words for all the 

potential users even if they did not participate in the 

annotations. Hence, the generalizability of models occupies the 

central position in these experiments. 

Results and Discussion 

The results obtained are presented in Table 1. The first two 

columns indicate the annotators. Data provided by each 

annotator are used for training the classifier (first column). The 

model generated is then tested on data from all the annotators 

including the reference annotator (second column). Three sets 

of such experiments are performed, depending on features 

exploited: standard features, word embeddings, and 

combination of all the features available. Each experiment is 

evaluated with several measures: P Precision, R Recall, F F-

measure to evaluate the efficiency in prediction which medical 

words are understandable or not understandable for a given 

annotator: the darker background, the better the results. 

We can do several observations on these results. Features used 

show an impact on the results. Thus, standard features usually 

show better results than embeddings. One explanation is that 

standard features include 24 individual features covering 

different aspects of linguistic and non-linguistic description of 

words, while word embeddings rely only on distribution of 

words and their similarity. Yet, combination of all the features 

(standard and embeddings) usually improves overall results, 

sometimes going to up to 2.9 improvement of F-measure. Our 

hypothesis is that there exists a robust nonlinear dependency 

between some subsets of standard features and subword-level 

components of word embeddings. Testing this hypothesis is the 

topic of our further research. 

Recall values are always higher than Precision values. In each 

set of experiments, the best results are not obtained when the 

model of a given annotator is applied to own data. For instance, 

the O1 model provides better results when tested on data from 

annotators O2, O3 and A8. Similarly, the A7 model shows better 

results when applied to data from annotators O1, O2, O3 and 

A8. This is an important issue because it shows that the models 

acquired from one annotator can be successfully generalized 

over other annotators. 

Besides, it seems that the annotators form two clusters 

according to the classification of difficult medical words: one 

cluster with four annotators (O1, O2, O3, A8) and one cluster 

with three annotators (A1, A2, A7). This issue may be related to 

the health literacy of annotators. This may indicate that the 

annotation models can be shared by people with similar skills 

and knowledge. Yet, to confirm this hypothesis, it is necessary 

to define the level of health literacy of annotators. This task is 

rather difficult because there is no existing tests created for 

computing the health literacy level for French-speaking healthy 

people. Another hypothesis is that some models may be better 

generalizable than other models. This hypothesis must also be 

verified with additional experiments. 

Another important point is that, while the annotations go 

forward, the annotators usually show learning progress in 

decoding the morphological structure of terms and their 

understanding [40]. This progress is not taken into account in 

the current models. 

Conclusions and Future Work 

We proposed to address the detection of medical words which 

understanding may be difficult for non-specialized users of the 

medical area. We exploit for this machine learning algorithms, 

reference data from seven annotators, and several sets of NLP 

features: standard features (syntactic information, reference 

lexica, frequency, etc.), distributional features (word 

embeddings), and their combination. Our results provide 

several indications. Hence, the combination of all features is the 

most efficient. Concerning the generalization, we propose to 

learn model on a given annotator and then to apply it to data 

obtained from other annotators. This set of experiments 

indicates that models provide better results when tested on data 

from other annotators. We consider this to be a positive issue 

because it is important to be able to generalize annotations 

provided by a set of users on the whole population. Yet, these 

results may point out that the users should be apprehended 

through their health literacy, while currently there is no 

available tests for measuring it in French-language healthy 

people. 

We have several directions for future work. For instance, we 

will train our own word embeddings specific to medical data in 

French, so that they suit better our data. We also plan to 

implement and test other deep learning/neural networks/NLP 

methods which use the morphological information of words, 

such as character-level recurrent neural networks and character 

embeddings together with 1D convolutions. In addition to the 

readability of medical words, we will also work on measuring 

health literacy of French-speaking people. 
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Abstract 

Clinical paper searching is a major task for clinical 

researchers to collect authoritative and up-to-date evidences 

to support their research works and clinical practices. 

Currently, this task needs huge amount of labor work. 

Researchers usually spend a lot of time searching on the 

online repository and iterating many times to get the final 

paper list.  Systematic review is a special case, in which the 

paper searching process  is a critical step. To address this 

challenge, this paper introduces a method to streamline the 

iterative paper searching process. It automatically selects the 

most probably matched papers, and then generates new 

search strategy. All the intermediate results are visualized 

based on the paper citation graph. It assembles technologies 

such as PageRank and Topic-based clustering to accelerate 

the paper searching tasks. The precision, recall, and execution 

time of the proposed method are then evaluated by comparing 

with published systematic reviews. 

Keywords:  

Paper, Bibliometrics, Literature Based Discovery 

Introduction 

Clinical paper searching is a major task for clinical researchers 

to collect authoritative and up-to-date evidences to support 

their research works and clinical practices. Clinicians/writers 

of clinical reviews and clinical guidelines also spend a lot of 

time on clinical paper searching. Starting from a research 

problem or a research topic, the goal of the searching process 

is to find clinical papers that mostly depict the corresponding 

topic. Search strategy is carefully constructed to reveal the 

research topic, which usually contains at least a set of 

keywords as search terms, other objects such as fields, in 

which, part the keywords will be searched in clinical papers, 

and search logic operators to organize the keywords [1]. Then 

it is used to do queries via online clinical databases. By further 

reading and filtering the retrieved papers, clinical researchers 

can get a comprehensive view about the research topic from 

the final paper set. A special case is systematic review [2], 

which aims to collect secondary data from published clinical 

papers to offer a complete, exhaustive summary for the 

research question [3].  

There are many challenges during the paper searching process 

from search strategy construction to final paper set 

confirmation, which include the following: 

• In order to include most matched clinical papers, the 

search strategy is set to relatively broad. That often 

leads to huge amounts of irrelevant papers being 

retrieved (precision as low as 0.3% [4]).  

• Expert searchers usually use iterative refinement of 

search queries to improve the precision of paper 

searching. Nevertheless, this kind of iterative process 

has not been well automated yet [5]. 

• There are lack of visualization tools to monitor the 

searching process, especially when the searchings are 

iterated for many times, which increase the burden of 

searchers for capturing the intermediate results. 

To use web tools, information retrieval, and machine learning 

methods to help the clinical paper searching process is a 

sustained topic since the online literature databases such as 

PubMed were built up [5,6,7]. AskMEDLINE [8] handles user 

queries in the form of free-text questions. It can automatically 

complete the patient, intervention, comparison, outcome 

(PICO [9]) form by parsing the clinical questions. RefMed 

[10] retrieves search results based on user queries, learns a 

ranking function based on the user feedback information, and 

then applies the ranking function to the retrieved results in the 

next iteration. Another work named MedlineRanker [11] 

automatically learns a list of most discriminative words from a 

set of documents to represent certain topic. Then the learned 

words are used to score and rank newly published papers on 

the topic. Chen et.  al.  [12] used a PageRank based algorithm 

to assess the relative importance of all publications to find 

some exceptional papers that are universally familiar to 

physicists.  

This paper introduces a method to streamline the iterative 

paper searching process. It automatically selects the most 

probably matched papers, and then generates a new search 

strategy. All the intermediate results are visualized based on 

the paper citation graph. It assembles technologies such as 

PageRank [13] and topic-based clustering [14] to accelerate 

the paper searching tasks. The contributions of the paper 

include the following: 

• It provides a generalized mechanism to streamline the 

iterative clinical paper searching process to get most 

probably matched papers, which is independent of 

specific research topics.  

• A visualization based on paper citation graph is 

produced to show intermediate results, which can 

provide evidence and provenance about how the 

papers are collected and selected during the iterative 

searching process. 

• The precision, recall, and execution time of the 

proposed method, which assembles technologies such 

as PageRank [13] and topic-based clustering [14], is 

evaluated by comparing with published systematic 

reviews. 
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Figure 1– Illustration of the proposed method. (1) When the search strategy is generated, paper querying is performed to retrieve a 

set of papers, which are then represented into the layered paper citation. (2) Based on the current paper set, papers are ranked by 

PageRank algorithm, and finally select the top-n papers as seed papers, which are the most probably matched papers. (3) Given the 

seed papers, a topic-based clustering algorithm is performed to extract key topics and terms from different fields and then assemble 

them to form a search strategy. (4) The process will be ended until there is no new seed selected.

Methods 

The proposed method is illustrated in Figure 1. Starting from a 

primary search strategy and several papers as seeds, the paper 

searching process can be iterated automatically until there is 

no new seed paper selected. A seed paper is a paper identified 

as a most probably matched paper with the research topic. It is 

used to generate search strategy for the next iteration, and the 

overall set of seed papers will be output as the final inclusion 

set. In spite of the seed paper list, the final results of our 

method also include a list of search strategies and a list of all 

retrieved papers. The layered paper citation graph will keep all 

the intermediate results as provenance. Next we will introduce 

the main components respectively.   

Layered Paper Citation Graph 

A Layered Paper Citation Graph (LPCGraph) is a graph 

representing the intermediate results from different iterations 

during the searching process (Figure 2). Each node represents 

a retrieved paper. Edges between the nodes represent the 

direction of citation relationship. For example, if there is an 

edge from node A to node B, that means the clinical paper B is 

cited by paper A. To capture the intermediate results in each 

iteration, LPCGraph is specifically equipped with the 

following features, which can provide evidence and 

provenance about how the papers are collected and selected. 

• Layers. Due to the huge number of papers retrieved, 

it’s important to reveal in which iteration a paper is 

retrieved, and how many times the paper is queried in 

different iterations. The layer feature in LPCGraph 

represents the corresponding iteration. Nodes in 

different layer have different transparency, and nodes 

with more overlap times will have darker colors.  

• Role of nodes. A node in the LPCGraph has multiple 

roles, which capture different characteristics of a 

retrieved paper. The layer feature, as mentioned 

above, represent the iteration in which the paper is 

retrieved, as well as the overlap times of a paper in 

different iterations. Another setting is when the 

corresponding paper is selected as a seed paper, it is 

represented in red colors. If it is retrieved for multiple 

times, the red color will be even darker. 

For example, in Figure 2(a) and 2(b), node with id 17548730 

is a seed paper in the current iteration and it is retrieved 

multiple times. It is highlighted by deep red color. Its title is 

Randomized trial of acupuncture to lower blood pressure, and 

the published date is 2007/6/6. 

 

Figure 2– Illustration of the LPCGraph. (a) Overall view of 

the graph during certain paper searching iteration. (b) Zoom 

in view of the framed subgraph. (c) Legend of node views for 

different roles and layers.  

Seed Paper Selection 

The goal of the paper searching process is to form an inclusion 

paper set, which could relate back to the research topic. 

Within our method, the papers are retrieved iteratively, which 

means that in each iteration, there will be new seed papers 

selected and included into the set. 
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Consider the task of seed paper selection in an iteration. 

Without regard to other information, every paper retrieved by 

the given search strategy would have the same chance to be 

selected as a seed paper. If we consider the citation 

relationships among these papers, the ones with more citations 

stand out more likely as exceptional because their contents are 

more influential. Given the hypothesis that the retrieved 

papers are probably related to the research topic, which is 

represented by the search strategy, the most cited papers have 

higher probabilities to match the topic than other less cited 

ones. The importance level based on citations can be measured 

by PageRank algorithm [12]. The PageRank algorithm [13] is 

depicted as following: 
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Where u and � represents a web page respectively. PR(u) and 

PR(v) are rank scores of page u and v. d is a dampening factor, 

which is usually set to 0.85. N is the total number of pages. 

B(u) is the set of pages that point to u. L(v) denotes the 

number of outgoing links of page v. 

Search Strategy Generation 

If there are new seed papers selected in an iteration, new 

search strategy should be generated to cover information from 

these newly included ones and launch the next iteration to 

further retrieve papers. We apply the idea of topic-based 

clustering to extract common concepts from different fields of 

the seed papers and properly assemble them together in the 

format of search strategy. Topic-based clustering is an 

unsupervised approach for automatic keyphrase extraction 

from documents [14]. Instead of extracting words as candidate 

keyphrases directly, it groups the candidate keyphrases into 

topics, such that each topic is composed of only those 

candidate keyphrases that are related to that topic.  

The design of search strategy for clinical paper searching 

follows some guidelines [19]. Checking the common structure 

of a search strategy in Figure 3, it mainly contains a set of 

keyphrase candidates as search terms and fields align with the 

search term that will be searched in clinical papers. Keyphrase 

candidates which belong to the same topic will be jointly 

connected by “OR”, and “AND” is used to connect bunches of 

keyphrase candidates belonging to different topics. 

 

Figure 3– A sample search strategy   

In order to generate such search strategy, we apply the idea of 

graph-based topic ranking for keyphrase extraction [15]. In 

this work, a graph is built-in, which, vertices are topics 

represented as clusters of lexically similar keyphrase 

candidates and all topics are ranked according to their 

significance. Naturally, the top-n ranked topics and 

corresponding keyphrases extracted from seed papers could be 

assembled to form a search strategy, which will represent the 

main topic of these papers.  
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Where 

����
�
, �

�
�	refers to the reciprocal distances between 

the offset positions of the candidate keyphrase �
�
 and �

�
 in the 

paper. �����
�
� represents all the offset positions of the 

candidate keyphrase �
�
.  

Results 

The selection of benchmark systematic reviews followed some 

criteria, e.g., whether the full text of the review can be 

retrieved, whether it reports the search strategy and lists all 

inclusion papers, and whether its search results can be 

reproduced on PubMed. Given the research interest of 

‘treatment of hypertension’ and corresponding search strategy 

‘treatment of hypertension AND Review[ptyp] AND free full 

text[sb]’, the first eligible systematic review [18] was selected 

from the search results on PubMed. Then the proposed method 

was applied to mimic the paper searching process in this 

review for evaluation. The method used PubMed as the 

literature search service, and did the paper querying via the 

Entrez search interface [16]. Note that the proposed method is 

not restricted to specific databases such as PubMed. The 

method was implemented in Python and the LPCGraph was 

visualized via visNetwork [17]. The systematic review totally 

includes 23 papers about RCTs involving acupuncture as a 

therapeutic intervention for treating hypertension, in which 

nine papers are retrieved by searching from PubMed. We 

name the list of nine included papers as 

ground_truth_paper_list.  

The experiment started from retrieving papers via the Entrez 

search interface by using the search strategy from the 

systematic review (Figure 6(a)). Several papers in the 

ground_truth_paper_list were marked as seed papers 

manually in the first iteration to guide the clustering of topics. 

The searching method was run iteratively until there is no new 

seed selected. All the seed papers were collected together for 

output, named as seed_paper_list. The experiment was 

executed multiple times with different number of seed papers 

selected (number_of_seeds). All the paper queries were done 

online via the Entrez search interface to retrieve the newest 

results. We also use cache mechanism to reduce the time of 

network connecting. The execution date of the experiment was 

Nov 23, 2018. 

Figure 4 shows the precision and recall of the experiment with 

different number_of_seeds. The calculations of precision and 

recall are as follows.  
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       (4) 

The recall increases when more papers in the 

ground_truth_paper_list are selected as seeds by our method. 

And the precision decreases because when the 

number_of_seeds becomes larger, more papers are selected 

into the seed_paper_list. It is worth mentioning that when the 

number_of_seeds was set to five, precision and recall together 

get a balanced value, namely 0.7 and 0.7778, respectively. It 

indicates that by carefully setting the value of 

number_of_seeds, our method could reach an acceptable and 

balanced performance, as well as the execution efficiency 

corresponding to the execution time shown in Figure 5. The 

results can be further verified by Figure 6. Figure 6(a) is the 

search strategy copied from the systematic review paper, 

which contains three topics: acupuncture, hypertension, and 

randomized trial. Figure 6(b) is the final search strategy 

automatically generated by our method with number_of_seeds 

as five, which indicates five topics including acupuncture, 

blood pressure, hypertension, treatment, and group. It is 

visible that our method kept the original topics, and also 

expanded the topic of hypertension to blood pressure, which is 

meaningful.  
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Figure 2 shows the generated LPCGraph with 

number_of_seeds as five. Totally 135 papers were retrieved 

and represented in the graph. Ten paper nodes colored with 

red were selected as seed paper and input into the 

seed_paper_list, among which the five ones with no 

transparency were automatically selected in the latest iteration  

Figure 4– Precision and recall when selecting different 

number of seeds 

by our method. In spite of the LPCGraph, Table 1 also shows 

the comparison between the ground_truth_paper_list and the 

seed_paper_list. There are two papers in 

ground_truth_paper_list but not in seed_paper_list. The paper 

with id 16541853 can be searched in PubMed by id, but can 

not be retrieved by the original search strategy in the  

Figure 5– Execution time in seconds when selecting different 

number of seeds 

Figure 6– (a) The search strategy in the first iteration from 

the systematic review paper. (b) The search strategy in the 

final iteration generated by the proposed method 

systematic review, which leads to an exclusion to our overall 

paper list. The paper with id 10352369 was retrieved by our 

method, but due to the lack of citation information, its rank is 

low and not ever selected as a seed. Another list in Table 1 is 

the papers in seed_paper_list but not in  

ground_truth_paper_list. Considering the content of title and 

abstract, these papers are highly related to the research topic. 

But further confirmation need to be done by clinical 

researchers.  

Table 1– Comparison between ground_truth_paper_list and 

seed_paper_list 

Papers in ground_truth_paper_list but not in seed_paper_list

16541853 Observation on therapeutic effect of "reducing 

south and reinforcing north" needling method on 

hypertension of type of yang-hyperactivity due to 

yin-deficiency 

10352369 Effect of a standardized acupuncture treatment on 

complains, blood pressure and serum lipids of 

hypertensive, postmenopausal women. A 

randomized, controlled clinical study

Papers in seed_paper_list but not in ground_truth_paper_list

17359649 Acupuncture, a promising adjunctive therapy for 

essential hypertension: a double-blind, randomized, 

controlled trial. 

2052631 Effect of acupuncture-point stimulation on diastolic 

blood pressure in hypertensive subjects: a 

preliminary study. 

16990216 Acupuncture reduces experimental renovascular 

hypertension through mechanisms involving nitric 

oxide synthases. 

 

Figure 7– Precision and recall when selecting different 

number of seeds, and after filtering works for non-humans 

Evaluation was performed on another systematic review [20] 

given the research interest of ‘risk of diabetic nephropathy’. 

Due to space limitations, we only show the precision and 

recall in Figure 7. As the seed_paper_list contain works for 

non-human, we also list the adjusted results after filtering the 

non-human works.   

Discussion 

The method introduced in this paper provides a generalized 

mechanism to automate the clinical paper searching task. The 

implementation of the method is independent of topic specific 

restrictions. Precision and recall in Figure 4 indicate that by 

carefully setting the value of number_of_seeds, our method 

could reach an acceptable and balanced performance. 

Comparing to manual searching, we also demonstrate the 

concrete execution efficiency of our method via the execution 

time in Figure 5. In the results of the second experiment, we 

observed that works for non-human were included as seeds. 

According to the statement of the review [20], we filtered 

those works and calculated the adjusted precision and recall in 

Figure 7. The adjusted results show consistent performance 

with the first experiment. The reason why the precision before 

adjustment is relatively low is that the review manually rejects 

all the works for non-human, but this information is not well 
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catched by the search strategy. Such kind of ‘exclusion’ will 

lead to the use of NOT in the search strategy, which is beyond 

the scope of the current implementation.  

The use of PageRank for ranking and selecting seed papers is 

intuitive, especially when the original search strategy is not 

arbitrarily defined by clinical researchers. Given the 

hypothesis that the retrieved papers are probably related to the 

research topic, the most cited papers have higher probabilities 

to match the topic than other less cited ones. When the 

original search strategy from the review paper is somewhat 

ambiguous, the seed papers selected by the PageRank 

algorithm subsequently have more change to deviate from the 

research topic. As in the second experiment, the original 

search strategy didn’t explicitly depict the exclusion of works 

for non-human. So the generated LPCGraph have two 

separated centroids: one relates to works for human and the 

other relates to works for non-human (mice). As a result, as 

the PageRank algorithm ranks seed papers from both of them, 

it leads to lower precision when comparing to the original 

systematic review. In the future, we will try to address the 

problem of ambiguous original search strategy, e.g., by 

comparing seed candidates with the original selected ones.             

The topic-based clustering algorithm is applied to generate 

keyphrases and further cluster them into topics, which are 

assembled to form a sophisticated search strategy. The main 

structure of the search strategy follows guidance from Lu [7] 

and Kitchenham[19]. As discussed above, we will try to 

include NOT as a connector into the structure of the search 

strategy in future works.      

A main limitation of this method is that it depends on the 

availability of search interfaces of different online databases. 

According to our observation during the survey of systematic 

reviews, most of the reviews search papers from multiple 

databases such as PubMed, Embase, and Cochrane etc. Lack 

of access to certain databases will lead to bias of clinical paper 

selection.  

Conclusions 

In this paper we proposed an iterative clinical paper searching 

method to capture the three aspects of the searching process, 

namely seed paper selection, search strategy generation, and 

layered paper citation graph visualization. We showed a 

detailed implementation of the method by leveraging 

PageRank algorithm, topic-based clustering, and paper citation 

graph based visualization. We applied the method to mimic 

the paper searching process in published systematic review, 

and the results show that our method can be used to accelerate 

the paper searching process as well as keeping the 

intermediate results as provenance in a quick and effective 

way. 
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Abstract 

Juvenile Idiopathic Arthritis (JIA) is the most common chronic 
rheumatic disease of childhood, with outcomes including pain, 
prolonged dependence on medications, and disability. Parents 
of children with JIA report being overwhelmed by the volume 
of information in the patient education materials that are 
available to them. This paper addresses this educational gap by 
applying an artificial intelligence method, based on an 
extended model of argument, to design and implement a 
dialogue system that allows users get the educational material 
they need, when they need it. In the developed system, the 
studied model of argument was leveraged as part of the 
system’s dialogue manager. A qualitative evaluation of the 
system, using cognitive walkthroughs and semi-structured 
interviews with JIA domain experts, suggests that these 
methods show great promise for providing quality information 
to families of children with JIA when they need it. 
Keywords:  

Patient Education, Artificial Intelligence, Semantic Web 

Introduction 

Juvenile Idiopathic Arthritis (JIA) is a chronic rheumatic 
disease with clear physical and social burdens for those with the 
condition—and is also known to cause an “emotional 
rollercoaster” for affected families [1]. Appropriate patient 
education has been shown to reduce some of these burdens and 
improve quality of life [2]. Nevertheless, caregivers of children 
with JIA in Canada have expressed being overwhelmed from 
the myriad of information sources available to them [3]. Indeed, 
best practices in patient education call for giving caregivers 
control over what content they view [4]. Moreover, there seems 
to exist a strong preference towards education information from 
trusted sources, such as healthcare providers or the Arthritis 
Society [3]. Thus, there is a clear need to provide trusted patient 
educational content to (families of) children with JIA, which is 
not overwhelming and delivers content control and access to the 
information outside of clinic.  
Dialogue systems are automated efforts to imitate a person-to-
person communication style to make the interaction with a 
computer system more intuitive for the user [5]. Unlike 
traditional verbal and printed patient education mediums, 
dialogue systems are accessible via computers or mobile 
phones at the user’s convenience. The key feature of dialogue 
systems is the flexibility of access to the educational content, as 
the user controls the subject of inquiry. This is unlike paper-
based Patient Education Materials (PEM) or static websites, 

where the information is prepackaged. While dialogue systems 
have been only sparingly used for patient education, it has been 
reported that this educational medium results in a significant 
improvement in knowledge [6] and self-management [7]. Two 
types of dialogue are relevant to patient education—i.e., 
information seeking dialogue, where the aim is to provide 
information to answer a user’s question; and inquiry dialogue, 
where users seek to explore and verify evidence [8]. 
An AI-based argument theory, based on the Toulmin model of 
argument, provides a useful model to represent educational 
content for a dialogue system. Argument theory offers a set of 
information representational constructs to represent the central 
elements of any dialogue, such as the dialogue’s claim, the 
evidence backing the authenticity of the claim, the data used to 
derive the evidence, certain exceptions to the claim and so on. 
Toulmin’s argument model, therefore, supprts the functions of 
language that are used to justify a claim in terms of a narrative 
structure that mimics a dialogue [9]. Therefore, there is a case 
for using argument theory to develop dialogue systems for 
patient education, as not only are dialogue systems more 
friendly and intuitive for educational purposes, but they also 
provide information that is backed up by evidence and can be 
further investigated for alternative options and/or additional 
details. Toulmin’s model has been used by patient education 
tools, albeit for question-answering as opposed to a dialogue 
that manifests a series of follow-up questions [10].  
Our objective is to investigate the use of argument theory to 
model the JIA educational content so it can be delivered via a 
dialogue system—with the goal of addressing the educational 
needs of families of children with JIA. Given the requirements 
of the JIA patient education materials, we leverage the 
Extended Model of Argument (EMA) [11] since it encompasses 
the diversity of topics and forms of information found in JIA 
PEM. Using the EMA, we developed an interactive dialogue 
based JIA patient education system—i.e., the Juvenile 
idiopathic Arthritis Dialogue-based Education (JADE) system 
(see Figure 1). In this paper, we present our knowledge 
management approach to develop JADE [12]. We discuss (i) 
the formulation of an ontology-based EMA knowledge model 
to formally represent the concepts and relationships underlying 
(extended) argument theory, resulting in the JADE Ontology 
(JO); (ii) the abstraction of relevant education themes from the 
available PEM, using thematic coding; and (iii)  computerizing 
the PEM content, alongside the identified themes, using the JO. 
JADE has been developed and it contains 32 PEM covering 16 
topics, in terms of 931 arguments. We developed semantic web-
based reasoning methods to reason over the PEM content, 
represented using the JO, to formulate an interactive dialogue 
where the user can ask an initial question, as well as a series of 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190444

1337



follow-up questions. In this way, JADE provides families of 
children with JIA access to trusted PEM content approved by 
their healthcare providers—in a way that gives users control 
over the educational content that they are presented. JADE has 
been evaluated for content completeness, relevance, and utility.  
The novel aspect of our patient education approach is the pro-
vision of a dialogue that is dynamically generated (in response 
to a variety of user queries) by selecting relevant arguments en-
coded in the JO and chaining a series of arguments using rea-
soning. According to the literature, one other dialogue system 
has used the Toulmin model of argument [10], however it is 
clinician facing and can only respond to a single question with 
content from a single argument.  

JADE Architecture  

Figure 1 depicts the 3 layers of the JADE system’s design: 
1. The information layer contains the EMA, thematic 

codes, and PEM content described previously [11]. 
This layer provids the knowledge model which is used 
to represent the PEM content in the JO. 

2. The knowledge layer is comprised of the PEM content, 
coded to the EMA and thematic coding, represented in 
an ontology. This layer creates a computerized 
structure which the operational layer can draw on to 
provide an interactive dialogue. Thematic coding links 
individual EMA elements to an initial user question 
and the relationships between EMA elements, and 
individual arguments, allow for follow up questions 
about the content of the initial response.  

3. The operational layer is made up of potential user 
questions encoded in the ontology, the dialogue 
manager, and the user interface. The dialogue manager 
receives the user’s input through the interface and 
interacts with the ontology to formulate and deliver 
responses. It allows the user to find and select 
questions that are of interest to them, to have an 
information seeking dialogue by asking and receiving 
answers to their questions, and to participate in an 
inquiry dialogue. The latter uses question prompts 
based on the EMA and the chaining of arguments to 
help the user navigate through the PEM content. 

Methods 

The EMA serves as the knowledge model for integrating PEM 
content into the JADE system and is used to structure the in-
quiry dialogue it provides. Based on the Toulmin model, which 
contains 6 constructs: the claim, qualifier, data, warrant, back-
ing, and rebuttal (renamed exception) [9], the EMA’s 7 ele-
ments represent the parts used to justify a statement [11]:  

1. The Claim is the statement being justified. 
2. The Qualifier denotes the strength of the claim. 
3. The Data represents situations where the claim is true. 
4. Warrants, either explicit or implicit, explains how the 

data relates to the claim. 
5. Exceptions are situations where the claim is not true. 
6. Elaborations give more information about another 

element, for example a definition. 
7. The Backing is the source of the information. 

Thus, the following argument from the pamphlet: ‘Using Ice 
and Heat at Home’ (backing) can be coded to this model as fol-
lows: ‘Some pinking of the skin is normal (exception), how-
ever, ice should be removed (claim) if the skin becomes pale 
and/or pain is felt (data) as this is a sign that skin damage due 
to cold is beginning (explicit warrant). As well, periodic skin 
checks are recommended (elaboration to the claim).’ This 
knowledge model was formalized as the JO using Protégé 5.0.0 
(Stanford University, 2016). Since the strengths of ontologies 
include reusability and extendibility, we have based the JO on 
Vitali and Peroni’s Argument Model Ontology [13]. 

PEM Topic Identification 

Thematic coding of the PEM content was used by the JADE 
system to filter questions, so users can ask about what interests 
them, and to locate relevant PEM content in the ontology in re-
sponse to a user’s question. Themes were generated inductively 
from the PEM content using grounded theory [14]. For exam-
ple, the element ‘periodic skin checks are recommended’ was 
coded as Periodic and Skin checks during open coding. Selec-
tive coding merged Skin checks with similar codes into the 
Monitor code. Monitor and codes such as Use treatment were 
then grouped under the theme Recommendation during axial 
coding.  
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Figure 1– Architecture of the JADE system 
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Knowledge Formalization 

The JADE system requires a structured repository of domain 
specific content, so that it can be accessed by the dialogue man-
ager to formulate responses to user’s questions. For this pur-
pose, the PEM content and linked thematic codes were comput-
erized using the JO. The ontology has 4 top-level classes de-
picted in Figure 2 and described in detail below. 
Individual arguments are represented as instances of the 
‘ArgumentAsRepresentedByImplicitWarrant’ (ARIW) 
class. Since two or more arguments could share the same data 
element, i.e. have the same situation for which a claim is true, 
such as taking a certain medication, the data element was not 
unique. Neither was the claim element, as two or more 
arguments could share the same conclusion, for example, the 
recommendation to use a treatment. The implicit warrant, 
usually expressed as ‘If Data, then Claim’, was unique for all 
arguments. 

 
Figure 2– Top-level classes of the JADE ontology 

The ArgumentElement class represents the 7 elements of the 
EMA, which are encoded individually as subclasses. PEM con-
tent, coded to the argument elements, was represented as in-
stances of the coded element. For example, the argument: If us-
ing heat and your child’s skin turns red (data), although some 
pinking of the skin is normal (exception), then remove the heat 
source (claim) from the pamphlet ‘Using Ice and Heat at Home’ 
(backing) was represented in the ontology as five instances: one 
each of the claim, data, exception, backing, and ARIW classes.  
Relationships between elements were encoded using object 
properties as shown in Table 1. Arguments were theoretically 
chained together when the claim of one argument contained the 
same content as an element of another argument. For example, 
the exception in: There is no cure for JIA (claim) although there 
are medications that can reduce the inflammation and relieve 
the pain and swelling (exception), is a claim in another argu-
ment: If you have JIA (data) there are medications that can re-
duce the inflammation and relieve the pain and swelling 
(claim). These links needed to be represented in the ontology, 
so we reused the ‘sameAs’ object property to link two elements 
of different arguments that contain the same content. 
The Query class represents the questions users of the JADE 
system require to enter the network of PEM content encoded in 
the ontology. Individual questions were represented as sub-
classes of the Query class and were generated inductively from 
the PEM content. For example, PEM content describing the 
side effects of methotrexate, a medication used to treat JIA, in-
duced the question: ‘What are the side effects of methotrex-
ate?’. 
Each Query subclass has a class expression which attempts to 
translate the English question into a syntax the ontology 

reasoner can understand. For instance, the question above was 
expressed as the class expression:  
(HasTheme some 'Side effects') and (IsElementOf some 
(HasElement some (HasTheme value Methotrexate))).  
This tells the reasoner to find an argument element instance that 
has an instance of the ‘Side effect’ theme and is part of an 
argument in which an argument element has the theme 
‘Methotrexate’. The class expressions were written in the 
format of looking for one topic theme, or class of themes, that 
describes the subject of the query and one or more themes, or 
classes of themes, present in the argument describe its context. 
In the previous example, the topic theme was ‘Side effects’ and 
the context theme was ‘Methotrexate’. 

Table 1– The domain and range of the ontology object 
properties with inverse properties in brackets 

Domain Object Property Range 
Theme DefinesThematically 

(HasTheme) 
Argument-       
Element 

Argument-  
Element 

IsElementOf  
(HasElement) 

ARIW 

Backing Backs  
(HasBacking) 

ARIW 

Elaboration Elaborates  
(HasElaboration) 

ExplicitWarrant, 
Data, Claim,   
Exception,    
Elaboration 

Exception Excepts  
(HasException) 

Claim, Data,   
ExplicitWarrant, 
Elaboration 

Qualifier Qualifies  
(HasQualification) 

Claim 

Explicit-  
Warrant 

Requires  
(HasRequirement) 

Data 

Data Supports  
(HasSupport) 

Claim 

Explicit-  
Warrant 

Warrants  
(HasWarrant) 

Claim 

Explicit-  
Warrant 

HasAdditionalWarrant ExplicitWarrant 

Claim sameAs Argument-        
Element 

 
The Theme class represents the thematic coding of the PEM. 
The codes are represented with a hierarchy of subclasses with 
the leaf codes as instances. For instance, the theme ‘Liver dam-
age’ is an instance of the class ‘Side effects’ which is a subclass 
of the class ‘Fact’ that represents the context of a user’s situa-
tion. The object property ‘DefinesThematically’ linked the in-
stances to the argument elements they were coded to. 
To date, 351 arguments extracted from the PEM have been 
instantiated as argument elements in the ontology. These 
arguments were prioritized as they were directly relevant or 
adjacent to topics covered in the scenarios used in the 
evaluation, which will be described further below. They 
represented most of the structures i.e. journal articles and 
pamphlets, topics i.e. treatments and etiology, and formats i.e. 
lists and images. Thus, this was a representative sample of the 
arguments extracted from the JIA PEM.  

JADE Functionalities 

The JADE system was designed with 3 functionalities: 
1. A question filtering system offers a way to choose 

interesting questions that fit their situation. 
2. An information seeking dialogue provides quality 

information from PEM in response to user’s questions. 
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3. An inquiry dialogue allows users to explore the PEM 
content to determine whether the information provided 
was trustworthy and relevant to their situation.  

Functionality 1: There are currently 163 questions encoded in 
the ontology. This functionality uses the thematic codes and 
class expression format to allow users to screen these options 
for the questions they want to ask. A user selects from a list of 
themes to find questions looking for: ‘Recommendations about 
Methotrexate and DrinkingAlcohol’, yielding 1, namely: ‘Can 
I drink alcohol while taking methotrexate?’.  
Functionality 2: By choosing a question, the user engages the 
information seeking dialogue functionality. This functionality 
uses the thematic coding represented in the ontology to deliver 
relevant content from PEM in response to user questions. Each 
question represents a query subclass and its class expression. 
The reasoner locates argument elements from the ontology that 
fit the class expression. In our example, the claim: ‘it is best to 
avoid alcohol’ is located because its themes are ‘Drinking 
alcohol’ and an instance of the Recommendation class and its 
data HasTheme ‘Methotrexate’. 
Question prompts for the inquiry dialogue functionality are also 
generated here according to the object properties present in the 
argument of the located element. In our example both 
HasWarrant and HasBacking properties are present in the 
located claim’s argument. Thus, the full dialogue system 
response as per our example is: 
If taking methotrexate, then it is best to avoid alcohol. 
Want to know the reason for this? 
Want to know the source of this? 
Functionality 3: By choosing a question prompt the user can 
engage in an inquiry dialogue and explore the PEM content 
surrounding the answer to their question. The inquiry dialogue 
functionality leverages the object properties between argument 
elements, derived from the EMA, to create question prompts 
the user could use to explore and verify information from the 
PEM. To continue our example, the user chooses the first 
prompt: ‘Want to know more about this?’. In response, the 
dialogue system locates the relevant argument element(s) in the 
range of the object property associated with this prompt, i.e. 
HasWarrant. This locates the explicit warrant: ‘Taking 
methotrexate and drinking alcohol could harm your liver’. As 
in functionality 2 question prompts are generated. Although, in 
this functionality only object properties for the argument 
element in question, not the entire argument, will be used. The 
entire response as viewed by the user is:  
Taking methotrexate and drinking alcohol could harm your 
liver. 
Want to know the reason for this? 
From here the user can use the home button to return to the 
question filtering of functionality 1, or the back button to return 
to the information seeking dialogue of functionality 2, or a 
question prompt to continue with functionality 3. 

Evaluation Study 

The JADE system was qualitatively evaluated to determine 
whether its responses were complete, relevant, accurate, and 
understandable. We aimed to recruit 5-8 healthcare providers 
from the IWK Pediatric Rheumatology Division for their expert 
domain knowledge of JIA and familiarity with the PEM content 
used in the dialogue system. Participants completed a cognitive 
walkthrough of the dialogue system followed by a semi-
structured interview. Cognitive walkthroughs involved the 
participants verbalizing their thoughts as they interacted with 
the dialogue system, guided by a scenario and set of tasks [15]. 
The interview questions were based on the content portion of 

the O’Grady framework for evaluating interactive applications 
[16]. Screen capture and audio recordings of the evaluations 
were analyzed qualitatively using directed content analysis, 
with the O’Grady framework used as predetermined codes [17]. 
Approval for this study was given by the IWK Research Ethics 
Board (approval #1023261). 

Results 

6 clinicians have participated in the evaluation study: 4 nurses 
and allied health professionals and 2 pediatric rheumatologists. 
Two had less than 5 years of experience working in the pediat-
ric rheumatology division, 3 had between 11 and 20 years of 
experience, and one had more than 20 years of experience. 
Three claimed to be very comfortable with computers, 1 was 
moderately comfortable, while two were moderately uncom-
fortable. Three reported that more than 75% of their clinical en-
counters involved using PEM, while 3 reported less than 40%.  
Eight major themes were identified during analysis. Themes 
were determined to be major if 40% or more of participants had 
responses categorized under that code. Saturation was 
achieved, as evidenced by the fact that no new codes were 
added after the third evaluation. The major themes are listed 
below with examples of quotes from participants.  

1. Positive responses to the JADE system. 
Participant 6: Having that data…available like this is 
really exciting!    

2. Content was largely accurate outside of some 
inaccuracies in the PEM. 
Participant 4: [There was] nothing that was incorrect. 
Participant 3: [This PEM is from] 2011, yikes, that’ll be 
from before some of these kids were born. 

3. Content was credible but could be improved through 
better presentation. 
Participant 1: [Having links to the sources] is going to 
be really helpful. 
Participant 4: For instance, if you have a [hospital] 
logo… that tends to increase folk’s credibility. 

4. Content was mostly relevant, with a few exceptions. 
Participant 4: I think it’s really relevant to what the 
patients and families are experiencing. 
Participant 5: Interesting, because I clicked on [a 
question about] ‘ice’ and then it starts talking about 
‘heat’ [when I click on a question prompt]. 

5. Content was mostly complete, with a few exceptions. 
Participant 5: As you continued to ‘want to know more 
about it’ I think you did get all the information. 
Participant 3: Is there something about not getting live 
virus vaccines [while taking methotrexate]? One of your 
issues is going to be how are all the links set up, because 
they aren’t a single linear link, its lots of things that end 
up being a complicated Gordian knot.  

6. Individual responses were clear and consise, but a 
broader organization of the content was lacking. 
Participant 2: I think that’s simple, to the point, 
uncomplicated. 
Participant 3: You have things that follow each other 
that are totally unrelated…with a big long list, people 
read the first two or three things and then they get bored 
and miss stuff. 

7. Awkward wording occasionally made the information 
unclear. 
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Participant 5: ‘What does that describe?’ ... It’s a bit 
awkward. 

8. Accessibility issues to the JADE system.  
Participant 4: This is very much geared towards users 
that have the ability to be able to navigate it physically. 
Are there any parameters for folks who have limitations 
in terms of audio or visual? 

Discussion 

The results of the evaluation study show that the application of 
the AI-based argument theory method for delivering patient 
education dialogue was largely successful. The PEM content 
was fully integrated and formalized into the JO using the EMA 
and domain experts found the resulting dialogue content to have 
utility, outside of a few exceptions. The reasons for the few 
irrelevant, incomplete, and difficult to understand responses 
found during the evaluation are discussed here. 
The majority of irrelevant or incomplete responses were due to 
gaps in the existing PEM. The remainder were caused by two 
issues with how the thematic coding and chaining between 
arguments were represented in the JO. First there was no 
representation in the JO of the causation of a side effect by a 
drug opposed to merely appearing in the same argument as the 
drug. Second, the sameAs property caused the reasoner to 
conflate the themes from two chained arguments, which should 
be separate, leading to irrelevant elements being selected during 
information seeking dialogue. Future work will address this by 
using alternate methods of representation. 
The 6th theme of the evaluation shows the limits of the EMA, 
which does not contain constructs to model knowledge beyond 
the level of individual arguments. Thus, while the EMA and 
thematic coding have successfully represented a large portion 
of the knowledge contained in the PEM, another layer of 
representation is required. The relative importance and overall 
subject of each argument need to be modelled to organize the 
elements, relative to each other, in the system’s responses. 
Future work will identify such a model and implement it. 
We believe the remaining issues highlighted in the evaluation 
study, i.e awkward wording, accessibility issues, and credible 
presentation, can be best addressed in co-design with JIA 
stakeholders. Future work will therefore seek to engage 
families of children with JIA and their healthcare providers. 

Limitations 

The participants recruited for the evaluation study were from a 
single site and while their familiarity with the PEM used in the 
system was beneficial to the study it potentially limits the 
breadth of viewpoints a broader inclusion strategy could have 
offered. Similarly, the analysis of the results was performed by 
a single coder which increases the potential for bias. 
While the methods used in this work are generalizable to patient 
education for other conditions, the substantial time and 
knowledge required, limits their applicability. The coder(s) 
must have a good working knowledge of the EMA as well as 
grounded theory for the thematic coding. They must also 
understand the condition described by the PEM and be able to 
represent the resulting codes in an ontology. The time needed 
to do this is an additional barrier to these methods being used. 

Conclusions 

This work describes a novel method of using a model of 
argument to create a patient education dialogue system for 
healthcare users. The evaluation of the JADE system showed 
that it provided responses that were mostly relevant, 

understandable, and complete, thus demonstrating its potential 
to address some of the current gaps in patient education 
experienced by families of children with JIA. 
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Abstract 

The purpose of this study is to describe the effect of education 

in professional boundaries on the use and management of 

social media by using quantitative survey methods to ask “What 

are the social networking behaviours of student nurses 

following education in professional boundaries?  

Findings from this research indicate that student nurses are 

active SNS users, primarily for personal engagement. 

Facebook is overwhelmingly the most popular SNS, with 

snapchat and Instagram also commonly used. While students 

primarily used SNS for personal reasons, many reported SNS 

use for educational / professional purposes as well, including 

to discuss academic related topics. Most students responded 

that they were aware of privacy settings on SNS, however there 

is a discrepancy between awareness of privacy settings and the 

number of students implementing the privacy features.  

Keywords:  

Privacy, Professionalism 

Introduction 

Social network sites (SNS) are a form of social media that allow 

immediate, real-time interaction, utilising Web 2.0 applications 

to create, share, and interact with, information. In New Zealand, 

two-thirds of Internet users engage in regular social network 

use including sites such as Facebook, Twitter, blogs and forums 

[1]. SNS have become a common form of communication and 

interaction in our personal and professional lives [2,3]. Nurses 

too, are increasingly using SNS, both as part of their 

professional role, and in their private lives [4]. 

While there is increasing literature regarding student use of 

SNS, there is a little research that specifically examines 

students from the health professions despite the risk of 

breaching the privacy of those the health professionals care for 

[5]. Few studies involving health professionals (student or 

otherwise) discuss professionalism when using SNS. Content 

analysis of the SNS Facebook by Levati, [2] found differences 

in the use and access of SNS by United Kingdom and Italian 

nurses. However, both groups had posted personal information 

and potentially unprofessional information. Hall, Hanna & 

Huey [6] reported that despite awareness of privacy settings and 

requirements when using SNS, pharmacy students blurred the 

lines between personal and professional online behaviours. 

Similarly, student nurses in South Africa lacked understanding 

of the risk of posting personal content, many reporting having 

postings that potentially breached patient privacy [7].  

In New Zealand, nurses are educated within a Bachelor of 

Nursing or similar baccalaureate degree governed by the 

Nursing Council of New Zealand (NCNZ) under the Health 

Practitioners Competence Assurance Act 2003. It is the 

responsibility of educational institutions providing these 

programmes to ensure student nurses achieve competency to 

practice, including ethical, legal and professional competency.  

Although students do not fall directly under the jurisdiction of 

the nursing council, student nurses must comply with the 

standards of their educational institution and maintain the same 

professional conduct as a Registered Nurse. Nursing education 

needs to keep abreast of changes to develop graduate nurses 

who are confident and competent to practice within the 

healthcare environment. Educational institutions have a 

responsibility to ensure nursing students are aware of the risks 

of social network use and have strategies to ensure their on-line 

presence remains professional [8,9]. Currently there is no 

published research on the use of SNS by nurses or student 

nurses in the New Zealand context.  

In year one of a Bachelor of Nursing programme students 

complete a course on professional practice with the aim of 

introducing students to the “professional, ethical and legislative 

requirements of nursing practice”. The question that arises is 

whether students integrate this learning into their own use of 

social network; in simple terms, does theory integrate into 

practice?   

The central question asked by this study is “What are the social 

network site attitudes and behaviours of student nurses 

following education in professional boundaries”.  

The scope of this research is the self-reporting attitudes and 

behaviours of students nurses currently enrolled in a Bachelor 

of Nursing course. This research is not expected to measure the 

effectiveness of professional boundary education, but, rather 

investigate and describe student social network attitudes 

behaviour to the maintenance of professional boundaries online 

– have students have put theory into practice when using social 

network sites? 

Methods 

This research is a descriptive survey using quantitative methods 

to provide a snapshot of student nurse attitudes and behaviours 

regarding the use of SNS, ascertaining frequency and purpose 

as well as describing the measures taken by student nurses to 

maintain professionalism.  

The objective of this research is to investigate the use and 

management of social network sites by Bachelor of Nursing 

students, questioning how students use SNS, how they protect 

privacy on SNS, and, what their attitudes are to maintaining 

professionalism when engaging with SNS. Do students 

recognise the risks involved with social networking?  What 

measures do students take to protect their own information, and 
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the information of patients they care for, in order to maintain 

their professional boundaries?  

Ethics approval was granted by the Faculty of Business, 

Information Technology, and Creative Arts, Research 

Committee of Waiariki Institute of Technology (now Toi 

Ohomai Institute of Technology). 

Sampling 

The target population was Bachelor of Nursing students at one 

tertiary institute who had successfully completed a course in 

professional boundaries. A face to face information session for 

potential participants was followed up by an email outlining the 

research project as their rights as a research participant. 

Interested participants were emailed a link to the online survey 

giving assurance of confidentiality, informed consent, and 

voluntary participation. Consent was gained by participants 

agreeing (consent) online prior to the survey commencing. 

Subsequently eligible students were sent an email with an 

individual participant web-link directing them to the survey. 

Students were emailed a reminder at one week and before the 

survey closed using their online learning platform. Once the 

survey had closed, results were exported from Survey Monkey 

and prepared for importing into statistical processing software.  

  

Data collection 

 

Data were collected by way of an online self-reporting 

questionnaire using the web-based format of ‘Survey Monkey’, 

(http://www.surveymonkey.com), adapted from that of Hall, 

Hanna and Huey [6]. The adapted questionnaire was reviewed 

for face validity by two senior colleagues and content validity 

by an experienced researcher from another institution. 

Participants were asked to self-report behaviors and attitudes 

when engaging with SNS.  

Participants were asked to self-report behaviors and attitudes 

when engaging with SNS. The questionnaire is presented in 

four sections. 

• Use of social networking 

• Online profile and privacy 

• Professionalism and social networking 

• Demographics  

The questionnaire asked a series of closed - ended questions 

answered by yes or no, or, questions to determine responses 

using a Likert scale ranging from strongly agree to strongly 

disagree.  

Due to the population (BN students within one specific 

program), no gender or ethnicity data was collected as this 

information could potentially identify participants. The only 

demographic data collected was age group <25years or > 

25years. This age selection relates to the concept of digital 

natives (<25 years age) who have grown up with online 

technology and digital immigrants (>25 years age) who have 

had to adapt to the technology [10]  

Once the survey had closed, results were exported from Survey 

Monkey and prepared for importing into statistical processing 

software. 

 

Data analysis 

Responses were coded and entered into IBM’s Statistical 

Package for Social Sciences (SPSS) version 24. Data were 

analyzed using descriptive and inferential statistics providing a 

description of student nurse behaviours and attitudes when 

using SNS. Based on the preliminary analyses, it was 

determined that the research data was primarily categorical and 

ordinal in nature and non-normally distributed therefore 

relationships between use, privacy and professionalism were 

identified using non - parametric tests. An a priori level of less 

than .05 (p<.05) was set as significant. Missing data were not 

estimated or used in analyses.  

Results 

228 year one and year two Bachelor of Nursing students were 

invited to participate in an online survey via an email link to the 

Survey Monkey website. 102 valid responses were received.  

Table 1: Sample population / respondents 

Age 

Group 

Total 

Population  

Respondents 

(valid) 

% valid 

respondents 

to 

population 

18-25 112 47 42% 

26+ 116 55 48% 

Total 228 102  45% 

 

“How do student nurses use SNS?”  

Respondents were asked to select which SNS sites they use. 

Over 90% reported using Facebook with Snapchat and 

Instagram being the next most common SNS’ reported (Figure 

1). ‘Other’ included sites such as Youtube (n=4), Tumblr (n=1), 

and WhatsApp (n=1).  

 

Figure 1: SNS accessed by students 

Almost half of the students (49.5%) used three or more SNS 

while over 70% of students spent between 0.5 – 2 hrs accessing 

SNS daily. Students access SNS primarily for personal reasons 

(94.5%), with over half of the respondents reporting that they 

use SNS for both personal and education purposes (53.5%).  

 

Students reinforced their use of SNS for educational purposes 

with 65.7% strongly agreeing or agreeing to the question to the 

questions that they “I have used social network sites to discuss 

academic related problems”. However, just under one fifth of 

students (19.1%) disagreed with this statement. Most students 
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(92.9%) strongly agreed or agreed that they had “been made 

sufficiently aware of the professional behaviour that is expected 

of me when using social network sites”. 

 

The relationship between number of SNS used and purpose for 

using SNS showed there was a small positive relationship 

between the two variables with the higher the number of SNS 

used, the higher the number of reasons for using SNS, rho = 

.226, n = 99, p < .05. This relationship was stronger in the 18-

25 year age group rho = .311, n = 45, p <.05.  

 

A Mann-Whitney U Test was used to test for difference 

between the two age groups (18-25, 26+) and responses to the 

statement “I have used social network sites to discuss 

academic-related problems”.  A significant difference was 

found ranking the 18-25 year age group (Md = 1, n = 45) higher 

than the 26+ age group (Md = 1, n = 54), U = 965000, z = -2.09, 

p = .04, r = .21. indicating the 18-25 age group are more likely 

to use SNS for academic discussion. 

“Do students protect privacy when using SNS?” 

The first two questions in this section referred to student 

awareness and use of SNS privacy settings. Although most 

students were “aware of the privacy features available on 

social network sites limiting the amount of information 

available to the public”, only three quarters (76.8%) of students 

reported using these privacy features (Figure 2). 

 

Figure 2: Awareness & use of privacy settings 

Over half of the respondents reported that they agreed with the 

statement “The profile and activity I present on social network 

sites websites is an accurate representation of my character”, 

however, less that one quarter ‘strongly agreed’ (22.2%), and 

over a quarter neither agreed or disagreed with the statement 

When asked about the concern “that others could post 

information or photos” students had a varied response. Just 

over half agreed (40.4%) or strongly agreed (13.1%) that this 

concerned them; a further 27.3% neither agreed nor disagreed 

When asked whether it was “acceptable to publish whatever I 

like” if privacy settings were in place, again the response was 

varied, 69.7%  reporting they ‘disagree’ or ‘Strongly disagree” 

with the statement, and 30.2% of respondents selecting ‘neither 

agree nor disagree’ or ‘agree’. 

There was also a relationship between the use of SNS privacy 

settings and the unacceptability of publishing “whatever I like 

on social network sites”. The relationship is weak but suggests 

awareness of maintaining privacy when publishing on SNS, rho 

= .235, n = 99, p < .05. 

There was no significant difference between age groups and 

awareness of privacy settings. Similarly, there was no 

significant association between age group and use of privacy 

settings, χ
2 

(1, n=99) – 0, p = 1.0, phi =0.22 

Do students maintain professional boundaries when using 

SNS? 

 

The final section of the questionnaire asked questions about 

students’ attitudes to professionalism when using SNS (Table 

2). Most students (79.8%), ‘agreed’ or ‘strongly agreed’ that 

they maintain the same professional standards whether using 

SNS or on clinical placements and 96% of students took 

responsibility for all information they have posted on SNS 

including comments. 

 

Table 2: Responsibility for own postings 

Strongly agree 67.7% 

Agree 28.3% 

Neither agree nor disagree 2% 

Disagree 2% 

 

A portion of students reported having posted information they 

would not want either academic staff or an employer to see 

(Figure 3). 

 

Figure 3: Information posted seen by academic staff / 

employer 

When asked whether it was fair that employers use information 

from social network sites there was no clear response given, 

similarly, responses were mixed for the question about whether 

students were concerned that their professionalism could be 

judged by their SNS use (Table 3). Just over 50% of 

respondents reported that viewing of the SNS activities of 

student nurses by the public could affect their reputation.  When 

qualified or seeking employment 69.7% of respondents said 

when they would not change SNS behaviours, while 30.3% 

stated they would change their SNS behaviour when qualified.  

Table 3: Judging professionalism by SNS use 

Strongly agree 9.1% 

Agree 41.4% 

Neither agree nor disagree 23.2% 

Disagree 23.2% 

Strongly disagree 3.0% 

The majority of respondents (94%) ‘Disagreed’ or ‘Strongly 

disagreed’ that it was acceptable to comment about patients.  

While it is encouraging that there was a clear understanding of 

the importance of respecting patient privacy, it is a concern that 

this question was not answered with 100% disaffirmation. 

����

����

0
20
40
60
80

100

Privacy settings

Awareness Use

0%
5%

10%
15%
20%
25%

I would not want
academic staff to see

I would not want an
employer to see

% Respondents

R. Sadd / Student Nurse Attitudes and Behaviours when Using Social Network Sites1344



Kruskal -Wallis Tests did not reveal any significant difference 

in either total privacy or profile (composite variable), or total 

professionalism (composite variable) across the different 

number of SNS used by students (p<0.5). 

Discussion 

There are approximately 48000 Registered Nurses in New 

Zealand [10], but no detail on when, if, or how, they engage 

with social network sites. Nurses hold a privileged position 

where patients may share personal information and insights into 

a patient’s life. Nurses are often privy to very personal and 

sometimes delicate information; therefore have a legal, and 

ethical, responsibility to protect this information and maintain 

patient privacy [11].  Inappropriate on-line behaviour by nurses 

can result in damage to their relationships with patients, 

colleagues and the profession as a whole. Registered Nurses’ 

use of SNS has the potential to breach professional boundaries, 

breach privacy and damage trust the public have in the nursing 

profession.  

The aim of this study was to determine if student nurses 

maintain professional boundaries when engaging on social 

network sites. While the overall response rate to the online 

questionnaire was only 45%, the respondent age groups were 

similar to that of the student nurse population. It is possible that 

potential participants who did not use SNS most likely did not 

respond, therefore the analysis of SNS use focused on “how” 

and “what” SNS do students use. 

Findings indicated that students are active SNS users, primarily 

for personal engagement, in line with other studies [6,12].  

Facebook is overwhelmingly the most popular SNS, reflecting 

general population trends [13]. Student nurses of both age 

groups in the study, (digital natives, 18-25 year age group, and 

digital immigrants, 26+ age group) are engaging with SNS, 

primarily Facebook, with snapchat and Instagram also 

commonly used.  

The similarity in use for the two age groups in the study reflect 

StrauB and Nentwich’s [14] assertion that SNS has become 

relevant to all ages. While students primarily used SNS for 

personal reasons, many reported SNS use for educational / 

professional purposes as well, including to discuss academic 

related topics. Hall et al. [6] identified a pattern of increasing 

use of SNS for academic purpose as students entered 

professional study. It is possible that students who use SNS for 

education and personal reasons, use multiple SNS sites for 

different purposes, although the digital natives in the study are 

more likely to use SNS for academic purposes. Having grown 

up with online technology, may predispose the digital natives 

to see SNS as an immediate source of assistance. 

Most students responded that they were aware of privacy 

settings on SNS, however there is a discrepancy between 

awareness of privacy settings and the number of students 

implementing the privacy features despite strong 

recommendations in professional nursing guidelines [9]. This is 

in contrast to findings by Hall et al., [6], and Kitsis et al. [12] 

which reported high levels of privacy setting by health 

profession students.  

Students in the study appear to be aware of how they may be 

judged by their online profile. Despite this, while not evident in 

this research it is possible that students who did do not use 

privacy settings are more likely to have inappropriate postings 

viewed by others, especially as some students reported concern 

about what others may post about them.  

SNS such as snapchat and Instagram (the second and third most 

popular SNS used by respondents) are mainly used to share 

images and photos, a format which can inadvertently expose 

identifiable information by capturing an organisation or 

emblem in an image, or people in the background of a photo. 

Students who do not utilise privacy settings may feel their 

privacy settings are sufficient to protect them, avoid photos or 

have friends and acquaintances who rarely use post on SNS. 

Some of the most common posts which portray nurses in 

potentially unprofessional situations are photos [2]. 

Professional boundaries need to be maintained not just when 

dealing with patients or clients. Dual relationships can also 

develop between a nurse and colleague, employer or other 

health professionals. Blurring of boundaries results when 

information gleaned from the professional environment is 

brought into the personal environment such as discussing the 

workplace in a social setting. This is exacerbated when in the 

online SNS setting as information is more able to be 

inadvertently shared, or, misinterpreted. 

The image portrayed by nurses on SNS has an impact on the 

image of the nursing profession as a whole [16]. Over half of 

the students in the study reported general concerns with how 

the nursing profession reputation would be portrayed if student 

nurse SNS were viewed by public, yet the majority of student 

nurses in the study took responsibility for content on their SNS 

and reported maintaining the same professional standards 

whether on SNS or on a clinical placement suggesting 

understanding of the importance of professional behaviour. 

Some students reported they would change their SNS behaviour 

when becoming qualified (registered), questioning whether 

students consider themselves as part of the nursing profession 

while completing their qualification. 

Students reported understanding of the importance of 

maintaining privacy and professional behaviours, yet response 

were varied when considering how others may view their SNS 

use, possibly relating to the ethical aspects of others viewing an 

individual’s  SNS. Whether it be a potential employer viewing 

an applicant’s SNS or someone judging a nurse’s 

professionalism based on their personal SNS postings, answers 

could be reflective of whether it is right to use SNS in this way 

rather than reflective of students postings. 

From this research, and other previous research, it is unclear 

whether students do understand the importance of protecting 

their personal persona on SNS for today and for the future? 

Similar findings from the United Kingdom concluded that 

while nurses are aware of the risks of SNS use, a significant 

number only partially protected their privacy online [2]. Kitsis 

et al. [12] acknowledges that medical students can struggle to 

develop a professional identity separate from their personal 

persona online, while Hall et al. [6] and Nyangeni et al. [7] 

reinforce the need for ongoing education in professional 

behaviour. Findings from this research indicate that student 

nurses who have completed education in professional 

boundaries in the first year of their degree are aware of privacy 

and the need for care when posting on SNS, but it cannot 

conclude that student do indeed maintain boundaries without 

further research. 

Limitations 

Limitations to the research findings result from the small 

sample size and self-reporting format used for the survey. Non-

response bias cannot be eliminated, however the proportion of 

respondents did reflect the population makeup. A written 

questionnaire format may have delivered more responses, but 

could also have pressured potential participants to take part. 
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Findings could be further explored through a larger study, by 

interview or by analysis of actual SNS sites in the future. 

Findings may not offer a specific revelation, but provide a 

description of student nurse attitudes and behaviours when 

using SNS within the New Zealand context.  

Conclusion 

The Nursing Council of New Zealand (NCNZ) have 

demonstrated the importance of nurses maintaining their 

professionalism when online through the Code of Conduct and 

guidelines for social media [11,15]. Despite guidelines from 

NCNZ, and education in the first year of the Bachelor of 

Nursing degree, organisational policies are required to set 

standards of acceptable online behaviour when engaging with 

SNS. Education must be ongoing throughout the degree, not 

only in the regard to use of SNS, but in all areas where there is 

blurring of the personal and professional boundaries of student 

nurses and the potential to breach professional conduct.  

With a respondent’s rate of 45% for this research, it is not 

possible to make conclusions about the wider student nurse 

population. However, data from the general population and 

from other studies reporting health professional student use of 

SNS suggest it is likely that the majority of students are 

engaging with SNS. 

While we know what SNS sites student nurses are using, little 

is known about the type of content being posted. If students are 

using SNS more frequently for educational purposes, what type 

of academic questions are being asked, and where is the 

information coming from.  Content analysis of SNS used by 

student nurses would validate the self-reported findings and 

perhaps help explain what nurses consider as acceptable 

postings on SNS, which would build on this study in an attempt 

to answer many of the questions raised by the research findings. 
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Abstract 

The goal of this study was to illustrate the translation of our 

extant eHealth intervention (VIP) into an mHealth app for 

persons living with HIV (PLWH) with HIV-Associated non-

AIDS (HANA) conditions, a new clinical problem. We 

integrated different quantitative and qualitative methodologies 

from different disciplines to accomplish the task of adapting an 

eHealth system for a new set of clinical problems. Building off 

of our past development of the VIP website, we used a multi-

modal, iterative user-centered design process to develop the 

VIP-HANA app. Our process was used to better understand the 

needs of a national sample of PLWH recruited online. Findings 

from the usability evaluation demonstrate a potentially useful 

and easy to use app. Integration of multi-modal methodologies 

from different fields to accomplish the tasks of adaptation and 

evaluation of a mobile app is an appealing, rigorous and useful 

approach.  

 

Keywords:  

HIV, Mobile Applications, Symptoms 

Introduction 

Psychological theories often provide the guiding framework for 

eHealth interventions, yet the actual development process often 

relies on developer clairvoyance and the serendipity of the 

researcher in successfully communicating his/her goals to the 

software developer. This oftentimes arbitrary process is less 

than scientific and not ideally suited for efficient, rigorous and 

reproducible intervention development. The instantiation of 

behavioral health interventions delivered via technology and 

the expanded need for translating eHealth tools to a new clinical 

problem are the impetus for clearly outlining the development 

process of consumer health informatics tools. The goal of this 

paper is to illustrate the integration of multi-modal 

methodologies for adapting an extant intervention for new or 

growing clinical problems. Our multi-modal iterative 

development process was comprised of an online web-based 

survey, expert review, software development, and usability 

evaluation with experts and end users. 

Background 

HIV has evolved from an acute to a chronic illness largely due 

to advances in antiretroviral therapy (ART) [1]. As a result, 

persons living with HIV (PLWH) are living longer and about 

50% of PLWH in the US are currently over 50 years old [2]. As 

PLWH age,they are developing chronic illnesses and co-morbid 

conditions at a younger age than individuals who are HIV 

negative [3, 4]. Fifty to sixty percent of deaths in PLWH occur 

from HIV associated non-AIDS (HANA) conditions (e.g., 

cardiovascular disease, liver disease, diabetes, and asthma) and 

people suffering from these conditions are more likely to be 

affected by adverse symptoms [5]. An individual's ability to 

identify and self-manage symptoms of HIV has been shown to 

improve patient outcomes and quality of life [6-8].. 

Consequently, a team of researchers at UCSF School of 

Nursing developed a paper-based symptom management 

manual with self-care strategies for 21 common HIV/AIDS 

symptoms. The efficacy of this manual for improving 

symptoms was established in a 775-person randomized clinical 

trial (RCT) over three months at 12 sites [9]. 

To enhance uptake of these strategies by PLWH, we developed 

and pilot-tested the Video Information Provider (VIP), a web 

application (app) that delivered HIV-related symptom self-care 

strategies for PLWH (P30NR010677-03S1). Results from our 

3-month pilot study (N=42) overwhelmingly demonstrated the 

feasibility of the system. Participants reported a decrease in 

HIV-related symptom frequency and intensity after using the 

VIP system for 12 weeks [10]. However, the UCSF symptom 

management manual and VIP were not developed for managing 

symptoms related to HANA conditions. Little is known about 

the symptom experience or self-care strategies used by PLWH 

with HANA conditions. Based on the existing evidence and our 

previous work, we sought to adapt the VIP system to include 

tailored self-care strategies to ameliorate HANA condition-

related symptoms. Strategies are tailored based on the 

following characteristics: symptom, sex, race/ethnicity and 

HANA condition. Following our identification of the most 

useful self-care strategies for PLWH with HANA conditions, 

we sought to incorporate these strategies into a user-centered 

consumer health informatics app (VIP-HANA) to improve 

health outcomes.  

Anonymous Online Survey 

Methods 

To assess the frequency and severity of HANA symptoms, we 

distributed an anonymous online survey. Details on the 

methods and findings for the online survey have been published 

elsewhere [11]. In short, we posted banner advertisements on 

CraigsList, POZ.com, BGCLive.com, and Facebook.com to 
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recruit 769 PLWH living in the US to participate. Those who 

clicked on the banner ad were directed to a study landing page 

hosted by Qualtrics software that allowed them to complete a 

screener to determine if they qualified for study participation. 

Inclusion criteria included: a) 18 years or older, b) having a HIV 

diagnosis, c) current US residence, d) a diagnosis of one of the 

following HANA conditions: arthritis, asthma, cardiovascular 

disease, chronic obstructive pulmonary disease (COPD), 

diabetes, liver disease, osteoporosis and renal failure, e) not 

being pregnant or breastfeeding, f) able to read and understand 

Spanish or English, and g) having at least one of 28 HANA 

symptoms. Those who qualified completed the consent form 

through a clickable link preceding the Qualtrics survey.  

The survey assessed the frequency and bothersomeness of 28 

symptoms: 1) anxiety, 2) change in appetite, 3) clumsiness, 

difficulty with balance, 4) difficulty concentrating, 5) 

constipation, gas, bloating, 6) cough, 7) depression, 8) 

decreased sex drive, 9) diarrhea, 10) difficulty remembering, 

11) lightheadedness/ dizziness, 12) dry eyes, 13) thirst/ dry 

mouth, 14) difficulty falling asleep, 15) low energy/ fatigue, 16) 

fever, night sweats or chills, 17) heartburn, 18) problems 

achieving or maintaining an erection (males only), 19) muscle 

aches or pain, 20) neuropathy, 21) pain or discomfort during 

sex, 22) ringing in ears/ noise intolerance, 23) shortness of 

breath, 24) speech difficulties, 25) difficulty staying asleep, 26) 

difficulty with urination, 27) nausea/ vomiting, and 28) 

unplanned weight change. We included open-ended questions 

for participants to report self-care strategies used to ameliorate 

each symptom experienced, rate its degree of helpfulness and 

identify the information source for the strategy.  

Results 

Survey results yielded a total of 4,036 self-care strategies across 

the 28 symptoms. These survey findings provided additional 

information on the usefulness of each strategy as well as the 

information source for the strategy, which are reported 

elsewhere [11].  

Coding and Analysis of the Self-Care Strategies 

Methods 

We used multiple steps to rank self-care strategies (very 

helpful, only a little helpful, etc.) that could then be used to 

tailor recommendations based on individual characteristics 

(using branching logic) to be integrated into the app. A 

qualitative data analytic approach was used to code and 

organize the 4,036 self-care strategies obtained in the 

anonymous online surveys. Open-ended responses were 

categorized into an overall heading. For example, open-ended 

survey responses included “take a nap,” “rest,” “rest in the 

afternoon,” and these were all categorized as “take a nap.” We 

then removed the self-care strategies that were rated as only a 

little helpful or not helpful at all. We also had a group of expert 

clinicians, HIV researchers, and nurses review each of the 

strategies to ensure their safety and legality. The purpose of this 

work was to identify helpful self-care strategies for future use 

by PLWH with HANA conditions and therefore we did not 

include strategies which were not helpful, not clinically advised 

(e.g., do nothing for a depressed patient), or potentially harmful 

(e.g., using illegal substances or gambling).  

After consolidating initial codes of strategies on the basis of 

conceptual similarities and clinical significance, and after 

removing unhelpful, illegal and unsafe strategies, we had a final 

dataset of 728 self-care strategies. We then ranked the self-care 

strategies based on how frequently study participants rated the 

self-care strategy as being helpful and completing the review of 

all of the self-care strategies. Chi-square analysis was 

performed to test the association between the self-care 

strategies and each of the following dichotomized variables, 

which include race/ethnicity (white versus non-white), sex 

(male versus female), and status (Yes versus No) of each of the 

nine HANA conditions (Asthma, bronchitis, cardiovascular 

disease, COPD, diabetes, liver disease, osteoporosis, renal 

failure, and arthritis). Variables with p-value less than 0.05 

were considered to be significantly associated with the 

frequencies of self-care strategies. If there were more than one 

single significant variables, then a second-step Chi-square 

analysis ensued: we first split the data into each category of 

variable with the lowest p-value from the firsts-step Chi-square, 

and then further Chi-square analysis was performed between 

the remaining significant variables and self-care strategies. We 

then ranked the strategies from the highest to lowest frequency 

stratified by significant variables identified from each step of 

Chi-square analysis. We repeated the procedures for each 

symptom. For example, for the self-care strategies of decreased 

sex drive, we first identified sex and race as variables 

significantly associated with this strategy and sex had the 

lowest p-value. We then split the data into male and female and 

performed a second-step Chi-square analysis between race and 

self-care strategies of this symptom by male and female 

separately. Race was still significant for female participants, but 

not significant for male participants. Thus, we ranked the self-

care strategies of this symptom from the highest to lowest 

frequency by three separate groups: male, female white, and 

female non-white. Strategies were further categorized when 

relevant by sex, race and HANA condition. 

Results 

Branching logic was developed based on this analysis and 

provided the knowledge base for the delivery of the self-care 

strategies to users. Most symptoms had branching logic 

associated with sex, race and HANA condition. Speech 

difficulties and pain/ discomfort during sex were the only 

symptoms with no branching logic. All participants would 

receive the same ranking and listing of self-care strategies. All 

other symptoms were tailored by at least one of the three 

characteristics (sex, race, or HANA condition). Examples of the 

branching logic are illustrated in Table 1. 

Development of the VIP-HANA system 

Methods 

Once the self-care strategies were finalized, we used Powtoons 

software to create animated videos (see sample screenshot of 

video in Figure 1) to illustrate each strategy which would later 

be integrated into the self-care strategy database. Ruby on Rails, 

an open source software framework that provides standardized 

structures for building was used to develop the web-app.  

Results 

The final VIP-HANA app included the following components: 

(1) a user profile which collects information at baseline on sex, 

race, and HANA condition of the user (Figure 2a), (2) reminder 

system to use the app weekly, (3) weekly symptom assessment 

(Figure 2c), (4) avatar selection (Figure 2d), (5) an overview 

report of the recommended strategies (Figure 2e), (6) symptom 

reports (figure 2f) and (7) a back-end database that provides 

tailored strategies based on the user profile and their symptom 

assessment. Videos were hosted on Vimeo software and 

participants received a video illustrating the self-care strategy 

every time they used the app and reported a symptom. 
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Figure 1. Self-Care Strategy Animated Video 

Usability Evaluation of the VIP-HANA system 

Methods 

The final component of our development process was a 

laboratory usability evaluation with experts in human computer 

interaction and PLWH with at least 1 HANA condition. Full 

details of the usability evaluation are published elsewhere [12]. 

In brief, participants were provided with a Beta version of the 

app and asked to use the app to complete a use-case scenario 

created by the research team. Participants were asked to think  

 

aloud as they used the app and Morae screen capture software 

was used to record the session.  

Results 

Informatics experts (N=5) and end-users (N=20) rated the VIP-

HANA app as a highly usable system. Yet they did make useful 

recommendations which we incorporated into the system as 

part of the app development and prior to our trial. End-users had 

difficulty completing advanced app functions, such as changing 

their avatar, emailing symptom reports, setting weekly 

reminders and enlarging videos. Experts and end-users agreed 

that the app needed to provide more instructions. Experts 

suggested that this be accomplished through a help button and 

end-users recommended including in-app instructions with 

straightforward and simple language. End-users also wanted to 

see features in big, bright, and bold text with a clear font. 

VIP-HANA Trial 

Following the implementation of the recommended changes 

from the usability testing, the software development company 

updated the app in preparation for a systematic evaluation. 

Currently, we are conducting a randomized trial with 100 

PLWH with HANA conditions living in New York City. The 

goal of the trial will be to examine the effect of the VIP-HANA 

app on symptom burden, quality of life and frailty over a 6-

month period (NCT03182738). 

Table 1. Sample Self-Care Strategies for Anxiety, Sleep and Sex Drive Symptoms Tailored by HANA Condition, Sex, and Race 

Top 3 Ranked Self-Care Strategies for Symptoms of Anxiety tailored by HANA conditions 

HANA 

Condition Ranking 

Self-Care strategy 

Arthritis 

1 Try breathing exercises to help with anxiety. An example would be taking a deep inhaled breath into your belly.

2 Try relaxation or stress-reducing activities, such as meditation, personal “quiet time,” or prayer. 

3 Try spending some time alone in a relaxed and calm environment. 

No  

Arthritis 

  

1 Try relaxation or stress-reducing activities, such as meditation, personal “quiet time,” or prayer. 

2 Try to prioritize more sleep if possible. A good night's sleep is important. 

3 Try to live an active lifestyle and stay busy. Physical activity has been shown to reduce anxiety. 

Top 3 Ranked Self-Care Strategies for Symptoms of Difficulty Staying Asleep tailored by HANA conditions  

HANA 

Condition Ranking 

Self-Care strategy 

Renal 

Failure  

1 Try making time for activities that you personally enjoy. 

2 Don’t give up and keep trying different strategies to help you stay asleep. 

3 Some people who have dealt with this have found that taking time to wait while staying calm.

No Renal 

Failure  

1 Try a sleeping aid if you are having trouble falling or staying asleep. 

2 Try to practice good sleep hygiene and relaxation techniques to improve your quality of sleep.  

3 Try making time for activities that you personally enjoy. 

Top 3 Ranked Self- Care Strategies for Decreased Sex Drive Tailored by Sex and Race 

Sex/ Race Ranking Self-Care strategy 

Female/ 

White 

1 

Try adding more physical activity to your life. Physical activity can increase blood flow and can help increase 

your sex drive.

2 

Have an open and honest conversation with your partner about your symptoms and talk about strategies you 

can use together. 

3 
Don’t give up and keep trying different strategies that may help you increase your sex drive. 

Female/ 

non- 

white 

 

1 Some people who have dealt with this have found that taking time to wait or sleeping can help.

2 

Try having sex when you are in different moods. Some people find sex more enjoyable after they've argued, 

while others find this more distracting.

3 Try adding more physical activity to your life. Physical activity can increase blood flow. 

Male 

 

1 
Try using porn to increase your sex drive and increase your sexual desire. 

2 
Some people who have dealt with this have found that taking time to wait or sleeping can help. 

3 
Try masturbating more often, which can boost your sex drive. 
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 Discussion 

This study demonstrated the ability to successfully translate our 

extant eHealth intervention for a growing clinical problem, 

HANA conditions. We incorporated quantitative and 

qualitative methods to better understand the needs of our target 

population and then successfully integrated these findings into 

our VIP eHealth platform, conducted usability testing and then 

conducted an RCT. Notably, our study population of PLWH 

with HANA conditions have unmet needs and we had the 

opportunity to advance our VIP intervention for a new set of 

users. With the proliferation of eHealth interventions, the aging 

of the US population and the reduction of healthcare services, 

there will likely be an increasing need for this translating and 

adapting eHealth interventions. Our study population is unique 

in that they are comprised of PLWH who are predominately 

low-income racial ethnic minorities, suffer from a chronic 

illness and also an infectious disease. Given the high needs of 

our study population in terms of social, physical and 

psychological support and their low socioeconomic status, 

development of informatics tools that can be used in these 

persons’ everyday settings have the potential to dramatically 

improve clinical outcomes and quality of life, while also 

providing savings to our over-burdened healthcare system. 

Building on our past approaches to developing mobile 

technology using end-user feedback and an iterative approach 

[13-16], this paper presents the integration of innovative 

methods for the creation of consumer health informatics tools. 

Notably, our approach included a large national US survey, 

clinican and expert review of the content, translation of survey 

data into a database which is the knowledge system of a patient-

facing tool and a rigorous usability evaluation. Moreover, our 

study methods paid close attention to the needs of our study 

population by developing videos to maintain consumer 

engagement in the app.  

Further, development of consumer health informatics tools can 

be complicated because of the need to integrate patient 

preferences, user-centered design principles, the limitations of 

software tools and the safety and potential efficacy from 

clinician experts. Given the complex integration of sources, 

there is a strong need for the development and dissemination of 

iterative development processes which integrate multiple 

stakeholders and result in usable and useful health information 

technology [17]. Finally, this paper illustrates the development 

of a practical and useful tool with immediate application that 

enables improvement in population-level quality of life. There 

is promising potential for integration of these tools to wider 

popular platforms.  

Conclusions 

This paper illustrates the development of a consumer health 

informatics app for ameliorating symptoms in PLWH with 

HANA conditions. We successfully completed a multi-modal 

development process incorporating the critical elements of 

user-centered design to build our app. Findings from the 

usability evaluation demonstrate a potentially useful and easy 

to use app. Integration of different quantitative and qualitative 

methods from different disciplines to accomplish the task of 

adaptation and evaluation of a mobile app is an appealing, 

rigorous and useful approach. 
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Abstract 

Health organizations aim to identify patients with high fall risk 

in the different attention scenarios in order to provide safety 

and quality care. In order to address this issue, we designed an 

assessment tool that surveys fall risk through three questions in 

self-service terminals in the outpatient setting. Our objectives in 

this article are to describe the implementation process. A cross 

sectional design was used for the pilot (between October and 

November 2018). The issued tickets rate with high fall risk 

(defined as ⅔ positive responses) was 34.3%. Some adjustments 

needed to be done because some patients did not have true risk 

criteria due to self-report. We conclude that this tool will allow 

quicker identification of patients with true high risk. Effective 

prevention strategies will be necessary to improve safety after 

risk fall identification. 

 

Keywords:  

Information systems; Risk assessment; Self-management,  

Introduction 

Health professionals and decision makers in health 

organizations are aware of the need to provide quality and safe 

care. Patient safety is usually an institutional policy and is 

considered part of healthcare quality. Unwanted side effects in 

healthcare represent a considerable cause of morbidity and 

mortality in health systems.  

The American Geriatrics Society and the British Geriatrics 

Society have published a clinical practice guideline on 

detection, evaluation and management of fall risk where it is 

recommended to annually evaluate all adults over 65 years of 

fall risk. This test involves asking patients if they have fallen 

two or more times in the past year, received medical attention 

for a fall, or experienced unsteadiness or loss of balance when 

standing or walking. It has been shown that patients who 

respond positively to any of these questions have an increased 

risk of falls and should receive an additional evaluation [1]. 

Patient assessment and identification of characteristics that  

can increase the probability of falls are fundamental for 

planning effective prevention strategies [2]. Using a specific 

tool to identify patients with greater susceptibility to fall can 

assist in preventing injuries [3]. There are investigations  

related to falls in different areas [4,5], which have provided 

insights into fall incidence related to the ambulatory  

care setting and evaluation of fall risk through validated 

instruments [6].  

Nurses in primary care use the Morse scale for assessing the 

risk of falling but may not be transferrable to an outpatient  

 

 

setting. For that, evidence-based tools that define the risk of 

falls in non-hospitalized patients are promising [7].  

If the fall rates are not reduced in an immediate future, it is 

projected that the number of injuries caused by falls will double 

by 2030 [8]. In our institution fall risk prevention for non-

hospitalized patients is part of the 6th objective of the Joint 

Commission International (JCI), warning that fall risk methods 

should be appropriate for patient, taking into account risk 

differences (diversity of populations: pregnant, post-surgical or 

elderly) [9].To date, we have found no reports related to falls in 

outpatient settings, or assessments of preventive fall 

interventions.  

The assessment of the Fall Risk Scale is normally performed at 

the time of the medical consultation or nursing intervention. 

However, there are no early identification of the risk until 

admission to the institution.  This does not ensure patients 

receive preventive intervention and are informed about safe 

practices for patients at fall risk. Thus, the objectives of our 

paper is to describe the design of an assessment tool for fall risk 

through self-service terminals in the outpatient setting and to 

report the results of use in the pilot test.  

Methods 

Setting 

Hospital Italiano de Buenos Aires (HIBA) is a non-profit 

organization with 165 years of history in Argentina. Its 

healthcare network includes a university hospital of high 

complexity that covers health care for outpatient, inpatients, 

emergencies, critical care, home care, chronic care and medical 

and surgical specialties. It has its own medical insurance service 

(health maintenance organization), with more than 160,000 

affiliates, and provides health services to 1,500,000 people with 

other health insurances. Annually, more than 45,000 patients are 

admitted to HIBA hospitals, and 45,000 surgical procedures and 

3,000,000 outpatient visits occur. Since 1998, the HIBA has its 

own health information system (in-house) that includes the 

management of clinical and administrative information. Its 

electronic health record (EHR) is an integrated, modular, 

problem-oriented and patient-centered system, used in the 

different clinical scenarios (ambulatory, hospitalization, 

emergency center and home care) [10,11]. 

Since 2009, self-service terminals have been implemented into 

the HIBA, and are currently distributed in all ambulatory care 

areas. It is a standing self-service touch screen cabinet (Fig 1), 

with multiple features, developed and manufactured in 

Argentina. The main features of this tool are: appointment 

scheduling, ticket printing, as well as data recording. The main 

function for the outpatient is self-reception when attending a  

 

 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190447

1352



scheduled appointment. It has a modern and ergonomic design, 

with great versatility and robustness.  The self-service terminals 

are recommended for high-concurrency spaces, to support 

smooth to flow of outpatients in our hospital.   

 

 

Figure 1:  Self-service Terminal 

 

Design 

In order to assess fall risk fall and identify of patients at risk in 

the ambulatory area, we decided to incorporate a new 

functionality in the pre-existing self-service terminal in the 

ambulatory area at the Hospital. We used a cross-sectional 

analysis to analyze and report the assessment tool use during the 

pilot test performed during the period between October 18 and 

November 7, 2018 at Hospital Italiano de Buenos Aires.  

Relative and absolute frequencies included were: 

• All patients with potential risk of falls (defined as those 

requiring priority attention by self-report: pregnant, 

reduced mobility and / or disability); 

• Rate of tickets issued (defined as those patients with 

high risk: at least 2 out of 3 affirmative responses);  

• Number of patients attended and intervened by  

nursing. 

 

Phase 1: Situation Diagnosis 

The 6th version of the JCI Manual recommends having a tool to 

identify risk of fall in the ambulatory area from the moment 

patients enter the institution, which allows them to be correctly 

identified and to establish a secure circuit. The scope is to detect 

patients at risk of falling, as well as identify risk factors. The 

educational intervention carried out by the nursing staff must be 

recorded in the EHR.   

Phase 2: Development of the Prototype 

This stage is based on the already implemented features  

design of the self-service terminals (see Figure 2), which 

includes the incorporation of the fall risk assessment.   

 

 

Figure 2: Self-service Terminal - Initial Screen  

Translation: Welcome to the self-service terminal. Which 

transaction do you wish to perform? Confirm I’m Present (I 

already have an appointment). Book an appointment. Register 

(It’s my first time at Hospital Italiano). Other tasks. 

 

In the prototype, three questions of assessment are aligned to 

the left and the possible answers (YES / NO) on the right side of 

the screen (See Figure 3). 

   

 

Figure 3: Self-service Terminal - Risk Fall Assessment Screen 

Translation: For your safety at Hospital Italiano it is important 

to know your falling risk. Have you fallen the last year? 

(Yes/No). Do you use any walking assistance, or have you been 

suggested to do so? (Yes/No). Are you afraid when walking? 

(Yes/No). 

 

Listed below the questions, is a ' CONTINUE' option that the 

patient should select and is disabled until the three questions 

mentioned above are answered. In order to ensure completeness 

of the scale, all three data fields are mandatory.  

For those patients with high risk (defined as two of three 

affirmative answers), a ticket is printed with the letter C as 

shown in Figure 4. 

 

 

Figure 4:  Emisión de ticket con Riesgo de caída.  

Translation: Please take your printed ticket and wait to be 

attended, thank you. 
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For the development of the software, we decided to build a web 

application. Java
TM

 language was used to program all the 

functionalities of the back-end, with HTML and JavaScript for 

the front-end. The final set of the application was deployed on 

web servers and accessed using a Chrome
TM

 browser installed 

in each self-service terminal, under Windows 7
TM

 or Windows 

10
TM

, configured to be used from a touch screen. Eventually the 

application will also be able to run under Linux
TM

 (Red Hat
TM

, 

Ubuntu
TM

, Debian
TM

, etc.). 

Phase 3: Implementation 

The pilot test of the printing ticket feature and process was 

implemented during the month of October. The care circuit for 

patients with potential risk fall was established. The 

administrative staff and nurses were involved in the process.   

The process begins with the printing of a ticket identify with the 

letter C (possible patient with risk fall detected), which is 

generated by answering affirmatively two of the questions, in 

the self-service terminal. Once the ticket has been issued, the 

patient waits for his call by the administrative staff, then the 

patient is identified with a green bracelet in the wrist and is 

oriented towards a safe place. The nursing staff is informed to 

locate the patient in a safe place. In addition, the nurse performs 

Morse scale assessment of falls risk, provides educational 

materia, and records the intervention in the EHR. 

Results 

Based on the prototype, the following modifications were  

made: the size of the letter was increased, and the color was 

improved and adapted to improve user experience of older 

adults. The necessary adjustments were made until arriving at 

the final version, which is currently being used in a pilot test 

(See Figure 5). 

 

 

Figure 5: Self-service Terminal - Risk Fall Assessment Screen 

Adapted from the Original Ddesign.  

Translation: For your safety at Hospital Italiano it is important 

to know your falling risk. Have you fallen the last year? 

(Yes/No). Do you use any walking assistance, or have you been 

suggested to do so? (Yes/No). Are you afraid when walking? 

(Yes/No). 

 

 

During the study period, there were a total of 1784 patients  

with potential risk of falls who responded to the assessment,  

of which the rate of issued tickets was 34.3% (95% CI 32.10-

36.56).Figure 6 shows the frequency distribution of patients  

that carried out the survey and the generation of ticket with  

fall risk according to the dates. The red line indicates  

completed surveys that did not generate a ticket, and the blue 

line indicates the surveys completed that resulted in generation 

of a ticket.  

 

Figure 6: Frequency Distribution of Patients who Completed 

the Survey that Resulted in Generation of a Fall Risk Ticket  

 

The number of patients who received nursing care each day of 

the pilot is shown in Figure 7. 

 

Figure 7: Total Patients Attended by Nursing 

 

An important finding in the validation of patient conditions with 

potential falling risk was that many of them did not meet a true 

risk criterion. Table 1 shows the details of this findings. 

 

Table 1: Patients without True Criteria for Falling Risk 

Other reasons for 

consultation (not 

related to 

programmed 

ambulatory 

appointments)

● Registration application 

● Request for laboratory 

printing 

● Appointment scheduling  

● Others arrangements 

Technical failures in 

communication

● Patient who wanted priority 

attention 

Discussion 

The design of this tool aimed at assessing and detect patients 

who were at high fall risk within the outpatient setting, in  

order to plan effective prevention strategies. This process  

could improve the waiting conditions, adapt specific needs of 

high fall risk populations, improve patient safety, and 

potentially reduce the risk of falls within the institution.  

The rate of tickets issued was 34.3%, higher than expected,  

due to the logistics and necessary resources required for the 

implementation of effective prevention strategies, and the 

coordination of all the actors involved. However, this rate  

could be overestimated, given that patients reported untrue  

data, and thus further validation is required. We believe that  

the step of validation is important, because many patients 

reported having high risk to avoid the system waiting times, in 

order to be treated with priority. The process of self-report 

generates the need to validate the true positive cases of  
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patients with a high risk of falling, and in some cases the answer 

of the generated ticket.  

The full patient population may also not have been represented, 

as there were a small number of terminals in which the survey 

was implemented (not enough for the number of patients), 

connectivity issues (which sometimes prevented the use of the 

terminal), and difficulties with the touch screen.  

This is our first experience of implementing a technological tool 

to improve the quality and safety of patients in the outpatient 

setting. Although, it is a novel tool with great potential and in 

consistency with JCI priority lines, diffusion, institutional 

communication and training are needed. For this, it requires 

more communication and teamwork (security, administrative, 

nursing, among others). 

Furthermore, standard strategies for continuity of care are 

needed, focused on addressing the diversity of patients with 

potential risk fall, integrating all the necessary staff of the 

process with a single objective. At the same time, it highlights 

the importance of indicators. 

As future pending lines of work, we propose: re-design to 

overcome some of the aforementioned technical difficulties, 

improving usability and adapting new functionalities to the user 

needs (incorporation of patient identification through QR or 

through Personal Health Record).  

Conclusions  

The design of this tool will allow the rapid identification of 

patient with true positive high risk of fall in the outpatient 

setting, and effective prevention strategies will be necessary to 

guarantee a safe course of action for patients. This could 

support improving waiting conditions, adapting to the specific 

needs of the population at high risk, and potentially decreasing 

the risk of falls within the institution. 
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Abstract 

Although e-health is an area recognized as essential in the 

rapid development of healthcare systems in low resource 

contexts, many challenges prevent the emergence of an effective 

e-health ecosystem. Lack in capacity around health informatics 

is one of the main challenges. Based on a longitudinal case 

study gathering data pertaining to a master’s program in 

biomedical informatics in Sri Lanka designed for doctors, in 

this paper we demonstrate that creating ‘hybrid doctors’ may 

be the way forward. We illustrate how hybrid doctors 

conversant in healthcare and information and communication 

technology (ICT) are able to facilitate the creation of an e-

health ecosystem in a way that it would contribute significantly 

to the ICT driven healthcare reforms. Through this case study 

we  highlight the importance of multidisciplinarity, 

participatory design, strategic investments, learning that aligns 

with developmental needs, networking, gaining legitimacy and 

re-packaging perspectives on ‘health informatics capacity 

development’.  

Keywords:  

Health Information Systems; Education, Medical; Medical 

Informatics, 

Introduction 

Capacity development around health informatics remains a 

considerable challenge in low resource settings [1]. In the 

absence of adequate capacity, many countries lag in 

incorporating e-health solutions to elevate their healthcare 

systems and gain better health outcomes [2]. With the 

recognition that technology could be a main driver in achieving 

sustainable developmental goals in 2030 [3], identifying ways 

and means of incorporating technology in healthcare has gained 

considerable interest.  

Developing health informatics capacity among doctors or 

healthcare professionals has been a focus of attention for a 

considerable period [4]. The International Medical Informatics 

Association’s (IMIA) initiatives in developing programs to 

improve health informatics capacity among healthcare 

professionals have been well received. However, in low 

resource contexts, capacity development in health informatics 

remains in the hands of non-governmental organizations or 

local universities supported by donor agencies [2,5]. Although 

such programs have contributed to the development of local 

capacity in health informatics to various degree, there is limited 

evidence on the impact of these programs in the wider e-health 

ecosystem of a country.  

In 2008, the Postgraduate Institute of Medicine (PGIM), 

University of Colombo, Sri Lanka in collaboration with the 

Department of Informatics of the University of Oslo, Norway 

and the Health Informatics Society of Sri Lanka embarked on 

an ambitious program in the creation of ‘hybrid doctors’. 

Funded by the NORAD program for Master Studies (NOMA), 

the program aimed to develop health informatics capacity 

among doctors in Sri Lanka by developing, implementing and 

scaling up frugal health information systems without having to 

depend on imported health informatics expertise. Currently at 

ten years after implementation, the Master’s program in 

Biomedical Informatics in Sri Lanka at the PGIM has trained 

more than 150 medical doctors, and the e-health ecosystem in 

Sri Lanka  has been disrupted towards one of the most dynamic 

in the region. The program has not only generated capacity, but 

it has also had a high impact on national level health 

information systems, health informatics policy, innovations, 

networking, publications and South-South knowledge 

translation, and expertise sharing. We have been unable to find 

similar examples of programs in other low/middle income 

countries that have paved the way towards a standalone 

specialty in health informatics for doctors.  

In this paper, we summarize a decade of work around this 

capacity development initiative in health informatics in a 

systematic manner in view of identifying the key factors that 

contributed to the success of this program. We also discuss how 

the capacity development effort disrupted the e-health 

ecosystem in Sri Lanka, a low and middle income country, in a 

relatively short period of time. In doing so, we address one of 

the burning questions in health informatics, how to successfully 

innovate and sustain health information systems in low resource 

contexts.  

Methods 

Drawing from data gathered from 2008 to 2018, allowed us to 

observe the changes taking place within the e-health system that 

consisted of people, organizations and the environment. In line 

with Pettigrew’s illustration on longitudinal field research [6] 

and case study research as described by Yin [7], we adopted a 

longitudinal case study method. The authors of this paper have 

been involved in this project as principle investigators, project 

managers, researcher cum educators and as trainees. This has 

allowed different authors to bring in different perspectives in 

the interpretation of study data. Using multiple methods, which 

included semi-structured interviews, focus groups, document 

analysis, online discussion forums and e-mail communications; 

we gathered qualitative data pertaining to different yet 

seemingly overlapping phases of program evolution. Based on 

our understanding of key developments that took place since 

the inception of the master’s program, these phases were 

classified as 1) initiation 2) legitimation and institutionalization 

3) impact generation and 4) scaling and sustainability phases –
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Additional reports have been published on the evaluations of 

program outcomes as reported by students and the PGIM. 

Thematic analysis was conducted on the data, where all authors 

of this paper participated in collectively building themes 

emerging from the systematically coded data. This approach to 

data analysis enabled us to overcome the researcher bias that 

generally plagues information system research [8,9].  

Results 

In presenting the results, we will provide an overview of each 

of the phases in general, followed by presentation of the key 

themes that were developed.  

Initiation 

The initiation phase consisted of the first two years following 

signing the memorandum of understanding between the PGIM 

and the University of Oslo. This phase was highlighted by the 

creation of a multidisciplinary board comprising of academics 

and practitioners from various academic disciplines, the 

Ministry of Health (MoH), professional organizations such as 

the Health Informatics Society of Sri Lanka (HISSL) and the 

private sector. The Northern partner, the University of Oslo, 

provided technical support, but did hold a position on the board. 

The board had the power to decide how the program should be 

run in accordance with the university regulations in 

collaboration with the partners such as the MoH, other 

universities, professional organizations and private sector 

enterprises. The key tasks performed by the multidisciplinary 

board were to develop the curriculum, identifying the training 

strategy, create learning opportunities for the trainees, negotiate 

with the stakeholders on the implementation of the program and 

manage NORAD in the development and implementation of the 

master’s program.  

The initiation phase was characterized by a proactive effort 

towards facilitating multidisciplinarity and participatory 

design, largely through the creation of a multidisciplinary 

board. This phase was also characterized by the decisions made 

on strategic investments in training unit development, trainer 

training and network building, which contributed to the 

emergence of a conducive learning environment for teaching 

and learning. In particular, effective utilization of donor funds 

to student projects aimed at improving service delivery in 

various state health institutions . The health institutions in this 

case benefited in two ways. First, the student projects helped 

solve issues related to service delivery in a training unit. 

Second,  the fulfilment in establishing a basic infrastructure for 

these projects facilitated implementation and sustainment of 

these projects. Given that students were involved in frugal 

innovations and the scope of the master’s projects were limited, 

the cost incurred for each project was minimal. This enabled the 

board to support multiple projects across the health care system.  

Legitimizing and institutionalizing  

The legitimizing and institutionalizing phase of the program 

represented the first three to four years of the program where 

the first two batches of graduates became part of the MoH 

workforce as Medical Officers in Medical Informatics 

(MOMI). The creation of the post, a unique position for a 

medical officer within the health sector of a low resource 

context, was one of the key characteristics identified during this 

phase. The acceptance of the graduates of the program by the 

MoH as an integral part of its master-plan for e-health was 

another critical component during this phase. We identified that 

this recognition was gained through advocacy and 

demonstration of competency by the newly graduated doctors 

and champions of the program. In this phase, roles that were 

previously filled by experts from other fields (e.g. ICT, 

engineering) who limited healthcare background transitioned to 

being within the MoH and were replaced with the MOMIs. In 

addition, the data collected during this phase illustrated how 

placement of students cum doctors in various healthcare 

institutions and programs were solicited by the stakeholders for 

the master’s program. We identified the integration between the 

academic program and practice as an important theme during 

this phase. 

Other themes recognized during this phase included: South-

South collaborations between the program and the regional 

partners paving way towards sharing of expertise and 

knowledge regionally. At the same time, recognition of the 

qualification by the MoH as a means of promotion for the 

doctors generated renewed interest among potential candidates 

for the program. This essentially meant that all doctors who 

qualified this program would be funded by the MoH and would 

receive  full pay after two years. We found this to be a key 

contributor towards the sustainment of the program beyond the 

funding period from NOMA.  

Impact Generation 

The impact generation phase began in from the fourth year and 

continued to  the present. At the beginning of this phase some 

of the students’ projects started attracting the attention of the 

MoH as proposing potential systems that could be scaled island 

wide to facilitate national health information flow. This 

recognition was encouraged by placement of students in 

strategic locations where there was a need for health 

information system development or upgrading of existing 

systems. Additionally, adopting open source software tools 

made students’ projects attractive to the stakeholders.  

The phase was also highlighted by the involvement of the 

graduates of the program in the development and 

implementation of health information systems, e-health policy 

and guidelines, consultations with various stakeholders 

(including donor agencies) and scientific publications 

presented at various national and international forums. Table 1 

highlights some of these impacts.  

As highlighted in Table 1, this phase also demonstrated the 

entrepreneurship potential of the graduates working with 

various international and private sector organizations on 

various health informatics projects. The tendency of the private 

sector and other organizations to seek expertise of the graduates 

of the program was perceived by us as an indication of further 

legitimization of the program and development of 

competencies of the graduates, and facilitation of  building an 

ecosystem across organizational boundaries.  

The involvement of the graduates within various aspects of the 

e-health ecosystem was also facilitated by the HISSL, which 

became the main representative body of health informaticians 

of the country. Many of the opportunities gained by the students 

and graduates to network with the industry, foreign and local 

experts, as well as donor agencies were facilitated through 

HISSL.  
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Table 1 – Impacts of the Biomedical Informatics Master’s 

program (2008 – 2018) 

Areas of 

Impact 

Indicators of high Impact 

Practical HIS 

development  

 

National/program wide HISs developed and 

implemented – more than 12 

Institution focused HIS – more than 20 

Research 

papers 

published 

Journal papers – 37; Conference 

presentations – 88 (up to 2017) 

 

Networking 

opportunities: 

International 

conferences 

attended 

More than 7 regional and international 

conferences attended (e.g. APAMI, 

APMEC, e-Health Asia, AEHIN etc.) by 

students and faculty of the health 

informatics program. 

Networking 

opportunities: 

International 

conferences 

hosted 

(organized by 

HISSL) 

e-Health Sri Lanka 2010 and 2014. 

IFIP 9.4 conference 2014 

eHealth Asia 2015 

Commonwealth Digital Health Conference 

2016, 2017, 2018 

APAMI conference 2018 

AeHIN conference 2018 

Networking 

and  

advocacy 

Networks established through educational 

program and supporting activities 

Linking with organizations such as Health 

Information Systems Program/DHIS2, 

OpenMRS, AeHIN, IMIA, Commonwealth 

Medical Association 

Active contribution within national bodies 

such as National eHealth Steering 

Committee, National Foundation for Open 

Source Health Software 

Drafting of National eHealth Policy, 

National eHealth Standards and Guidelines 

Pioneering work around Health 

Identification Number. 

Program 

evolution and 

sustainability 

Eight batches since 2008 

Introduction of the MD program - two 

batches in training (38 students). 

Gradually increasing demand for the 

master’s program since the introduction of 

the MD with board certification in Health 

Informatics 

Government investment of approximately 

40 to 50 million LKR on trainee 

scholarships since 2008 (up to 2017) 

Investment set to increase by approximately 

100 million LKR each year to support a 

one-year foreign placement for each MD 

trainee to gain foreign exposure.  

Entrepreneurs

hip 

contributed 

through 

capacity 

development 

HISP Sri Lanka was established 

Multiple e-health companies were engaged 

with dealing with personal medical records, 

e-learning, social media, etc. 

Individual consultations carried out for 

international development partners such as 

UNICEF, WHO, USAID, Vital Strategies 

(VS) and the private sector. 

 

Scaling and Sustainability 

This phase was recognized with the renewed interest generated 

among the potential candidates for the capacity development 

program following the \approval of the MD program in health 

informatics. With the creation of this program, those who have 

successfully completed the master’s program would be able to 

specialize in health informatics similar to any other specialty in 

medicine. The acceptance of the MD program as a specialist 

qualification by the MoH further highlighted the ongoing 

institutionalization process. The return of doctoral level 

qualified resource personnel in health informatics from their 

overseas training also demarcated this phase, as it facilitated a 

path for higher level capacity development directly in Sri 

Lanka. The creation of a pool of resource personnel from 

graduated doctors also characterized this phase as an important 

contributor towards the scaling and sustainability of the 

program, as it fulfilled the need for trainers with experience in 

systems development and implementation from the local 

context.  

Discussion 

The creation of hybrid doctors who are conversant in healthcare 

and ICT have enabled Sri Lankan e-health ecosystem to benefit 

in multiple ways. Firstly, the case study illustrates how 

government investment in training medical professionals as 

health informaticians enables them to drive innovations, which 

are frugal, scalable, sustainable and context sensitive. 

Secondly, the case study also illustrates the effective use of 

development funds aimed at capacity development and 

healthcare system strengthening. In this case, the funds enabled 

not only training of doctors, but also in creating the learning 

environments that facilitated innovation, collaboration and 

sharing of knowledge both within and outside the local context.   

However, a capacity development program particularly in low- 

and middle-income countries cannot exist in isolation without 

being linked with the development efforts within the healthcare 

system –[5]. This was clear from the Sri Lankan experience as 

one of the key factors contributing to the success of the program 

was its alignment with the national health sector development 

initiatives. This was achieved through the multidisciplinary 

multi-stakeholder governing body, the board, and the early 

exposure of the trainees to problem solving in real life e-health 

projects. The stakeholders were equal partners in the training 

similar to the status of the academic institution hosting and 

running the program and the funding agency providing 

technical support. The participatory design approach [10, 11] 

adopted in developing the program ensured that local needs are 

embedded in the training and that student learning was context 

oriented, rather than a mere transfer of knowledge from North 

to South. Networking, therefore, became a key competency for 

the doctors undergoing training in health informatics, as the 

knowledge that they were expected to harness was not always 

transferable but was also tacit in nature [12]. 

Traditionally, health informatics capacity development in low 

resource contexts is dependent on donor funding [13,14] and is 

dominated by academic institutions [15]. These are oth uni-

disciplinary and do not necessarily partner with the 

development efforts in a country. Traditional capacity 

development programs for health informatics also tend to target 

people who are competent in ICT [5], which may be partly due 

to the lack of interest among doctors in becoming health 

informaticians. From a socio-cultural point of view, a doctor is 

perceived in many contexts as a person who would treat a 

person wearing a stethoscope. Even the doctors in these 

contexts may not pursue their interests as they become confined 

to the acceptable societal perception of a doctor [16]. In the case 
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of Sri Lanka, the barriers towards creating hybrid-doctors were 

broken through multiple means: clear and progressive career 

paths, guarantee of employment, community of doctors who are 

also health informaticians, network opportunities with 

likeminded people both within and outside their own context, 

and legitimation gained by professionals within their work 

settings. The perceived change however was not achieved 

overnight, particularly when it came to change underlying 

perceptions and beliefs. The case study demonstrated the need 

to evolve with the changing socio-cultural-political 

environment for capacity development effort that can be 

sustained and impactful [17].  

As mentioned earlier, one of the key aims of this program was 

to create an entity who could be the bridge between the domains 

of ICT and healthcare. In other words, the entity being trained 

needed to be recognized by the stakeholders of e-health – the 

MoH, the ICT industry, the development partners, doctors, 

other healthcare and non-healthcare professionals, academia, 

etc. Recognition of a doctor as an integral part of the healthcare 

sector [18] appears to have helped them perform their expected 

role in bridging the domains of healthcare and ICT. While their 

role of being doctors enabled them to decode the complexities 

existing among healthcare professionals in accepting and 

complying with technology implementations, their expertise in 

health informatics enabled them to explain the needs of the 

healthcare system to ICT professionals. During system 

implementation and scaling up, the doctors had the power to 

make decisions, negotiate with other professionals, gather and 

analyze data and intervene in problem resolution. More 

importantly, they garnered trust among stakeholders of health 

informatics paving the way for the bridging their dual roles. 

While the hybrid-doctors had impact through active 

participation in the design, development, implementation and 

scaling up of health information systems, the e-health 

ecosystem appears to have evolved in several directions. The 

direct involvement of the doctors in e-health projects within the 

MoH triggered many more departments and campaigns to 

identify technology needs and engage in frugal HIS 

developments. Additionally, the private sector identified the 

potential of these doctors in serving as idea generators and 

consultants, which further encouraged private sector 

involvement in the e-health ecosystem of the country. The 

development agencies also recognized the potential of hybrid-

doctors, which enhanced development support and 

collaborations. Beyond the local contexts, the e-health 

ecosystem started to link up with international networks 

through the connections made by hybrid-doctors, and enabled 

sharing of knowledge and expertise that extended across 

different countries. Such networking has long been advocated 

in the development of health information systems in low 

resource contexts [19]. The path of evolution however may not 

always be clear-cut and controllable [20], thus highlighting the 

need to continuously look at capacity development as part of 

the evolving e-health ecosystem, rather than as a narrowly 

focused educational effort. In other words, the creation of 

hybrid doctors and facilitating the cultivation of an e-health 

ecosystem reminded us of the Aristotelian quote, ‘the whole is 

greater than the sum of its parts’. 

Conclusions 

In this paper we illustrated how a capacity development 

program in health informatics for doctors disrupted the e-health 

ecosystem in Sri Lanka and achieved high impacts. We attribute 

the program’s success to the multidisciplinary and participatory 

design approach and integration with ongoing development 

efforts within the healthcare system . We also highlighted the 

importance of motivating the students by creating a conducive 

learning environment, ensuring career pathways and changing 

the traditional perspective about doctors. Hybrid-doctors was at 

the core of the emerging e-health ecosystem in Sri Lanka in 

performing the important role of bridging ICT and healthcare 

domains. 

The nature of the training, which was context sensitive and 

action oriented, promoted the idea of frugal innovation by 

linking academia and practice at a very early stage. Not only 

did the students have to solve real life problems, but they also 

had the opportunity to contextualize their learning. The learning 

in this case was not an isolated academic exercise, but a 

graduated process of integrating health informatics expertise 

within the healthcare system.  
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Abstract 

Little is known about data sharing preferences for care and 

research of behavioral health patients. Eighty-six behavioral 

health patients (n =37 Latinos; n = 32 with serious mental 

illness) completed questionnaires, in either English or Spanish, 

with items assessing their views on privacy and sensitivity of 

health record information. Most patients (82.5%) considered 

mental health information as sensitive. In general, there was a 

direct correspondence between perceived sensitivity of 

information and willingness to share with all or some 

providers. A main motivation for sharing data with providers 

was improving the patient’s own care (77.8%). Most 

participants (96.5%) indicated they would be extremely to 

somewhat willing to share their data for research with their 

care facilities and universities. Follow-up patient interviews 

are being conducted to further elucidate these findings. 

Keywords:  

Privacy, Electronic Health Records, Surveys  

Introduction 

Behavioral health problems include substance use disorders, 

serious psychological distress, suicide, and mental disorders 

[1]. In the U.S., behavioral health conditions affect over 44 

million (18.3%) adults, including 10.4 million (4.2%) adults 

who have a serious mental illness (SMI) such as major 

depression [2]. On average, SMI patients have 3.5 times higher 

emergency room visits, 4 times higher primary care visits, and 

5 times higher specialist visits than the general population [3]. 

It is estimated that 17.8% of the U.S. population is Latino or 

Hispanic [4]. Of those, 15.6%  (over 8.9 million) had a 

diagnosable mental illness in the past year. The rate of illicit 

drug use for Hispanic individuals ages 12 and up was 8.9%, 

while the national average was 10.2% [5]. 

The growth of health information exchanges (HIEs) and 

healthcare technologies have stimulated interest in integrated 

care and data sharing. Behavioral health patients often visit 

multiple health care providers when receiving behavioral and 

physical health treatments, and care coordination among those 

providers could be advantageous [3]. While data sharing among 

care providers may improve care, it may also impact patient 

privacy [6,7]. Privacy concerns may lead patients to avoid 

discussing their problems with providers, delay care and 

withhold information from providers [8–10]. Additionally, 

patients with behavioral health conditions frequently 

experience social stigma, employment and insurance 

discrimination, legal concerns, and worry regarding disclosing 

information to others [11,12]. 

The Office for the National Coordinator for Health Information 

Technology (ONC) recommends giving patients more granular 

level control over how and with whom their health record 

information is shared [13]. Granular control could include 

giving patients more authority over with which providers, under 

which circumstances, and for which purposes their data are 

shared. For example, ability to make decisions over whether or 

not to share alcohol abuse-related information with a physical 

health provider. Studies indicate that patients desire more 

control over their health data for care and research [11,14,15]. 

A recent study of 394 patients indicated that they were reluctant 

to share clinical data with for-profit research organizations, and 

that 32% of them expressed a desire for choices regarding the 

data sharing category (for example, mental health, substance 

abuse history, etc.) and data recipient when sharing medical 

records for care [14]. Understanding the level of granularity that 

individuals desire is still an open question.  

Little is known about data sharing preferences for care and 

research of behavioral health patients. Grando et al. surveyed 

50 English speaking behavioral health patients with no SMI 

concerning their data sharing preferences [11]. The study 

showed that behavioral patients may wish granularity over who 

can access their personal health data for care and research. 

Understanding patients’ data sharing preferences and 

perceptions may improve education and consent processes that 

influence their decisions to release or withhold health 

information.  

The purpose of this study was to survey English and Spanish 

speaking behavioral health patients, including those with SMIs, 

on their perceptions regarding data sensitivity, willingness to 

share health data for care and research and related motivations. 
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Methods 

Study Sites 

Study site 1 is a community clinic in Arizona providing general 

mental health (GMH) treatment and social services to adults of 

all ages. Site 2, also in Arizona, offers case management 

services to adult patients with SMI.  

Survey 

We found validated English surveys, such as [16], developed to 

assess patients’ data sharing choices. But there was a lack of 

bilingual (English and Spanish) data sharing questionnaires 

validated with behavioral health patients.  

Our survey was based on [11]. Demographic information was 

categorized based on U.S. Census Bureau classifications, 

except diagnoses, which were adapted per National Institute of 

Mental Health categorization [17,18]. The sensitive categories 

used in our instrument to ask questions related to sensitive data 

were based on those used by the National Committee on Vital 

and Health Statistics [19]. The resulting survey was translated 

to Spanish and back-translated to English by native Spanish 

speakers. 

Survey Reliability Testing 

Reliabilities of questionnaire items were examined using a test-

retest approach with 31 Spanish and English-speaking adult 

behavioral health patients from study sites 1 and 2. Participants 

completed the questionnaire, in either English or Spanish, on 

two occasions, 14-21 days apart. Questionnaire items were 

revised based on the outcomes of the reliability analyses. The 

revised questionnaire was used in the current study. 

Study Participants 

Participants for the study described here were recruited from 

the same study sites where the reliability study was conducted. 

Potential participants were identified by study site staff 

members during routine clinical visits and referred to the 

recruiters. After the recruiter met with the prospective 

participant at the facility and explained the study to him/her (in 

either English or Spanish), the recruiter assessed the 

participant’s decision-making capability (using the UBACC 

test)[20]. We excluded participants with low consent 

comprehension (i.e., with UBACC scores < 15). Adult patients 

(21 years old or older) diagnosed with GMH or SMI who 

agreed to complete the questionnaire in English or Spanish and 

were deemed capable of giving informed consent were 

considered eligible to participate.  

Study Design 

After initial screening and consenting of eligible participant, the 

recruiter offered the participant the option of completing the 

questionnaire either in English or Spanish, and either 

electronically or on paper. The recruiter was present to help the 

participant with any questions or technical difficulties. 

Participants were compensated for their time.  

Data Analysis 

We used univariate statistics (e.g., frequencies, means, standard 

deviations, percentages) and plots to summarize the data. 

Parametric inferential statistical methods were used to analyze 

perceptions of data sensitivity and willingness to share data 

among English and Spanish-speaking, Latino and non-Latino 

participants from GMH and SMI populations.  

Results 

Demographics 

Of the 88 participants recruited, 2 were excluded because of 

inability to understand and follow the study protocol, as 

measured by the UBACC test. Table 1 shows the demographics 

of participants included in the sample. The majority (n = 54; 

62.8%) of patients had a GMH condition, while the rest were 

patients with SMI diagnoses. Most participants (n = 71; 82.5%) 

opted to have the questionnaire administered in English; the 

remainder opted for Spanish.  

Table 1: Demographic of participants 

Participant characteristics (n=86) Freq. (%)

Age (Years) 

21-30 

31-40 

41-50 

51-60 

61-70 

>70 

Unknown

 

19 (22.1) 

24 (27.9) 

16 (18.6) 

15 (17.4) 

 9 (10.5) 

2 (2.3) 

1 (1.2)

Gender 

Male 

Female 

Other

 

26 (30.2) 

59 (68.6) 

1 (1.2)

Race/Ethnicity 

White Alone, Not Hispanic or Latino  

Black or African American 

Hispanic or Latino 

Native American or Alaskan Native 

Other, Unknown

 

34 (39.5) 

11 (12.8) 

37 (43.0) 

        3 (3.5) 

      1 (1.2)

Income 

≤$10000 

$10001-$20000 

$20001-$30000 

>$30001

 

            50 (58.2) 

            23 (26.7) 

           10 (11.6) 

         3 (3.5)

Education 

No Schooling 

Middle school (grades 6-8) 

Some high school (no diploma) 

High school graduate  

Some college (1-4 years, no degree) 

Associate degree  

Bachelor’s degree    

 

         1 (1.2) 

          9 (10.5) 

         14 (16.3) 

         19 (22.1) 

         24 (27.9) 

         14 (16.2) 

               5 (5.8)

Diagnoses* 

Anxiety or panic disorder 

Bipolar Disorder 

Depression 

Impulse Control Problems 

Identity or memory problems 

Eating disorder 

Obsessive compulsive disorder 

Personality disorder 

Schizophrenia or other psychosis 

Drug or alcohol addiction 

Post-traumatic stress disorder or 

adjustment disorder                             

Chronic pain or somatic disorder 

Other

 

  65  

  34  

  65  

  10  

  22  

    5  

    9   

  13  

  14  

  18  

  

                  36 

                  24  

 1 

* As participants may have more than one diagnosis, the percentages are not 

reported. 

Data Sharing for Care 

We asked questions to understand participants’ desire for 

granular data sharing control based on type of information, 

information recipient and purpose of data usage. We asked 

participants how likely they were to share their behavioral 
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health data with different behavioral and non-behavioral 

providers (Figure 1). Participants were most willing to always 

or sometimes share their health information with the behavioral 

providers at the study sites, followed by emergency providers, 

other non-behavioral providers at the study sites (e.g., primary 

and specialty care providers, pharmacists), behavioral 

providers outside the sites, and lastly with other non-behavioral 

providers outside the study sites. No significant differences in 

responses were seen in comparisons of English vs. Spanish 

speakers (χ
2

=1.27, p=0.866), Latino vs. non-Latino participants 

(χ
2

=0.78, p=0.941), or GMH vs. SMI patients (χ
2

=0.12, 

p=0.998). 

In assessing participants’ perceptions about how sensitive 

different types of health information are, we provided them 

with eight health information categories: mental health, 

psychotherapy notes, sexual and reproductive health, domestic 

violence and abuse information, information on sexually 

transmitted diseases, drug or substance abuse, alcohol abuse, 

and genetic data. Most participants considered mental health 

information the most sensitive, followed by psychotherapy 

notes (Figure 2). For several categories, the most common 

single response was ‘It does not apply to me’. Unfortunately, 

we did not collect with the survey information that could be 

used to check if the participant did not have certain types of 

sensitive medical records.  

Participants were then asked about the likelihood of sharing 

sensitive health information with providers outside the study 

sites (Figure 3). We computed the mean percentage of patients 

who wanted choices regarding sharing their data with different 

types of providers. On average, when self-reporting having 

sensitive information in their medical records (the option ‘It 

does not apply for me’ was not selected), many participants 

(64.15%) wanted to restrict those records from some or all 

health care providers. 

In general, we observed a direct correspondence between 

perceived sensitivity of information and willingness to share. 

The main exception was genetic data. While participants 

considered genetic data the eighth most sensitive type of 

information, they ranked it as the third most sharable. However, 

with the exception of sexually transmitted diseases (p<.05, 

Fisher’s exact test), none of the associations between 

willingness to share a particular category of information and 

perceived sensitivity of the information). 

We asked participants about providers’ access to health 

information when prescribing a new medication. Most 

participants  (78.0%) responded that the providers should have 

access to all their health data, 12.0% thought that providers 

should see only  

the data to which a patient provides the access, and 10.0% 

indicated that the providers should see all the health data only 

when the new medication may have any harmful interactions or 

effects.  

Similarly, we asked patients about emergency providers’ access 

to data in a life-threatening situation. Most of the participants 

(70.0%), reported that providers should have access to all their 

data, 19.0% endorsed giving emergency providers access only 

to data shared by the patients, and 11.0% indicated that 

providers should have access to all health data only when the 

emergency may be life threatening. 

Participants endorsed sharing their data when it can benefit 

their own care and treatment (77.8%) or if/when their providers 

asked them to share their data (61.1%). Large majorities of 

participants trusted the providers at the study sites overall 

(87.8%) and trusted them to share only the health data that they 

consented to share (93.3%). 

 

Figure 1: Behavioral health data sharing preferences, based 

on the type of medical provider 

 

Figure 2: Health categories classification as sensitive 

information 

 

Figure 3: Willingness to share sensitive health data with 

providers outside study sites  

Large majorities also reported that they would be upset if their 

providers shared their health data without asking them (83.3%) 

and that they might react by leaving such providers (65.6%). 

Only 30% of the participants reported worrying about providers 

knowing that they receive mental health treatment. 
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Figure 4: Willingness to share data for research with different 

types of organizations. 

Data sharing for Research 

Participants were generally willing to share health information 

with researchers when their own care (91.1%) or care for others 

(78.9%) could be improved. About half (51.1%) of participants, 

indicated they would always share their data for research, while 

35.6% indicated that they would share their data for research if 

they were paid for it. Finally, we asked participants how likely 

they would be to share their health information with researchers 

(Figure 4). Participants indicated they would be extremely to 

somewhat willing to share their data for research purposes with 

their care facilities (96.5%). Participants appeared less willing 

to share their health information with drug development 

companies and government agencies. For each participant, we 

looked at whether their willingness level varied between 

different types of organizations. For example; varying 

willingness to share data with care facility compared to drug 

companies. Most (78.9%) participants desired control over how 

they want to share data with different research organizations.  

There were no significant differences in data sharing 

preferences between English vs. Spanish speakers (χ
2

=0.29, 

p=0.990), Latino vs. non-Latino participants (χ
2

=0.59, 

p=0.964), or GMH vs. SMI patients (χ
2

=0.25, p=0.993).  

Discussion 

Consistent with previous studies on behavioral health patients, 

participants wanted control over how to share sensitive health 

data with health providers [11]. In general, there was a direct 

correspondence between perceived sensitivity of information 

and willingness to share with all or some providers. When we 

contrast our results to studies from patients without behavioral 

conditions, it has been reported that patients with and without 

sensitive information prefer to restrict the sharing of sensitive 

versus less sensitive EHR information [14,15]. As reported in 

the literature, most of the participants appeared to be motivated 

to share health data unconditionally to avoid medical 

emergencies or drug-drug interactions [15,21,22]. As in 

previous studies, our participants trusted their providers at the 

study sites and trust in providers was an important motivation 

for sharing health information [11,16,23,24]. Additionally, 

improvement in a patient’s own care and treatment was an 

important motivating factor for sharing health data with 

providers. 

As in previous studies [11,14], patients wanted control over 

how to share health data with researchers. Consistent with 

literature, willingness to share data decreases when the 

recipient is a for-profit research organization and important 

motivations to share health information for research were 

benefiting own care or improving care for others [11,25]. 

The ‘It does not apply to me’ response was frequently used 

when asked to assess the sensitivity of health data and 

willingness to share sensitive data with providers (34.4% for all 

types of data, and 29.7% for mental health, psychotherapy 

notes, drug or substance abuse and alcohol abuse). Participants’ 

lack of understanding of the meaning of certain sensitive data 

categories, inability to form opinions regarding sensitive 

categories, or stigma related to disclosing this information 

could be potential explanations for this response. For some 

categories, like sexually transmitted disease or substance abuse, 

it is highly probable that the question did not apply to the 

participants. For other categories, such as genetic data, the 

recruiters received frequent requests from participants for 

clarifications.  These results highlight the need for better on-

demand education material to address patients’ varying data 

sharing preferences and levels of health literacy. 

A limitation of our study is that study participants were sampled 

from only two outpatient clinics in similar geographic areas 

with similar social demographics. Additional studies should be 

conducted on a larger sample of the population to capture more 

diverse views.   

The outcomes of this survey and previous formative studies will 

guide follow-up card sorting interviews [11,25]. Thirty-six 

survey participants have given access to their health medical 

records available through the HIE. In the upcoming interviews, 

data privacy questions will be asked while study participants 

have access to a subset of their medical records.  

Outcomes from that study will influence the design of an e-

consent tool based on the Consent2Share software developed 

by the Substance Abuse and Mental Health Services 

Administration (SAMHSA) [26]. The My Data Choices tool 

will support patient-driven data access based on data sharing 

interoperability standards. Patient data will be shared in 

compliance with federal and state confidentiality laws, 

including protection of confidentiality of substance use disorder 

(42 CFR Part 2) [27]. On-demand multimedia patient education 

material will be embedded in the tool to illustrate risks and 

benefits of cross-organizational data sharing.  We aim to pilot 

test the tool with 270 behavioral health patients in a prospective 

study. 

Conclusions 

A better understanding of behavioral health patients’ attitudes 

towards data sharing is needed. The outcomes of this survey 

indicate consistency between the perspectives on data sharing 

and privacy of behavioral health patients and other previously 

surveyed populations of patients with or without sensitive 

medical records.  

In future work, we plan to apply lessons learned from the 

completed survey to conduct follow-up interviews with a subset 

of the surveyed patients. The knowledge gained from the 

interviews will be used for the development of an e-consent tool 

that will support patient-driven data sharing control and on-

demand educational resources to better inform data sharing 

choices.  
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Consent Strategies for Patients with Behavioral Health 

Conditions (R01MH108992). 
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Abstract 

Networking is a key competence, especially for young 

researchers in the field of medical informatics. Therefore, it is 

encouraged in organizations like AMIA. Since, in Europe no 

such networking possibility is known, concepts and ideas for 

the implementation shall be established and assessed with 

regard to their appropriateness. Demands, suggestions and 

attitudes of the community were collected in an online survey. 

Based on this, a workshop with international participants was 

conducted at Medical Informatics Europe 2018 in Gothenburg, 

Sweden. Following topics were addressed: i) communication 

channels, ii) activities to be carried out, iii) organizational 

structures and iv) acquisition of participants. The results show 

the relevance of such a networking platform. Furthermore, 

numerous requirements and realization possibilities, but also 

challenges were identified and assessed during the workshop. 

Altogether, essential ideas for the implementation of an 

European Young Researcher Network (EYouRNet) were 

collected, which can serve as a basis for the realization. 

Keywords:  

Social Networking; Students; Medical Informatics 

Introduction 

During the doctoral studies students need not only to exchange 
with senior professionals, but also within their peer group in 
order to share their knowledge and experiences. Furthermore, 
discussing approaches and problems with other young 
scientists can encourage the tackling of their own topic with 
new ideas and enthusiasm. Especially in the field of medical 
informatics, as a highly cross-sectional discipline [1], this 
interchange is particularly important to learn from one another.  

In the international area, various associations provide support 
for the networking of young scientists through an 
organizational framework. The “Young European Associated 
Researchers Network” (YEAR), for example, offers young 
researchers from all scientific fields the opportunity for 
training, networking and consulting. However, membership is 
only possible for young scientists working in an organization 
that is a member of the European Association of Research and 
Technology Organisations [2]. Due to this fact, it is rather 
difficult for individuals to participate in such a network. Apart 
from this, there is a multitude of other discipline-specific 
networks, such as the EMES in the area of social enterprise [3]. 
A special forum for young medical informatics researchers is 
offered by the American Medical Informatics Association 
(AMIA) with the “Student Working Group” where (doctoral) 
students “[…] can share their educational experiences and 

viewpoints, as well as information about career and 

educational opportunities” [4]. In Germany, once a year a 
doctoral symposium is held funded by the German Association 
for Medical Informatics, Biometry and Epidemiology (GMDS). 

Thereby, the aim is to offer doctoral students from the field of 
medical informatics the opportunity for networking, and 
sharing information and experiences [5]. 

For the interchange of doctoral students within the European 
area, there is no such networking possibility known. Therefore, 
as a first step, it is important to clarify to what extent an 
European network is really needed. In addition, if there is a 
need, a framework must be created with regard to how such a 
networking platform should exist, what requirements it should 
meet and what topics it should deal with.  

For this purpose, the idea of the European Young Researcher 
Network (EYouRNet) as a starting point for a possible 
realization of such networking platform, was created. Young 
scientists should have the opportunity to share their 
experiences, answer questions and get inspired by the work of 
others. Furthermore, a logo (as seen in Figure 1) was developed 
beforehand for the recognition value of the EYouRNet-project. 

 

Figure 1 – EyouRNet Logo 

Methods 

An online survey was used to determine to what extend such a 
networking platform is considered as relevant by the 
community members. The survey was distributed via the 
Council of the European Federation for Medical Informatics 
(EFMI) and the GMDS mailing list. In addition, suggestions 
and attitudes of potential future participants and other 
community members were identified. Based on these results, a 
workshop was held at the Medical Informatics Europe (MIE) 
2018 in Gothenburg, Sweden. The workshop addressed the key 
issues for the successful implementation of an European 
networking platform emerged from the survey. 

Preliminary Online Survey 

A self-developed questionnaire was used for the preliminary 
online survey. It served to collect suggestions, demands and 
attitudes of the medical informatics community regarding 
organizational structures and activities of the proposed 
EYouRNet. For the implementation of the questionnaire the 
online survey service “eSurvey Creator” [6] was used in 
English language to enable the participation of international 
community members, especially Europeans. To reach the target 
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group, the survey was distributed via the EFMI-Council and the 

mailing list of the GMDS. 

The self-developed questionnaire contained twelve questions in 

the form of free text fields, multiple choices and Likert scales. 

At various points there was the possibility of introducing 

further ideas and sharing thoughts and comments. 

Firstly, demographics and previous experiences with 

networking possibilities during the doctoral studies were 

determined. Secondly, the relevance of various topics which 

could be addressed in the proposed EYouRNet were inquired. 

Besides the rating of given topics, such as education concepts, 

lessons learned and career opportunities, the participants could 

also contribute their suggestions. Finally, the question was 

asked how a personal contribution can be made.  

Definition of Workshop’s Thematic Fields 

The information provided by the participants was assessed 

using common descriptive statistical methods. In addition to 

frequencies and relative frequencies, a content analysis was 

conducted relating to the free text fields. Here, four thematic 

fields could be identified, which are decisive for the 

implementation of the EYouRNet. These were extended by 

questions stimulating the participants to discuss [7]. 

1. Communication channels 

Which communication channels are necessary and 

suitable? 

2. Organizational structure 

Which structures regarding the internal organization are 

reasonable?  

− Who does what when? 

− Which roles/positions do we need and what are 

their responsibilities? 

− What may be my own contribution to the 

EYouRNet? 

3. Activities to be carried out 

Which activities should be carried out by the 

EYouRNet? 

4. Acquisition of participants 

How to gain interested people both participants of 

EYouRNet and leading people? 

Workshop 

A 90-minute lasting workshop was organized to take place at 

MIE 2018 in Gothenburg, Sweden on April 25. The workshop 

aimed at introducing and improving new networking and 

collaboration approaches between doctoral students in the 

European area, especially within the EFMI. The workshop was 

especially directed to (former) doctoral students of medical 

informatics and related fields of research. Nevertheless, all 

conference participants were invited to take part. In the context 

of the workshop, possible structures, requirements and needs 

for the networking platform along with potential future 

participants and other community members should be 

discussed. Therefore, the workshop consisted of four 

successive parts: (1) round of introduction (2) presentation of 

the results of the online survey, (3) introduction of a national 

concept for networking, and (4) group work and discussion. 

(1) Round of Introduction 

First of all, the participants were asked to introduce themselves 

including their name, home country and working context, as 

well as the information whether or not they already have a 

doctoral degree. In order to break the ice, the participants were 

given the opportunity to mark their home country on a world 

map with a colored adhesive dot. 

(2) Presentation of the Results From the Online Survey 

To initiate the discussion, the results of the previously 

conducted online survey were presented. This comprised the 

results regarding the relevance of the proposed EYouRNet, the 

experiences of the participants, the topics to be addressed 

within the networking platform and the future contribution for 

possible members. Thereby, visualizations like pie charts were 

used for a better understanding. 

(3) Introduction of a National Concept 

As third part of the workshop, a short introduction to a national 

concept for the networking of doctoral students was given. 

Once a year, German doctoral students of medical informatics 

have the opportunity to meet up at the 

“GMDS-Doktorandensymposium”. This event is funded by the 

GMDS and organized by the students themselves at changing 

locations in Germany. The two to three day event always 

includes a presentation and discussion of the individual topics 

of the doctoral theses, an excursion to prospective employers 

for medical informatics specialists, and a social event [5].  

In 2017 the symposium was organized by the authors of this 

paper at the Peter L. Reichertz Institute for Medical Informatics 

of TU Braunschweig and Hannover Medical School. That 

year’s excursion led the participants to the accident research 

division of “Volkswagen AG”.  

(4) Group Work 

The previously mentioned thematic fields (see “Definition of 

workshop’s thematic fields”) were presented to the workshop 

participants and subsequently used for a group discussion. 

Since the actual number of participants of a workshop at a 

conference is not known beforehand, two different discussion 

methods have been prepared. 

Whereas for a small group size an open discussion format 

would have been used, the simple and flexible group discussion 

method “World café" would have been the choice for a larger 

amount of participants [7]. When using the second method, the 

entire group is divided into smaller working groups 

interchanging independently, for example at different tables. 

Each of these groups focusses on one subtopic. The discussion 

points and results of each group (per table) are documented. 

After a pre-determined time, all but one group member, the 

table host, switch to a different table and thus to another 

subtopic. This is the starting point for a second discussion 

session. Now the table host briefly explains the previous 

discussion points and results to the new table members. 

Building on this, the discussion is continued with the new group 

members. After a predefined number of iterations the results for 

each subtopic are presented to the entire group. This gives the 

participants the opportunity to express supplementary thoughts 

and opinions they had not dealt with before. 

Results 

Online Survey 

The preliminary online survey was available from March 13th 

to April 16th, 2018. In total 76 scientists participated in the 

survey. 57 of them completed the whole questionnaire. This 

results in 19 partial answered questionnaires. 

Most participants came from Germany (40), three from the 

Netherlands, two each from Cameroon, Kenya, Romania and 

one person each from Austria, Brazil, India, Mexico, Russia, 

Slovakia, Switzerland and the USA. For 19 participants the 

home country is unknown, because this question was not 

included in the beginning of the survey by mistake. The 

majority of the participants had a Master degree or 

Diploma (46), followed by a Doctoral degree (15) or a 
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Habilitation (11). Only two participants had another, 

unspecified academic degree.  

The relevance for the implementation of the networking 

platform can be derived by the responses to the question of 

being interested in participating or supporting the EYouRNet. 

More than 80% of participants are interested in participating or 

supporting the proposed network (see Figure 2). 

 

Figure 2 – Interest of Participating or Supporting the 

EYouRNet 

Participants of the survey, who have already finished their 

doctoral studies (19), were asked about their network 

experience as young scientists. Approximately one third of the 

respondents (7) stated that they had not received any support by 

networking possibilities. The remaining two-thirds were 

actively attending working groups (6), made informal contacts 

at conferences (4) or received support from colleagues (2). 

With regard to the question of missed networking 

opportunities, only about one sixth of the respondents stated 

that they had not missed anything (3/17). The remaining 14 

would have above all liked support in the form of networking 

events, informal exchanges and advices from experienced 

scientists, preferably also via an online platform. 

The networks contribution to the doctoral student’s 

self-management skills, technical competence and personal 

development was assessed. The majority of participants stated, 

that the impact of the networking possibilities is most important 

for the personal development. The contribution to the 

self-management skills and the technical competence were 

equally weighted. 

The time to participate as a young researcher in such a network 

was indicated to be especially inspiring in the beginning of the 

doctoral studies. Nevertheless, also a later start has been 

reported as valuable and recommended. 

Potential topics for the network to be addressed were also 

included in the survey. The results show that, apart from 

training concepts, all proposed topics were ranked as very 

important. This includes lessons learned during the doctoral 

studies, discussions on pitfalls in peer groups, training 

possibilities during the doctoral studies, cooperation 

opportunities, project support/exchange and career 

opportunities. In addition, the participants contributed the 

following suggestions and ideas with regard to further topics: 

• Training on writing and presentation skills (2)  

• Working groups on subtopics (2)  

• Strengthening of social network (1) 

• Get in touch with key players in the field of medical 

informatics and the EFMI-organization (1) 

• Site visits around Europe (universities, hospitals) (1) 

• Overview of common methods and tools (1) 

In the concluding comments, eight participants gave valuable 

hints and ideas for the realization of the EYouRNet. Whereas, 

single individuals doubted the feasibility of the network others 

stated that they were happy to be a part of the realization. A 

major challenge is to find volunteers (students) to spread the 

ideas, both to interested students and to supervisors. 

Supervisor’s role is to enable their doctoral students to 

participate, for example by financing an (extended) conference 

participation. Furthermore, supervisors play a decisive role in 

validating discussion outcomes and in the provision of valuable 

input. This goes hand in hand with the regulation of 

organizational issues. Here, the workshop verified the fact that 

face-to-face meetings require a high organizational effort, 

whereby they are probably most effective because they enable 

the participants to build direct working relationships (see 

subsection “Communication channels”). In addition to the face-

to-face meetings, online meetings were suggested.  

MIE Workshop 

The workshop “Networking of PhD Students in the European 

Area“ took place within MIE 2018 in Gothenburg, Sweden on 

Wednesday 25
th

 April. 16 scientists from the field of medical 

informatics attended to this workshop. Their home country was 

mainly Germany, yet also Portugal, the Netherlands, Sweden, 

Finland and Ethiopia were represented. Among the participants 

only one had a doctoral degree. 

First of all, the results of the online survey and the national 

concept of “GMDS-Doktorandensymposium” were presented 

in order to initiate the group work. Due to the amount of 

participants, the “World-café" format was chosen for the group 

discussion with two sessions each lasting 15 minutes. Four 

tables were prepared, each with a thematic field, the 

corresponding questions, and the ideas as well as the remarks 

from the online survey. 

Communication Channels 

Networking is premised on communication with one another. 

Accordingly, suitable channels must be identified for the 

communication in the network within the European area. 

Communication channels proposed by the survey participants 

were online platforms and real-life meetings. These were 

already noted on the prepared results document under the 

heading “Communication channels” (see Figure 3). 

Regarding a suitable channel the participants of the workshop 

uttered the idea of using already existing platforms like 

LinkedIn, Rocket.Chat, Facebook, Google, Confluence or 

Zulip (see Figure 3). The use of such platforms offers the 

advantage of recourse to validated products with low overhead. 

It is important to consider where and how personal confidential 

data is stored. The participants explicitly whished no e-mail 

communication as these is difficult to manage over long periods 

of time with several participants and offers no possibility for 

new members to access historical posts. 

For real-life meetings they proposed annual meetings, for 

example in combination with the MIE conference. They 

thought about a one-day meeting in advance or afterwards the 

conference to reduce the travel costs and organizational effort 

in comparison to independent meetings. Nevertheless, 

additional financial resources may be necessary. 

Another mentioned idea was to host regular tutorials. Here, the 

participants thought about an list where doctoral students can 

add their topic-related expertise to talk about. Periodically 

training courses could be organized based on this list by 

students for students. 
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Organizational Structure 

In order to increase the chances for the EYouRNet to emerge 

and continue to exist, the organizational structures should be as 

complex as necessary, but also as simple as possible. This goes 

hand in hand with the lowest possible workload for (as many) 

members as possible. Thus, the obstacle to enter the network is 

small and the overall time expenditure for active members of 

the network stays realizable in the everyday work. The 

establishment of an EFMI working group represents a 

possibility for the realization within already existing structures. 

The question “Which roles/positions do we need and what are 

their reponsibilities?” was answered with a list containing the 

following roles: a coordinator, a backkeeper, a secretary, a 

public relation manager, country representatives (one per 

country as contact person), university representatives and a 

chair for the meetings. The responsibilities of university and 

country representatives are getting in touch with (new) 

members and make contact to local existing student 

organizations. 

Concerning their own potential contribution to the network the 

participants proposed time instead of money. They assumed, 

that every active member could spend up to four hours per 

month for the network. They also offered the possibility of 

couch surfing to minimize the traveling costs. Nevertheless, 

such a network relies on funding. Therefore, sponsors, 

university funding and student organizations with financial 

resources need to be identified and asked for their assistance. 

The following institutions are potential contributors: the EFMI, 

the GMDS, the International Medical Informatics Association 

(IMIA), cooperating partners, universities and the “Deutscher 

Akademischer Austausch Dienst” (DAAD), which “[…] is the 

world’s largest funding organization for the international 

exchange of students and researchers” [8]. 

Activities to be Carried Out 

Several activities to be carried out within the EYouRNet were 

identified by the workshop participants (see Figure 3). But they 

also perceive the organization of activities as most challenging, 

due to the fact that someone has to be responsible for the 

organization. Consequently, this person has a high (unpaid) 

expenditure. Moreover, the time required to prepare an activity 

should not be underestimated.  

 

 

As most important activity annual meetings were suggested in 

combination with conferences so that the travel costs are 

minimized in comparision to additional meetings, e.g. at other 

universities. Organizers have to be aware of the fact, that there 

are often preconference workshops, which may are in temporal 

conflict with an EYouRNet meeting. The workshop 

participants also suggested informal sightseeing at the 

conference location. A list of sights shall be provided by local 

students. Formal meetings (also online) on selected topics with 

invited speakers were also mentioned. In addition, the 

participants wished for a platform to make calls for papers and 

other relevant content available to the community with little 

effort. This also includes self-organized workshops and further 

training of other doctoral students within the network. A list of 

the doctoral students' expertise can serve as a basis for such 

workshops and to find an appropriate topic by vote. 

Acquisition of Participants 

It is important to gain leading people to keep such a network 

running. The participants proposed senior professionals as 

potential leaders. However, it should be born in mind that their 

workload is often already very high anyway. For this reason, a 

self-administration of the network by doctoral students should 

take place. 

One other important question is “how to gain the interested 

people as participants”. Therefore, advertisement is needed by 

social contacts, newsletters, websites and social media. In 

doing so, ecpecially the personal benefits have to be 

communicated. For example, invited key players in the field of 

medical informatics can be attractive.  

Discussion 

In this paper, the relevance, requirements and realization 

possibilities for a European networking platform of doctoral 

students in the field of medical informatics are assessed. 

Therefore, a self-developed online survey with 76 participants 

of the community was conducted. Based upon the results of the 

survey a workshop with 16 participants has been carried out at 

MIE 2018. Here, four essential thematic fields were dealt with.  

The results of the survey show the relevance and demand for 

the EYouRNet. More than 80% of the participants of the survey 

Figure 3 – Results of the World-Cafè – Suggestions and Demands of the articipants 
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are interested in participating or supporting the proposed 

network. During the workshop many realization possibilites 

with varying personal and financial effort were discussed. 

Besides regular meetings in combination with conferences, 

existing communications platforms such as LinkedIn, 

Facebook or Zulip were preferred for the interchange. Overall, 

the organizational structure should be small to minimize the 

obstacle to enter the network. In addition to a network 

coordinator and country representatives many other roles are 

needed to keep such a network running.  

There are, however, some limitations to the described work. 

The online survey was mainly answered by german people 

(bias), due to the dissemination via the GMDS mailing list. 

Furthermore, the dropout rate was 25%. This could have been 

caused by a lost of interest to fillout the questionnaire. Also the 

amount and length of questions, as well as the time taken to 

answer them may have deterred people to complete them. 

Nevertheless, every participant who has answered the first four 

questions also completed the whole questionnaire. This 

confirmes the high level of interest in this topic. Even though 

not all questionnaires were filled in completely, all answers can 

be taken into account for the assessment. All participants 

answered the questions regarding their demographics and the 

relevance for implementing an European networking platform. 

The remaining questions were designed independently, thus 

they can be analyzed separately. 

Due to the fact that the majority of the workshop participants 

came from Germany too, there will be a further bias. This bias 

could be decreased by additional interviews with scientists 

from other countries. It should be born in mind that both the 

online survey and the workshop were conducted in English 

language to reach international participants. Despite this bias, 

the results are sufficiently informative, as these are based on 

statements by members of the target group (young scientists). 

In-depth considerations of the ideas discussed in the “World-

café” during the workshop are necessary in order to select 

suitable candidates for an initial implementation. Furthermore, 

maybe the presented results of the survey and the national 

concept “GMDS-Doktorandensymposium” influenced the 

participants during the workshop. However, providing general 

ideas and insights was a conscious decision to initiate the 

discussions in the rather short time of an workshop. 

Nonetheless, many ideas and realization possibilities were 

collected from the workshop participants. 

So far, there has been no exchange with other working groups 

or organizations for the networking of young scientists.  

A next step could be to exchange with these groups in order to 

learn from them.  

Conclusions 

Networking is a key competence, especially for young 

researchers in the field of medical informatics as a highly 

cross-sectional discipline. Therefore, it is encouraged in many 

organizations like AMIA. However, within the European area, 

there is no such networking possibility known. In this paper the 

relevance, requirements and realization possibilities for a 

European networking platform of doctoral students in the field 

of medical informatics are presented. The relevance as well as 

first attitudes and suggestions were established by an online 

survey. In a subsequent workshop within MIE 2018, possible 

communication channels, organizational structures, activities 

to be carried out, and acquisition of participants were discussed 

with potential future participants and other community 

members. 

Altogether, the relvance and the demand for the EYouRNet was 

shown. Furthermore, the general acceptance, in the surveyed 

group, to participate and support the network is given. Essential 

ideas for the implementation of the EYouRNet were collected, 

which can serve as a basis for the realization. 
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Abstract 

We developed a mobile learning system that provides cultural 

competency training courses for nurses at a university hospital 

in South Korea using the system development life cycle. The 

contents and functions of the system were identified from the 

literature review, expert’s recommendations, and the users’ 

requirements. An algorithm, database, and user interface were 

designed. The system was implemented using the Newin 

Touchclass authoring tool. We evaluated and modified the 

system based on heuristics evaluation.  

Keywords:  

Mobile Application, Nursing Education, Culturally Competent 

Care  

Introduction 

South Korea is rapidly becoming a multicultural society. As the 

cultural backgrounds of patients have diversified, the need for 

culturally competent nursing care has emerged. In order to 

provide culturally appropriate nursing care to patients with 

culturally diverse backgrounds, it is important to train nurses on 

their cultural knowledge, awareness, sensitivity, and skills in 

nursing practices.  

As most nurses work shifts and have intensive workloads, it is 

difficult for them to attend face to face classes [1]. Meanwhile, 

mobile learning enables nurses to be accessible from anywhere, 

can be shared instantaneously with everyone using the same 

content, brings strong portability, and is cost-effective [2].  

The aim of this study is to develop and evaluate a mobile 

learning system that provides a cultural competency training 

course for nurses caring for foreign patients working at a 

university hospital in South Korea. 

Methods 

We developed a mobile learning system using the four stages 

of the system development life cycle: analysis, design, 

implementation, and evaluation. 

Analysis 

The content and functions of the mobile learning system were 

developed by literature review, experts’ recommendations, the 

users’ requirements through face to face interviews, and 

validated by experts. 

We first reviewed transcultural nursing theories and models to 

identify a framework for the content of the system. The tools 

for the pre-post test were also reviewed to evaluate the effect of 

a mobile learning system. 

Four experts, working at a university hospital as medical 

coordinators, were invited to identify cultural conflict examples 

and cases based on their experiences when brokering cultural 

differences between South Korean nurses and foreign patients. 

Requirements of the users were identified through face to face 

interviews with eight nurses at a national university hospital. 

After Institutional Review Board approval (IRB No. H-1807-

109-959), eight nurses were interviewed for about an hour with 

the aid of semi-structured questions regarding content, method, 

and time preferences related to the cultural competency training 

course throughout mobile learning.  

The contents and functions of the system were validated based 

on feedback from six experts working at a university hospital.  

Design 

Based on the results from the analysis stage, the decision 

regarding which software to use was made. Choices and 

decisions regarding content, the configuration of learning 

modules, and use of multimedia (verbal, visual, or audio) were 

also made. Several functions available to implement in the 

software chosen were considered. An algorithm for learning 

and a database for learning modules was designed. The user 

interfaces of the pre-post tests and eight learning modules were 

designed according to the contents and functions from the 

analysis stage using the Microsoft Office PowerPoint program.  

Implementation 

We converted the slide presentations to a storyboard of learning 

modules using the authoring tool of Newin Touchclass on the 

website. 

Evaluation 

The heuristics of the mobile learning system on the Touchclass 

mobile application were evaluated using a mobile heuristic tool 

by four experts with majors in nursing informatics. If two or 

more people scored an item as one point or higher, and if any 

items scored four points, items were considered to have major 

problems and required revision. 

Results 

Analysis 

We chose the Purnell model for cultural competence [3] as a 

framework for the content of the system. Two different 

approaches, cross-cultural approach and categorical approach, 

were adopted.  

The users had a positive attitude toward learning general 

cultural competent nursing care; however, some of them only 

wanted to focus on the cultural information of particular 

cultural groups. The users required HTML-based mobile 

learning content rather than video content not exceeding 10 

minutes to maintain their concentration. The users suggested 

education related to four particular cultural groups (Chinese, 

Russian, Mongolian, and Arab from the United Arab Emirates), 

feedback of cultural experts, sharing the difficulties with other 

nurses, and guidelines for nursing assessments.  
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The content of the mobile learning system consisted of eight 

modules. Based on the users’ requests, cultural knowledge of 

four particular groups and guidelines of nursing assessments 

and interventions were included.  

The functions of the mobile learning system consisted of three 

mobile learning strategies: guided learning, synchronous 

sharing, and issue-based learning. These were developed based 

on the literature review. Based on the users’ requests, we 

decided to develop HTML-based mobile-learning content 

running less than 10 minutes for each learning module. In total, 

17 cultural conflict examples, 10 cases, and three quizzes were 

included in eight modules. Written text with six tables, three 

linked YouTube videos, two videos, and 68 images were used.  

From the experts’ validation, a few expressions which may lead 

to stereotyping or increased cultural misunderstanding were 

revised. Common diseases and treatments of four particular 

groups were added to the biocultural ecology domain in 

Purnell’s 12 cultural domains. 

Design 

We used the Newin Touchclass software to develop the mobile 

learning system. Five mobile application functions 

(registration, login, notices, communication, and alerts) in the 

Newin Touchclass mobile application development software 

were chosen.  

An algorithm for learning was developed based on 

requirements of users and module contents developed in the 

analysis stage. The user’s pre-cultural competency level was 

assessed. After that, the system provided the education, eight 

modules. When finishing each module, the user had an online 

discussion on the freeboard. When the user finished the course, 

their post-cultural competency level was assessed.  

The database of the system was drawn in an entity-relation 

diagram. The data used in the mobile learning system was 

grouped into four categories: personal information, pre-test, 

post-test, and learning module. Data dictionaries were created 

with possible values, data types, and units.  

The user interface in this study consists of the 17 interface 

categories. Login, registration, main page, my course page, 

noticeboard, freeboard, and pop-up window were originally 

designed on the Newin Touchclass software. We designed 27 

user interfaces on eight learning modules with five videos, 68 

images, and six tables (Figure 1). Pre-post tests were placed 

before and after the course.  

Implementation 

The operating environment of the app is iOS 8.0 and Android 

4.0.3 or higher. The mobile learning modules of the system 

were developed using the Newin Touchclass authoring tool 

from September 20, 2018, to November 8, 2018.  

Evaluation 

In total, 18 suggestions were made by the four experts in the 

heuristics evaluation. Three suggestions proposed by more than 

two evaluators were selected, and the system was modified 

accordingly: “In case of an application error, the contact 

information is required to be presented”, “Unnecessary videos 

are shown with liked YouTube video”, and “The image that 

indicates going to the next page is confused whether the user 

should push the screen to the right or to the left.”  

Conclusions 

We developed a mobile learning system for a cultural 

competency training course. The mobile learning system will 

be tested and used as part of the on-the-job-training courses for 

the nursing workforce.  
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Abstract 

This paper presents results concerning the traceability of a se-

cure data collection infrastructure based on the Bloom Filter 

involving standardized electronic medical record (EMR) stor-

age. The objective of this infrastructure is to facilitate rapid 

secondary use of exported EMR data in cross-patient or cross-

institutional analyses based on the Standardized Structured 

Medical Information eXchange (SS-MIX), Japan’s domestic 

standard for EMR export. Secondary use of EMR data should 

be based on the principle of patient consent. Therefore, secur-

ing the traceability of patient EMR data is important for achiev-

ing reliable data collection systems for secondary use. Block-

chain is a strong candidate, and we evaluated its performance 

using several implementations. As shown by the evaluation, it 

is difficult to realize the method of recording the query history 

of secondary use on the blockchain. We thus propose a method 

for recording index information of distributed log data. 

Keywords:  

Privacy, Data Collection, Electronic Health Records 

Introduction 

Background 

In Japan, the domestic standard for exporting whole electronic 

medical record (EMR) data to external storage is the Standard-

ized Structured Medical Information eXchange (SS-MIX2) [1], 

which is based on Health Level-7 (HL7) v2 message files. This 

system is widely used for backing up data, regional collabora-

tion, disease registries, and other purposes. In this standard, we 

can represent definite states of 37 clinical events of each patient 

in a hospital, including admission-discharge history, medica-

tion history, and laboratory test results using ADT/RDE/OUL 

HL7 v2 messages. The directory structure for stored records is 

based on patient ID, clinical date, and clinical event type. This 

structure makes it difficult to use exported data for cross-patient 

analyses, such as epidemiological studies. In May 2017, an 

amendment to Japan’s Act on the Protection of Personal Infor-

mation [2] designated medical information as important confi-

dential information, requiring strict consent for its provision to 

a third party. Secondary use of medical information for research 

is permissible if utilized in accordance with ethical guidelines; 

however, large-scale data collection and analyses that include 

secondary use of information by third parties, including com-

mercial companies, is technically difficult because of the re-

quirement to obtain consent from each patient for information 

disclosure. Therefore, a new law was enacted in May 2018, un-

der which a certified business operator can collect medical 

information, anonymize the information, and respond to a third 

party’s request for the information for use in analysis. The new 

law allows secondary usage of patient information on the as-

sumption of consent unless the patient specifically opts out. Pa-

tients are provided with an opportunity to opt out. Several forms 

of data collection are assumed, with large-scale collection using 

SS-MIX2 being a leading candidate. With SS-MIX2, personal 

information is collected and transferred to a data center without 

anonymization. When personal information is collected as raw 

data, there is a risk of information disclosure. There are also 

inevitable maintenance costs according to the scale of collec-

tion and storage.  

To address these issues, we propose an alternative system of 

collecting and storing EMR data wherein only the necessary 

items are included, eliminating the need for identifiable patient 

information to be spread outside the medical institution. The 

proposed system facilitates EMR data distribution within each 

medical institution, enabling cross-patient or cross-facility data 

collection and analysis. Integration and encryption of extracted 

EMR data are achieved using the Private Set Intersection (PSI) 

library developed by Miyaji [2]. However, at present, consent 

management has not been fully discussed [3]. Consent manage-

ment is a key factor for secondary research use, and several 

challenges have been reported[4; 5]. Our approach focuses 

mainly on auditing the secondary usage under opt-out style data 

collection research using our developed data collection system 

across participating medical institutions.  

Research Objective 

This paper investigated how to implement the capability of 

traceability in the developed system for secure data collection 

and analysis. Blockchain technology has been recently applied 

in health care fields, including primary patient care, data aggre-

gation for research purposes, and connecting healthcare provid-

ers [6-8]. The system that we are developing has a second pur-

pose: For securing the traceability of EMR data, methods to dis-

close the logs of secondary usage are needed. In the present sit-

uation where patients do not have any common ID, it is difficult 

for a patient to audit all the secondary usage logs across the dis-

tributed hospital storages which he/she visited. By blockchain 

technology, we expect to provide patients a common search in-

frastructure with immutable secondary usage logs. Thus, we 

plan to apply blockchain technology to the aggregation of data 

extraction log records. This method has several possible imple-

mentations, and they must be evaluated assuming operations in 

real use. The experimental results shown below mainly concern 

data structure and transaction performance compared to tradi-

tional implementation for achieving aggregation of distributed 

log records of EMR data extraction. 
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Methods 

Overview and Concepts of the Developed System 

Figure 1 presents an overview of the system. The key concepts 

are: 

1. Each medical institution has EMR data in SS-MIX2 

storage, including billions of HL7 v2 messages. 

2. HL7 v2 messages are periodically parsed and stored to 

relational database management system (RDBMS) ta-

bles, maintaining synchronization with the billions of 

message files in SS-MIX2. 

3. Analysis requests from researchers and data collection 

are managed by the PSI service on the cloud, which 

communicates with a client agent located at a client 

terminal and PSI agents located at each medical institu-

tion. 

4. Target data criteria, such as diseases, age, and gender, 

must be defined before the PSI executes data collec-

tion. The PSI party agent deploys the target dataset in 

advance from the local RDBMS to memory. 

5. Data collection is achieved using PSI software, which 

is based on Bloom Filter technology for record verifi-

cation across institutions. The application of Bloom 

Filter technology is aimed at realizing data matching in 

which personal information does not leak outside each 

hospital while the data collection process. 

6. The collected dataset can be verified considering the 

possibility of patient identification using the extracted 

attributes.  

7. Patients can trace the use of their medical records dur-

ing data collection. 

8. If they choose, patients can withdraw consent for sec-

ondary use of their data. Consent withdrawal infor-

mation is assumed to be an input to existing the EMR 

system and exported SS-MIX2 storage in each hospital. 

Figure 1. Overview of the Developed System for Secure Data 

Collection and Analysis (originally published in [3]) 

Traceability for Patients 

EMR storage for the developed secure data collection system is 

supposed to process queries from clinical researchers using the 

standard interface implemented by the PostgreSQL database. 

EMR data are extracted by data extraction requests handled by 

the PSI service. Thus, the selected records are identifiable based 

on each query result, and the records represent the disclosure 

history of EMR data during data collection through use of the 

developed PSI service. By making the log record of extraction 

searchable by patients, we suppose that traceability in the se-

cure data collection system will be achieved. However, because 

storage is supposed to be distributed at each hospital, log rec-

ords must be aggregated by some secure method to be made 

auditable. 

Log data is assumed to be represented by a combination of the 

following attributes: 

1. Identifier of target patient (Patient Identifier) 

2. Storage source (Medical Institution Identifier) 

3. Disclosed destination (Extracting User Identifier) 

4. Purpose of use 

5. Type of extracted EMR data 

6. Extraction timestamp 

Attribute 1 (patient identifier) is mandatory for patient identifi-

cation. At present, universal patient identifiers are not available 

in Japan. We assume that insurance numbers may be desirable 

for searching log records across medical institutions, because 

the patient ID at one medical institution is only applicable for 

searching log records at that medical institution. 

Attribute 2 (medical institution identifier) is used to distinguish 

the institution storing the extracted EMR data.  

Attribute 5 (type of extracted EMR data) is represented by HL7 

ver.2 message types such as “ADT-00”,”OMP-01”,”OML-11”. 

Attributes 3, 4, 5, and 6 are used to distinguish secondary use 

of target EMR data by patients. By verifying these attributes, 

patients can determine whether actual secondary usages meet 

their consent.  

Data Structure for Query  

A query for EMR storage may extract records of many patients 

at one time. For disclosing extracted history to patients, the ex-

tracted history should be sorted by patient and each history 

should include the attributes described above. 

By focusing on one patient, the extracted history grows as que-

ries hit the target patient EMR record. Moreover, this extracted 

history is distributed at each EMR storage site across the par-

ticipating medical institutions.  

For achieving desirable response, the aggregation of extracted 

history should be obtained in a realistic time. This is closely 

related to the data structure and size of each log record. Future 

studies should focus on data size of stored log records.  

In the performance test, a simple message structure is defined 

as a JSON (shown in Table 1). Identifiers of patient and insti-

tution are represented as hash values. Each log record can be 

stored separately in the blockchain (separate style) or aggre-

gated in a block by a patient appending records to the corre-

sponding block (appending style). In the former method, we 

must gather the pieces of the records related to the patient of 

interest. In the latter method, the block size grows as the system 

is used. We examined performance differences when the data 

size of a record to be written is changed. 

Experimental Setups 

We evaluated the following three approaches to implement 

traceability function. Of these, two are based on blockchain 

K. Tanaka and R. Yamamoto / Assessment of Traceability Implementation1374



Table 1. Sample Data Representing Extraction History. 

{ 

 "patientID":"781e5e245d69b566979b86e28d23f2c7", 

 "insutitionID":"aabd258c8894b996e8d8561fa868364d", 

 "disclosedDestination":"AnalysisUser001", 

 "purposeofUse":"DrugDevelopment", 

 "typeofRecords":"OMP-01", 

 "extractionTime":"2018/11/12 01:23:45" 

} 

technology. The last approach uses the same method of secure 

data collection as PSI against log records stored in distributed 

PostgreSQL databases. 

• Hyperledger Fabric[9] 

• BigchainDB[10] 

• PSI (Bloom Filter) 

The experimental settings for each approach are described be-

low. Between Hyperledger Fabric and BigchainDB, key/value 

store implementation for search use differs from each other. 

 

Hyperledger Fabric 

Figure 2 shows the experimental setup using Hyperledger Fab-

ric to store query log records during data collection. Assuming 

two participating institutions, two nodes were set for the perfor-

mance test. Native implementation only offers Key-Value stor-

age and is applicable to a separate style. We also evaluated Hy-

perledger implementation with CouchDB [11], which enables 

query against the value of the JSON message described above. 

Thus, we can implement both separate and appending styles. 

 

Figure 2. Experimental Settings (Hyperledger Fabric) 

BigchainDB 

Figure 3 shows the experimental settings for using BigchainDB 

to store log data. As above, two nodes were prepared for eval-

uation. MongoDB [12] was selected as the backend database. 

In this case, both separate and aggregated structures are possi-

ble on the same implementation. 

Query key candidate is the transaction ID of the stored block or 

stored JSON value.  

 

PSI (Bloom Filter) 

Figure 4 shows the experimental settings in the case of PSI im-

plementation. The log records of data extraction are recorded at 

the time of extraction. Using the same method of EMR data 

collection, we can gather the log records against distributed 

storages under encryption. That is, although the search is per-

formed by specifying the insurance number, the date of birth, 

the gender by patients, since the matching is performed using 

the Bloom Filter, these values are not directly disclosed on the 

infrastructure. 

In this test, three nodes were prepared for evaluation, but the 

performance test measurement was executed on only one node. 

Figure 3. Experimental Settings (BigchainDB) 

 Figure 4. Experimental Settings (PSI) 

Results 

Performance by Data Size 

Figure 5 shows the performance of writing records to block-

chain storage by record size for Hyperledger. In the experi-

mental environment, it worked normally for records 7 MB or 

smaller. As the record size grew, the response became unstable. 

Figure 6 shows the same test for BigchainDB. The maximum 

record size was 0.6 MB, which is much lower than that for Hy-

perledger. However, the transaction time to commit was larger 

than that for Hyperledger. 

By contrast, the data size for PSI can be as large as allowed by 

the database system. 

Transaction Performance 

Figure 7 shows the performance results of writing records to 

blockchain storage for Hyperledger with/without CouchDB and 

BigchainDB under one or five thread processing.  
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In all cases, processing by threads contributed to storage per-

formance, but the throughput did not increase linearly with the 

number of threads.  

Comparing the three implementations, BigchainDB was 

slightly faster than Hyperledger. Hyperledger with CouchDB 

had the worst performance; this is likely caused by the cost of 

indexing within CouchDB. In the best case, 1 million records 

were written to the blockchain storage in 3-4 hours. This per-

formance is equivalent to writing 10 million records or less in 

one day.  

Comparing these implementations using blockchain technology, 

the performance of PSI was equivalent to the “insert” perfor-

mance of the PostgreSQL database used. The necessary time 

for inserting 1 million records to the database was below 10 min. 

This performance is about 1000 times faster than the blockchain 

implementations. 

Figure 5. Performance Results by Record Size (Hyperledger) 

Figure 6. Performance Results by Record Size (BigchainDB) 

Query Performance 

Figure 7 shows the performance test results of retrieving one 

record from blockchain storage using four types of implemen-

tation. There were no significant differences in the query re-

sponse times between Hyperledger and BigchainDB. “Hy-

perledger Key” and “BigchanDB transid” represent the separate 

style of storage, whereas “Hyperledger Value” and 

“BigchainDB AssetsText” represent the aggregated style. 

Figure 8 shows the performance test results of query response. 

Query response is fast enough for actual use in the case of 1 

million records in the storage. This result shows hitting 1 record 

and the response time linearly increases as hit records increase. 

On the other hand, PSI implementation needs 1 min or less to 

aggregate the extracted results across the distributed databases. 

 

 

Figure 7. Performance result of writing records 

Figure 8. Performance Result of Querying Records 

Discussion 

Based on the initial evaluations, the following recommenda-

tions are made.  

Transaction Performance 

The transaction performance of a blockchain network was quite 

low for storing massive numbers of log records generated by 

queries in the developed system. In the case of blockchain, at 

most 100 transactions per second is best for a node to register 

to storage. Compared to implementation with PostgreSQL, the 

total transactions per day will be 1000 times smaller. If we do 

not implement any aggregation of log records, it will be impos-

sible to process the enormous numbers of log records generated 

for each EMR item. Some patient-based aggregation of log rec-

ords should be considered to overcome performance limitation. 

Data Size 

The results by data size show the upper limit for storing log 

records to blockchain storage. As writing large records to stor-

age makes the system unstable, writing in the appending style 

is not suitable due to the long operation time of the system. 

Considering the transaction performance test results above, the 

total number of transactions to the blockchain network per day 

should be limited. 

Query Response 

As the amount of storage increases, the search function must 

query all storage in the network. Whole log records thus require 

some possible indexes for searching by patient. The query per-

formance test results show a good response for searching for a 
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log record in the blockchain network despite the increase in the 

number of log records.  

Proposed System for Future Implementation 

Based on the performance evaluation results, we decided to im-

plement the following policy as the basis for making the search 

log history visible to patients when using the developed secure 

data collection system. 

• Aggregate log data by patient in each facility 

• All log records are stored at each facility 

• Record the minimum amount of data, such as the log 

record identifier key and facility identifiable key, for 

retrieving index data in the blockchain 

• For query log data, use personal identification infor-

mation, such as insurance number, date of birth, gen-

der, etc. 

By following these policies, a patient can search the blockchain 

and find the storage facility. Moreover, the number of records 

that must be recorded per period can be reduced to the number 

of related patients. Figure 9 shows an overview of the proposed 

log search system. The log records should include: 

• Facility identifiable key 

• Log record identifiable key 

• Digest to audit each log record 

• Key to identify each patient; this could be generated 

by encrypting a patient identifier like insurance num-

ber, date of birth, gender, etc. 

We plan to develop a log search system with the described 

structure. 

 Figure 9. Overview of Proposed Log Search Service Using a 

Blockchain Network. 

Limitations 

Because we did not have sufficient time to set up larger records, 

performance tests were executed for 1 million records or less. 

As the number of records increases, the test results and system 

stability may change. Performance tests with more records are 

required in future work. Similarly, performance should be esti-

mated for larger numbers of nodes.  

Conclusions 

This paper reports the initial performance results related to 

traceability for a secure data collection system under develop-

ment. The desired data structure and system infrastructure were 

examined. Although blockchain implementation is a strong 

candidate for establishing an audit infrastructure to verify the 

use of EMR data for clinical research, there are some challenges 

for maintaining long-term operation as the amount of data in-

creases. Thus, we proposed a data structure and querying im-

plementation to overcome the implementation performance.  
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Abstract 

Multifocal intraocular lens implants (IOLs) are a premium 

option for cataract surgery which patients may purchase to 

achieve improved spectacle-independence for near vision but 

may have trade-offs with visual quality. We demonstrate the use 

of sentiment analysis to evaluate multifocal lenses discussed on 

MedHelp, a leading online health forum. A search for 

“multifocal IOL” was performed on MedHelp.org on November 

1, 2016, yielding relevant patient posts. Sentiment analysis was 

performed using IBM’s Watson, which extracted 30,066 unique 

keywords and their associated sentiment scores from 7495 posts 

written by 1474 unique patient users. Keywords associated with 

monovision, monofocal, and toric lenses had positive mean 

sentiment, significantly higher than for keywords associated 

with multifocals, which had negative mean sentiment (p<0.001, 

ANOVA). Many keywords represented complaints and were 

associated with negative sentiment, including glare, halo, and 

ghosting. Sentiment analysis can provide insights into patient 

perspectives towards multifocal lenses by interpreting online 

patient posts. 

Keywords: Natural Language Processing, Multifocal Intraocular 

Lenses, Social Networking 

Introduction  

Cataract surgery is the most commonly performed surgery in 

the United States, with nearly 4 million surgeries performed per 

year [1]. Cataract surgery restores clarity of vision by replacing 

the natural, cloudy lens of the eye with a clear intraocular lens 

(IOL) implant. Standard monofocal IOLs are designed with a 

single dioptric power enabling sharp vision at a pre-determined 

target distance. Most patients desire a distance target, resulting 

in a need to wear reading glasses to correct presbyopia and 

achieve clear vision for near- or intermediate-distance tasks. 

Interest in sharp spectacle-free vision at a range of target 

distances has paved the way for the development of premium 

presbyopia- and astigmatism-correcting advanced technology 

IOLs. Some of these lenses have been designed to mimic 

accommodation (Crystalens), or provide clear vision at multiple 

predetermined focal points simultaneously via concentric rings 

of multiple dioptric powers (multifocal IOLs), or, more 

recently, offer extended depth of focus across a more 

continuous range of distances (Tecnis Symfony). These lenses 

have been promoted as a method of achieving spectacle 

independence. However, patients must bear the cost of this 

premium IOL option out-of-pocket as insurance companies do 

not reimburse for the extra cost, which averages over two 

thousand dollars per eye in the US [2].  

While multifocal and extended depth of focus IOLs (hereafter 

referred to collectively as multifocal IOLs) may provide a 

higher chance of acceptably clear spectacle-free vision, they 

have been reported to be associated with glare, halos, and 

reduced contrast sensitivity due to their complex optical design, 

particularly in the earliest generation models [3]. Such side 

effects can be potentially disabling and sometimes result in 

patients pursuing a second, riskier, surgery to exchange the 

implanted intraocular lens [4]. Achievement of improved visual 

acuity is not always correlated with patient satisfaction with 

cataract surgery, which rather may relate more to meeting 

patient expectations surrounding visual functioning [6]. Thus, 

understanding the expectations and outcomes that matter most 

to patients is imperative. Given the potentially high patient costs 

of multifocal lenses, both financial and otherwise, thorough 

assessment of patient-reported outcomes are important in 

guiding patients and physicians in their choice of lens implant 

and may become an important additional endpoint for clinical 

trials of future generations of IOLs. 

MedHelp.org is one of the largest online medical communities 

where patients may engage in health-related discussions, with 

over 10.8 million discussions since its inception in 1994. From 

2007 to 2014, there was an active eye care “expert” moderated 

sub-forum operated in collaboration with the American 

Academy of Ophthalmology (AAO) where members of the 

community could post questions to be answered by volunteer 

ophthalmologists. A separate eye care “community” sub-forum 

is also ongoing. Together, they provide a rich source of 

unstructured, free-text data on the patient experience with eye 

health and disease [7]. 

Natural language processing (NLP) is a rapidly advancing field 

within biomedical informatics that includes sentiment analysis, 

a discipline concerned with identifying the sentiment or position 

of a text towards a particular topic, classified on a scale 

indicating positive, negative or neutral sentiment. NLP further 

allows the extraction of structured concepts from free text, such 

as clinical concepts. With the concurrent increase in computing 

power and explosion in sources of unstructured text data, NLP 

and sentiment analysis techniques have been applied to many 

problems including computing consumer satisfaction metrics, 

monitoring social media, and forecasting financial markets, but 

their use is relatively nascent in healthcare. Emerging literature 

has suggested that patient online social media posts can be well-

correlated to more formal measures of patient satisfaction, such 

as the Hospital Consumer Assessment of Healthcare Providers 

and Systems (HCAHPS) survey [8]. IBM Watson, one of the 

most widely-recognized artificial intelligence services, has 

many NLP capabilities trained to extract concepts, entities, 

keywords, and sentiment from English language texts and has 

been used in healthcare to develop decision-support aids in 

fields as diverse as oncology [9] and radiology [10]. 
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In this study, we sought to apply IBM Watson’s NLP and 

sentiment analysis algorithms towards unstructured text data in 

MedHelp.org forum posts related to cataract surgery lens 

options, particularly multifocal IOLs. The goal was to identify 

the most popular keywords and clinical terms around multifocal 

IOLs used in patient discussions and their associated sentiment 

(positive or negative), as a generalized measure of patient 

satisfaction for each keyword category. 

Methods 

Data Source and Study Population 

MedHelp.org includes an eye care “expert” forum operated by 

ophthalmologists (2007-2014) and an ongoing eye care 

“community” forum where patients discuss eye-related issues. 

Forums contain multiple discussion threads related to a 

particular topic originated by the initial user post, and each 

thread consists of multiple posts that are replies made by 

various individual users to the discussion of that topic.  

A keyword search for “multifocal IOL” was performed on 

November 1, 2016 in the MedHelp.org eye health expert and 

community sub-forums, yielding the relevant discussion threads 

in these forums since website inception in 1994. We obtained 

the full text of the discussion threads, and individual posts of 

resulting threads were parsed for user, timestamp, and full text. 

Each user’s profile was also analyzed for self-reported age, sex, 

and location information, if available. Physician profile pages 

on the site identified physician users, and their posts were 

excluded from sentiment analysis. 

Natural Language Processing and Sentiment Analysis 

Sentiment analysis was performed on the full text of each 

patient post using IBM’s Watson proprietary artificial 

intelligence capabilities via the AlchemyLanguage application 

program interface (API) [11]. The public model of 

AlchemyLanguage is trained on English language newspapers 

and websites to extract concepts, entities, keywords, and 

sentiment. Each post was given an overall positive or negative 

sentiment score ranging on a continuous scale from -1 to +1, 

with the strength of sentiment represented by the magnitude of 

its numerical value. Neutral sentiments (neither positive nor 

negative) were assigned a score of 0. AlchemyLanguage also 

extracted user-generated keywords and phrases from each post 

and provided an associated sentiment score for each keyword or 

phrase for that post. Natural language processing was performed 

to group related keywords by converting to lowercase, 

removing punctuation, and stopwords (a, and, the, etc.), 

tokenizing (separating into distinct words, using the Treebank 

tokenizer [12]), and lemmatizing (transforming each word into 

its root word, such as making plurals singular, or transforming 

different forms of the same verb into a root verb, using the 

WordNet lemmatizer [13]). Keywords and phrases were further 

processed by string matching to group by clinical concept. 

Similar keywords and phrases were grouped by considering 

“IOL” and “lens” to be interchangeable. When IOL 

manufacturer/brand name were extracted together with the lens 

model as a keyword, these keywords were aggregated under the 

name of the lens model. Keywords mentioning “Tecnis 

Symfony” lenses were grouped into “symfony” whereas 

mentions of “Tecnis” without “Symfony” were grouped under 

“tecnis.” If key phrases included “Crystalens” and “HD” then 

they were grouped under “crystalens hd” but if they mentioned 

“Crystalens” without “HD” they were grouped under 

“crystalens.” All key phrases mentioning “restor”, “mplus”, 

“rezoom” were aggregated into groups, regardless of what 

additional accompanying words were included in the key phrase  

 

such as manufacturer (e.g., “Alcon ReSTOR” was grouped 

under “restor” and “Lentis Mplus” was grouped under 

“mplus”).  If key phrases included both “multifocal” and “toric” 

they were grouped under “multifocal” but if only “toric” was 

mentioned then they were grouped under “toric.” Key words 

and phrases associated with contact lenses were disambiguated 

from IOL lenses. After aggregation of common related 

keywords, the 250 most commonly identified keywords were 

examined in greater detail, from which were identified 

keywords representing multifocal, monofocal, and toric lenses 

as well as monovision and words that could be related to side 

effects, complications, or complaints to analyze in greater 

detail. A flow diagram summarizing the process of online post 

retrieval, sentiment analysis, and text processing is depicted in 

Figure 1. 

 

 

Figure 1 — Flow Diagram for Retrieval of Posts  

Statistical Analysis 

Mean sentiment scores and their standard deviations were 

calculated for each keyword across all resulting patient posts. 

One-way ANOVA was performed to compare mean sentiment 

scores between different groups of IOLs, which included 

monofocal, monovision (a strategy whereby each eye is 

implanted with a monofocal lens but with one eye targeted for 

clear distance vision and the other eye is targeted for near 

vision), toric (astigmatism-correcting), and multifocal. For the 

purposes of defining groups for ANOVA comparisons, the 

monovision group aggregated keywords “monovision”, 

“minimonovision”, “blended vision”, and the multifocal group 

aggregated keywords "multifocal", "premium lens", "restor", 

"crystalens", "crystalens hd", "symfony", "rezoom", "tecnis", 

"mplus".  Post-hoc Bonferroni comparisons were made to 

compare sentiment scores between groups.  

We performed natural language processing using Python 2.6 

(Python Software Foundation, Wilmington, Delaware) and the 

NLTK package version 3.2.1 (NLTK Project, Philadelphia, PA) 

[14]. Sentiment analysis was performed using IBM Watson via 

the AlchemyLanguage application program interface (API) 

(IBM, Armonk, NY) [11]. Statistical analysis was performed 

using Stata version 12 (Stata Corp, College Station, TX). 
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Results  

Study Population and Search Results 

A search for “multifocal IOL” on MedHelp.org identified 981 

threads containing 8539 posts ranging from June 16, 1999 to 

October 31, 2016. Contributing to these posts were 1488 unique 

users, of whom 14 were physicians who contributed 1044 posts 

and 1474 were patients who contributed 7495 posts. Of the 

patient users, 547 (37.1%) self-identified as male, 536 (36.4%) 

self-identified as female, and 391 (26.5%) did not specify 

gender in their profile information.  A total of 400 (27.1%) 

patient users specified an age in their profile information, which 

ranged from 19 to 87 years, with a mean age of 57.9 years 

(standard deviation 14.3).  

Sentiment Analysis 

Overall sentiment scores for patient posts ranged from -0.95 to 

0.99, with a mean sentiment score of 0.07 (standard deviation 

0.45) across all posts. A total of 120,842 specific keywords and 

phrases were extracted from all patient posts. Related keywords 

were grouped by syntax (plurals and singulars, conjugations of 

the same verb) and clinical concept (for example, “multifocal 

IOL” grouped with “multifocal lens”), yielding 30,066 unique 

keywords. Among the top 250 most commonly-occurring 

keywords were those associated with multifocal lenses and their 

individual models, standard monofocal lenses or monovision, 

and keywords that may be associated with complications or 

complaints (Figure 2).  

 

Figure 2 — Sentiment Towards Premium and Standard Cataract Surgery IOL Options and Cataract Surgery Side Effects 

(Left) Mean sentiment is shown with standard deviation error bars for keywords related to premium lenses, standard monofocal lenses  

or monovision, and a variety of words related to cataract surgery complications, complaints, or side effects. Negative and positive  

mean sentiment are shown in red and green respectively. (Right) Proportion and number of positive, negative, and neutral sentiment 

instances for each keyword are shown in horizontal bar graph. 

 

Sentiment analyses are displayed in Figure 2. Keywords 

associated with multifocal lenses (not including specific 

models) had slightly negative mean sentiment (N=1246, -

0.010). Individual models of multifocal or premium lenses were 

commonly identified as keywords, with those most widely used 

in the US associated with a slightly negative mean sentiment 

(ReSTOR N=1226, -0.020; ReZoom N=369, -0.059; Crystalens 

N=839, -0.012), while newer lenses had more positive 

sentiment (Crystalens HD N=165, 0.117; Tecnis Symfony 

N=418, 0.065; Tecnis (non-Symfony) N=513, 0.048). 

Keywords associated with monofocal lenses had positive mean 

sentiment (N=1170, 0.11), as did keywords associated with 

monovision, a strategy whereby each eye is implanted with a 

monofocal lens but with one eye targeted for clear distance 

vision and the other eye targeted for near vision (monovision, 

N=606, 0.06; minimonovision N=85, 0.05; blended vision 

N=67, 0.19) 

 

A wide range of keywords represented types of side effects or 

complaints by the patients and were associated with negative 

mean sentiment. The most common complaints included glare 

(N=349, -0.257), halo (N=570, -0.190), astigmatism (N=538, -

0.115). Other complaints associated with very negative 

sentiment included ghosting (N=159, -0.392), floater (N=105, -

0.305), headache (N=61, -0.485).  

There was significant variation in sentiment score between  

four different IOL implantation strategies: monofocal, 

monovision, toric, and multifocal (including specific models  

of multifocal lenses) in ANOVA analysis (F-score [3, 7590]= 

35.59, p<0.001) (Table 1).  Post-hoc Bonferonni multiple 

comparison tests indicated that when compared to multifocal 

lenses, monofocal lenses (p<0.001), monovision (p<0.001),  

and toric (p=0.024) lenses all had significantly higher positive 

mean sentiment.  
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Table 1 – ANOVA for Sentiment Scores 

Source of 

variation df 

Sums of 

Squares 

Mean 

Square 

F-

Score 

p-

value 

Between 

Groups* 3 11.98 3.995 35.59 <0.001

Within 

Groups 7590 851.94 0.1122   

*Monovision group aggregated keywords “monovision”, 

“minimonovision”, “blended vision”. Multifocal group 

aggregated keywords "multifocal", "premium lens", "restor", 

"crystalens", "crystalens hd", "symfony", "rezoom", "tecnis", 

"mplus."  

Discussion 

Over 4 million cataract surgeries are performed annually in the 

US, with premium multifocal intraocular lens implants 

increasingly used to provide clear vision at multiple focal 

points. However, potential side effects of these new lenses are a 

concern, and information on patients’ subjective experiences is 

not readily available. Mining eye-related discussion forums on 

the MedHelp online health forum, we found patient sentiment 

towards monofocal lenses was positive, while the sentiment 

towards multifocal lenses was mixed, but overall slightly 

negative, especially related to older models such as ReZoom. 

Furthermore, this approach also identified that newer multifocal 

lenses, such as Tecnis Symfony, were associated with more 

positive sentiment. Many side effects associated with multifocal 

lenses were mentioned in the forums, including glare and halos, 

as well as ghosting, double vision, and headaches – each 

associated with negative sentiment. The ability to identify 

patient concerns with emerging technology is essential to help 

guide both patients’ and clinicians’ treatment decisions. 

Previous studies have not conclusively demonstrated a benefit 

in patients’ general satisfaction with implantation of multifocal 

lenses compared to standard monofocal lenses, as overall 

patient satisfaction following cataract surgery is typically high 

in both groups [3]. However, studies suggest multifocal lenses 

are associated with greater reports of postoperative glare, halos, 

and reduced contrast sensitivity [3]. We found that sentiment 

towards multifocal lenses was not as positive overall as 

sentiment towards traditional monofocal lenses. However, when 

individual models of multifocal lenses were considered, newer 

lenses such as Symfony and Crystalens HD were associated 

with more positive sentiments than older lenses. The earliest 

available multifocal lenses such as ReZoom, Crystalens, and 

ReStor have been the most extensively studied, and concern for 

postoperative glare and halos with multifocal lenses is most 

reflective of these initial studies [3, 5]. As multifocal IOL 

design has advanced, a few studies have reported that newer 

IOL models may have fewer visual side effects [15–17] – 

consistent with our findings that sentiment towards the newer 

Symfony lens is more positive.  

Previous studies have used a variety of questionnaires to 

measure postoperative satisfaction or visual function, either 

general visual functioning indices or more often scales 

developed specifically for a given study, designed to elicit 

reports of halos or glare [3]. In our analysis of unprompted 

patient online forum posts, halos and glare were among the 

most frequently expressed concerns, but we identified many 

other common concerns with associated negative sentiment 

including astigmatism, ghosting, dry eye, lens exchange, and 

double vision. Interestingly, lens exchange was associated with 

only slightly negative mean sentiment, nearly neutral, 

suggesting appropriate patient selection and perhaps good visual 

outcomes following lens exchange surgery. By contrast, 

mentions of headache, though not exceedingly common, were 

associated with very strongly negative sentiment.  

This study has several limitations. We recognize that our 

analysis is limited in that it does not account for patient 

selection or expectations, relying on online forums, which are 

by nature anonymous, with limited data on users. Participation 

in online forums may vary by patient demographics, such that 

represented opinions may be skewed towards younger or more 

tech-savvy patients. Furthermore, there may also be 

considerable bias in online discussions, in that patients who are 

content with surgery may be less likely to post online than 

highly dissatisfied patients. Posts were limited to 2016 and prior 

period; however, it represents the dissemination of the key 

implants. Typographical or auto-correct errors, such as 

ReSTOR being typed and extracted as restore, were ignored. 

Users were not always specific regarding which model of lens 

they were referring to, so multiple models of similarly branded 

lenses (e.g. ReSTOR and ReSTOR low-add versions) were 

grouped for sentiment analysis. In addition, sentiment analysis 

using different algorithms may vary. Although we have utilized 

IBM Watson as one of the oldest and most recognizable 

artificial intelligence initiatives, limitations still exist in this 

approach. We have applied Watson’s robust but proprietary 

general capabilities to the highly specific field of 

ophthalmology. Future work can improve upon this approach 

by training algorithms to recognize ophthalmology-specific 

entities and to distinguish preoperative questions from 

postoperative concerns. Future work to develop a more 

ophthalmology-specific model can address these issues.  

However, despite these limitations, this study presents a novel 

application of natural language processing and sentiment 

analysis techniques to a non-traditional data source—online 

forum posts—in order to identify insights related to cataract 

surgery. This approach offers a relatively rapid and low-cost 

way of identifying many opinions from large groups of people 

on a particular topic, compared to traditional focus groups, 

which are labor-intensive and costly to assemble. Using this 

approach, the overall perception of emerging technology may 

be quickly surveyed to form an overall community sentiment or 

to identify unanticipated problems. Automated sentiment 

analysis may also be useful to supplement the depth and nuance 

of opinions obtained in focus groups with a broader sweep of 

opinions from larger populations, or to perform automated 

sentiment analysis on transcripts of focus group discussions to 

ensure important concepts are not overlooked. Alternatively, 

this approach may be utilized to analyze open-ended patient-

reported outcomes collected in settings where the population is 

controlled, such as within the context of a clinical trial, where 

clinical outcomes are being measured simultaneously. 

Furthermore, although traditional questionnaires with Likert-

scale ratings for specific outcomes allow standardized data 

analysis, other patient concerns may not be well captured. Using 

natural language processing to analyze unstructured, open-

ended data has the advantage of revealing insights derived from 

patients’ own language, and patient concerns that fall outside 

the confines of any particular questionnaire. These insights may 

be used to develop or refine patient-centered outcome measures 

to be more inclusive of diverse patient concerns, and to better 

target patient counseling efforts to address the most prevalent or 

highly impactful patient concerns. Despite the likely presence of 

some bias in online discussions towards dissatisfied patients, it 

is still worthwhile to investigate the sentiments of a vocal but 

potentially unhappy minority as concerns or side effects most 

discussed online may also be the most impactful when they 

occur in clinical practice or be the most of interest to 

preoperative patients who may have come across these concerns 

while researching their options on the internet. Patients and 
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surgeons may find these results important in tailoring the choice 

of lens for the individual patients according to their tolerance of 

potential side effects. 

Conclusions 

There is a critical need for evaluating patient-centered outcomes 

and detecting patients’ concerns regarding emerging technology 

in ophthalmology where rapid surgical innovation with new 

technologies is transforming care. Internet health forums 

provide a robust platform for individuals to discuss real-time 

health concerns and may serve as a resource to identify patient 

concerns associated with emerging technologies. We 

demonstrate the use of natural language processing as a 

powerful tool to gain insight into large amounts of unstructured 

text data provided by the patient, in this case to understand 

patient perspectives towards cataract surgery options. We found 

that sentiment towards monofocal lenses is positive, and 

sentiment towards multifocal lenses overall slightly negative, 

though attitudes towards newer multifocal lenses may be more 

positive. Patients were concerned about both common and some 

uncommon side effects. Understanding cataract surgery from 

the patient perspective can be used to improve pre- and 

postoperative counseling to better address patient-centered 

concerns and to develop measures of patient-centered outcomes 

in the future. This study serves as an example of utilizing 

cutting-edge technology to understand healthcare attitudes and 

outcomes from the patient perspective and can be applied to 

many different areas of healthcare and sources of text.  
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Abstract 

In order to improve the level of health decision-making, based 
on health information resources and decision support function 
types, this study summarized five core functions of health 
decision support system: information support, monitoring and 
early warning, analysis and evaluation, trend prediction, 
comprehensive optimization; And from the perspective of 
business functions, business processes and business activities 
of business domains, the demand of Health Decision Support 
System  is refined in to six parts, such as  public health, medical 
care, drug management, medical insurance, comprehensive 
management, grass-roots health. On this basis, the overall 
design of the system is carried out. 
Keywords:  

Software Design, Clinical Decision Support, Expert Systems,  

Introduction 

Health Decision Support System (HDSS) is an intelligent 
human-machine interactive information system which is 
oriented to semi-structured and unstructured decision in the 
field of medical and health care [1]. It uses the relevant theories 
and technologies of decision support systems to support 
decision-making activities of medical personnel [2]. HDSS can 
assist health managers in scientifically formulating health 
policies, rationally deploying health resources. It can help 
doctors to make accurate diagnoses, select effective treatment 
options. And it can provide assistance to public health, medical 
insurance, and other related workers [3]. Constructing a health 
decision support system and building a health 
informationization development model oriented to information 
utilization and service decision-making which have important 
practical significance for improving scientific management 
level provide practical tools for health decision-making. 
This study aims to improve the level of health decision. Based 
on health information resources, according to the field division 
of health services, we analyze the needs of support systems in 
the areas of public health, medical care, drug management, 
medical insurance, comprehensive management, and grass-
roots health. According to the different decision needs, the 
health decision system that implements the core functions of the 
above five aspects, such as information support, monitoring and 
early warning, analysis and evaluation, trend prediction, 
comprehensive optimization, is designed. 

International Experiences 

Typical applications of HDSS 

Some of developed countries have already widely applied 
information technology to the medical and health care, 

formulated strategic plans to promote the use and exchange of 
health information, and developed many practical decision 
support systems for medical services, hospital management and 
public health management, which have achieved remarkable 
results [4]. Typical applications of HDSS are as follows. First, 
developed medical expert system for clinical medical practice, 
such as MYCIN in the USA, Quick Medical Reference and the 
Map in the NHS in UK [5]. Second, Developed hospital 
management decision support system to improve hospital 
management, such as Distributed Hospital Computer Program 
in the USA [6,7]. Third, developed intelligent drug prescription 
system to promote rational drug use in clinic, such as 
Computerized Physician Order Entry and Drug Therapy 
Screening System in the U.S.A, as well as Eprescribe in 
Australian. Forth, developed public health management 
decision support system to enhance disease prevention and 
control and emergency response capacity of public health 
emergencies, such as Panorama in Canada and National 
Electronic Disease Surveillance System in the USA [8]. 
Enlightenment to China 

Compared with some of developed countries, the application of 
HDSS is not yet widespread in China. It is better to  choose the 
areas where business needs are urgent and decision rules are 
relatively clear, and then develop HDSS for a specific topic or 
field. Therefore, the following will start with the needs of the 
main stakeholders for HDSS. On this basis, we try to 
preliminarily build the logical architecture of HDSS. 

Demand Analysis 

The main task of the demand analysis of the health decision 
support system is to solve the problem of “what to do” in the 
health decision support system which is the foundation for the 
design of health decision support system. It mainly includes 
user analysis, demand type analysis and demand description of 
the health decision system. 

User Analysis 

The users of the health decision support system have expanded 
from the health management department to the fields outside 
the health management department, from the fields of treatment 
and prevention and control to the fields of education and 
commerce, from the biological and physiological fields to the 
psychological field, and from technical activities to social 
activities. It forms into a comprehensive service. Users can be 
divided into the following categories: health administrative 
staff, medical staff, medical researchers, and the public, 
teaching staff, students and pharmaceutical marketers. 
Health Administrative Staff 

The issues they care about are decision, organization, lead, 
coordination, and control in management. The characteristics 
of the information needs are systematic and comprehensive. 
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The information, which is also required universality and 
accuracy, provides basis to make decision for policy-related, 
predictive and strategic work. 
Medical Staff 

Medical staff work in prevention, clinical frontline. Their 
mainly needs information service in daily work. They are the 
main target of health information which is mainly for medical 
staff to provide support in the diagnosis, treatment and 
rehabilitation of diseases. 
Medical Researchers 

The main work of medical researchers is to explore the special 
development policy in various fields of medicine, as well as to 
carry out knowledge innovation and expand knowledge system. 
Researchers always want to know the latest developments in 
related topics at home and abroad. And then they can adjust 
their research to improve the novelty of their own scientific 
research. Scientific research work is inherited and continuous, 
and there are inherent connections between the subjects, so their 
demand for information is continuous. Moreover, researchers 
prefer information types such as books, journals, and academic 
conference papers. 
The Public 

The public includes patients and their family members, as well 
as the general population. Their information needs are generally 
directed at the cause, treatment, prognosis and health of a 
disease. Health information services to patients, the person who 
is in a special situation or who is concerned about his or her 
health. It provides them health information about their illness 
or health status. 
Teaching Staff and Students 

Their work is mainly to teach students basic medical 
knowledge, and some also undertake some scientific research 
work. Students refer to people at all levels of medical colleges. 
The information sources they contact are mainly networks and 
libraries. Their information needs are relatively simple 
compared to the above-mentioned users, but because students 
have the characteristics of broad interest of young people, the 
information they need, in addition to the relevant knowledge of 
the major they are studying, also covers a wide range of 
subjects. 
Pharmaceutical Marketers 

Pharmaceutical marketers mainly refer to business operators 
who are engaged in market expansion, product sales, customer 
support, etc. of medical equipment and medicines in market 
economic activities. Marketers must not only grasp the various 
information of the products, customer information, but also the 
situation of partners and competitors, as well as the policy and 
economic situation of the place of sale. They often access 
information through informal channels when information 
services are unable to provide timely, novel, accurate, and 
reliable information. 

Demand Types 

In the perspective of the type of decision support function, the 
five core functions of the health decision support system are 
summarized. 
Information Support 

Information support functions are divided into two categories: 
external information support and internal information support. 
External information support is mainly to provide health 
administrative staff with information outside the field needed 
to assist decision-making. Internal information services provide 
decision makers with an overall level and dynamics of change 
of health development, such as health development status, 
infrastructure conditions, etc. 

Monitoring and Early Warning 

Through the extraction, integration, monitoring and analysis of 
relevant indicators in the fields of public health services, 
medical services, medical insurance, etc., we can timely grasp 
the operational dynamics of the business and existing problems, 
and identify the crux of the problem. For example, by analysing 
the rules of relation between drugs and diseases, forming a 
prescription model, implementing dynamic monitoring of 
clinical drugs, drug disputes will reduce, medical quality will 
improve. Through real-time monitoring of diseases, health 
hazards, and public health emergencies, we can keep abreast of 
the development of various diseases and public health 
emergencies to establish a sound mechanism composed of 
monitoring, assessment, early warning, and response. 
Analysis and Evaluation 

Applying appropriate evaluation methods and scientific and 
reasonable evaluation index system to conduct objective and 
scientific evaluation and analysis of health industry dynamic 
monitoring data, defines the actual operational effects of health-
related policies, provides support for the formulation of new 
decisions. For example, through the use of scientific and 
reasonable evaluation index system, comprehensive analysis 
and evaluation of the operation of the fund, compensation for 
expenses, the benefit of the insured personnel, the utilization of 
medical services, and the flow of medical treatment support 
managers to develop more scientific and rational medical 
insurance related programs and systems. 
Trend Prediction 

Prediction is one of the important means for the health industry 
to make macro-decisions. It determines strategic policies and 
means by selecting the influencing factors that have a 
significant contribution to the forecasting target. It uses highly 
efficient tools to regularly sample health data and import it into 
pre-defined intelligent predictive models to predict future 
developments to support health service management at the 
regional, provincial or national level. Prediction function can 
be divided into three cases: predicting future operational trends 
based on current operating conditions; adjusting some 
parameter values of the operating system according to the 
policy, and using the model to predict the future operating 
status; taking corrective actions and predicting the effectiveness 
of it when deviations are found in the operation. For example, 
by analysing the frequency of use of a certain drug in a certain 
period of time, predicting the demand for a period of time in the 
future, and optimizing the allocation of drug stocks, the drug 
supply system can operate benign and efficient. 
Comprehensive Optimization 

The goal of macro decision is overall optimization, not the local 
optimum of a certain aspect. Therefore, through comprehensive 
consideration and analysis of various factors, the health 
decision support system explores the potential relationships 
among various links and coordinates them to achieve overall 
optimization and comprehensive optimization. For example, 
when dealing with public health emergencies, it is necessary to 
integrate dynamic monitoring information, emergency resource 
information, hazard information, various existing typical cases 
and related plans, as well as relevant knowledge and 
optimization models in the expert database. Then optimal 
contingency plans such as personnel evacuation, blood call, 
emergency resource optimization configuration, etc. can be 
generate dynamically. 

Demand Description 

According to the division of users and business areas of the 
health decision support system, decision-making needs are 
mainly concentrated in the fields of public health, medical care, 
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drug management, medical security, comprehensive 
management, and primary health. Meanwhile, based on the 
business functions, business processes and business activities 
of the business domain, the demands for the health decision 
support system are refined as follows(Table 1): 

Table 1– Health Decision Support System Demands 
Description 

Business 
Demands 
Analysis 

Business 
Module Business Refinement 

Public Health Prevention and 
Control 

Infectious Disease Surveillance 
Chronic Disease Surveillance 
Occupational Health 
Management 
Health Hazard monitoring and 
Control 

Health 
Supervision 

Health Administrative 
Licensing and Registration 
Health Supervision and 
Punishment 

Woman and 
Child Health 
Care 

Woman Health Care 
Pregnant Woman and Puerpera 
Health Care 
Child Health Care 
Family Planning 

Command of 
Emergency 
Public Health 
Emergency  

Emergency Monitoring 
Emergency Resource 
Management 
Hazard Information 
Acquisition and Management 
Emergency Plan Generation 
and Management 

Medical Care Clinical 
Medical 
Service 

Disease Management 
Patient 
Surgery 
Treatment 
Clinical Outcome 

Medical 
Management 
Service 

Medical Service Volume 
Medical Service Quality 
Medical Security 
Medical Cost Control 
Drug Service 

Medical 
Insurance 

Basic Medical 
Insurance of 
Urban 
Workers and 
Residents  

Insured Situation 
Medical Cost Control and 
Prediction 
Medical Insurance Fund 
Analysis and Supervision 

New Rural 
Cooperative 
Medical 
Scheme 

Participation 
Disease Incidence 
Fund Preparation and 
Availability 
Fund Allocation and Use 
Participant Benefit 
Participation In Medical 
Expenses and Medical 
Expenses Control 
Medical Treatment Analysis 
Cost Compensation 
Participation in the Disease 
Burden 
Urban and Rural Medical 
Assistance Beneficiaries 

Urban and 
Rural Medical 
Assistance 

Disease Incidence 
Urban and Rural Medical 
Assistance Expenditure 

Drug 
Management 

Drug Plan 
 

Drug Purchase 
 

Drug Use 
 

Drug 
Administration 

 

Comprehensive 
Management 

Health Plans, 
Guidelines and 
Policies 

Realization 
Classification Statistics 
Impact  

Health 
Resource 
Management 

Health Institution 
Health Human Resources 
Health Facilities 
Health Expenditure 
Comprehensive Management 
of Various Types of Health 
Resources 

Health 
Supervision 

Public Health Supervision 
Medical Service Supervision 
Medical Security Supervision 
Drug Supervision 

Grass-Roots 
Health 

Medical 
Management 

 

Resident 
Health 
Management 

 

Prevention and 
Health Care 

 

 
Public Health 

The purpose of public health is to organize social efforts to 
improve environmental sanitation, to prevent and control 
epidemics of infectious diseases and other diseases, to cultivate 
good health habits and civilized lifestyles, to provide medical 
services,  to prevent diseases, and then to promote people's 
health. Public health institutions defined by the new medical 
reform include health administrative agencies at all levels, 
disease control agencies, health supervision agencies, maternal 
and child health institutions, chronic disease prevention 
agencies, and public health research institutions. The public 
health business is more extensive, mainly including: prevention 
and control, health supervision, maternal and child health care, 
emergency public health emergency command, etc., so it is 
divided into several corresponding topics for analysis [9]. 
Medical Service 

Medical services include services for diagnosis, treatment, 
epidemic prevention, delivery, family planning, and related 
services such as providing medicines, medical equipment, ward 
accommodation, and meals. The institutions providing medical 
services are called medical institutions, including hospitals, 
health centers, community health service centers (stations), 
nursing homes, outpatient departments, village clinics, 
maternal and child health centers, and specialized disease 
prevention and treatment institutions. Demand analysis is 
divided into two topics: clinical medical services and medical 
management services. 
 Medical Insurance 

China's basic medical security system consists of urban 
workers' basic medical insurance, urban residents' basic 
medical insurance, new rural cooperative medical scheme, and 
urban and rural medical assistance systems. The core business 
of medical insurance is insurance object management, 
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insurance fee payment management, reimbursement 
management, and settlement management with medical service 
utilization units. 
The reform of the medical insurance system involves both 
government responsibility and the interests of the insured units, 
insured personnel and medical institutions. The medical 
insurance decision-making is to evaluate the problems in the 
process of income, to distribution and use of the medical 
insurance fund in real time, to analyze and master the operation 
dynamics of the medical insurance fund in time, find out the 
crux of the problem, and to make scientific decision-making 
and policy adjustment. 
Drug Management 

Drug management mainly focuses on the supervision and 
management of drug uses, including centralized bidding and 
procurement of medical products of public medical institutions, 
supervising and managing the use of pharmaceutical 
preparations and drugs, guiding medical institutions to 
rationally use clinical drugs, organizing the implementation of 
national drug policies and national essential drug systems, 
organizing the handling of adverse drug events in medical 
institutions, and formulating recommended use lists for drugs, 
etc. 
Drug management mainly includes three major processes, 
which is procurement, use, and drug administration. It involves 
many aspects such as drug plan management, drug quality 
management, drug information management, clinical rational 
drug management, prescription drug query management, etc.  
[10]. Due to the variety of drugs, new products, multiple 
purchase channels, and many complicated and complicated 
management links, there are often backlogs and shortages of 
drugs, which makes it difficult for managers to make more 
effective decisions. Therefore, the development of drug 
management decision support system is an urgent need for drug 
management. Drug management will be divided into four 
aspects: drug planning, drug procurement, drug use, and drug 
administration. 
Comprehensive Management 

The main body of comprehensive management is the National 
Health and Family Planning Commission and the provincial 
health and family planning administrative departments. The 
main task of health management decision-making is the 
corresponding health management decision services carried out 
by the internal organs of the medical and disease, disease 
prevention and control center and grassroots health 
management set up by the health and family planning 
departments at all levels. 
The most basic information query demands of the 
comprehensive manager mainly include : completing the 
inquiry of the business indicators and information of each 
medical institution and various departments within the 
organization; timely getting the implementation of various 
health plans, guidelines and policies; timely understanding of 
the planning and allocation of health resources [11]; timely 
understanding and getting public health supervision 
information; timely getting major epidemic information; real-
time getting business report data of various medical institutions, 
keeping abreast of medical quality information and the progress 
of major business. These provide first-hand information and 
scientific basis for leadership decision-making. In view of the 
main responsibilities of the health management department, the 
specific decision-making and related information demands will 
be explained in three aspects: guiding health planning 
guidelines and policies, coordinating health resources and 
health business supervision. 

Grass-Roots Health 

The grassroots health service institutions generally refer to the 
county, township and village level medical institutions, 
including county-level people's hospitals, community health 
service centers, township health centers, and village health 
centers (rooms). It not only provides basic medical services to 
the residents of the agency's service radiation area, but also 
undertakes basic public health services such as preventive 
health care and health education promotion. Its diagnosis and 
treatment subjects, number of beds, department settings, 
staffing, infrastructure construction and equipment are adapted 
to its functional positioning 12]. With the deepening of the 
reform of the medical and health system, grassroots health has 
placed greater expectations from synergistic prevention, 
diagnosis and rehabilitation to a sound grading diagnosis and 
treatment mechanism. The support of the grassroots health 
information system has also become an important factor in 
promoting the development of primary health care services. 
The functional demands of the grassroots health information 
system have risen from simple input and query to a broader 
level to meet the decision-making demands of different levels. 
According to the business function, the grassroots health 
decision demands analysis project is divided into three aspects: 
diagnosis and treatment management, resident health 
management, prevention and health care. 

Overall System Design 

The task of demand analysis is to solve the “what” problem of 
the health decision support system, while the task of system 
design mainly solves the problem of “how to do”. The design 
idea is, through making full use of existing decision-making 
resources such as models, methods, data, and knowledge and 
combining health decision theory with the experience and 
subjective wishes of health decision makers, to assist health 
decision makers with creative thinking, logical reasoning and 
judgment, help health decision makers clarify health decision-
making goals and identify problems, provide various options to 
health decision makers, evaluate and optimize various options 
by analyzing, comparing and judging through human-computer 
interaction functions, provide effective support for health 
decision makers to make the right health decisions [13]. 
The overall logical architecture of the health decision support 
system [14] consists of three levels (Figure 1): 1) Data layer 
define and maintain the integrity and security of health data, 
and respond to logical layer requests, access data. This layer 
reads, extracts, cleans, converts, and summarizes data from 
hospitals, CDC, health supervision, maternal and child health 
care, blood centers, communities, medical insurance 
institutions, and health administrative departments at all levels, 
etc. through the data import program, and completes the data 
loading of the data warehouse subtopic. At the same time, the 
models, methods and expert knowledge of the manual decision-
making process are obtained through the interaction with 
experts in the field of health. And they are classified, organized 
and managed by method library, model library and knowledge 
base. And the data, model, method and knowledge resources 
are called through the corresponding management system; 2) 
The application layer acts as a bridge between the presentation 
layer and the data layer. Its role is to respond to the decision-
making requests of health decision-makers, to perform decision 
analysis tasks and to capture corresponding data from the data 
layer, to analye the corresponding DSS analysis tools such as 
online analytical processing, data mining, etc. and to get the 
decision information obtained to the presentation layer. 
According to different health decision-making needs, the 
application layer implements functions such as information 
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support, monitoring and early warning, analysis and evaluation, 
trend prediction and comprehensive optimization. 3) The 
presentation layer provides a visual interface for health decision 
makers, that is, decision-making users can input decision-
making demands or obtain decision information through the 
presentation layer. 
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Abstract 

This paper analyzes the development strategy of population 

health informatization in China, and summarizes the 

measurement direction and evaluation elements of population 

health informatization. Methods: Literature and field 

investigation, expert consultation and PEST analysis were used 

to determine the development level measurement and 

evaluation framework. Results: Based on the PEST analysis 

framework, the development level measurement and evaluation 

factors were defined, and the evaluation framework was 

established, which included system construction, IT 

application, information financing, information personnel, 

information policy and management, and information 

application effect. The information from hospitals and grass-

roots medical and health institutions was also provided. From 

the perspective of the level of development, the framework of 

informatization evaluation is further refined.  

Keywords:  

Health Information Management, Population Health, China 

Introduction 

Population health informatization is a general designation of the 

process that the organizations in health and family planning 

system use modern network and computer technology to 

collect, organize, store, use and provide services for population 

health information, further which rationally organizes and 

controls the information activities and factors in the field of 

health and family planning in order to realize the rational 

allocation of information and related resources so as to meet the 

information service and management needs of the health and 

family planning industry[1]. At present, the construction of 

population health informatization in China has been greatly 

developed, and will play a more important role in the 

development of health and family planning in the future [2]. 

The planning, input, policy and output of population health 

informatization should be supported by appropriate evaluation 

theory and practice [3, 4]. The evaluation theory of population 

health informatization in China is not feasible, and there is only 

a few evaluation system applied to practicing and guiding 

informatization construction [5, 6]. Especially with the 

government as the main body of evaluation, there are few 

studies on the evaluation of the development level of regional 

population health informatization [7]. This study combines the 

actual and future situation of population health informatization 

development, comprehensively applies multiple scientific 

research methods, analyzes the development strategy of 

population health information in China, and summarizes the 

measurement direction and evaluation factors of population 

health informatization to provide reference for the 

measurement of population health information development 

level in China and different provinces. 

Methods 

Research object 

This paper determined the weight of the indicator system by the 

analytic hierarchy process. This study focuses on the 

development level of population health informatization in the 

province and below, including the basis of population health 

information, information resources, technology application, 

talents, financing and policies, planning, standards, etc. The 

above are the core elements of the regional population health 

information construction and the key links involved in the 

implementation process, as well as the application effects. 

Research methods 

Literature research 

Through systematicly reviewing Wanfang, Tsinghua Tongfang, 

PubMed, OVID and other domestic and foreign full-text 

databases, relevant institutions' websites and other network 

resources, we collect domestic and foreign informationization 

evaluation theories, indicators and methods, including regional 

informationization, enterprise informationization, and 

education informationization, health information, e-health, 

information systems, etc. we collect and sort out foreign 

population health assessment frameworks and indicator 

systems, providing reference for China's population health 

informationization evaluation framework.  

Site investigation 

This study conduct on-the-spot investigations on some 

provinces with more developed population health 

informatization like Beijing, Jiangsu, Zhejiang and Shanghai. 

Meanwhile, this paper researches on the development status of 

informatization, review relevant data, and conduct interviews 

with insiders. The interviewees mainly include the head of the 

health administrative department, the person in charge of the 

information center, and the medical staff at the grassroots level. 

Expert advice 

In this study, 16 experts were selected to determine the 

comprehensive evaluation index of population health 

informationization construction level through letter or expert 

consultation. Expert selection criteria: leaders of health and 

family planning administrations, experts and scholars in the 

field of population health information management, and 

researchers and business personnel in other related fields; 

leaders with intermediate or intermediate titles or above; work 

there in professional field for more than 5 years; be interested 

in this research and willing to cooperate with expert 

consultation. Main consultation content: guide and consult on 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190455

1388



project design and implementation such as value judgment 

criteria, determination of evaluation framework and selection 

of evaluation indicators, weight calculation of indicators, and 

recommendations for research reports, etc. 

PEST analysis 

PEST analysis is often used to analyze the background of a 

company, which evaluates the strategic formulation of a 

company from the four aspects of politics, economics, society, 

and technology. This method is increasingly applied to various 

research fields. This study uses PEST analysis to analyze 

population health information from four environments: policy 

(P), economy (E), social culture (W) and technology (T). It will 

help to grasp the development trend of population health 

informationization, clarify current obstacles and problems, and 

propose future development strategies. 

Delphi expert consultation 

After two rounds of Delphi expert consultation, experts were 

asked to score the importance of primary indicators. In the third 

round, experts were invited to measure the weight and 

combination weight of each index according to the steps of 

analytic hierarchy process. And then comprehensive index 

method were used to construct and improve the evaluation 

framework and index system of population health 

informatization. 

Results 

Analysis of population health informationization 

development strategy 

PEST analysis of development strategy 

As an important support for the development of health cause, 

population health informationization is also the inevitable 

application result of information technology in the field of 

health care. Its own construction and development is affected 

by many factors, such as politics, economy, culture, society and 

technology. Analysis of its influencing factors will help to grasp 

the development trend of population health informationization, 

clarify current obstacles and problems, and propose future 

development strategies. This section analyzes population health 

informationization from the four environments of policy (P), 

economy (E), social culture (S) and technology (T) by PEST 

analysis. 

(1) Policy environment: In the field of health care, health 

departments and other ministries and commissions issued 

policy documents one after another, or stressed the importance 

of health information construction, or directly encouraged the 

construction of health information. From the perspective of 

policies and regulations at the national level, the health sector 

has guided, encouraged and regulated population health 

informationization from the aspects of strategic planning, 

system construction, and system function norms. In addition to 

the policies promulgated by the health department, the State 

Council has also promoted the construction and application of 

information technology in the field of health care from the 

perspectives of "big data", "internet+" and "information 

benefiting the people" [8].  

(2) Economic environment: In 2008, the total cost of health in 

China was 1,435.54 billion yuan, three times that of 2000. The 

total health expenditure in China in 2016 was 4,414.5 billion 

yuan, nearly three times that of 2008.Since the new century, the 

growth rate of total health expenditure has been higher than that 

of GDP growth, and the proportion of the former in the latter 

has also increased year by year. It is worth mentioning that the 

proportion of government health expenditure to total health 

expenditure has increased from less than 10% to more than 30% 

in 2016, and the proportion of personal health expenditure has 

declined year after year. These conditions have put forward new 

requirements for health care industry to expand supply, 

optimize service, improve quality and improve management 

level. However, the reality is that the supply of health care 

services in China is generally inadequate, and the distribution 

of quality medical resources is uneven, while the training and 

establishment of medical institutions is relatively slow. In this 

case, the use of information technology to extend services, 

improve efficiency, and improve quality is a very reasonable 

choice. Corresponding to the rapid growth of the medical 

industry, China's information industry has also grown rapidly. 

(3) Social and cultural environment: In 2014, China’s elderly 

population aged 60 and over reached 212 million, accounting 

for 15.5% of the total population. This size is comparable to the 

current population of the three major European countries 

(Germany, France, and the United Kingdom). Scholars predict 

that the peak population will appear in the 2030s and 2040s, 

and the aging rate will accelerate significantly in the next three 

or four decades. Especially until around 2040, the proportion of 

the elderly over 65 years old in China will exceed 20%, and this 

proportion will continue to increase by 2050, reaching 20%-

24%. The changes of disease spectrum, health demand and 

dependency ratio brought about by population aging will bring 

challenges to the future health care service supply. The rigidity 

of demand for chronic disease management, remote 

monitoring, health file management, and combination of 

medical care and maintenance will become more and more 

strong, and will become an important development direction of 

population health informatization ����  

(4)Technical environment: Benefiting from the rapid 

development and application of information technology, 

population health information technology has also undergone 

different technical stages. Technologies such as the Internet of 

Things and cloud computing have stepped onto the stage, and 

today the society has entered the era of big data. Telemedicine, 

teleconsultation, cloud hospital, cloud medical are constantly 

developing to realize convenient and efficient technical 

exchanges and cooperation in different time and space. The 

connotation of medical services is very broad, and it needs to 

rely on high-quality equipment, a wealth of sample banks and 

doctors to meet the needs of patients from prevention, medical 

care, health care to rehabilitation, as well as the experience of 

patients. "Internet + medical" has become an important 

breakthrough in the development of hospitals. "Wearable 

mobile medical devices" have had an important impact on 

people's lives and work [10]. 

Analysis of development measures and evaluation factors 

Through PEST analysis and strategic analysis of the future 

development of population health information in China, this 

study considers that the development level of population health 

informatization involves multiple dimensions such as 

information technology utilization and its own business 

development. Considering the multiple dimensions involved in 

the development level of population health information, the 

evaluation elements should include seven aspects: information 

resource construction, China Unicom and information 

technology application, information financing, informationized 

talents, information policy and management, and information 

application effects. 

Improve the measurement index system of the population 

health information development level 

Through PEST analysis and evaluation factors of China's 

population health information development strategy, the 

evaluation framework of population health information 
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development level is formulated, and the measurement index 

system of development level is further improved according to 

the optimization strategy. Based on the principle of 

"measurable and comparable", the measurement index system 

of population health informationization development level is 

revised and improved through the method of expert 

consultation. The evaluation index system optimization focus: 

continue to optimize the adjustment index weight setting; 

improve the score differentiation of some indicators; 

appropriately update the indicator content; simplify some 

indicators calculation formula. Finally, a three-level structure 

model including seven primary indicators, 16 secondary 

indicators and 38 tertiary indicators is established, which 

includes system construction, unicom and information 

technology application, information financing, information 

personnel, information policy and management, and 

information application effect. Defining the evaluation subject: 

the competent department of population health 

informationization; the evaluation target: the level of regional 

population health informationization development, including 

the software and hardware level, technology application and 

output from the perspective of information technology, and the 

coverage and protection of the population from the perspective 

of population health development level and information 

resource sharing. 

Table 1–Measurement and evaluation system of population 

health informationization development level. 

Primary 

indicator 

Secondary 

indicators 

Three-level indicator 

1 Information 

resource 

construction 

1.1 Construction 

and application 

of electronic 

medical record 

1.1.1 Construction and 

coverage of electronic 

medical record database 

in the region 

1.1.2 Medical 

institution electronic 

case database usage rate

1.1.3 Application of 

regional electronic 

medical record database 

in connection with other 

business systems 

1.2 Construction 

and use of 

resident 

electronic health 

records 

1.2.1 Electronic health 

record data update rate

1.2.2 Regional 

Electronic Health 

Archive Database 

Connection Range 

1.2.3 Business scope 

covered by the regional 

electronic health record 

database 

1.2.4 Application of 

regional electronic 

health record database 

in connection with other 

business systems 

1.3 Construction 

and use of the 

information 

database for the 

entire population 

1.3.1 Whether the entire 

population information 

database is fully 

covered 

1.3.2 Frequency of 

update of data of the 

entire population 

information base 

1.3.3 Application of full 

population information 

database in connection 

with other business 

systems 

2 

Infrastructure 

and 

information 

system 

construction 

2.1 Computer 

network 

facilities 

construction 

2.1.1 Business scope 

covered by the health 

information private 

network 

2.1.2 Community 

Health Service Center / 

Township Health 

Center Network 

Bandwidth 

2.2 Information 

System 

Construction 

2.2.1 Provincial 

business information 

system construction rate

2.2.2 Use and 

availability of basic 

business information 

system functions

2.2.3 Construction of 

health care big data 

application system

2.3 Information 

Security 

2.3.1 Machine room 

security level

2.3.2 Information 

system information 

security and other 

security levels

3 Unicom 

and 

information 

technology 

applications 

3.1 Unicom and 

data sharing 

3.1.1 Repeated entry of 

information in primary 

medical institutions

3.1.2 Communication 

between business 

information system and 

regional information 

platform 

3.1.3 Sharing health and 

medical data with 

related fields

3.2 Internet + 

Medical Services 

3.2.1 Proportion of 

open registration and 

inspection results of 

medical service 

institutions 

3.2.2 Proportion of 

medical institutions that 

carry out telemedicine 

through information 

systems 

3.2.3 Proportion of 

medical institutions that 

conduct two-way 

referrals through 

information systems

4 information 

financing 

4.1 Investment 

scale 

4.1.1 Ratio of 

construction funds and 

operation and 

maintenance funds to 

total health expenditure 

at the same time
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4.2 

Informatization 

financing 

sustainability 

4.2.1 Construction 

funds and operation and 

maintenance funds are 

included in the regular 

budget 

4.2.2 Social capital 

participation in 

information 

construction 

5 

informational 

talents 

5.1 

Informational 

Talents assign 

5.1.1 Proportion of 

informationized 

personnel in the 

proportion of health 

technicians 

5.2 

Informational 

Talent Structure 

5.2.1 Proportion of 

persons with master's 

degree or above and 

intermediate titles 

5.2.2 The proportion of 

composite information 

personnel 

6Information 

Policy and 

Management 

6.1 policy and 

planning 

formulating  

6.1.1 policy and 

planning 

implementation 

6.2 Construction 

and management 

of Information 

Construction 

Project 

6.2.1 Pre-project 

evaluation 

6.2.2 Post-event 

supervision of the 

project 

7 information 

application 

effect 

7.1 National 

Health 

Information 

Platform 

Application 

Effect 

7.1.1 Integration of 

information and data 

resources 

7.1.2 Key business 

synergy efficiency 

7.1.3 Data statistics and 

performance appraisal 

7.2 Health and 

medical big data 

application 

effects 

7.2.1 Accurate 

evaluation of health 

data 

7.2.2 Application of 

supplementary medical 

insurance control fees 

7.2.3 Public health 

decision-making 

management 

capabilities 

Multidimensional refinement of the evaluation framework 

of population health informatization development level 

Although the evaluation framework of the development level of 

population health informationization gives a quantitative 

analysis to the regional population health informationization on 

the whole, it lacks effective research and analysis in the sub-

segments of population health informationization, such as 

health and family planning administrative agencies, public 

hospitals, primary health care institutions, disease prevention 

and control centers [11]. For example, in the course of the 

investigation, the overall score of a certain area is relatively 

high, but the informationization of the primary health care 

institutions is difficult to meet the requirements of the medical 

reform policy of graded diagnosis and treatment. Therefore, on 

the basis of the overall evaluation, it is also necessary to refine 

the evaluation index framework from multiple angles to achieve 

more refined and standardized evaluation and analysis. From 

the perspective of the level of informatization development of 

hospitals and primary health care institutions, the evaluation 

framework of population health informationization 

development level is refined to make up for the shortcomings 

of the overall evaluation framework. First, the evaluation 

framework of hospital informatization was constructed with the 

main framework of capital input, organization and management 

of hospital informatization, construction of hospital 

informatization infrastructure, information security, 

construction and application of hospital information system and 

performance of information construction. It contains 6 first-

level indicators, 20 second-level indicators and 63 third-level 

indicators. Secondly, this paper constructs an information-

based evaluation framework for primary medical and health 

institutions with five dimensions: information resources and 

infrastructure, information system construction and application, 

information sharing and technology application, 

informationization benefits, and information security, including 

5 first-level indicators, 15 second-level indicators, and 53 third-

level indicators. 

Discussion 

Comprehensiveness of evaluation perspective and 

pertinence of content 

The construction of population health informatization in China 

is still the government-led mode, which is affected by the 

information technology level differences, policy environment 

support, and the level of security, so it needs to be considered 

as a whole. In the past, research focused on the application of 

information systems in a single business field, which is 

relatively microscopic, especially in the absence of technical 

considerations [12]. In the selection of indicators, this study 

strives to get rid of the single perspective of technology and add 

more macro policy indicators. At the level of evaluation 

operation, regional population health information evaluation 

mainly includes three types: "measurement of development 

level ", "performance evaluation" and "assessment evaluation". 

The horizontal measurement focuses on understanding the 

overall situation, and compares in the space and time; the 

performance evaluation pays attention to the results, and 

measures the information efficiency, effect and benefit; the 

assessment helps the evaluation object to find the lack and 

improve. At present, there is no unified construction mode for 

population health informationization construction, and the 

government-led information construction has a relatively 

strong public product attribute, and it is difficult to see actual 

benefits in the short term. Therefore, this study defines this 

evaluation as the basic regional population health 

informationization level measurement, appropriately 

highlighting development strategy at the emergence stage, and 

specifically reflecting the development of the main attributes in 

the informatization process. 

Method selection of index weight assignment 

In terms of the weight assignment of the index system, there are 

Delphi method, analytic hierarchy process, fuzzy analysis 

method, data envelopment analysis method, gray evaluation 

method, etc. Each method differs in subjective and objective 

assignment, qualitative and quantitative expression, and data 

integrity. In the measure of the development level of population 

health information, the subjective opinions of experts are 

indispensable, and some qualitative data are also inevitable. It 

is more appropriate to use AHP. The analytic hierarchy process 

describes the problems of complex systems as well-organized 

sets of hierarchical structural factors, qualitatively judges the 

elements of each level, and uses mathematical methods to 

obtain quantitative weight results, which achieves a 
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combination of quantitative and qualitative, overcoming the 

arbitrariness of the subjective valuation method, and avoiding 

the dilemma of the objective assignment method requiring 

long-term complete statistical data and the arbitrary judgment 

of throwing away from the empirical judgment. However, there 

are certain limitations in the actual use process. The comparison 

index of the two pairs is generally no more than seven, because 

the more the comparison, the more likely the logic confusion, 

the worse the consistency of the score. In order to effectively 

overcome the above problems, the number of indicators in the 

same root in each level of this study is no more than four, so 

that the results of expert scoring have a good logic, which 

ensures the scientificity of the evaluation system. 

Practicability and reliability of index evaluation model 

The completion of the hierarchy of the indicator system and the 

determination of the weight of the indicators are only part of the 

evaluation work. It is necessary to construct a comprehensive 

evaluation model, which combines the actual data with the 

index weight, including the conversion of the actual data into 

the index value and the combination of the index value and the 

index system. This study has developed detailed scoring rules 

for each of the three indicators, including indicator 

interpretation and calculation formulas, mainly in three cases. 

Firstly, qualitative indicators are converted into numerical 

values, and hierarchical values are assigned according to the 

rank. Secondly, indicators which cannot be directly calculated 

from the survey data are assigned to the corresponding 

indicators in segments for convenience, and the continuous 

"rate" value is converted into grade scores, and then the average 

calculation of the region is carried out. Thirdly, there are many 

administrative levels involved in the indicators, and the 

construction quantity, difficulty and importance of each level 

are not consistent. Each electronic medical record database 

cannot be treated equally. It must be dealt with at different 

levels, and the construction rate of each level corresponds to its 

own weight coefficient. The construction rate of each level 

corresponds to the respective weight coefficient. As the current 

population health informationization has no recognized "gold 

standard", the associated calibration validity cannot be 

measured. The content validity is generally not quantitatively 

measured. This research has been evaluated by experts to 

construct an evaluation index system, and there are detailed 

indicators calculation methods, which can be considered as 

good content validity. 

Value of the research  

The subjects, methods and objects of population health 

informationization evaluation in the world are diversified, and 

the goal orientation is obvious. Compared with international 

researches, China had carried out health informationization 

evaluation later than developed countries, and the early 

evaluation work mainly centers on the construction of hospital 

information system. In recent years, it has also made some 

progress in community health informationization, regional 

health informationization and comprehensive evaluation of 

health informationization. The evaluation of population health 

informationization in China is mainly based on index screening 

and weight testing. The evaluation object is single. It is difficult 

to measure the effectiveness and development level of health 

informationization comprehensively and scientifically because 

of the lack of thinking on how to evaluate and serve the 

government as the main body of information management. This 

research has filled in the gaps in this field. 

Limitations 

Different regions have different levels of health informatization 

in China, especially grass-roots institutions, which has weak 

foundation of informatization. Therefore, it had a certain impact 

on data collection from these institutions. It is necessary to 

further understand the detailed situation through field 

investigation in order to improve the accuracy of evaluation. 

Conclusions 

The index system is scientific and reasonable, and can be used 

for comprehensive evaluation of the development level of 

population health informatization, which has a certain guiding 

significance for the development of population health 

informatization. 
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Abstract 

This study used Amazon Mechanical Turk to crowdsource 

public opinions about sharing medical records for clinical 

research. The 1,508 valid respondents comprised 58.7% 

males, 54% without college degrees, 41.5% students or 

unemployed, and 84.3% under 40 years old. More than 74% 

were somewhat willing to share de-identified records. 

Education level, employment status, and gender were 

identified as significant predictors of willingness to share 

one’s own or one’s family’s medical records (partially 

identifiable, completely identifiable, or de-identified). 

Thematic analysis applied to respondent comments uncovered 

barriers to sharing, including the inability to track uses and 

users of their information, potential harm (such as identity 

theft or healthcare denial), lack of trust, and worries about 

information misuse. Our study suggests that implementing 

reliable medical record de-identification and emphasizing 

trust development are essential to addressing such concerns. 

Amazon Mechanical Turk proved cost-effective for collecting 

public opinions with short surveys. 

Keywords:  

Crowdsourcing, data collection, privacy  

Introduction 

Secondary use of electronic health record (EHR) data offers 

promise in advancing clinical and translational research. 

Access to electronic patient data promises efficient research at 

scale and at lower cost. However, such research also faces 

significant barriers [1], such as controversy around ownership 

of medical information and difficulties in sharing information 

among clinical researchers or across institutions. This can 

result in information fragmentation and lack of transparency. 

Due to HIPAA regulations, the need for consent to capture 

patients’ willingness to share their medical records has 

hindered research by informatics investigators [2]. Patient-led 

sharing of medical records for research is seen positively in 

several parts of the world, but barriers to patients’ willingness 

to share medical data for research remain common. In a study 

conducted in Australia, 95% of participants believed that 

medical research with data sharing was necessary in general 

[3]. Only 73% of these participants, however, were willing to 

share their own data for research. Investigators have studied 

differences between those willing and unwilling to share their 

medical records data. Buckley et al. found in a cohort that 

healthy controls were less willing to share their medical data 

[4], while Shavers et al. found that race played a factor; for 

example African Americans were found to be less likely to 

participate in research [5].  

Although several studies have been published regarding 

different aspects of record sharing, little is known about the 

feasibility of engaging the public to archive the clinical 

phenome for medical research [6]. To investigate what lies 

behind the general unwillingness to share medical data for 

advancing science and to learn how we can increase the 

public’s willingness to share, we conducted a crowdsourced 

survey on individuals’ willingness to share medical data. This 

is the first study of thematic trends in free-text survey 

comments relating why individuals might be unwilling to 

share their own or their family’s medical data. 

Methods 

We used a survey instrument previously published by a panel 

of natural language processing experts [7]. It included 

questions on demographics, willingness to share medical 

records for research (with and without identifiers), and 

willingness to share specific types of health information (also 

a first), such as medications, laboratory test results, and 

chronic illnesses. We asked respondents if they would be 

unwilling to share their own or family members’ clinical 

information for research purposes, and, if not, why not.  

We surveyed the opinions of the public who live in the United 

States and who speak English using the Amazon Mechanical 

Turk (AMT) system. AMT is an online crowdsourcing 

marketplace that recruits human workers to perform tasks for 

a nominal fee ($0.10 for completing this entire survey). Only 

one response was allowed from each AMT worker.  

For data quality control we inserted two common-sense 

knowledge questions: “What is the first month of the year?” 

and “Who is the current president of the United States?” in the 

survey to identify valid responses. Any respondent who failed 

to correctly answer these two questions was removed from the 

analysis. Pearson's χ2 tests were used to examine relationships 

between respondent characteristics and willingness to share 

medical records. Free-text responses were categorized 

thematically.  

Following widely accepted guidelines for thematic analysis, 

two independent coders performed the analysis. Each coder 

first familiarized themselves with the data and then generated 

initial codes separately. Then the two coders met to compare 

the codes and reach consensus. Each coder independently 

searched for themes in the codes that were relevant to the 

research question of this study: Is the public willing to share 

their medical records for research? What are the barriers? 

Multinomial regression was used to generate probability 

matrices to evaluate the predictive probability of gender, age, 

and education on willingness to share and reasons not to share. 
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Results 

1,774 AMT workers completed the survey, of whom 1,508 

answered the common-sense knowledge questions correctly 

and were included in the analysis. Among these respondents, 

58.1% were male, 54.5% had not completed a college degree, 

41% were students or unemployed, and 84.2% were younger 

than 40. This cohort appears relatively young and well 

educated. The demographics are shown in Table 1. 

Table 1 – Demographic Characteristics of Study Participants 

 Variable  Value n (%) 

Gender Female 623 (41.31)

  Male 885 (58.69)

Age 18-25 668 (44.3)

  26-40 603 (40.0)

  41-55 176 (11.7)

  56 or older 61 (4.0)

Education Less than high school 10 (0.7)

  High school/GED 159 (10.5)

  Some college 646 (42.8)

  Bachelor’s degree or col-

lege graduate 

547 (36.3)

  Graduate or professional 

degree 

146 (9.7)

Employment Religious 3 (0.2)

  Nonprofit organization 31 (2.1)

  Government and public 

administration 

58 (3.8)

  Education 89 (5.9)

  Health care and social as-

sistance 

89 (5.9)

  Homemaker 107 (7.1)

  Scientific or technical 142 (9.4)

  Not employed 223 (14.8)

  For-profit business 354 (23.5)

  Student 403 (26.7)

Willingness to Share Medical Records  

AMT workers were asked to pick an answer that best 

described how they felt about sharing medical records for 

research. This included their perception of how willing they 

felt the general public was to share their medical records for 

research, how willing they were to donate medical records of 

deceased family members for research, and how willing they 

themselves would be to share their own medical data (both 

with identifying information and without), as shown in Figure 

1. Over 74% were at least somewhat willing to donate their 

de-identified records for research. 32.4% thought others 

“might be willing” to share medical records of deceased 

family members for research, while only 4.2% stated they 

thought that others would definitely share their medical 

records. 35% said they would share their deceased family 

member’s records for research, with 6.8% saying they would 

not share their family’s records. Only 13.9% expressed 

willingness to share their identifiable medical records for 

research. 20% replied they would not be willing to share their 

data with identifying information, whereas only 5.3% 

expressed unwillingess to share de-identified medical records. 

50.3% indicated willingness to share their de-identified 

medical records for research.  

Willingness to Share Specific Health Information  

AMT workers were asked to indicate their willingness to share 

different aspects of their medical records for research (Figures 

2-3). Respondents checked whether they were “willing to 

share,” “not willing to share,” “not sure,” or “not applicable” 

with regards to health information such as lab results, 

medications, diagnostic reports, chronic illness, mental health, 

cancer, disabilities, and more. Respondents were most willing 

to share information on their demographics (Figure 2), 

childhood diseases, substance abuse, alcohol and tobacco use, 

cancer, and surgeries (Figure 3). 

 

Figure 1 – Willingness to Share Data 

 

Figure 2 – Willingness to Share Specific EHR Data Types 

 

 

Figure 3 – Willingness to Share Data about Specific 

Conditions 
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The five types of health information that the respondents were 

most unwilling to share were domestic violence, diagnostic 

reports, lab test results, mental health, and disabilities. 

Respondents were most unsure about domestic violence, lab 

test results, chronic illness, cancer, and surgeries. Many 

respondents found diagnostic reports, mental health, 

medications, reproductive health, and disabilities to be “not 

applicable”. All descriptive statistics are in Table 2. 

Table 2 – Descriptive Statistics of Participant Willingness 

Willing to Share Records [1=not 

at all, 5=definitely] 

Mean SD 

What other people think 2.83 1.04 

Expired family member 3.77 1.22 

Identified  2.98 1.34 

De-identified  4.09 1.15 

Willing to Share Conditions Freq % 

       Demographics 1,291 85.61% 

Childhood disease 1,291 85.61% 

Substance abuse 1,138 75.46% 

Alcohol and smoking 1,123 74.47% 

Cancer 1,120 74.27% 

Surgeries 1,119 74.20% 

Chronic illness 1,086 72.02% 

Vitals 1,056 70.03% 

Medications 1,013 67.18% 

Reproductive health 1,007 66.78% 

Lab results 998 66.18% 

Disabilities 987 65.45% 

Domestic violence 905 60.01% 

Mental health 825 54.71% 

Diagnostic results 799 52.98% 

Reasons for Being Unwilling to Share 

Respondents were asked to make one to three selections for 

why they would be unwilling to share their medical records 

for research, including an option for, “Not applicable, I am 

willing to share this information.” 203 respondents marked 

two responses, 251 checked three, and 39 marked more than 

three responses (results in Figure 4). 

 

Figure 4 – Concerns Behind Unwillingness to Share 

763 (50.6%) AMT workers solely checked, “Not applicable 

because I am willing to share my medical information,” along 

with 27 who also made other selections. 488 respondents 

checked “I don’t trust that my information will be kept 

confidential.” 463 marked, “It would make me uncomfortable 

to share this information.” 310 respondents checked, “It may 

compromise my future health care or insurance,” and 279 felt, 

“I am afraid my information will be used by the government.” 

The last question in the survey asked respondents to share any 

other reasons they would be unwilling to share their medical 

records for research, with a text box for free responses. Of the 

1,508 workers who took the survey, 689 (45.7%) provided a 

response for the final question in the survey. Only three 

respondents declared that they were unwilling to share without 

a reason, while 105 respondents stated they were willing to 

share. The remaining 581 respondents indicated issues or 

reasons that caused them to be unwilling to share, or 

conditions that would make them willing to share their 

medical information for research. Each response was coded to 

match one or more of the 13 codes listed in Table 3. 

Respondents had the most concerns with sharing identifying 

information, privacy, and potential harm caused by sharing. A 

total of 681 codes for reasons unwilling to share were applied 

to these responses. 

Table 3 – The Thirteen Themes Behind Unwillingness to Share 

Theme Total % of those 

unwilling to 

share 

Risks with identifiable infor-

mation

155 26.70% 

Potential harm 116 20.00% 

Risks with privacy 116 20.00% 

Unauthorized access to or 

sharing of information

53 9.10% 

Lack of knowledge of re-

search study

49 8.40% 

Improper/unauthorized use of 

information

33 5.70% 

Compromised confidentiality 32 5.50% 

Uncomfortable sharing medi-

cal data/records

29 5.00% 

Beliefs on information sharing 28 4.80% 

Specific health information 26 4.50% 

Medical data handling 23 4.00% 

Distrust in government 13 2.20% 

Insufficient compensation/no 

benefit to participant

8 1.40% 

 

Including identifying information generated the most concern 

from respondents. Respondents expressed worries about the 

information being traced back to them. One respondent posed 

the idea of potential harm from unauthorized sharing of 

medical data, “I would only be concerned about sharing my 

personal, identifying information because I'd be concerned it 

might get shared -- even inadvertently or accidentally.” All 

respondents expressed some willingness to share their medical 

data for research if identifiers were removed, and some 

distinctly stated they would be unwilling to share if identifiers 

were not removed. Privacy and potential harm tied for being 

the second most concerning issues. 

Of the 690 respondents who provided a response, 116 

expressed a desire for privacy. A strong sensitivity to the right 

to privacy was expressed by several respondents, e.g., that it 

was “nobody’s business,” that the information was “too 

personal to share,” and that it would be “an invasion of 
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privacy.” One stated, “My medical records are between me 

and my doctor and I don't believe they are anyone else's 

business.” Some respondents also felt that their privacy would 

not be guaranteed if they shared their medical data for 

research. 

Several respondents were concerned that harm may come to 

them from sharing their medical data. Specific concerns 

included identity theft, missed job opportunities or loss of 

employment, and medical care and health insurance 

discrimination. A total of 112 respondents were unwilling to 

share medical data because of a perceived risk of harm from 

sharing their information. One respondent stated, “I can see 

the results being used against me for jobs or health 

insurance.” Another felt that not sharing medical data/records 

would prevent potential harm, saying he would be unwilling to 

share to “Protect identity [and] prevent gossip regarding my 

health from people who would recognize my name.” Several 

other respondents likewise were concerned about being judged 

by their information. 

Confidentiality, handling of medical data by the researchers, 

and the likelihood of information being accessed and shared 

by people other than researchers was also an issue. 

Respondents expressed concerns over the researchers’ 

capabilities to keep the data secure and whether their 

information really would be kept confidential. 33 respondents 

indicated that they were concerned about confidentiality, and 

23 were unwilling to share due to uncertainty in how their 

medical data would be handled and kept safe. One respondent 

posted, “Most importantly, I have no control over what is done 

with it, and question how securely the data is protected.” 53 

respondents believed it was possible that their medical data 

could be hacked, leaked, or accidentally shared. One stated, “I 

would be afraid my personal information would get out and 

I'm not comfortable with that.” 

3.8% of participants demonstrated concerns about 

accessibility, applicability, and the necessity of sharing their 

medical records for research. Some felt that too much 

information on individuals was already available for others to 

see (“I feel that people can find out enough about anyone. 

Why give out more?”), or that sharing medical records was not 

necessary (“I feel that this information is very personal and 

doesn't need to be shared for researching.”). Others stated that 

they could not share because they did not have access to their 

own records (“I don't even have access to them.”), or that they 

were unwilling to share information for specific kinds of 

research, such as chronic disease, since they did not have a 

chronic disease or information believed to be pertinent to the 

research. “I do not have cancer. There is no domestic violence, 

nor alcohol, nor substance abuse. If any of this applied to me, 

I would share that info.” 

Sharing specific types of health information was another 

concern. A variety of respondents indicated that they were 

unwilling to share some types of health data. A few 

respondents demonstrated that they would be unwilling to 

share a given type of information specificially because sharing 

made them feel embarrassed. One respondent stated, “I'd be 

willing to share my medical data/records except for things 

that are personally embarrassing.”  

Respondents also shared that their willingness to share was 

dependent on specific knowledge of the research study, such 

as the research purpose and who the researchers and 

associated academic institutions were. Some participants also 

stated that they were unwilling to share because they were 

unable to contribute to the assessments being made by 

researchers. 

32 respondents were unwilling to share because they believed 

their medical records may be used for research they 

disapproved of or would be used for marketing purposes or for 

profit. Some respondents also felt that their records may be 

used unethically. Less than 4% of respondents were unwilling 

to share due to distrust in the government or because they felt 

they would not receive any benefit by sharing. 15 respondents 

were concerned about government involvement in research 

and healthcare, feeling the government had too much access 

and involvement with personal data already. A respondent 

said, “NSA already has all this info,” while another stated “I'm 

not comfortable trusting the government with my medical 

information.” For some, being compensated was a significant 

part of being willing to share medical data for research. One 

respondent stated, “If the price is right then I would gladly 

share my information. That's the only reason. I still wouldn't 

trust that my information would be kept confidential, but it 

wouldn't be the motivating factor. I'd want to be 

compensated.” 

Barriers to sharing medical records included the inability to 

track the uses and users of their information and a lack of trust 

in researchers’ intent. Explanations for their answers were 

provided by 960 (54%) respondents. The primary concerns on 

this point were (1) lack of tracking of the users and uses of 

shared information; (2) fear of being harmed, including loss of 

medical care or insurance, identify theft, being discriminated 

against by future employers, and being selected for targeted 

advertising; and (3) lack of trust in the data collectors. 

Discussion 

In this study, Amazon Mechanical Turk proved to be a cost-

effective method of collecting public opinions for biomedical 

research. Using AMT was also more representative of a 

broader population than conducting surveys among medical 

center personnel, although respondents did have to be 

computer literate. Also, the AMT survey took only a couple of 

days and $20 to collect responses from 1,774 respondents, 

while it took months for our surveys in medical centers to 

collect 400 responses.  

The majority of participants were willing to share their 

medical data for research in some manner. We discovered a 

variety of reasons why patients may be unwilling to share their 

medical data for research. Some of these reasons are 

addressable. For example, some respondents stated they would 

be willing to share if they had more information on the 

research study, researchers, or the associated academic 

institution. If respondents were provided with more 

information and were guaranteed that their data would be 

protected, kept confidential, and not used by the government, 

willingness to share increased. Factors that are hard to address 

but that affected willingness to share were desire for privacy 

and discomfort sharing specific types of medical data. 

Reliable de-identification methods for medical records and 

trust development are critical for addressing these concerns.  

Responses to the last, open-ended question of the survey were 

similar to responses in Weitzman et al.’s focus group study 

[8]; however, due to the large number of respondents who 

took the survey and the application of codes to the responses, 

we were able to determine the strongest and most prevalent 

concerns with sharing medical data for research. “Identifying 

information” was the most frequent code. Removing patient 

identifiers, such as name, address, and social security number, 

would cause the largest increase in willingness to share. This 

was confirmed by the increase in respondents indicating they 
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would be willing to share medical data without identifiers over 

the number of those willing to share with identifiers. This 

pattern was also seen in a study comparing attitudes towards 

sharing of medical data in healthcare settings between U.S. 

and Japanese populations [9]. 

Privacy, potential harm, and unauthorized access to or sharing 

of information were the next most common concerns. These, 

along with compromised confidentiality, improper or 

unauthorized use of data and sharing specific types of health 

information stem from sharing identifying information. This 

concurs with the findings of a study evaluating the effect of 

authorization forms used by hospitals on likelihood of consent 

which found that requesting social security numbers 

negatively effected the return rate of authorization forms, 

while distinguishing the hospital name on the forms increased 

the return rate [10]. The present study disagrees with prior 

reports of biases in willingness to share specific types of 

medical data. Respondents were least willing to share 

information about diagnostic reports, mental health, and 

domestic violence, while being most willing to share 

demographics, childhood diseases, and substance abuse. 

Comparison to Survey Results from Academic Centers 

In a previous study, we conducted a similar survey of 2,140 

highly-educated professionals, students, and staff in two 

academic medical centers [7]. 56% of respondents were 

“somewhat/definitely willing” to share clinical data with 

identifiers, while 89% of respondents were “somewhat” (17%) 

or “definitely willing” (72%) to share without identifiers. 

Results were consistent across gender, age, and education, but 

there were some differences by geographical region. 

Individuals in that study were most reluctant (50-74%) to 

share mental health, substance abuse, and domestic violence 

data, but remained fine sharing diagnostic data. Mental health 

and domestic violence seem to be sensitive areas not likely to 

be shared in either study cohort. The public in the present 

study were more willing to share substance abuse information 

than health professionals.  

Limitations 

There were several limitations to this study. Presenting most 

questions with predefined answer options may have prevented 

more freestyle responses. 54.3% of respondents did not 

provide an answer to the free-text question of the survey. 

Results of our study should be applied with care, as 

respondents were not asked where they currently live nor what 

their citizenship is. A research group at the University of 

California-Irvine surveyed MTurk HIT workers to evaluate 

their demographics and MTurk habits. It was found that 57% 

claimed to live in the U.S., while 32% were in India [11]. 

Asking for nationalities of our AMT respondents would have 

helped us understand how we could overcome barriers in 

willingness to share medical data in specific regions. Finally, 

people dealing with serious illnesses often have different 

conceptions of privacy than those who are not and, therefore, 

may be more willing to share health information. Our survey 

did not ask for health status of the respondents. In the future, 

we would like to study which patients are willing to share and 

which are not by collecting a richer variety of respondent 

characteristics. 

Conclusions 

This study is the first to leverage a crowdsourcing approach to 

efficiently collect the public’s preferences and concerns 

around sharing medical records for the advancement of 

science. This study sheds light on the opportunities and 

challenges when engaging the public on the subject of 

donating their medical records to support research, as well as 

on the need to balance privacy and specific patient needs for 

health information in the age of participatory health, the 

“measured self,” and social media.  
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Abstract 

Efficient access to clinical data by investigators is critical for 
data-driven biomedical research. Mediated query is commonly 
adopted to facilitate data access for investigators. However, the 
query mediation process remains a black-box. This study 
analyzed the email-based dialogues between investigators and 
clinical data query mediators from three institutions. We 
identify discussion topics and their frequencies, model task 
flows, and analyze user needs for query mediation support 
revealed from the dialogues. While the datasets between 
different institutions are distinct in some notable respects, we 
find that together they provide common insights for 
streamlining data access. From our findings, we conclude an 
intelligent dialogue-based query support model is feasible to 
automate human-mediated clinical data access for 
investigators and stakeholders. 

Keywords:  

Information storage and retrieval; Interdisciplinary 
communication; Needs assessment.  

Introduction 

Big data in healthcare offers immense research potential. In 
practice, much of the data access is mediated by query analysts 
who have the adequate technical knowledge, e.g. structured 
query languate (SQL), to pull information from complex 
databases. Clinical data access for biomedical researchers is 
limited not only by patient privacy and data governance but also 
ineffective communication between clinical researchers and 
query analysts. In addition to logistic barriers such as lengthy 
institutional paperwork for approving data requests, there are 
interdisciplinary communication barriers due to vocabulary 
differences, conceptualization discrepancies, and knowledge 
gaps impeding efficient delivery of accurate data sets. With 
proliferating data, human-mediated data queries are difficult to 
scale.  

The underlying biomedical query mediation (BQM) process is 
an iterative question-answering process between investigators 
and query analysts. BQM centers on the investigators’ 
definition of a research statement followed by more precise 
specifications of the clinical process in question so that query 
analysts are able to locate the appropriate data elements. In the 
process of BQM, contextual data constraints often guide 
revision of the researchers' data queries [1]. The more complex 
or granular databases are, the more complex BQM may 
inherently be due to iterative refinements and understanding of 
the precise information needed from both parties.  

Currently, there is minimal literature detailing BQM and much 
of the underlying communication space exists in a "black-box" 
in which the actual needs of researchers and the methodology 
of query analysts' work are not always transparent to each other, 
which is reflected by the iterative nature of BQM.  

Increasing the transparency of the BQM communication space 
is thus an important first step into understanding how to better 
streamline data access, as understanding the processes 
underlying information retrieval can lead to informed redesigns 
of communication and information flow [2].The biomedical 
query negotiation can generally be seen as a continuum of 
automated information retrieval and human-centered 
communication (e.g. conversations or email exchanges). 
Depending on the information task, automation can be 
substituted for in-person communication [3], which is by direct 
conversation or email, is not always efficient.  

In this paper, we investigate email communications during 
BQM since email exchanges are an excellent candidate for a 
computational decision-support paradigm in which elements of 
information flow can be automated. In our analysis of the email 
communications from three institutions, we attempt to 
understand how researchers and query analysts negotiate data 
needs via email and identify knowledge gaps between 
biomedical researchers and query analysts. We use insights 
from task and temporal communication patterns, categorization 
of questions, sender-recipient networks, and the results of 
predictive text models to better understand email-based BQM 
in evaluating whether we can feasibly design an automated 
dialogue-based query support system. 

Data and Methods 

Email communication for 20 self-reported critical incidents for 
BQM totaling to 307 emails at an average of 15 emails per case 
with a standard deviation of 19 were collected from 3 query 
analysts from three institutions. These cases were exchanges 
characterized by logistical inefficiencies and communication 
gaps. Most of the variability in case size comes from Site 3, 
which also makes up 80% of the email messages. Cases from 
Sites 1 and 2 average 5 to 6 emails per case with a standard 
deviation of 2 emails. Cases from Site 3 average to 23 emails 
per case with a standard deviation of 22. Case 3's variability 
comes from an outlier case containing 93 emails (Figure 1).  

Data De-identification and Structuring 

De-identification of sensitive information was done manually 
by replacing sender names, including titles (e.g. Dr., MD), and 
associated email addresses with generic codes. In addition to 
signatures, institutional footers were removed from messages.  
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Figure 1 - Distribution of cases by number of emails 

Telephone numbers, addresses and locations, passwords, and 
file names of attached documents were deleted from the text. 
To ensure further data privacy, the delivery context of emails, 
e.g. 'Sent from my iphone', were removed from all emails. The 
structure of all emails was standardized to allow easier parsing 
of the text. Junk delimiters, excluding message separators, such 
as > and Original Message identifiers were cleaned from the 
dataset. Non-alphanumeric text was deleted unless it was 
related to the data or query commands in an email. Any Date 
delimiters were changed to Sent. Times were truncated from 
hour-minute-second format to hour-minute format to ensure 
uniform precision in temporal analysis of emails. Completed 
recipient information could not be imputed in all emails in cases 
where copied (cc’d) recipients were not explicitly denoted in 
abbreviated email headers. Actual email text was demarcated 
with the MESSAGE tag and additional tags were added to 
identify task domains and communication parties.  

Figure 2 - An example de-identified email message 

Coding Book for Hierarchical Task Analysis 

We defined email tasks, i.e. email events, as what the sender 
wants to accomplish with the primary recipient. All emails were 
manually tagged with domains and sub-domains using this 
coding book (Table 1). 

We append an additional identifier Communication Party, an 
indicator variable of whether a sender is a query analyst 
retrieving data or biomedical researcher requesting data. 
Because a sender does not necessarily always communicate 
with the opposite party, an additional tag Target Party was 
created to account for researcher-to-researcher and analyst-to-
analyst communications in addition to the communications 
between biomedical researchers and query analysts. 

We ran basic email counts across sites, computing min, max 
median, mode, and standard deviation in the number of emails 
in a case to get a basic sense of communication volume. We 
constructed a basic box-plot view of email counts across sites. 
For each critical incident, we looked at which communication 
party (researcher, query analyst, or other/unknown) was 
initiating the thread of the critical incident, as a percentage of 
the number of cases in each site. We determined the number of 
emails sent by different communication parties as a percentage 
of the total number of emails in each site. We additionally 
determined the number of party-to-party (i.e. researcher to 
query analyst, query analyst to researcher, researcher to  

Table 1 - Domains and Sub-domains for Task Analysis 

Domain Subdomain Definition 
Inquiries   
 Task 

Request 
the recipient is asked to assist 
with a data request by 
sending information, 
modifying the structure of the 
data, supplying additional 
information and detail, 
retrying a solution with new 
information, or confirming 
feasibility 

 Clarification the recipient is asked to clarify 
detail on information sent or 
confirm and make sure of 
whatever information was pre-
viously provided 

 Follow-up a check-in for updates on pro-
gress from recipient 

Meetings   
 scheduling Schedule a meeting 
 Meeting 

confirmed 
Confirm the schedule 

 Meeting 
completed 

Close the conversation 

Resolution   
 Resolution 

Pending 
a sender states that progress 
will be made or is currently 
being made. This can include 
mention of failed attempts at a 
solution or data request 
acknowledgements by a data 
team processing the request 

 Resolution 
Offered 

the sender offers at least one 
part of a larger solution or 
notes which information is al-
ready readily available 

Other   
 Notice a general information email, 

generated without regard to a 
particular data request 

 Forward an email in which the purpose 
of the message is to forward a 
communication 

 Introduction An email in which a new re-
searcher or query analyst in-
troduces himself or is being 
introduced into the email 
thread 

 Acknowledg
ment 

an email in which the sole pur-
pose of the message is to 
acknowledge the resolution of-
fered or the progress being 
made 

researcher, and query analyst to query analyst) communication 
flow as a percentage of the total number of emails across sites. 
We furthermore broke down task domains as well as task sub-
domains by researcher and by query analyst across sites. 

The interrogative pronouns 'who', 'what', 'which', the adverbs 
'where', 'when', and the conjunctions 'if', 'whether' characterize 
straightforward questions can be automated by a database. The 
interrogative adverbs 'how', 'why' may be more open-ended and 
less likely to be candidates for the computational paradigm in 
communication. Better understanding of these grammatical 
identifiers helps us better understand the nature of questions in 
email-based BQM. In a representation based on these 
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grammatical terms, we categorize our questions as 
Identification questions involving 'who', 'what', 'where', 'when', 
'which' inquiries, Choice questions involving queries of 
'whether', 'if', 'or', Quantification questions involving 'how 
many', 'how much', 'how long', 'how far', 'how often', 'how high', 
'how long', and Discussion-oriented inquiries represented by 
'why' and other forms of 'how' like 'how do' and 'how would'. 
We filtered on emails whose task domains include inquiries and 
whose specific sub-domains exclude stand-alone follow-ups. In 
the filtering, we were thus able to focus more on questions 
related to the data request at hand. Our results are represented 
by researcher and by query analyst.  

The bag-of-words model is popular for document classification. 
Given that emails are labeled with the task domain, task sub-
domain, communication party, and target party, we approach 
task and party identification as a supervised learning problem. 
Representing email messages as multi-sets of words that only 
take into account word multiplicity but disregard word order 
and grammatical structure, word frequencies in the multi-sets 
are used as a feature in training a multinomial naive Bayes 
classifier. Multinomial naive Bayes assumes independence 
between features for a multinomial event model, which are our 
task and party classifications.  

In task identification, we first predicted general domains. 
Because multiple domains can occur together in an email, we 
separately ran the model for each general domain and predicted 
the binary indicator of that particular domain. We then 
performed a nested prediction, in which we predict specific task 
sub-domains conditional on the corresponding general domain, 
extracting only emails for which that domain is the only domain 
tag. We applied the same algorithm in predicting 
communication and target parties. For each prediction set, we 
performed randomized cross-validation in 1000 iterations and 
noted the range of accuracies with the middle 800 values, i.e. 
accuracies at the 10th and 90th percentiles.  

We developed a simpler classification algorithm premised on 
the concept of a codebook; that is, a set of key terms and phrases 
representative of an aspect of the conversation such an email 
task domain. Unlike bag-of-words, our codebook-based 
classification gives consideration to word order since it extracts 
one to four-word phrases in common among at least two 
messages of a certain category. For domains, we looked first at 
matches between single-domain messages and then matches of 
those single-domain messages with multi-domain messages. 
For sub-domains, we again conditioned on the relevant broader 
domain first, as in our bag-of-words-based prediction. For 
domains, sub-domains, and communication parties, we ensured 
that the codebooks constructed do not overlap between their 
different classifications so that the set of codes is unique to that 
particular classification.  

The construction of codebooks allows us to understand the 
language surrounding an email task or communication party. 
We hence made another probe into the language of biomedical 
researchers and query analysts using part-of-speech (POS) 
tagging to determine the most frequent nouns and verbs, and 
their overlap, among different communication parties. We 
adapted a script for noun-phrase extraction. Frequent topics are 
the functional foundation of automated dialogue-based query 
support and we hence computed the frequencies of our 
extracted topics across sites.  

We examined how tasks follow from one another across emails. 
We computed a ranked moving average of the number of task 
sub-domains across emails. We looked at the intra-message and 
inter-message relationship between tasks, respectively, in 
computing the most frequents tasks concurring with a specific 

task and the most frequent tasks preceding or following that 
specific task. We constructed network visualizations 
specifically for clarifications and task requests to better 
understand the events surrounding the iterative question and 
answer process. For cases without any missing timestamps we 
visualized the time lengths between conversations in a box-and-
whisker plot and analyzed task domains and sub-domain at 
peaks, i.e lags, in response times. To understand how involved 
the communication networks are, we plotted a color-coded 
network visualization of senders, primary recipients, and 
secondary (cc'd) recipients who are neither senders nor primary 
recipients. We then generalized the communication interactions 
to four different network models. 

Results 

Communication Volume and Communication Networks  

In the breakdown of thread origination across sites, we look at 
which communication party, i.e. researchers or query analysts, 
are initiating the conversation. While most cases begin with 
contact by a query analyst with institutions 2 (100%) and 3 
(55%), with institution 2 being entirely analyst-initiated, 
institution 1 is predominantly researcher-initiated (Figure 3a). 
The researcher to query analyst communication volume among 
individual email messages is about the same as the query 
analyst to researcher volume for Sites 1 (40%) and 2 (38%), and 
is slightly higher with Site 3 (45%) (see Figure 3b).  

Figure 3 - Breakdown of pairwise communication 

Interestingly, exchanges are not simply between opposite 
parties. Across all three institutions a non-negligible portion of 
the communication volume occurs between query analysts 
themselves, and for Site 3, there are also some smaller number 
of exchanges from researcher to researcher (see Figure 3b).  

Communication networks represent the complexity of 
conversations between senders and primary recipients for an 
entire critical incident. Two-node interactions are the most 
common and simplest network type in our data, with nine 
critical incident cases following this prototype. Linear three-
node networks are represented in four cases, where the 
additional third node can be any party. In linear three-node 
structures, the two relationships could be bidirectional 
relationships among the same parties and between different 
parties. Our cases also include the instance of both bi-
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directional and unidirectional interactions among the two pairs 
of different parties. Triangular three-node structures, 
represented by four critical incidents, can have one to three bi-
directional graph edges and, in our data, roughly the same 
number of cases involves the majority of the nodes being of 
either party. Complex networks are the rarest case, represented 
by only three cases, all within Site 3. The first three network 
models all exist in exchanges from each of the three institutions.  

Task domains are split almost evenly between researchers and 
query analysts, with insignificant variations between specific 
domains and sites (see Figure 4a). In the small set of cases from 
Site 2, there are no emails requesting, confirming, or 
referencing meetings. Within the inquiry domain, most 
questions are straightforward identification or choice questions 
as opposed to quantification questions and more involved, 
discussion-oriented inquiries (see Figure 4b).  

Figure 4 - Breakdown of tasks and classification of inquiries. 
(a) Task domain breakdown by communication party across 
all sites. I = Inquires, M = Meetings, R = Resolutions, O = 

Other. (b) Question breakdown by communication party 
across all sites. I = Identification, C = Choice Between 

Options, Q = Quantification, D = Discussion 

Predictions of Tasks and Communication Parties 

The bag-of-words algorithm with naive bayes assumptions on 
our multinomial event model for domains and sub-domains has 
generally good predictive performance. For the middle 80 
percent of values within the 10th and 90th percentile of 
prediction accuracies, we find that single-domain prediction of 
inquiries, meetings, and resolutions range from 61-74%, 73-
84%, and 60-71%, respectively. Because we approached this as 
binary a prediction for each domain, these results are better than 
a 50% random prediction.  

For the nested prediction in which we condition in the presence 
of a particular single-domain, we again have better-than-
random results. For inquiries, we find that task requests, 
clarifications, and follow-ups have 80 percent of their 
accuracies at 50-78%, 50-78%, and 61-83%, respectively. The 
similar and slightly lower range of prediction accuracies for 
task requests (i.e. information requests, and clarifications) 
reflect the similarity in these two sub-domains as they are both 
inquiries specifically regarding the data at hand, as opposed to 
questions following up with progress or requesting meetings.  

In the conditional predictions with single-domain meetings, we 
find that meeting scheduling, meeting confirmations, and 
completed meetings have most of their accuracies at 62-92%, 
62-92%, and 100%, respectively. In conditional prediction with 
single-domain resolutions, we find that pending resolutions and 

definitively offered resolutions can be mostly predicted within 
65-87% and 61-87% accuracies, respectively. Looking at party 
predictions, we find the party originating the email message can 
be predicted mostly within 64-77% accuracy for both 
biomedical researchers and query analysts. The party to which 
the message is targeted can be accurately predicted within 58-
70% and 57-70% accuracy for researchers and query analysts, 
respectively. The general domains of inquiries, meetings, and 
resolutions are accurately predicted with 42%, 75%, and 61% 
accuracy, respectively. Within inquiries, task requests, 
clarifications, and follow-ups are correctly predicted 20%, 
43%, and 85% of the time. Within meetings, meeting 
scheduling, meeting confirmations, and completed meetings 
are respectively determined with 54%, 95%, and 96% 
accuracies. Within resolutions, pending solutions and 
definitively offered solutions are respectively determined with 
33% and 38% accuracy. Communication parties are determined 
with 50% accuracy.  

Topic Extraction  

The codebook approach provides a basis for assessing the 
common language used in dialogue-based query mediation. 
Looking at the nouns and verbs, the basic elements of topics, 
we see some overlap among researchers and query analysts and 
because of the different sizes of word sets, we measure overlap 
with respect to the smaller word set. Looking specifically at 
noun topics, we find that between researchers and analysts, 
there are 43%, 39%, and 58% overlaps across Sites 1, 2, and 3 
respectively. Between researchers these overlaps are 15%, 
41%, 39%, and between query analysts these are 29%, 34%, 
37%. The smaller overlaps within the same parties make sense 
as each critical incident represents a distinct data request. The 
more significant overlaps in noun topics between opposite 
parties is reasonable since a common language is needed to 
mediate information requests. Looking at the most frequent 
topics in our subsequent noun-phrase extraction, we see that 
important common topics across all cases include logistic terms 
such  "MRN," "codes," "data," "warehouse," and "ICD9" as 
well as more medically-focused concepts such as "adenovirus," 
"hemoglobin," "ulcer," and "creatinine." Common to all sites 
are terms such as "lab," "dates," "IRB," "gender," and 
"diagnosis." Common to Sites 1 and 2 are terms such as 
"admissions" and "months." Sites 1 and 3 share terms like 
"control," "age," "medication," "reaction," "demographics," 
"ICD9," and "MRI." For Sites 2 and 3 we see common terms 
such as "chronic" and "surgery." These frequent topics serve as 
the core of dialogue-based query mediation.  

Task Flow and Temporal Analysis  

In determining the most common tasks preceding, concurring 
with, and following particular task sub-domains across sites, we 
found that the email tasks surrounding clarifications and task 
requests, i.e. information requests, are quite similar across sites. 
Within the ongoing process of BQM, both task request, i.e. 
information request, and clarification events tend to be 
preceded by clarifications, task requests, and definitively 
offered resolutions, and they both tend to be followed by 
clarifications and definitively offered solutions. Moreover, 
these two email events tend to coincide with a clarification or 
task request alongside an offered resolution.  

Whereas meetings will attempt to be scheduled following a 
clarification, these task events tend to coincide with or precede 
a task request. Completed meetings also coincide with task 
requests. Task requests can also commonly occur in response 
to forwarded messages, whereas clarifications can occur in 
response to follow-ups suggesting that clarifications intuitively 
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highlight bottlenecks in the information retrieval process. 

Figure 5 - Distribution of times between emails within a critical 
incident. Box-plot representations with median and quartiles 
shown for cases with complete time data. Case 5 has significant 
variation in email response times with its box-plot extending 
outside the timescale range used in this comparison chart 

There is significant variation in the time durations of our critical 
incidents (see Figure 5). Analyzing the temporal lags, we find 
that most frequently preceding time peaks, query analysts have 
completed a meeting, have offered a resolution, and are 
currently working on another solution. At the opposite end of 
the time lag researchers typically contact query analysts with 
information requests. During the course of exchange, there 
seems to be no regular pattern among institutions in how the 
number of distinct task sub-domains change, whether they are 
generally increasing, decreasing, or peaking midway, 
emphasizing BQM to be a non-linear process. 

Discussion 

Communications between query analysts in some of these 
critical incidents suggests that database querying is not a 
straightforward process that can always be directly handled by 
a single mediator. The somewhat smaller proportion of 
researcher-to-researcher communications suggests that an 
understanding of the clinical process can also be quite involved. 
However, these represent a minor proportion of the 
communication flow and for the most part, BQM is an 
interaction between opposite parties, mostly having simple 
communication network structures. That task domains are 
roughly broken down equally between parties suggests that 
there is as much of a need and refinement both for the 
specifications of the clinical process and for the data obtained. 

This study complements earlier work in BQM focusing on in-
person communication. In-person conversations that comprise 
non-electronic BQM are an important part of the information 
retrieval process [4]. Indeed, in 14 out 20 threads that set up 
meetings, 7 of those threads reference information from that 
conversation. However, while meetings are important, they are 
not critically necessary to BQM. Not only are meetings the 
smallest volume of task domains among our three major task 
domains, Site 2 does not involve meetings at all and six critical 
incidents across the entire dataset altogether exclude this task 
domain. This strongly suggests that BQM, or at least parts of it, 
can be taken to a computational model.  

In fact, there is notable structure and predictability in BQM. On 
one hand, the volume of distinct events over the course of an 
exchange does not seem to follow any consistent patterns 
among our sites. On the other hand, our network analysis of task 
events surrounding information requests and clarifications 
confirms the iterative question-and-answer model of BQM 
discussed in earlier research. Our topic analysis is integral to 
understanding this iterative nature. Our findings of both 
logistically-oriented terms such as "codes," and "ICD9," in 
addition to the medical jargon, can guide the construction of an 
automated dialogue-based query support, as these codebooks 

can inform references within automated dialogue-based support 
that model the actual conversational support found in emails.  

Intelligent query formulation relies on the ability to 
automatically understand the flow of a conversation and we 
have observed that much of the mediation process can be 
predicted at a high level. The content of email conversations 
moreover suggests that BQM is an ideal candidate for the 
computational design-support paradigm as many of the 
questions are straightforward inquiries, e.g. questions regarding 
basic identifying information and questions regarding choices 
between alternative sets of information. The relevant 
information for such inquiries can be autonomously accessed 
by researchers given the appropriate interface support [5; 6].  

This study is limited by the small sample of emails from a small 
number of institutions for 20 critical incidents, thus not 
providing a complete representation of the entire BQM space. 
Nonetheless, we offer important initial insights into the 
dynamics of human-mediated query support, confirming earlier 
research in BQM as well as providing promising insights into 
the potential for automating BQM. Our codebook-based 
algorithm extracted a unique set of codes for a particular 
domain/sub-domain classification, codes common to two 
different domains are not used in the determining the 
classification of a message. This suggests that many domains 
may occur together, as we see in later analysis.  

Conclusions 

This study contributes an analysis method for understanding 
interdisciplinary communicaiton and early insights into the 
black-box biomedical query process. We conclude that 
Dialogue-based decision support is needed and feasible. 
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Abstract 

Clinical data, such as laboratory test results, is increasingly 

being made available to patients through patient portals. 

However, patients often have difficulties understanding and 

acting upon the clinical data presented in portals. As such, 

many turn to online resources to fill their knowledge gaps and 

obtain actionable advice. In this work, we present a content 

analysis of the questions posted in a major social Q&A site to 

characterize lay people’s general information needs 

concerning laboratory test results and to inform the design of 

patient portals for supporting patients’ understanding of 

clinical data. We identified 15 information needs related to 

laboratory test results, and clustered them under four themes: 

understanding the results of lab test, interpreting doctor’s 

diagnosis, learning about lab tests, and consulting the next 

steps. We draw on our findings to discuss design opportunities 

for supporting the understanding of laboratory results. 

Keywords:  

Consumer Health Information, Information Seeking 

Behaviors, Patient Portals. 

Introduction 

Advances in personal health record technology, such as online 

patient portals, empower patients with easy and full access to 

their clinical data (e.g., laboratory results, radiology reports, 

and clinician notes) [1]. This access, in line with general 

interest in patient-centered care, has proven to foster patient 

engagement, enhance patient-provider communication, and 

ultimately, improve health outcomes [2]. These potential 

benefits, along with the financial incentives provided by the 

U.S. government [3] and the OpenNotes initiative [4], 

encourage healthcare organizations to increase patients’ access 

to their clinical data via patient portals.  

Among the many portal functionalities, access to laboratory 

test results is an area of high interest to patients; growing 

evidence suggests that patients are increasingly interested in 

timely and easy access to laboratory test results [5]. However, 

patients’ current use of test result data is significantly limited 

due to several reasons [6]. For example, many portals present 

clinical data to patients in the same way as it is shown to 

healthcare providers, while patients may not have sufficient 

health literacy to process and understand the technical nature 

of the language (e.g., medical jargons) used in the laboratory 

test reports [7,8].  In addition, patients hope to find useful 

information, such as actionable knowledge, in online portals, 

rather than just reviewing the data [9,10]. These findings 

suggest that while healthcare organizations are increasing 

patients’ access to their clinical data via patient portals, this 

technology has not adequately met patients’ information 

needs.  

Therefore, patients often turn to online resources (e.g., search 

engines, health forums, and social media) to fill their 

knowledge gaps. In fact, a recent Pew Research Center study 

reported that over 70% of adult Internet users in the U.S. 

searched online for health information [11]. As one of the 

most popular activities online, health information seeking has 

been the focus of many studies over the past few decades [12]. 

However, to date, only a few studies have started looking into 

patients’ online health information seeking behaviors in the 

context of understanding laboratory results. For example, 

Reynolds et al. [8] examined the type of supports patients 

need related to their laboratory data through analyzing 

questions in an online health forum (medhelp.org). In 

particular, they found that patients tend to ask questions 

pertaining to several topics: diagnosis, management/treatment, 

laboratory report, test, risk, and prognosis. Their study also 

preliminarily assessed the feasibility of identifying and 

characterizing the nature of patients’ questions related to 

laboratory results. Building upon their work, we conducted an 

explorative study to gain further insights into patients’ general 

information needs concerning laboratory test results. 

In this paper, we analyzed the questions that users posted on a 

major social Q&A site, Yahoo! Answers. Among various 

online forums containing health communities, Yahoo! 

Answers allows patients to seek information through raising 

questions and receiving answers from others (e.g., peer 

patients, health professionals) who are willing to share their 

knowledge and opinions [13]. Unlike queries submitted to 

search engines, the questions posted on these platforms are 

expressed in natural language. These questions also tend to 

contain more contextual information, such as patients’ medical 

histories and symptoms. Therefore, Yahoo! Answers is a good 

resource for examining lay people’s health information needs 

[12,13]. As this study is exploratory in nature, we chose to 

focus on a specific chronic disease, i.e., diabetes, rather than 

multiple conditions. Diabetes is an ideal condition for us to 

investigate lay people’s information needs regarding 

laboratory test results. That is, diabetes is recognized as one of 

the most important public health problems with escalating 

health concerns [14], requiring long-term management and 

regular laboratory tests. Addressing the barriers of 

understanding laboratory test results will benefit a broad 

population and the society at large. Furthermore, laboratory 

tests vary across different types of conditions and diseases. 

Thus, focusing on one condition allowed us to generate 

comprehensive search terms for data collection.  
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In this study, we began our inquiry by asking: What are lay 

people’s information needs in making sense of their laboratory 

test results? We identified 15 information needs related to 

laboratory test results, and clustered them under four themes: 

understanding the results of lab test, interpreting doctor’s 

diagnosis, learning about lab tests as a source of information, 

and consulting the next steps. This study highlights the need to 

address the gap between patient knowledge and limited 

contextual information presented on their lab reports. 

Methods 

Data Collection 

Using the application program interface (API) of Yahoo! 

Answers, we collected a total of 58,422 questions in the 

diabetes category between 2009 and 2014. The questions were 

downloaded and loaded to a MySQL database. We then 

extracted 8,655 posts using keywords suggested by the 

guidelines and recommendations for laboratory analysis in the 

diagnosis and management of diabetes, such as HbA1c, 

glucose, and creatinine [15]. The complete search terms and 

the number of posts retrieved by each term are listed in Table 

1. The terms “glucose” OR “blood sugar” yielded the most 

posts (87.1%). The study was approved by the institutional 

review boards at Pace University and Florida State University.  

Table 1. Search terms and the number of retrieved posts. 

Search Terms Number  

“lab” OR “laboratory” 243 

“A1c” OR “HbA1c” OR “hemoglobin A1c” 427 

“glucose” OR “blood sugar” 7,536 

“blood pressure” OR “systolic” OR “diastolic” 338 

“creatinine” 111 

 

Data Analysis 

We generated a random sample of 1,619 posts of the 

potentially relevant question posts (8,655 posts containing 

keywords). Then two researchers independently reviewed 

posts for relevance. Duplicate or irrelevant posts were 

discarded. The posts were determined to be irrelevant if they 

did not contain any laboratory results or questions related to 

laboratory tests. This screening resulted in 967 posts eligible 

for further analysis. The relevant posts were then transferred 

into NVivo, a program for organizing, storing, and 

manipulating qualitative data. The research team performed 

content analysis on these relevant posts. The analysis was 

performed independently by three researchers and consisted of 

multiple steps (Figure 1).  

The first step was to iteratively develop a codebook using the 

open coding technique. Two coders, C1 and C2, 

independently analyzed 240 randomly sampled posts until 

saturation was reached. The initial list of codes was generated 

and then discussed in a group session to determine which 

codes to keep, merge, or remove. After the list of codes was 

set, we created a data dictionary defining each code to 

standardize the coding process. Our final coding scheme 

contained a total of 15 codes, which were clustered under four 

themes: understanding the results of lab test, interpreting 

doctor’s diagnosis, learning about lab tests as a source of 

information, and consulting the next step (see Table 2).  

Next, a third coder (C3) coded 100 randomly sampled posts 

from the rest of the posts to check for exhaustiveness of the 

themes. Once confirming that the themes were 

comprehensive, C1 and C2 independently coded another set of 

100 posts to check for inter-rater agreement using Cohen’s 

Kappa coefficient. The resulting kappa value was analyzed 

using the kappa interpretation scale suggested by Landis and 

Koch [16]. The coders presented “Almost Perfect” agreement 

(kappa value of 0.851). The disagreements were mainly due to 

the interpretive differences attributed to “Confused about 

doctor’s suggestions or diagnosis” and “Seeking confirmation 

of doctor’s diagnosis” codes; all the disagreements were 

resolved through discussion. After conflict resolution, C1 and 

C2 coded the rest of the posts to conclude the analysis.  

 

 

Figure 1– Data Collection, Sampling, and Analysis Process 

Results  

People come to Yahoo! Q&A to request advice, suggestions, 

information pertaining to laboratory test results. Their 

information needs are multi-faceted, manifested in their 

different but related questions.  In this section, we will 

describe these information needs that people expressed in the 

questions. We will use representative quotes to illustrate the 

salient themes.  

Understanding the Results of Lab Test 

Requests for understanding laboratory test results were by far 

the most common in this sample (85% of the total posts). That 

is, posters shared parts of the report content and asked the 

community to explain their lab test results. As Table 2 shows, 

posters needed help in understanding different aspects of their 

lab content, including the meaning of lab value, specific 

terminology, and the effects and causes of abnormal and/or 

inconsistent results.  

The most common questions in this category were related to 

understanding the meaning of lab values (74% of the total 

posts). We found that people had different needs in making 

sense of their lab results, which may be due to different levels 

of health literacy, knowledge and experience [17]. For 

example, a post sought clarification on whether a specific lab 

value falls into the normal range: “Is GFR of 73 and 

creatinine 1.1 normal?” In other cases, posters often asked the 

community for diagnosis or opinions, by providing substantial 

portions of their reports and relevant medical history, 

medication information, and symptoms. For example, a post 

sought opinions on what the lab results indicated:  

“I am an 18-year-old male. […] Some of the statistics from 

the report were as follows: high alkaline phosphatase levels, 

elevated T3, elevated Hbg levels. […] My AbC1 level was 6.1. 

Z. Zhang et al. / Understanding Patient Information Needs About Their Clinical Laboratory Results1404



What do these elevated levels seem to point to? Can anyone 

make sense of what might be wrong from my lab results?”  

Posters also requested explanation of technical jargon, i.e., 

terminology. For example, a post asked for the clarification of 

a specific term: “Does anyone know what is the meaning of 

‘Lymph’ on blood labs?” This observation suggests that 

people have difficulty understanding medical terminologies, 

even though some patient portals have started implementing 

consumer-friendly vocabularies [18].  

Finally, people wanted to know the effects and/or causes of 

abnormal lab results. For example, a post asked for advice on 

the consequences of high creatinine level: “A recent pathology 

test states that my creatinine is 6.28. […] What are the effects 

of such high levels?” In other cases, people expressed 

concerns about inconsistent lab results they received from 

different laboratories or over a period of time, as one post 

stated: “My creatinine level increased from 1.0 to 1.1 with a 

span of 10 days’ period. What is the reason?” 

Table 2. Summary of themes. Some posts fell into multiple 

themes, so percentages add up to more than 100%. 

Theme % (n) 

Understanding the results of lab test  

Meaning of lab value 74.3% (418) 

Specific terminology 1.7% (9) 

The effect of abnormal/inconsistent results 1.1% (6) 

The cause of abnormal/inconsistent results 7.3% (41) 

Interpreting doctor’s diagnosis   

Confused about doctor’s suggestions/diagnosis 1.6% (9) 

Seeking confirmation of doctor’s diagnosis 4.6% (26) 

Concerned about doctor’s misdiagnosis 0.7% (4) 

Learning about lab tests as a source of 

information 

Inquire information about a specific lab test 34.1% (192)

Ask for lab test recommendations  1.2% (7) 

Look for comparison among tests 1.6% (9) 

Concerned about lab procedure  2.1% (12) 

Consulting the next steps 

Healthcare consultation  27.7% (156)

Treatment options 4.1% (23) 

Taking medication 4.1% (23) 

Life-style 21.3% (120)

* The percetages are calculated using the number of posts in 

each category divided by the total number of posts (N=967).  

 

Interpreting Doctor’s Diagnosis 

Sometimes people posted questions after they discussed the 

results with their physicians and cited several reasons for 

doing this. First, people may have doubts about, disagree with, 

or mistrust their physician’s diagnosis, thus seeking a second 

opinion on their physician’s conclusions and/or interpretations 

(referred to as seeking confirmation of doctor’s diagnosis in 

Table 2). For example, in one post the person stated: 

“My 4-year-old [child] had all the symptoms and signs of type 

1 diabetes so his doctor run test for him. What came back was 

Glucose, Blood 71, Insulin, Fasting 1.2, Low, C Peptide 0.4 

Low. Doctor says there are a few low things, but nothing to 

worry about. I in my gut don't think that is right. Can someone 

else help me out?” 

Second, people seemed to be confused about their physician’s 

diagnosis or suggestions as to what to do next and whether or 

not the treatment is needed. Therefore, they turned to online 

forums to seek clarification or explanation regarding the 

information they received from their physician: “Why do I 

need to test my creatinine level every three months as being 

suggested by my doctor?” 

Lastly, a few posters talked about perceived misdiagnosis by 

their physicians. Often the language used by these patients 

indicated some level of distress, fear, or other negative 

emotions. In one post, for example, the poster wrote: “My 

wife’s doctor, at a prominent San Diego hospital, failed to 

notice her declining kidney function until she was in end stage 

kidney failure. […] Is it common for physicians to ignore 

kidney function and obsess over diabetes labs?”  

These findings reveal a communication gap between health 

care providers and consumers. Misunderstanding or confusion 

about doctor’s diagnosis may adversely affect patients’ access 

to health information, resulting in poor patient understanding, 

trust, and satisfaction.  

Learning about Lab Tests as a Source of Information 

This category concerns questions related to lab test itself. For 

example, lack of sufficient knowledge about lab tests led 

people to inquire general information about them (referred to 

as inquire information about a specific test in Table 2), as 

shown in one post: “What is creatinine cholesterol?” In other 

cases, people asked for some other general information about 

lab tests, including relationship between lab tests and 

symptoms (e.g., why are urea and creatinine levels raised 

with dehydration?), how often should one take a specific lab 

test (e.g., how often should creatinine and eGRF levels be 

checked?), and treatment options (e.g., my creatinine is 1.6, 

what is the treatment for it?).  

People also inquired about the diagnostic abilities of a specific 

test and sought recommendations on which lab test to take 

(referred to as ask for lab test recommendations in Table 2). 

As this data sample focused on a diabetes online community, 

the questions therefore were related to lab recommendations 

for diabetes: “Which laboratory test is diagnostic for 

diabetes?” Similarly, people also sought comparison among 

different types of test (referred to as look for comparison 

among tests in Table 2): “Advantages and disadvantages of 

creatinine clearance test vs. plasma creatinine?” 

Lastly, posters asked questions about the lab procedure. 

Sometimes, they posted questions while they were waiting for 

the tests. At this stage, posters asked questions concerning 

various aspects of the lab procedure, such as what they will go 

through during the test: “I am going to the lab to get tested for 

hypoglycemia (low blood sugar) tomorrow, what exactly will 

they do?” Others looked for information as to what they 

should do or not do to prepare for the upcoming tests: “This is 

a lab test for diabetes, blood sugar, cholesterol etc. And I am 

wondering how long should I fast and can I drink water?” 

Similarly, people also posted questions after taking their tests 

to inquire the turnaround time of their test results: “How long 

should it take for a doctor office to call you about lab 

results?” These posts tended to exhibit language indicative of 

distress: “I had lab work done last Thursday and I am still 

waiting to hear what my A1C and all else [the doctor] had me 
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tested for. Shouldn’t they call you with results sooner? What if 

something is really wrong?” 

Consulting the Next Steps 

Sometimes people also consulted the community about what 

they should be doing next. One reason was that people may be 

waiting for an appointment to discuss the results with their 

physician, but they wanted to obtain actionable suggestions 

from the online community first: “I have lupus [and] my 

routine blood work shows the ck enzyme at 271 (ref range is 

26-192). I have an upcoming doctor appoint. What can I do?” 

They also asked for the community’s assistance in assessing 

the need for a healthcare consultation or further lab test 

(referred to as healthcare consultation in Table 2). For 

instance, a poster expressed the lack of confidence in the 

accuracy of lab results and asked for advice as to if it is 

necessary to re-do the test or take a different test: “High blood 

sugar – should I get a second opinion from a different lab? 

This is too important not to double check with a different lab; 

last reading was 6.4. This doctor was wrong before about 

different things.” 

Of these posts, people also asked for treatment advice 

(referred to as treatment options in Table 2). For example, one 

poster wrote: “A recent pathology test states that my 

creatinine is 6.28. Does it require dialysis to be done? What 

can cure this high level?” In such cases, people also wanted to 

know what medication and/or whether changing life style 

(e.g., diet and exercise) could be of any help (referred to as 

taking medication and life-style in Table 2), as one post stated: 

“My mother aged 45 and has only one kidney. [Her] 

creatinine level [is] 4.2, Urea [is] 50. What diet she should 

take and what medicine?”  

Discussion 

In the study, we characterized lay people’s general 

information needs related to laboratory test results, such as 

understanding test results, interpreting doctor’s diagnosis, 

learning about lab tests, and making decisions on the next 

steps. This study presents an early investigation for our long-

term goal of guiding the design of patient portals that can 

provide more informative and personalized healthcare 

information. Building upon prior work [8], our study provides 

a more comprehensive, fine-grained description of lay 

individual’s information needs about their laboratory test 

results. For example, Reynolds et al. [8] highlighted that 

patients have confusion about the laboratory report; our study 

further revealed the aspects of laboratory report that patients 

had difficulties with, such as the meaning of lab values, 

medical terminologies, and the causes and effects of abnormal 

lab results. While this study only examined a subset of 

questions in an online forum setting, our findings reveal that 

people need support in interpreting and acting on clinical data, 

as well as making personalized decisions. Below, we draw on 

our findings to discuss five design opportunities for supporting 

the understanding of laboratory results in patient portals.  

Providing consumer-friendly and credible information to 

assist the reading of lab results. Our findings suggest that the 

design of test results in patient’s portal seems to assume that 

patients have sufficient medical knowledge about their test 

results. Consequently, patients often did not receive 

explanatory information or result interpretation in the portal at 

the time they received the result, and they would search online 

to make sense of their results. It is therefore crucial to provide 

more useful information that patients need at the point of 

viewing their laboratory results in patient portals. For 

example, patient portals could provide links to consumer-

friendly and credible information sources (e.g., entries in 

MedlinePlus) to help patients better understand the lab results; 

the portal could also suggest basic healthcare management 

advices, such as diet and life style.  

Accomendating people with different health literacy. People 

have different levels of health literacy and numeracy as well 

as potential biases and personal beliefs. For patients who were 

recently diagnosed, they may not be literate enough to 

understand the terminology and the results, and thus may ask 

basic questions such as whether a particular lab value falls into 

the normal range. In contrast, some patients who have had 

chronic conditions may have been self-educated on relevant 

health knowledge (e.g., medical terminology, normal ranges 

of a test) and therefore need help with more comprehensive 

questions (e.g., how to interpret the lab results in the context 

of their medical history). Given such a fact, patient portals 

need to be designed taking into consideration of people’s 

health literacy differences [19].  

Considering the temporality and illness trajectory of 

patients. We also observed that patients’ information needs 

had a temporal dimension—the nature and extent of the needs 

may be different at different stages of patients’ illness 

trajectory [12].  For example, right before getting a medical 

test, patients may want to know how to prepare for the test and 

what they will go through during the test. Upon receiving their 

test results, patients may ask for interpretation of what the 

results mean and what they should be doing next (e.g., make 

an appointment with their physicians). This observation shed 

light on portal design with regard to temporal organization of 

information materials so as to provide relevant health 

information to patients according to their illness trajectory. 

Facilitating shared decision making through personalized 

and contextualized information along with lab results. An 

interesting observation is that patients provided contextual 

information (e.g., medical history, symptom) along with their 

lab results in order to seek personalized advice and treatment 

options. This observation suggests that the same lab results 

may have different indications in different contexts (e.g., 

family history). In addition, prior work has recognized that 

personalized healthcare information within a shared-decision 

making framework leads to better patient engagement, better 

outcomes, and an increased level of trust between healthcare 

providers and patients [20]. As such, patient portals should 

provide more personalized content.  

Supporting the sharing of personal stories between patients 

who are “in the same boat”. Sometimes, patients sought 

health information due to their suspicion about a certain 

diagnosis made by their physician. This means that patients 

not only need objective explanations of terms and values in 

test results, but also other patients’ opinions and experiences.  

Such behavior constitutes reflection upon and distrust in 

doctors’ explanations. It seems that when authoritative 

explanations lost credibility in certain cases, patients were in 

urgent need of a second opinion, especially from patients with 

similar symptoms and conditions. This observation suggests 

that a social network in patient portals could benefit patients 

by connecting them with peers (even anonymously) who have 

similar conditions. This also suggests that patient portals 

should provide a more streamlined communication channel 

between healthcare providers and patients in order to resolve 

any misunderstandings in a timely manner.  

Limitation and Future Work 

Our study has several limitations. First, our study focused on a 

single disease, namely diabetes, one type of health 

information, laboratory test results, and one health forum, 

Yahoo! Answers. While our findings pertain to the 
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characteristics of the specific domain, the results may not be 

generalizable to other types of diseases and types of health 

information. Our future work will expand to other health 

conditions (e.g., cancers), other health forums (e.g., 

eHealth.com, healthboard.com), and include other types of 

health information (e.g., radiology report, physician notes, 

discharge summaries) to assess the generalizability of our 

findings. Second, we did not discuss how the questions were 

answered on this Q&A site. In our future work, we will 

synthesize the types of information people gain from the 

online communities and how these answers were constructed 

to meet their needs. Lastly, due to social media data 

availability, we could not collect posters’ demographic data, 

such as level of disease severity, gender, age, and different 

stages of life/illness trajectory.  

Conclusions 

This study explored lay people’s various information needs 

related to lab results through analyzing forum posts collected 

from a social Q&A site. Our results highlighted the need to 

address the gap between patient knowledge and limited 

contextual information presented on their lab reports, and 

provide essential insights into improving the design of patient 

portals to fully meet patient needs in understanding the lab 

results. Our findings provide a foundation for our future work, 

including qualitative studies (e.g., interview with clinicians 

and patients) and analysis of medical record data to 

understand how to best provide personalized information and 

present clinical data in patient portals.  
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Abstract 

To improve user experience, many health IT systems provide 

personalization options allowing end users to tailor the 

software to their needs and preferences. However, few studies 

have investigated if healthcare professionals actually make full 

use of this feature. As an initial step towards understanding end 

users’ software personalization behavior in healthcare, we 

conducted a pilot study to examine how clinicians, staff, and 

researchers customized a search engine designed to facilitate 

information retrieval from electronic health records. The 

results show that a majority of the end users (82.4%) did not 

make an effort to modify the system’s default settings. Among 

those who did, they more often changed its ‘look-and-feel’ than 

its functionality offerings. We conclude that future research is 

warranted to study the rationale underlying healthcare 

professionals’ software personalization decisions both to 

optimize user experience and to avoid building complex and 

costly personalization options that are unused or underutilized. 

Keywords: 

Software, Electronic Health Records 

Introduction 

The lack of usability has been a prominent barrier to the 

adoption and use of current generation health IT systems [1–4]. 

Numerous efforts have been attempted to address the issue, e.g., 

through introducing usability guidelines and incorporating 

user-centered design requirements into the health IT 

certification processes [5, 6]. However, no “one-size-fits-all” 

solutions exist capable of meeting the diverse needs of all 

healthcare organizations and individual users [7]. Different 

healthcare organizations have distinct contexts and 

requirements. At the individual level, users of the same 

profession and medical specialty may have vastly differing 

opinions regarding how a health IT system should be designed, 

reflecting their unique cognitive styles, job routines, prior 

experiences, and perception of the role of technology. 

Through software modularization and local configuration, 

vendor products can be tailored to meet the needs of specific 

healthcare organizations. To accommodate variation at the 

individual user level, one approach is to allow the software to 

be “personalized” based on the preference of each of the 

individual users [8]. Personalization strategies have been 

widely applied in modern software, including operation 

systems, productivity suites, and games (e.g., Windows’ 

“Control Panel” and Macintosh’s “System Preferences”) [9]. 

Modifying a software system’s default settings allows end users 

to not only fine-tune its visual appearance, such as font and 

color, but also its functions and interaction modalities, such as 

the expert vs. novice mode. 

A significant challenge to software personalization is balancing 

flexibility and uniformity. While a rigid software design could 

diminish user experience and result in inefficiencies and 

dissatisfaction, a fully flexible system that does not work 

optimally without extensive customization may also cause 

confusion and fail to deliver ‘best’ experience uniformly to all 

users [8]. Further, systems that offer a wider range of 

personalization options are more difficult to develop, maintain, 

and support. Different software companies seem to favor 

distinct design philosophies. For example Apple Inc. values 

simplicity and provides users as few personalization options as 

possible, whereas other companies opt for the other extreme. 

Health IT personalization design decisions are by and large 

made by vendors and software developers. While work has 

been done in other industries [8, 9], no research, to the best of 

our knowledge, has investigated how healthcare professionals 

personalize their software. This paucity of knowledge could 

result in suboptimal software designs that adversely affect user 

experience. It may also incur unnecessary costs in 

implementing complex and costly personalization options that 

may later prove to be of little value. In this paper, we report a 

pilot exploration that represents an initial step toward 

addressing this knowledge gap. 

The system that we studied, the Electronic Medical Record 

Search Engine (EMERSE), is a full-text search engine designed 

to assist clinicians, administrators, and researchers retrieve 

information from narrative documents stored in electronic 

health records (EHR) [10]. It provides many personalization 

options for end users to tweak its look-and-feel, as well as 

functionality, such as how synonyms should be handled in a 

search. This study leveraged the audit trail data automatically 

captured in EMERSE, recording each user’s interactions with 

the system, including modifications made to its default 

preference settings. In the study, we are primarily interested in 

answering three empirical questions: (1) whether the users of 

EMERSE modified the system’s default appearance and 

functions; (2) what types of default settings tended to be altered 

more often than other settings; and (3) whether certain user 

characteristics, such as gender and clinical role, may be 

associated with how end users personalized the software. 
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Methods 

The EMERSE System and the Empirical Study Setting 

EMERSE is an application developed at Michigan Medicine 

[10]. The system was designed to facilitate information 

retrieval from EHRs to support administrative coding, chart 

auditing, and patient eligibility screening for clinical trials [11–

13]. Its target users include clinicians, medical coding 

personnel, and clinical and translational researchers. 

The system functions similarly to Google
TM
. End users 

construct and submit their search queries via a web-based 

interface. Then, the system processes the queries in its 

information retrieval engine against a large repository of EHR 

documents, and returns documents ranked by key attributes 

such as relevance, genre, and time of creation. Many visual aids 

help users browse returned documents to quickly identify the 

information of interest. Since its initial deployment in 2005, the 

system has been routinely used by many clinical, operational, 

and research teams at Michigan Medicine. 

Table 1 (on page 5) lists all personalization options that 

EMERSE offers. Items 1 through 10 fine-tune the visual 

appearance of the system (e.g., color and font); Item 11 

instructs the system how to highlight matched keywords in 

monochrome printing; and Items 12 through 15 set parameters 

governing the system’s functional behavior such as how to 

process user-submitted search queries and how to retrieve 

documents from the backend EHR database. Some simple 

personalization options are provided on the screen where 

actions take place. More complex, system-wide options can be 

modified through a dedicated “preferences” feature. 

Figures 1 through 3 are screenshots of several representative 

personalization settings in the system. As shown in Figures 1 

and 2, most of these settings are straightforward to use and only 

require one or two mouse clicks. The only exception is the heat-

map preference pane (Figure 3), which offers a range of 

relatively complex parameters that users can tweak to control 

heat-map visual elements, such as colors and color gradations, 

for highlighting the relevance of search results. 

 

Figure 1- A sample personalization setting for altering the 

system’s visual appearance 

 

Figure 2 - A sample personalization setting for altering the 

system’s functionality 

Empirical Dataset and Data Analysis Methods 

The empirical data analyzed in this study were collected from 

 

Figure 3 - Heat-map settings: the most complex 

personalization option provided in EMERSE 

the audit trail logs automatically recorded in EMERSE. A total 

of 558 active users were registered when this study was 

conducted. Inactive users, who created an account but logged 

into the system less than five times, were excluded. 

A user’s usage level of the system might be a factor affecting 

personalization behavior: the more often a user used the system, 

the more likely s/he would make an effort to personalize it for 

better user experience. To test this hypothesis, we used “the 

number of times a user logged into the system” as the measure 

to determine a user’s level of utilization (hereafter referred to 

as “system usage”). Other potential measures, such as number 

of searches performed or number of EHR documents retrieved, 

were also considered, but were not used as they are heavily task 

dependent. Number of searches performed, for example, might 

be artificially inflated as a user could revise and resubmit the 

same search query multiple times using different combinations 

of date ranges and patient lists. 

Because of the small sample size of this pilot study, we only 

included two dichotomous variables to characterize the users: 

gender (female vs. male) and clinical role (clinician vs. non-

clinician). Clinicians were those who had active patient care 

duties at Michigan Medicine based on the employee database 

provided by the human resources office. Non-clinician users 

were typically administrators, medical coding staff, IT 

personnel, and researcher coordinators and research assistants. 

We included the clinical role variable because frontline 

clinicians might use the system in distinctive ways compared to 

other ‘back-office’ types of users. 

To determine whether the three explanatory variables examined 

in the study, i.e., system usage, gender, and clinical role, may 

predict an end user’s software personalization behavior, we 

estimated three logistic regression models in which the 

dependent variable respectively represents (1) whether the user 

accessed the preferences feature provided in EMERSE (Model 

1); (2) whether the user modified any of the system’s default 

settings (Model 2); and (3) if the default settings were modified, 

whether the user customized the system’s functionality or its 

visual appearance (Model 3). In addition, we also performed a 

drill-down analysis to examine if heavy users of the system 

might demonstrate distinct software personalization behavior 

compared to casual users. 

To determine an approximate cutoff between ‘experienced’ and 

‘novice’ users, we iterated the Model 2 regression by 

incrementally dropping infrequent users until the association 
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between system usage and personalization behavior 

disappeared. Then, we re-estimated each of the models using 

the data respectively generated by the ‘experienced’ user group 

and the ‘novice’ user group. In all models, we treated system 

usage as a continuous variable, and gender and clinical role as 

binary variables. 

Results 

Table 2 shows the descriptive statistics of the data. The 558 

active EMERSE users logged in 157 times on average (median: 

42); 378 of them were females (67.7%), and most were non-

clinicians (83.3%). Less than one third of the users accessed the 

preferences feature provided in the system (29.9%); only 98 

users (17.6%) actually modified the system’s default settings. 

Among those who did, only 17, or 17.3% of the 98 users who 

personalized modified the default functionality settings. 

Table 2 - Descriptive statistics 

Measure Result 

Number of active users 558 

Female 378 (67.7%)

Clinician user 93 (16.7 %)

Users who accessed any of the 

personalization settings 

167 (29.9%) 

Users who modified default settings 98 (17.6%)

Users who only modified default 

settings on functionality 

17 (17.3% of 98) 

Table 3 reports the modification frequency of personalization 

options. A majority of the frequently altered settings were 

related to the system’s visual appearance. Very few functional 

settings were ever changed. Heat-map settings, the most 

complex personalization option provided in EMERSE (Figure 

3), were barely touched by users. Nonetheless, “Heat-Map: 

Color Palette” was the second most frequently modified 

personalization setting. As detailed in Table 1, this setting is 

provided on the search results screen that users could access 

without invoking the heat-map preference pane. 

Table 3 - Modification frequency of personalization settings 

Type Personalization setting Modifying 

freq. 

Visual effect Highlight Viewed Notes 41 

Visual effect Heat-Map: Color Palette 39 

Visual effect Surrounding Context 19 

Print Highlight in Print 22 

Visual effect Color of Viewed Notes 13 

Functional History of Recent 

Queries 

10 

Functional Spelling Alternatives 5 

Visual effect Line Wrapper 3 

Visual effect Heat-Map: Text 2 

Functional Synonyms: Negation List 2 

Functional Auto-Correct Search 

Terms 

2 

Visual effect Heat-Map: Scaling 

Factor 

1 

Functional Synonyms: Search Query 1 

Visual effect Show All Matches 0 

Visual effect Heat-Map: Score 0 

Visual effect Heat-Map: Relevance 0 

Functional Recommend Synonyms 0 

Table 4 shows the regression results of the logistic models. 

System usage is significantly associated with whether a user 

would access (Model 1) the personalization options or change 

(Model 2) the system’s default settings (P < 0.05 and 0.01, 

respectively). While gender does not predict a user’s actual 

personalization behavior, females were more likely than males 

to view the system’s personalization options (Model 1; P < 

0.05). “Clinical role” does not predict a user’s personalization 

behavior; clinicians and non-clinicians behaved similarly 

across all models. Lastly, whether a user would only modify the 

system’s visual appearance, rather than its functionality, is not 

associated with any of the explanatory variables (Model 3). 

Table 4 - Logistic regression results 

Variable 

Model 1: 

Assessing 

personalization 

settings 

Model 2: 

Modifying 

system 

defaults 

Model 3: 

Modifying 

visual 

appearance 

only 

Odds 

Ratio 

95% 

CI 

Odds 

Ratio 

95% 

CI 

Odds 

Ratio 

95% 

CI 

System 

usage

1.00* [1.00, 

1.00]

1.00** [1.00, 

1.00] 

1.00 [1.00, 

1.00]

Female 1.54* [1.01, 

2.35]

1.22 [0.74, 

2.03] 

1.42 [0.44, 

4.54]

Clinician 

user

1.04 [0.62, 

1.76]

1.05 [0.56, 

1.97] 

0.54 [0.14, 

2.08]
* P < 0.05; ** P < 0.01.

The drill-down analysis results show that the significant 

association between system usage and personalization behavior 

disappeared among those who logged in 48 times or more often 

(mean: 316; median: 137). Among the ‘experienced’ users (N = 

259), 81 were females (31.3%) and 198 were non-clinician 

users (76.4%). With this information, we re-estimated each of 

the three models and found that among the ‘experienced’ users, 

gender no longer predicts their viewing of the personalization 

options. The results on the effect of clinical role continue to 

hold for both usage groups. 

Discussion 

Software personalization is a common strategy to accommodate 

heterogeneous needs and preferences by individual end users, 

especially when customization is flexible, and easy to use and 

understand [14]. In addition to improving utility and efficiency, 

personalization is associated with increased sense of control 

and identity [15]. However, in the human–computer interaction 

literature, it has been documented that users often do not take 

advantage of the benefits that personalization offers [8, 16, 17]. 

For example, Mackay (1991) studied how users personalized a 

Unix environment and found that most did not want to 

‘sacrifice’ their time to modify the software’s default settings 

[8]. Likewise, Manber et al. (2000) examined how web surfers 

personalized Yahoo! Applications, and concluded that people 

simply “take what is given to them and never customize” [16]. 

The results of this pilot study align with these earlier findings, 

as less than one third of EMERSEs active users accessed any of 

its personalization options, and only 17.6% modified the default 

settings. 

This exploratory study is not positioned to provide direct 

evidence as to why the EMERSE users did not fully utilize 

personalization. The literature does provide some leads. The 

time and mental effort it takes to customize a software system 

is frequently quoted as a key reason for end users’ lack of 

personalization [8]. Further, people fear errors of commission 

more than errors of omission (omission bias), thus are willing 

to forgo improvement opportunities in order to avoid making a 

bad choice [18]. People are also change averse (status quo bias), 

and tend to trade longer-term benefits (e.g., better future user 

experience) for short-term discomfort (e.g., coping with 
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suboptimal default settings) [8, 19]. This law of “power of 

defaults” has been noted in medicine, and advocated as possible 

leverage to improve quality of care through its strong influence 

on the decision-making processes of patients, families, and 

providers [20]. 

Although inconclusive and not necessarily generalizable, the 

findings of this pilot exploration might demonstrate the 

potential importance of ‘defaults’ in health IT design and the 

need to carefully calibrate the default behavior of a health IT 

system before releasing to end users. For example, as shown in 

the study, considerable time and effort was spent on building 

complex personalization settings in EMERSE, such as the heat-

map preference pane, which were barely utilized by any of the 

end users. This suggests that understanding healthcare 

professionals’ personalization rationale is crucial to informing 

design decisions, such as what personalization options to offer, 

and what not to, in order to avoid unnecessary software 

development costs. Further, the fact that the EMERSE users 

frequently modified the “Heat-Map: Color Palette” setting 

suggests the users still desired and were willing to personalize, 

but only through intuitive and readily accessible options that do 

not require laborious and cognitively challenging steps. 

This study has several limitations. First, we only investigated a 

homegrown EHR search engine designed to support very 

specific information retrieval tasks. The idiosyncrasies of the 

system and of its user population may thus limit the 

generalizability of our study findings. Second, while this pilot 

exploration quantifies the EMERSE users’ personalization 

behavior, it does not provide direct insights as to why some 

users chose to personalize the software and more importantly, 

why some others did not. Future work should therefore use 

qualitative approaches, such as observations and interviews, to 

better understand the rationale underlying healthcare 

professionals’ software personalization decisions. Third, due to 

the small sample size, we were only able to characterize the 

users using two dichotomous variables: gender and clinical 

role. Future work may consider incorporating additional 

individual characteristics, such as age, medical specialty, 

computer literacy, and clinical experience. 

Conclusions 

In this paper, we reported a pilot exploration that examined 

whether and how end users utilized the personalization options 

in an EHR search engine system. We found that a majority of 

the users did not make an effort to modify the system’s default 

settings. When they did, most modifications were related to the 

system’s visual appearance rather than its functionality 

offerings. The lack of end user adoption of the personalization 

feature might result in lost opportunities for improving the 

system’s performance and user experience. It might also 

diminish the value of building and implementing complex and 

costly personalization options in the system. As personalization 

can be essential to the usability and effectiveness of 

computerized systems in healthcare, future work is needed to 

develop a better understanding of healthcare professionals’ 

software personalization behavior in order to inform more 

useful and more cost effective health IT development efforts. 
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Table 1. Personalization settings provided in EMERSE 

 Personalization setting Description System default 

1 Highlight Viewed Notes A composite option that instructs the system how to render the font color of a 

returned document that has been previously viewed (i.e., visited links). 

Off 

2 Color of Viewed Notes Blue 

3 Line Wrapper A toggle option instructs the system whether to place each matched keyword 

and surrounding document snippet on its own line for easy human inspection. 

When turned off, all snippets would be strung together to save screen space. 

On 

4 Show All Matches Instructs the system whether to display only the first matched instance of a 

keyword that may have multiple matches in a returned document. 

On 

5 Surrounding Context Sets the character length of the text snippets to be displayed adjacent to the 

matched keyword in the source document. Longer snippets provide more 

contexts but are more likely to result in visual clutter. 

20 

6 Heat-Map: Scaling Factor A set of parameters that defines the appearance of heat-maps provided to 

visualize the level of ‘relevance’ of the returned documents to the search 

query. On a heat-map, color gradations are proportional to the number of 

matches found for a particular patient and for a particular document category 

(e.g., pathology vs. radiology reports); see Figure 1a in Seyfried et al. (2009) 

[12]. 

5 

7 Heat-Map: Relevance 0 

8 Heat-Map: Score 0 

9 Heat-Map: Text 6 

10 Heat-Map: Color Palette Defines a range of colors that will be used to highlight matched keywords on 

a heat-map visualization; see Figure 1a in Seyfried et al. (2009) [12]. Unlike 

the other heat-map settings, the Color Palette can be assessed through the 

search results screen where the heat-map is displayed, without invoking the 

heat-map preference pane. 

Blue, orange, 

green, purple, 

red, and black 

11 Highlight in Print As color highlights do not work well in monochrome printing, users may use 

this option to instruct the system to highlight matched search terms using a 

combination of bold, italics, or underline font styles when appearing in a 

printed document. 

Off 

12 Spelling Alternatives EMERSE has the ability to detect spelling alternatives, i.e., words contained 

in a document that may appear to be the alternative or misspelled forms of the 

search terms that the user entered. This option instructs whether the system 

should identify spelling alternatives in the source document (when the option 

is turned on) or ignore them (when the option is turned off). 

Off 

13 Auto-Correct Search 

Terms 

When this option is on, the system will automatically correct misspelling 

(e.g., “infectoin”) or logic errors (e.g., an incorrect regular expression 

formula) found in the query. 

On 

14 History of Recent Queries Sets the number of recent search queries to be saved in the system for future 

reuse. 

100 

15 Recommend Synonyms EMERSE provides a synonym recommendation function that suggests 

interchangeable or related terms which the user may consider including in the 

query (e.g., “renal” ⇔ “kidney”, “flu” ⇔ “influenza”). The “Search Query” 

option instructs the system to expand the keywords included in the search 

query itself; whereas the “Negation List” option instructs the system to 

expand the keywords included on the list set to be ignored in the search. 

On 

Synonyms: Search Query On 

Synonyms: Negation List On 
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Abstract  

Automated wound detection has become a common issue in 

health care. A broad variety of image processing algorithms 

already exist, but they are very power consuming on mobile 

devices. Meanwhile the use of machine learning algorithms is 

on the rise and new frameworks have been developed to use 

these techniques with improved on-device-performance such as 

Apple Core Machine Learning Interface. In this paper, we 

evaluate the performance of libSVM for wound detection in 

practice. 

 

Keywords:  

Wounds and Injuries, Machine Learning, Image Processing, 

Computer-Assisted  

Introduction 

Skin lesion boundary detection is a fundamental necessity for 

medical documentation and treatment evaluation. Several well 

known image processing techniques already exist for 

identifying edges on images. However, it is a time-/resource 

consuming task on mobile phones. Trained machine learning 

models used on Apple Core Machine Learning (ML) focus on 

on-device-performance and are therefore less power consuming 

[2]. Once a trained algorithm has been integrated in mobile 

application, it can easily be used for detection of various 

features. The goal of this paper is to identify, implement and 

evaluate suitable and supported frameworks for skin lesion 

boundary detection 

Methods 

First, a literature review was conducted to identify suitable 

models and algorithms for skin lesion boundary detection. 

Second, the suitable models were analysed in more detail to 

identify pros and cons. Then, this paper deals with the feature 

selection and algorithm training as well as testing the usability 

of training and implementing such models.  

The main families of techniques that are described in the  

literature related to wound classification are image processing 

algorithms, neural networks and Support Vector Machines. 

Although image processing methods and algorithms can 

provide good results, they often need several processing steps 

and possible server communication and can be a drain. Image 

processing was used for skin lesion boundary detection for 

instance in [4]. [6] summarized current work on wound 

segmentation, monitoring and software tools.   

Support Vector Machines (SVM) are suitable to perform edge 

detection [7][8]. Features were composed of color, texture, 

region morphology and topology. SVMs appeared to be mature 

enough for the purposes of our project 

Therefore, we focus on SVM techniques and evaluate SVM 

frameworks for iOS devices in this paper. 

Results 

Technical Information 

Since iOS 11.0, Apple has provided Core Machine Learning 

Tools for the integration of machine learning models in apps. 

An advantage of having on-device machine learning algorithms 

is to enhance security, privacy and improve speed.  

To date, many different kind of functionality have been built on 

the top of the CoreML layer such as Vision (for object or face 

detection) or Natural Language (for speech identification or 

speech recognition). The complete list of pre-trained models of 

Apple Core ML is available under [1]. However, none of these 

models could answer the needs of this project. Therefore, one 

of the contributions of this research was to develop a trained 

model for wound detection for iOS devices.  

To use a trained model in a SWIFT project in XCode (developer 

environment for iOS), the model has to be converted. 

Conversion was done via Python [11] and coreml-tools [3]. 

Coreml-tools provides various scripts to model, utilize and 

convert supported models. CoreML restricts the choice of tools 

based on the desired model. To use SVM within CoreML, 

scikit-learn 0.18 and LIBSVM 3.22 can be used. In this paper, 

LibSVM [5] was identified as the most suitable framework.  

Image Processing and Feature Detection 

Several pre-segmented and labelled datasets are available for 

machine learning [10]. Unfortunately, no segmented medical 

image datasets were available. Therefore, another contribution 

of this paper was to take images from [13], preprocess and label 

them. Many features were examined during image processing. 

Texture and color information were identified as the main 

image features, as confirmed by [14].  

Framework Evaluation 

As mentioned before, LibSVM [5] was identified as a suitable 

framework for the needs of the current research. However, 

LibSVM only supports numerical data and the file format has 

to comply with a specific structure, where an indexed set of 

features is associated to a class. For image processing, MatLab 

[12] as well as ImageJ [9] were used.  

The only supported version of LibSVM at the time of our 

experiments was 3.22. In this project, LibSVM was used via 

command line and Python. A main step was to evaluate suitable 
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training parameters for the given problem. LibSVM supports 

one-class and multi-class classification as well as regression.  

The most important parameters, e.g., kernel-type (-t), degree of 

kernel function (-d), coefficient, cost function (-c) and gamma 

of kernel function (-g) as well as epsilon (termination criterion) 

can be set [5]. An essential criterion in classification result was 

to keep gamma high, because gamma reduces misclassification. 

Short classification time was also an advantage of the reduced 

model.  

The image data set contained 16 kinds of wounds. Several 

patches (image crops) were created to categorize pixels in 3 

classes (wound, skin and background). 

Initially, default training was conducted with all image patches. 

Additionally, randomly selected data points were taken to train 

the classifier. Producing the training set was carried out via a 

Python script (subset.py), which is available within the 

LibSVM library. Table 1 gives a brief overview of the training 

parameters of the five best-performing models. 

Table 1 − Overview of training parameters of the five different 

models.  

Model Parameters 

reducedDataSet -s 0 -t 2 -c 10 -g 1000 -h

reducedDataSet2 -s 1 -t 2 -c 10 -g 1000 

woundDetectionReduced5000 -s 1 -t 2 -c 10 -g 1000 

woundDetectionReduced50000 -s 1 -t 2 -c 10 -g 100 

woundDetectionFULL -s 0 -t 2 -c 1 -g  

(1/num of features) 

 

The model with 5000 randomly taken data points had the best 

performance (76%) during the testing process and was selected 

for further refinement and integration in an app. The model 

expects a pixel input in a multi array and provides a pixelwise 

classification.  

Discussion 

We clearly see an opportunity of future works in the direction 

of CoreML tool compatibility. For instance, TensorFlow has a 

huge acceptance in the developer community and is to-date not 

included in the list of supported tools, even if Keras can use it 

as Backend. 

Related to this project, feature selection enhancement is still a 

possible task. Mean colour and dominant colour can possibly 

be added as additional features. Some researchers postulated 

integration of texture information to gain better results. Feature 

dimension reduction, e.g., with PCA (Principal Component 

Analysis), could possibly reduce training time.  

In this work, we used only freely available skin lesion images. 

As a result, our image dataset was limited. In order to have a 

performant app, we would need a larger skin lesion image 

dataset and a professional labelling of these images. 

Conclusions 

The goal of the current paper was to evaluate machine learning 

techniques and frameworks for skin lesion boundary detection 

suitable for deployment on iOS devices, and to develop an App 

using the selected solution.  We identified SVMs as a mature 

candidate for our project. Then, we developed a labelled image 

dataset based on [13], as well as a MatLab script for the 

conversion into the LibSVM data format. Furthermore, we 

implemented a pre-trained model for skin lesion boundary 

detection, integrated this model in an App and performed a 

practical evaluation.  

References 

[1]    Apple Inc., Converting Trained Models to Core ML. 

https://developer.apple.com/documentation/coreml/coverti

ng_trained_models_to_core_ml; 2017. (accessed 

08.01.2018) 

[2]    Apple Inc., Core ML, 

https://developer.apple.com/documentation/coreml, 2017. 

(accessed 08.01.2018) 

[3]    Apple Inc., coreml-tools 0.8., https://pypi.python.org/ 

pypi/coremltools; 2017. (accessed 28.02.2018) 

[4]    P. Babu, G. Vimalarani, Boundary tracing algorithm for 

automatic skin lesion detection in macroscopic images. 

World Engineering & Applied Sciences Journal 2017; 

8(1):25-33. 

[5]    C.C. Chang, C.J. Lin, LIBSVM: A library for support 

vector machines. ACM Transactions on Intelligent 

Systems and Technology, Vol. 2, No. 3, Article 27, 2011. 

Software available at 

http://www.csie.ntu.edu.tw/~cjlin/libsvm. 

[6] M.F.A. Fauzi, I. Khansa, K. Catignani, G. Gordillo, C.K. 

Sen, M.N. Gurcan, Computerized segmentation and 

measurement of chronic wound images. Computers in 

biology and medicine 2015; 60:74-85. 

[7] H. Gómez-Moreno, S. Maldonado-Bascón, F. López-

Ferreras, F. Acevedo-Rodríguez, P. Martìn-Martín, Edge 

detection by using the support vector machines. European 

Conference on Circuit Theory and Design, 2001. 

[8] H. Gómez-Moreno, S. Maldonado-Bascón, F. López-

Ferreras, P. Gil-Jiménez, A new and improved edge 

detector using the support vector machines, 

https://pdfs.semanticscholar.org/1857/0a140e98df1c77f8b

c1ce1ffba94e097ff5b.pdf. (accessed 28.02.2018) 

[9] W.S. Rasband., ImageJ, U.S. National Institutes of Health, 

Bethesda, Maryland, USA, https://imagej.nih.gov/ij; 2012. 

[10] D. Martin, C. Fowlkes, D. Tal, J. Malik, A database of 

human segmented natural images and its application to 

evaluating segmentation algorithms and measuring 

ecological statistics. Proc. 8th Int'l Conf. Computer Vision. 

volume 2; 2001. p. 416-423. 

[11] Python Software Foundation, Python. 

https://www.python.org/; 2017. (accessed 28.02.2018) 

[12] The MathWorks, The mathworks. Inc, Natick, MA 

1998;5:333. 

[13] S. Thomas, Medetec Wound Database: stock pictures of 

wounds. http://www.medetec.co.uk/files/medetec-image-

databases.html; 2018. (accessed 22.02.2018) 

[14] H. Wannous, Y. Lucas, S. Treuillet, Combined machine 

learning with multi-view modeling for robust wound tissue 

assessment. VISAPP 2010-Fifth International Conference 

on Computer Vision Theory and Applications. volume 1; 

2010. p. 92-104. 

Address for correspondence 

bianca.schnalzer@fh-joanneum.at  

baptiste.alcalde@fh-joanneum.at 

FH JOANNEUM 

Eckertstrasse 30i, Office111, 

8020 Graz, Austria 

B. Schnalzer and B. Alcalde / Skin Lesion Detection with Support Vector Machines on iOS Devices1418



An Ontology for Describing Health IT Interventions:  

Methodological Considerations  

Elske Ammenwerth
a
, Verena Dornauer

a
, Maryam Ghalandari

b
, Franziska Jahn

b
,  

Nicolet de Keizer
c
, Alfred Winter

b
 

a 
Institute of Medical Informatics, UMIT – University for Health Sciences, Medical Informatics and Technology, Hall in Tirol, Austria 

b 
Institute of Medical Informatics, Statistics and Epidemiology, University of Leipzig, Germany 

c 
Department of Medical Informatics, Amsterdam University Medical Center, Netherlands 

 

Abstract 

Health informatics as a young, interdisciplinary discipline 

lacks a unified terminology in some areas. This is especially 

true when trying to properly describe health informatics 

interventions developed and deployed to improve quality and 

efficiency of patient care. We aim at developing a health IT 

ontology which allows systematically describing health IT 

interventions. To achieve this, we combine a deductive and an 

inductive approach. First results are promising and may later 

be extended by a folksonomy.  

Keywords:  

Medical informatics applications, terminology, classification 

Introduction  

As part of evidence-based health informatics, researchers and 

practitioners need to be able to describe health IT interventions 

precisely to allow the publication and aggregation of related 

evidence. Unfortunately, available terminological systems such 

as MeSH terms, ACM computing classification systems or 

IEEE thesauri do not allow a specific description of health IT 

interventions. As another challenge, terminology in health IT is 

full of synonyms and homonyms increasing the difficulty to 

identify a specific intervention. Also, health IT interventions 

can range from quite small interventions such as a functionality 

(e.g., an overdosing alert) to more complex interventions (e.g., 

a full-fledged CPOE system).  

The reason for missing comprehensive terminological systems 

for health IT interventions may be that health informatics is a 

comparably young and interdisciplinary discipline, and fast 

technological developments make clear and stable definitions 

of health IT interventions challenging. We observed this 

problem when developing and maintaining a health IT 

evaluation database [1]. We did not find a practical health IT 

intervention terminological system that we could use for 

describing and searching for health IT evaluation studies.  

Our idea is to build an ontology for health IT interventions. An 

ontology is a (formal) specification of concepts, relations and 

functions in a domain. Such an ontology would help us properly 

describe various types of health IT interventions and their 

impact by defining concepts and their semantic relationships.  

Our research question is therefore: How can we develop an 

ontology for describing health IT interventions that allows 

describing health IT interventions in a structured, sufficiently 

detailed way? In this paper, we  describe our methodology 

consideration for ontology development. The research takes 

place in the context of the project “HITO: A Health IT 

Ontology”, funded by the Austrian Science Fund FWF (I 3726-

N31) and the German DFG fund (WI 1605/11-1).  

Methods  

We started with the methodology for taxonomy development 

by Nickerson [2]. A taxonomy aims at structuring and 

organizing knowledge (i.e., concepts) of a field, often in a 

hierarchical way [2]. An ontology extends a taxonomy by 

adding information on semantic relationships between 

concepts. We thus found the structured approach by Nickerson  

adequate as a first step.  

The method by Nickerson proposes a mix of deductive and 

inductive steps. Nickerson argues that intuitive, “ad hoc” 

methods for building a taxonomy, where the researcher just 

relies on his knowledge, should be avoided. We endorse this 

and strive for a reproducible taxonomy development.  

The inductive approach involves observing empirical cases 

(here: health IT evaluation studies) that are then analyzed to 

determine dimensions and characteristics of the taxonomy. The 

deductive approach derives a taxonomy from theory or 

conceptualization. Both approaches are used in an iterative 

manner until predefined ending conditions are met [2]. 

Before starting inductive or deductive activities, Nickerson 

proposes to determine the meta-characteristics of the taxonomy 

that will serve as the basis for defining the purpose of the 

taxonomy and the expected users. 

Results  

Following the Nickerson method for taxonomy development, 

we first define the meta-characteristics, users and intended use 

of our planned health IT intervention ontology.  

We define a health IT intervention as any IT-based intervention 

that has a potential impact on the process or outcome of patient 

care. The term “IT-based intervention” can comprise of an IT-

based functionality within an application component (such as a 

new dosing alert within a medication system), an application 

component with a set of functionalities (such as radiology 

information systems), or a combination of application 

components (such as a clinical information system comprising 

a medication system and a patient portal). AnIT-based 

intervention can also comprise of a set of physical data 

processing components (such as tablets). Most often, an IT-

based intervention will comprise of both software and hardware 

components.  

The intended users of the health IT ontology are health IT 

researchers, health IT managers, and health IT users. These  
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groups are interested in evidence on the impact of health IT 

interventions on patient care. They are more interested in high-

level characteristics of a certain type of health IT intervention 

than on technical specifications, as these are quite context-

dependent and may quickly change over time due to 

technological developments.  

The ontology should help these user groups in the following 

situations:  

• A researcher wants to publish a health IT evaluation 

study. In the publication, he wants to clearly describe 

the health IT intervention using the ontology.  

• An IT manager searches for available evidence on the 

impact of a specific type of health IT intervention. 

The ontology allows him to clearly describe which 

type of health IT intervention he is looking for.  

• A researcher wants to conduct a systematic review on 

the impact of a given type of health IT intervention. 

The ontology allows him to clearly describe which 

type of health IT intervention he is looking for to find 

all published evaluation studies on this intervention. 

• A researcher wants to develop a map for evidence-

based health informatics. This map should visualize 

how much evidence has been published for which 

types of health IT interventions. The ontology is the 

basis of this map.  

Our ontology thus aims at carefully describing health IT 

interventions and to distinguish between various types of health 

IT interventions and their characteristics. We started with a 

manual review of available health IT taxonomies through a 

literature search and by analyzing health IT taxonomy reviews 

such as [3]. We identified e.g. the following taxonomies:  

• A taxonomy for rule-based functionality of CPOE 

systems with four dimensions and up to six 

characteristics in each dimension by Wang (2002); 

• A list of fifteen types of application components by 

Ammenwerth & de Keizer (2005); 

• A taxonomy of CDSS systems with five dimensions 

and up to six characteristics in each by Berlin (2006);  

• A taxonomy of hospital functions by Winter (2011); 

• A taxonomy of front-end capabilities of CDSS 

systems with six dimensions and up to 14 

characteristics in each dimension by Wright (2011). 

At the moment, we are mapping the identified taxonomies to 

each other to identify both overlapping and unique dimensions 

and/or characteristics helping to describe unique attributes of 

health IT interventions. The result of this deductive approach 

will be a first proposal of dimensions and characteristics for our 

ontology.  

We also started with the inductive approach and conducted a 

manual qualitative content analysis of five randomly selected 

recent evaluation studies using the software MAXQDA. From 

these studies we were able, in the first iteration, to identify 

dimensions and related characteristics for describing a health 

IT intervention:  

• User group: Physician, nurse, other clinical user 

group, patients/relatives, administrative staff, other. 

• Organizational unit: Location of intervention; such as 

surgery, psychiatry, primary care, etc.  

• Type of application system: For example, lab 

information system, nursing documentation system 

• Name of software product  

• Offered software features: For example, taken from 

the HL7 EHR-System Functional Model [4]. 

• Supported enterprise function: For example, hospital 

administration, quality management, decision making, 

or patient information. 

 

Before continuing the inductive approach with other types of 

health IT interventions, we will now combine the results of the 

deductive literature review with the results of the inductive 

approach. The results will be a first iteration of an ontology of 

health IT interventions. Further, inductive steps will analyze 

evaluation studies of other frequent types of health IT 

interventions. Results will then be added iteratively to the 

ontology, until the ending conditions as defined by Nickerson 

are reached.  

Conclusions 

The presented methodological considerations should lead to an 

ontology for health IT interventions that is parsimonious 

regarding the number of dimensions, robust to clearly 

differentiate health IT interventions, comprehensive to be able 

to describe studies, extendible and explanatory, as demanded 

by Nickerson [2]. We plan to make the contents available via 

Linked Open Data.  

One idea for future work is to use the resulting health IT 

ontology to infer new knowledge, such as a better definition of 

various types of application components via a cluster analysis 

of characteristics.  

Another idea for future work is using the vision of a 

folksonomy [5] which is a user-generated system of classifying 

and organizing  health IT evaluation studies by the use of 

metadata such as tags. These tags could be used to identify and 

add missing parts in our ontology.   
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Abstract  

Grenoble Alpes University Hospital (CHUGA) currently 

deploys a clinical data warehouse PREDIMED to integrate and 

analyze for research, education and institutional management 

the data of patients treated at CHUGA. In this poster, we 

present the methodology used to implement PREDIMED and 

illustrate its functionality through three first research use cases. 

Keywords:  

Big data, medical informatics, data warehouse  

Introduction 

Large quantities of data are generated by healthcare and the 

volume is increasing every year [1]. This data is diverse and 

includes electronic health records, -omics, imaging, sensor and 

textual data, which are complex, heterogeneous, poorly 

annotated and generally unstructured [2]. The application of big 

data in healthcare is, nowadays, a fast-growing field [3-4]. 

Health datasets have been widely reused for research in 

numerous studies [4]. In particular, Clinical Data Warehouses 

(CDW) collect and reuse healthcare data for various 

applications covering all domains of medicine worldwide. For 

data of such volume, novel powerful technologies are required: 

non-relational and distributed databases for data storage and 

handling, artificial intelligence, machine learning and, more 

specifically, deep learning algorithms for data analysis. A 

number of reviews have been published focusing on the 

applications of deep learning in healthcare [2], in particular, in 

medical imaging [5] and –omics [6]. For diabetic retinopathy 

[7], skin cancer [8] and breast cancer [9] deep learning 

algorithms have demonstrated the ability to diagnose 

pathologies using medical images with at least the same 

performance as medical experts.  

CHUGA is the 12

th
 largest hospital and the first trauma center 

in France. Having a powerful technical environment, with all 

patients’ data including new data sources (genetics, internet of 

things, medical imaging, surgery videos), would certainly 

increase the re-usage of the data produced by CHUGA. 

In the following, we describe the methodology used to 

implement PREDIMED (acronym in French for: Plateforme de 

Recueil et d’Exploitation des Données bIoMEDicales), a CDW 

designed to reuse the data of patients treated at CHUGA. We 

then present the chosen architecture and illustrate the 

functionality of PREDIMED through use cases. We believe that 

this work is valuable for any healthcare institution considering 

building a CDW. 

Methods 

To implement a CDW, a group was created gathering specialists 

from transverse departments of CHUGA (Public Health, 

Imagery, Biology, Information Systems, and Pharmacy) as well 

as specialized medical experts. The expected work was divided 

into 9 work packages (WP) that we describe below. 

Results 

WP1 Possible CDW use cases. A survey was taken on the 

possible use of a CDW by medical staff and researchers and the 

results fall into four major categories: research (population 

cohorts and analysis of the corresponding data), education 

(providing real-life cases for teaching), institutional 

management (healthcare organization and optimization) and 

healthcare (patient-specific diagnostics and treatment). It was 

decided to use PREDIMED for the first three use cases and not 

to consider the last one for legal and maintenance reasons.  

WP2 Choice of the technical solution. State-of-the-art solutions 

were compared in their functionality, maturity, scalability, 

security, conformity to the applicable laws, and costs (both 

material and human resources). Modular open source 

architectures were chosen for PREDIMED to freely develop 

new functionalities and algorithms, as well as (we believe) to 

reduce costs. Powerful and scalable big data technologies were 

chosen over relational databases as they allow for distributed 

storage and analysis as well as for text data exploration. Modern 

machine learning, deep learning and data mining algorithms 

perform well on these architectures.  

WP3 Data model and data import.  Graph data model suitable 

for a general hospital was created to avoid ‘data swamp’. The 

advantages of a graph model are more flexible navigation and 

easier data interconnection and refinement. The first 

PREDIMED data sources are: patients, visits, diagnoses, texts, 

healthcare professionals, laboratory results, structure of 

medical units, medical imaging, and drug prescriptions. Some 

of the data was loaded partially for the proof-of-concept. 

WP4 Confidentiality and security. PREDIMED contains 

personal data and thus has to be authorized by the independent 

supervisory authority in terms of the GDPR (CNIL in France) 

to switch to the operational phase. This authorization is 

expected in 2019. Every project using PREDIMED data must 

also be declared to the supervisory authority. A high-level of 

security is provided for PREDIMED, e.g. all access to the data 

will be tracked and daily logs will be analyzed automatically.  
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WP5 Architecture implementation. We deployed several tools 

for multiple views on the raw data. Hortonworks Data Platform 

(HDP) enables agile application deployment, machine and deep 

learning workloads, security and governance. ArangoDB (a 

powerful multi-model NoSQL database) and ELK stack allow 

to navigate through the data model for cohort data selection, 

analysis and visualization. PREDIMED data is accessible via 

scripting notebooks (with spark, scala, python, R, SQL, Hive, 

SolR, etc.), and via developed API features.  

WP6 Governance. To regulate the access to the PREDIMED 

data, a governance model was developed. Every project 

requesting PREDIMED data must be approved by: Steering 

Committee (evaluating the feasibility and estimating the 

necessary investment), Scientific and Ethics Committees and 

obtain the legal authorizations if needed.  

WP7 Interoperability. A survey on the thesaurus used in 

CHUGA by medical specialty was taken and has shown that in 

medical practice local codes are more common than 

international dictionaries (with rapid mappings), but for 

medico-administrative activities standardized codes are used. 

WP8 Business model. A business model was developed as it was 

shown in literature that the CDW can generate benefits [10]: 

each project using PREDIMED data participates in its 

development in terms of human resources and/or hardware.  

WP9 Proof-of-concept through three use cases. A proof-of-

concept demonstrator was built and PREDIMED usage was 

illustrated on 3 research use cases on populations of moderate 

size (the same code can be used in the future on more data).  

In the first use case, we studied the feasibility of real time 

selecting a population of patients according to diagnoses 

(diabetes), demographics, and treatment criteria, using the 

graph query interface that we designed using ArangoDB graph 

navigation features and visualizing corresponding data using 

ELK stack. The data of individual patients, such as timelines 

summarizing their documents, prescriptions, diagnoses and 

movements inside the hospital, were visualized via an API. 

 

In the second use case, we investigated somatic mutations in 60 

onco-hematology patients to determine the genetic signature of 

the patients’ clinico-biological characteristics by linking 

multiple data sources, including genetics. We characterized 

patients’ populations by mutated gene and combined the 

mutational status with biological values. We looked for 

keywords in the patient’s documents to find the frequent 

comorbidities and cancer relapses by mutated gene. Kaplan-

Meier survival curves by mutated gene were plotted.  

In the third use case, we selected 300 patients with lung cancer 

by searching for keywords in patients’ documents, and linked 

all data available for these patients with their medical images  

(raw data and metadata of DICOM files), and plotted the 

greyscale histograms. The two last cases were coded on the 

HDP platform via Zeppelin scripts by one engineer. 

Conclusions 

We have reported the CHUGA’s experience of implementing a 

CDW PREDIMED: we show that we are able to take data out 

of silos, link this multimodal multisource data and access new 

data (textual and genetic data, raw data as image pixels), 

explore, analyze and visualize data, and thereby implement use 

cases for research, education and hospital management.  

PREDIMED aims to be as exhaustive as possible in terms of 

data available for the CHUGA patients. Thus, important future 

work includes integration of more internal data sources 

(service-specific databases), and external databases, such as 

research, environmental and open data. Another direction of 

future work concerns the heterogeneous quality of the source 

data that should be measured and controlled. Interoperability 

(technical and semantic) is crucial for projects at a national and 

worldwide level and CHUGA is an active participant of a 

French national initiative aiming to group local CDW into an 

interoperable network – a Health Data Hub.  
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Abstract 

To describe information content in an automatically generated 

patient summary worksheet (PS) comparatively to electronic 

health records (EHRs) for 90 patients. The PS was more 

focused on the cure than person-centred care. Ergonomic 

solutions based on the users’ needs should enhance shared 

decision-making and improve the healthcare professional-

patient relationship. 

Keywords:  

Electronic health records, electronc data processing, patient 

education handout 

Introduction 

General practitioners (GPs) were assigned with the mission to 

update a patient summary dataset with electronic health 

records (EHRs), according to the French interoperability 

framework of health information systems (CI-SIS) [1]. The 

patient summary worksheet (PS) automatically generated from 

the patient summary dataset was expected to improve care 

coordination and personalised care planning [2], especially in 

multidisciplinary primary care organisations and for 

telemedicine. Despite incentives, little was known about the 

patient summary management in primary care.  

Objective 

To describe information content in the automatically 

generated PS comparatively to information contained in 

EHRs. 

 

Methods 

A cross-sectional study was conducted in 2017 in three 

primary care structures in the department of Alpes-Maritimes 

in the southeast part of France. Nine GPs were recruited from 

the Department of General Practice, University of Nice. Five 

GPs used one electronic health record system (system A), and 

four used another one (system B). After performing tests, 90 

EHRs (10 per GP) were selected and compared to the 90 PS. 

Items were classified as present (present in PS) or absent (in 

EHRs but absent from PS). Medical history was recorded 

according to the second edition of International Classification 

of Primary Care (ICPC-2). Multimorbidity was defined as the 

presence of two or more chronic conditions [3]. Negative 

signs and spontaneous recovery from isolated acute medical 

conditions like seasonal or common viral infections were not 

compared. Drugs and vaccines were recorded according to the 

Anatomical Therapeutic Chemical (ATC) classification. Drugs 

in the PS were compared with the regular treatment reported 

in EHRs. A logistic regression was performed to identify 

factors associated with a low rate of absent items. Statistical 

significance was defined as p<0.05. All analyses were 

performed using R® packages for statistical analysis. 

Results 

EHRs were selected for 49 females (median age: 71, 29-91 

years) and 41 men (median age: 69, 29-91 years). 86% of the 

patients were multimorbid. 

2311 items were reported: 1747 items (mean: 19, 1-52 items) 

were present in patient summaries while 564 items (mean: 6, 

0-38 items) were in EHRs but not in PS (Table 1). 

Table 1– Number of items in the patient summary by system compared to information in EHRs

 A B A+B Present+Absent 

 Present Absent Present Absent Present Absent 

 649 280 1098 284 1747 (100%) 564 (100%) 2311 (100%) 

Medical history 401 177 474 204 875 (50%) 381 (68%) 1256 (54%)

Surgeries 22 32 88 14 110 (6%) 46 (8%) 156 (7%)

Past medical history 166 74 117 55 283 (16%) 129 (23%) 412 (18%)

Current conditions 172 28 219 59 391 (22%) 87 (16%) 478 (21%)

Risk factors 20 33 32 67 52 (3%) 100 (18%) 152 (7%)

Allergies and 

adverse reactions 

21 10 18 9 39 (2%) 19 (3%) 58 (3%) 

Drugs 248 48 624 25 872 (50%) 73 (13%) 945 (41%) 

Vaccines 0 55 0 55 0 110 (19%) 110 (5%)
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Table 2 – Factors associated with low absent items 

Absent items  Simple logistic regression  Multivariate logistic regression 

 Coeff. OR [95% CI] p  Coeff. aOR [95% CI] p

Patient age 0.01 1.01 [0.98-1.04] 0.535  

Male gender –0.19 0.83 [0.35-1.97] 0.671  

Chronic conditions 0.005 1.004 [0.86-1.17] 0.951  

EHRS – system B 1.47 4.33 [1.77-11.15] 0.002*  

Medical history –0.04 0.96 [0.90-1.01] 0.108 –0.12 0.88 [0.81-0.96] 0.004*

Present drugs 0.17 1.19 [1.10-1.31] < 0.001* 0.24 1.28 [1.15-1.46] <0,001*

Ended or stopped drugs 0.12 1.13 [1.01-1.28] 0.041*  

Coeff: coefficient; aOR: adjusted odds ratio; * significant p-value    

Fifty-four percent of the drugs in PS did not match with the 

regular treatment: 46% (401 drugs) were ended or stopped, 

8% (72 drugs) were redundant. Only 8% of drugs were in 

EHRs, but 84% of them had an important therapeutic value 

and 37% added at least one interaction. 

In PS, 78 items were redundancies in medical history, 

especially 72 redundancies between past medical history and 

current conditions. The rate of items in PS was higher than 

10% for digestive (D), cardiovascular (K), musculoskeletal 

(L) and metabolic (T) chapters. The chapters with a rate of 

items higher than 10% in EHRs were almost the same as those 

in PS, but social problems (Z) were also pointed out in EHRs 

(Figure 1). 

Figure 1– ICPC-2 chapters 

 

All vaccines were in EHRs, but none were in PS (Figure 2). 

Items in EHRs were retrieved more frequently in medical 

notes (33%) and in discharge summaries or after-visit 

summaries from other healthcare providers (32%). 

Figure 2– Items for immunisation in EHRs but absent in PS 

 

 

After univariate analysis and elimination of too strongly 

correlated variables, two variables remained in the stepwise 

regression model: the number of items in medical history and 

the number of drugs present in PS (Table 2). 

Conclusion 

The PS was more focused on the cure than person-centred 

care. The rate of absent items would be a poor relevant 

indicator of the quality of a patient summary. Further studies 

could be conducted to assess the influence of physical and 

cognitive ergonomics upon the healthcare professional-patient 

relationship and the shared decision-making process. 

However, the secondary use of patient summary datasets to 

build predictive models in context of data-driven medicine 

raises major ethical issues. 
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Abstract 

We present the regional professional network to support the 

Renal Epidemiology Information Network (REIN) registry in 

maintaining high quality data production and information 

analyses in Ile-De-France region. The network is based on a 

long term partnership between the nephrologists and a 

regional methodology support unit. It integrates clinical 

research assistants for data quality control. We also present 

organizational methods on maintaining the registry and 

enhancing information analyses and automating analyses 

reports.  

Keywords:  

Registries, Data Science, End-Stage Renal Disease, Data 

Quality, Summary Report. 

Introduction 

The Renal Epidemiology and Information Network (REIN) 

registry [1,2,3] is organized at French national and regional 

levels, around a network of professionals and public health 

decision makers involved in ESRD health care and concerned 

by questions raised by kidney replacement therapies. The 

network contributes to the elaboration and assessment of 

health care strategies to improve ESRD prevention and patient 

care. REIN registry is supported by the Agence de la 

Biomedecine (ABM) [4] and by the Société Francophone de 

Néphrologie Dialyse et Transplantation (SFNDT) [5]. Data 

production started in January 2002, and was progressively 

extended to cover all French metropolitan regions by the end 

of 2010 and French overseas regions in 2012. REIN registry 

relies on primary data sources directly collected at bedside in 

the dialysis units. In contrast, the United States Renal Data 

System (USRDS) [6] and with the European Renal 

Association - European Dialysis and Transplant Association 

(ERA-EDTA) [7] both rely on secondary data sources. 

Regional organization level was privileged since the inception 

of the REIN project. The region represents an appropriate 

level of proximity for patient data collection, quality control 

and data analyses. It is adapted for networking between 

professionals and decision makers at the regional institutions. 

REIN regional committees involve nephrologists, decision 

makers, public health insurers, methodologists and patient 

representatives. A nephrologist is elected as the REIN-

regional program coordinator. Partnership between 

nephrologists and data analysis methodology departments, are 

highly recommended to guarantee resources, expertise and 

added value for data quality control, analyses and 

epidemiology studies. Nephrologists in dialysis care units in 

Ile-de-France region (about 12 million inhabitants in 2016) [8] 

have been participating since 2005 in the REIN registry. Data 

production in Ile-de-France was considered exhaustive and 

stable since year 2007.  

Methods 

REIN Regional Network Organization 

The “Agence Regionale de Santé Ile-de-France” (ARS-IDF) 

represents the Public Health Ministry in the region. It plans 

ESRD related care strategies and manages resource allocations 

and authorizations for replacement therapy centers. 

Nephrologists gathered in “Association des Néphrologues 

d’Ile-de-France (ANEDIF)”, to assure the deployment, 

development and management of the REIN project in the Ile-

de-France region [9].  

The Biostatistics Unit at Necker University Hospital actively 

participates in the promotion of the REIN project and 

developed an application called MSIS (Multi-Source 

Information System), used from 2002 to 2014, to facilitate 

REIN’ data production and regional deployment [10]. The 

Biostatistics Unit assists and accompanies ANEDIF members 

in:   

• Supervising the clinical research assistants training 

and missions.  

• Developing methods and applications for assuring 

data integrity and quality. 

•  Providing methodology and application support for 

data analyses.  

Clinical research assistants participate in ensuring the respect 

of the REIN charter [4] and interacting with nephrologists in 

the care units’ environment. They consolidate data and give 

the start-signal for data analyses. Clinical research assistants 

facilitate communication and play a major role in maintaining 

the vivacity of the regional network and registry. 
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Analyses corpus contents 

Regional data to be analyzed are presented in the form of CSV 

files and require minimalistic data re-arrangement. R statistics 

scripts are developed for analyses [11]. A data model adapted 

to statistical analyses is developed as a first step. Study patient 

populations are then filtered as a function of the analysis 

purpose: demographic, geographic, public health, disease and 

specific research topics, etc. 

General outline of the statistical analyses subsets are agreed 

upon over time. They are systematically and longitudinally 

represented in the annual report. A final collegial proof-review 

validates the information in the synthesis report and presented 

to the annual assembly of the ANEDIF.  

Report enhancements 

Methods to automate the analysis processes from data source 

reading to producing analytic results in a suitable, easy to read 

and quality document are developed. R statistics remains the 

statistical software for data analyses. Related packages for 

tabular and graphics are used. Knitr package, is tested to 

automatically edit the results using LaTeX editor and to 

publish the report in a portable format document (.pdf) [12].  

Results 

Network status 

Nephrologists in 215 care units participated in the producing 

quality data to the REIN regional registry. Their commitment 

through the ANEDIF association to the regional network 

remained active from more than a decade. The role of the 

clinical research assistant is essential for assuring the 

completeness of data production and quality control as well as 

for the regional network animation.  

Data production and analyses improved over the years in the 

region. ANEDIF and the regional supporting Biostatistics Unit 

at Necker University hospital are the privileged interlocutors 

of the ARS-IDF for ESRD related decision making and care 

strategy policies. Nephrologists used the information 

presented in the annual report for improving their knowledge 

and as a support in discussions with local supervising 

authorities. 

Report automation 

REIN regional annual report in Ile-de-France has been 

finalized and automated. Its contents and organization have 

been accepted among professionals involved in the regional 

REIN network. It took few minutes to edit an updated report. 

Annual variations were commented as necessary. Results were 

presented in the form of free text comments, tables and 

graphics. For example : Flow diagram of ESRD patients in the 

region represent ESRD patient incidence in Ile-de-France 

which concerned 1864 new cases of resident patients, 12 non-

residents and 95 ESRD patients who received transplantation 

as inaugural replacement therapy. ESRD prevalence in Ile-de-

France 8106 ESRD resident patients in Ile-de-France were 

treated by dialysis on 31
first 

2017, 58 resident patients were 

treated out of the region. Departmental disparities representing 

standardized ESRD incidence in Ile-de-France, were observed. 

Prevalence evolution shows a regular growth of an average of 

160 patients per year during a 6 years study. The causes of re-

hospitalizations in the context of ESRD are dominated by the 

context of pre- or post-kidney transplantation, vascular 

diseases, heart diseases, infectious disease and dialysis 

arterial-venous fistula.  

Conclusion 

Regional professional network to support REIN registry in 

maintaining high quality in data production and information 

analyses are described. The network organization is based on a 

long term partnership between the medical domain 

professionals, organized in agreed-upon association, a regional 

epidemiology and methodology supporting unit. It integrates 

from the start the clinical research assistants, for supporting 

the clinicians in data production and quality control. Methods 

on how to maintain and improve the network activities are 

extended to additional medical domain, e.g., 

Neurodevelopmental Disorders, in a project entitled “Troubles 

Envahissants du Dévelopment - Information System” 

(TEDIS).  
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Abstract 

A database of full-body CT scans and associated lifestyle and 

health data from decedents who underwent an autopsy at the 

Office of the Medical Investigator (OMI) is under construction. 

The dataset has 68 metadata fields containing data from the 

OMI’s database and interviews with next of kin.  Some 

metadata fields could be mapped to existing standards, but the 

majority of fields required some modifications to current 

standards or the creation of new standards. 

Keywords:  

Vocabulary, controlled; imaging, three-dimensional; forensic 

anthropology 

Introduction 

Informatics is most commonly focused on using data from the 

living to improve the health of the living. The research 

presented here takes a novel approach, using data from the dead 

to create a database that can be used to improve the health of the 

living. Medical examiner data is a great resource for 

informaticians due to a number of factors, the most important of 

which is known cause of death.  

The Office of the Medical Investigator (OMI) is a statewide, 

centralized medical examiner’s office for the State of New 

Mexico. Any individual who is found dead with an unknown 

cause of death or who has died in a sudden, violent, untimely, or 

unexpected manner is routed to the OMI for a possible autopsy. 

In 2010, the majority of cases were deaths from natural causes 

(25%) or accidental deaths (35%), followed by suicides (17%),  

deaths from unknown causes (13.5%), and homicides (9.5%) 

[1]. The makeup of those cases closely mirrored the ethnic and 

racial composition of the state [2]. 

The Center for Forensic Imaging at the OMI was awarded a 

grant from the National Institute of Justice in 2010 to evaluate 

whether postmortem computed tomography (CT) scans could 

supplement or supplant a traditional autopsy. Between 2010 and 

2017, this work produced over 15,000 whole-body 3D CT 

images.. The trove of image information is enormous; however, 

the scans were not associated with any organized metadata 

about lifestyle, health, or cause of death. 

In 2014, a study was performed to determine a minimum data 

set using a modified Delphi method [3]. Researchers from a 

wide variety of fields (anthropology, medicine, forensics, 

informatics, epidemiology, biomedical research, and dentistry) 

used an iterative process to select 59 variables that they believed 

to be essential to making the CT scans useful for researchers in 

multiple fields.  

The National Institute of Justice awarded a grant in 2016 (2016-

DN-BX-0144) to create a database of deidentified CT scans 

along with associated lifestyle, health, and cause of death data. 

The associated information includes nine additional variables 

that are derived from the investigator’s research. The data for all 

variables are derived from both VAST (the OMI’s primary 

database, used to track the investigation of causes and manners 

of death) and phone interviews with next of kin.  

Data in VAST is primarily stored in unstandardized free-text 

fields. The lack of standardization limits the ability to retrieve 

information effectively and necessitates a significant time 

investment to clean the data before it can be used. In its current 

form, as data complexity increases, data recovery becomes less 

accurate.  

The New Mexico Decedent Image Database (NMDID) is 

available at NMDID.unm.edu.  

Methods 

Once the metadata fields were operationalized, each field was 

searched as a term in the Unified Medical Language System 

(UMLS) [4] to determine which data standards already existed 

for that concept. Each data standard was investigated and its 

ability to capture the appropriate level of data was analyzed. For 

example, some data was coming from next of kin and could not 

be expected to be at as technical a level as other data coming 

from medical records in the VAST database.   

Vocabulary standards were selected, modified if necessary, and 

implemented in the database. For those metadata fields where 

no known vocabulary standard existed, the authors determined a 

new standard for this particular data set.  

Results 

After determining which variables needed to be combined, 

which needed to be separated into two or more fields, and 

adding those from the author’s research, we had 68 metadata 

variables in three areas: census, health, and circumstances of 

death.  

There were three categories of vocabulary standards for 

metadata capture:  

1. An existing data standard that required no modification;  

2. A data standard that existed but required modifications;  

3. No appropriate data standard existed, so a new standard 

was created.  

18 of the 68 metadata fields had existing standards that could be 

applied without modification. Standards were derived from 

multiple sources including LOINC (including trial codes), 

SNOMED CT, internal standards specific to the OMI, ISCO, 

ICD-10, and RxNorm [4].  

Five of the 68 metadata fields required a modification from an 

existing standard. These standards were primarily from LOINC 

(including trial codes) [4].  

The remaining 45 metadata fields did not have an appropriate 

data standard to draw upon. This included simple metadata 

fields like year of death or length of time at current occupation, 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190467

1427



which was easily described as {yyyy}. However, creating 

standards for other fields was more difficult; for instance, when 

working with medical diagnoses, a balance had to be struck 

between knowledge of next of kin and medical detail.  

Conclusion 

Vocabulary standards are of the utmost importance in the 

creation of databases in order to ensure interoperability. As 

such, we searched medicine, forensics, anthropology, and other 

fields for standards to apply to our new database. 26% of the 

metadata fields could be mapped directly to existing standards. 

This included fields such as smoking status, sex, gender, and 

marital status. Seven percent required a modification of the 

standard to be applied to this particular database. Among those 

modified were birthplace and drug usage. The majority of the 

metadata fields (66%) required new standards to be developed. 

Many of the fields used in medical examiner data are not yet 

standardized, as the data historically have been in a free-text 

format. 

Medical examiner data is an underused resource for public 

health data, because, unlike vital statistics data, it has generally 

been unavailable to the research public. However, medico-legal 

data has several advantages. For instance, it is associated with 

lifestyle and health data unlike vital statistics, which, while 

easily available and standardized, are not very rich. The 

NMDID is an entirely new resource that will provide over 

15,000 CT scans and their associated metadata to researchers. 

NMDID sets a precedent, and perhaps some new standards, for 

the use of medico-legal data from other resources worldwide. 
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Abstract 

The objective of this paper was to determine the extent of the 

usage of “Linked Open Data" within biomedical literature. 

Applying PRISMA statement for literature reviews, forty-six 

papers were included in the analysis and keywords identified. 

Keywords have been classified according to MeSH categories, 

when possible. Twenty-three keywords had a frequency > one, 

146 keywords had a frequency equal to one. Two MeSH 

categories were recurring. Future work includes applying 

association rules learning to keywords. 

Keywords:  
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Introduction 

Based on protocols defined by the World Wide Web 

Consortium (W3C), Semantic Web allows data sharing among 

applications and application-application cooperation, even 

without human intervention [1].  

In the context of Semantic Web, the term “Linked data” is 

about linking and sharing resources of data (e.g., datasets, 

knowledge bases) generated and exposed by heterogeneous 

authors (e.g., governmental departments, research institutions, 

industry) [1]. When linked resources of data, e.g., 

heterogeneous datasets connected each other, are exposed 

through open access, the “Linked Open Data” paradigm is 

fulfilled, according to the “Linking Open Data" community 

project [2]. Operatively, “Linked Data” resources are 

represented with the Resource Description Framework (RDF) 

[3], a family of standardised data formats (RDF is explained 

briefly in the next section).  

In 2016, we published a review paper that gave a view of 

research relating to “Linked Open Data" (LOD) in the area of 

health- and clinical-care [4]. Widening the scope, and 

including publications from the last two years, the objective of 

this paper is an attempt to determine the extent of the usage of 

linked open data within biomedical literature. The main 

questions guiding this review were as follows, 

1. To what extent "Linked Open Data" is used within 

Biomedical Information research? 

2. How could it be represented in a synthesised way? 

The rest of the paper is organized as follows. The next section 

is a short background on Semantic Web technology, and RDF 

data format. Then, the methods used in the research and the 

obtained results are presented. Finally, some concluding 

remarks end the paper.  

Semantic Web 

Semantic Web stack is a set of protocols and computer 

languages, organised according to a layered structure, where 

communication is allowed between adjacent layers [5]. 

Semantic Web stack has been implemented to achieve data 

sharing among applications. In the stack, three main computer 

languages are: the Web Ontology Language (OWL) [6], the 

Resource Description Framework (RDF) Language [3], and 

the SPARQL Protocol And RDF Query Language - SPARQL 

language [7], which has a recursive acronym.  OWL and RDF 

are for specifying ontologies, which are collections of data and 

meta-data exposed to the web and shared among computer 

applications [1,6]. Similarly to a simple sentence in English 

(which is composed by a Subject a Predicate, and an Object), 

a RDF triple - the basic element of this language - is 

composed by a Subject, a Predicate, and an Object. An 

example is, "The patient is suffering from diabetes", where 

“The patient” is the Subject, “is suffering from” is the 

Predicate, and “diabetes” is the Object. Then, , a set of triples 

is represented by a graph, where the nodes of the graph are the 

Subjects and the Objects, and the edges are the Predicates. 

Triples are stored according to the Extensible Mark-up 

Language (XML) [3]. 

Methods 

To answer the first research question, a review of the literature 

has been performed, following the different phases of a 

systematic review (PRISMA Statement), described in [8]. 

Then, to answer the second research question, MeSH 

hierarchy has been used to aggregate concepts represented by 

the keywords associated to each paper. The following sub-

sections describe the applied methods in detail.  

Search strategy 

The author searched online bibliographic databases for 

relevant papers. Specifically, PubMed/Medline, Scopus, Web 

of Science (MEDLINE), Web of Science (All the other 

Indexes), and IEEE Xplore - Digital Library were enquired, 

using "Linked Open Data" as main search term. Because 

Scopus, Web Of Science (All the other Indexes), and IEEE 

Xplore - Digital Library are not specific to biomedical 

literature, the searches on these databases were limited to the 

following subject areas: Biochemistry, Genetics and 

Molecular Biology, Medicine, Pharmacology, Toxicology and 

Pharmaceutics, Psychology, Immunology and Microbiology, 

Neuroscience, and Nursing. In this way, the search was 

limited to papers in the Biomedical Information area.  

Inclusion and exclusion criteria 

Inclusion criteria were as follows: 1 - Journal articles in 

English published from 1st January 2009 to 13th August 2018 

(the date of searches); 2 - Papers published on journals related 

to Linked Open Data within the Biomedical Information 

Domain; 3 - Abstract and full text pdf are available; and 4 -  

Papers should describe Linked Open Data solutions within the 

Biomedical Information Domain. 
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The exclusion criteria were complementary to the inclusion 

criteria. In addition, duplicated items were considered and 

deduplicated. The final selection of papers was performed by 

screening title, abstract, and through reading the full text, 

when more details were needed. 

Data extraction 

To answer the second research question, keywords associated 

to each paper were extracted. Keywords are descriptors of the 

content of a publication, and in the present research, they have 

been preferred to the title, as the titles cannot reflect the 

contents of a publication [9]. Keywords are defined by the 

authors, even according to a specified vocabulary (e.g., 

Medical Subject Headings-MeSH). Publications indexed in 

Medline database are also described by MeSH terms. 

Publications in IEEE are indexed according to IEEE 

descriptors. 

Keywords describing the papers selected from the previous 

phase of the research have been collected in a MS Excel 

spreadsheet and then processed according to the following 

steps. First, keywords on the full text pdf have been 

considered; then, if they were not included, the journal web 

page describing the paper has been considered, and the 

keywords available there collected. After that, if the keywords 

were not available on the web site, MeSH terms have been 

considered for the publications available on Medline. With 

this process all the papers had a set of words associated to 

them. 

The phrase “Linked open data” and combinations of those 

words have been excluded, as the main query in the search 

phase was that one (i.e., to retrieve papers having LOD as 

main topic), duplications have been removed,  and acronyms  

have been used to replace their explanations (e.g., RDF 

instead of “Resource Description Framework”). After that, the 

entire list has been alphabetized and the frequency of each 

keyword counted, and stored in the spreadsheet. Finally, a 

MeSH term  and a MeSH category have been connected with 

each keyword, when possible.   

Results 

The search phase provided 181 potential articles, and 

following the four-phase flow diagram [8], 46 have been 

included in the analysis. Due to space limitation, the 

references of the 46 included papers are not included in the 

present manuscript; however, they are available upon request. 

The analysis of the 46 papers gave 265 keywords, including 

duplications. After processing the keywords according to the 

methods explained in the previous section, 225 keywords had 

been obtained, including duplicates. 169 distinct keywords 

were extracted; 23 had a frequency from 2 to 15 (maximum 

frequency), while 146 had a frequency equal to one. The most 

recurrent keyword was “RDF” (15 times), followed by 

“Semantic web” (9 times), “Electronic Health Records” 

appeared 4 times, and “Unified Medical Language System” – 

UMLS appeared 3 times. The main MeSH categories matched 

by the keywords were "Information Science Category" (45 

keywords) and "Analytical, Diagnostic and Therapeutic 

Techniques and Equipment Category" (12). Unfortunately, it 

was not possible to associate 80 keywords to a MeSH term 

(and category).   

 

Conclusions 

The objective of this paper was to determine the extent of the 

usage of linked open data within biomedical literature.  

Applying the PRISMA statement for literature reviews, forty-

six papers have been included in the analysis and their 

keywords identified. Twenty-three keywords had a frequency 

greater than one (and the maximum frequency was 15), 146 

keywords had a frequency equal to one.   "Information 

Science Category" and "Analytical, Diagnostic and 

Therapeutic Techniques and Equipment Category" of MeSH 

were the main MeSH categories keywords belong to. Future 

work includes applying association rules learning (shopping 

basket analysis) to the keywords. 
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Abstract 

Standardization is essential for information sharing among 

different health care institutions. Our objective was to identify 

the essential oral health attributes to include in an electronic 

health record for primary care. This action research study 

utilized a Definer Group, which selected attributes as a mind 

map, into four main pillars: Data Collection, Diagnosis, Care 

Plan and Evaluation. This research applied the practice of 

knowledge leveling, favoring the interaction of dental specialties 

and identification of attributes. 

Keywords:  
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Introduction 

There is no health care without information. “The collapse of 

comprehensive health care and the inadequate use of financial 

resources are directly associated with a lack of access to readily 

available and reliable information, as well as rework and lack of 

support for clinical decision-making” [1]. 

Clinical decision-making based on fragmented and impaired 

information has a direct impact on the prognosis and outcome of 

health care treatment. Longitudinal monitoring and 

multiprofessional health care are also compromised and even 

impossible to perform [2]. 

Primary health care is the main gateway for the individual in the 

Brazilian Unified Health System (SUS). This reinforces the 

importance of a ready and trustable information access system, 

since this level of health care aims to develop comprehensive 

care that impacts the general health status, the autonomy of 

people, and the determinants and health conditions of the 

collectivities [3]. 

Standardization is essential for information sharing among 

different health care institutions and health professionals. This 

requires a national effort in e-health, with large investments, 

participation of various segments and health actors, which 

several countries have carried out [3]. The e-health is defined as 

“the combined use of electronic information and communication 

technology in the health sector for clinical, educational, research, 

and administrative purposes, both at the local site and across wide 

geographic regions” [4]. In Brazil, guidelines and actions 

established in the e-health vision [5] already reveal the 

prioritization of the subject by Brazilian government. However, 

what data should be recorded? 

Despite the advance of e-health in the SUS [5], most of the 

information provided by its various systems relates to 

                                                           

1
 Panel of Specialists in Health - Definer Group, see the Appendix A. 

administrative management, to feed health indicators that 

provide partial or skewed information by registry instruments. 

Clinical information focusing on the individual, sufficient for 

clinical decision-making, is not yet available in an integrated and 

longitudinal format. 

The development of the interoperable Electronic Health Record 

(EHR), in particular for primary care, will require a great effort. 

It must involve different health care professionals working to 

define the information model, aiming to ensure the completeness 

and interdisciplinary that primary health care needs [6]. 

In 2016, the researchers' group of this study proposed an 

informational model that meets the principle of integrality in 

health care, with a comprehensive approach [6]. This model 

intends to be the starting point for the different primary care 

professions to define, with greater granularity of details, the set 

of essential information to be registered. Dentistry makes up a set 

of health professions that work in primary care, and based on the 

information model mentioned, the objective of this study was to 

identify the essential attributes on oral health to be contemplated 

in a multiprofessional electronic health record for primary care. 

Methods 

This observational, exploratory, cross-sectional and action 

research study was approved by the Ethical Committee at 

Universidade Federal of Goiás, Brazil (protocol 2,206,915). 

It included five steps: a) Selection of the experts’ panel in 

dentistry (Definer Group - DG); b) Action research - knowledge 

leveling workshop; c) Individual activity by specialty 

(comparison of the health record used by the dental specialties 

with the defined semiological tree); d) collective activity 

(proposal of Oral e-health as a mind map format); e) selection of 

attributes for validation and modeling. 

The DG was composed of five dental specialties, representing the 

areas of Stomatology, Periodontics, Collective Health, Pediatric 

Dentistry, and Endodontics. These specialists fulfilled the 

inclusion criteria and agreed to participate in the study, 

comprised of three males and three females [7]. 

Of the eight invitations sent, two professionals did not accept for 

the unavailability of time. In terms of professional training, all 

participants were masters, with publications and dissertations 

defended in one of the following areas: Semiology, Stomatology, 

Endodontics, Periodontics, Public Health, or Pediatric Dentistry. 

Of these, 83% completed their doctorate degree, 17% had their 

doctorate in progress, and 66% had at least one specialization. 
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All participants have been teaching, performing research, or 

other extension and oral health care activities. 

The DG performed action research, by means of knowledge 

leveling workshops on health information collection, mediated 

by professors from the area of Semiology in Dentistry [8]. 

The result of the collective workshops, face-to-face, and distance 

meetings allowed building a mind map, using the FreeMind tool. 

This strategy resulted in a model, the Oral e-Health, integrated to 

the multiprofessional information model. 

Results and Discussion 

The mind map, a product of more than 50 hours of meetings, 

contained four pillars: Data Collection, Diagnosis, Care Plan and 

Evaluation. A total of fifteen face-to-face workshops were held 

with the DG, in addition to approximately twenty hours of 

individual meetings. 

In this first step of defining Oral e-health, the DG focused its 

work on the data collection pillar of the multiprofessional 

information model [6], a priority for the continued development 

of the integration of dental health attributes to the general health 

of the individual in the other pillars (Diagnosis, Care Plan and 

Evaluation). 

The mind map, a product of the workshops performed with  

the DG, resulted in the modification, detailing, and inclusion  

of several items related to Data Collection. The complete  

mind map version is available in FreeMind format at 

https://github.com/professorarenatabraga/Oral-e-Health.  

The mapping of this set of attributes to the construction of an 

electronic health record is an important activity; perhaps, it is one 

of the highest priorities, which requires the involvement and 

collaboration between professional with diffferent areas of 

knowledge [3]. 

This action research was interdisciplinary, since the DG 

performed the investigation of the essential attributes of each 

dental specialty simultaneously with the collective knowledge 

leveling of semiological concepts; this has contributed to each 

professional understanding the importance of attributes of the 

other specialty, their overlaps, the need for exclusion or inclusion 

of terms, and how to present and organize the information used 

in their routine clinical practice. 

The profile of the professionals that composed the DG, 

determined by the criteria adopted in the selection, ensured the 

scope of primary care, without losing the detail and flexibility 

necessary for evidence-based clinical decision-making in a 

multiprofessional context [1,8].  

The use of the mind map allowed the DG an easy navigation, as 

well as an extended and at the same time detailed view of the set 

of attributes that was being delineated [9]. The mind map 

included the essential attributes for oral health in the scope of 

primary care, integrated with those of general health, and will be 

the basis for the elaboration of an informational model, taking 

into account the guidelines and actions proposed by the Ministry 

of Health [5]. 

The attributes presented in the mind map, besides serving as a 

basis for the elaboration of the information model, also constitute 

the basis for the construction of archetypes, an independent 

approach of technology. The use of archetypes and terminology 

standards is decisive for the promotion of the desired level of 

interoperability of health information record systems and their 

consequences: search and sharing of health information with 

quality, and improvements in health care, like in Norway, 

Germany, New Zealand and Australia [3]. 

Conclusions 

The main contribution of this study was to increase the level of 

detail, completeness and pertinence of the essential attributes for 

oral health primary care, presenting a methodological approach 

to do it. The intervention of the action research was crucial to 

leveling semiological knowledge, favoring the interaction of 

different dental specialties on establishing essential information 

for an oral health register. The workshops allowed a reflection on 

the essentiality of the information that each specialty required 

individually and how they could be rearranged collectively to the 

individuals' general health register. 

Specialists interaction as a Definer Group was fundamental for 

identification of Dentistry´s concepts, in the primary health care 

context, that will require a formal clinical modeling using the 

standards adopted by the Brazilian Ministry of Health. 
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Abstract 

“P-hacking” is the repeated analysis of data until a 

statistically significant result is achieved. We show that p-

hacking can also occur during data generation, sometimes 

unintentionally. We use the type-token ratio to demonstrate 

that differences in the definitions of “type” and “token” can 

produce significantly different results. Since these terms are 

rarely defined in the biomedical literature, the result is an 

inability to meaningfully interpret the body of literature that 

makes use of this measure.  

Keywords:  

Language, vocabulary 

Introduction 

There is a growing awareness that many published scientific 

results are not reproducible. Statistical practices are one of the 

most common factors blamed for this “reproducibility crisis,” 

as it has come to be known [1]. There are many aspects of the 

contributions of statistical malpractice to the reproducibility 

crisis, including an increasingly recognized practice known as 

p-hacking. P-hacking is the act of repeatedly re-analyzing data 

until a statistically significant result is achieved [1; 2]. One 

method of p-hacking is varying aspects of the hypothesis tests 

themselves until a positive finding is reached; another is 

reselecting subsets of the data. However, there are other ways 

that p-hacking can be done, without “cherry-picking” 

hypothesis tests or data – as this paper shows, it can also be 

done at the data generation phase. This kind of p-hacking is 

especially pernicious for at least four reasons: (1) it leaves no 

trace in the form of questionable statistical assumptions that 

might otherwise be noticed by a reviewer, (2) it leaves no 

trace even when using publicly available data sets, since the 

data itself is unchanged, (3) it is not difficult to justify to 

oneself, and (4) publication practices make it quite easy. The 

approach in question is especially relevant to the 

computational bioscience community because it is easily 

illustrated with a measure that is widely used in neuroscience, 

psychiatry, developmental psychology, and neurology: the 

type-token ratio. 

We illustrate the issues with the concept of “lexical richness” 

because its calculation seems very straightforward but is quite 

nuanced in practice. Informally, lexical richness refers to the 

quality, variability, and sophistication of the vocabulary of a 

speaker or a text. It is usually defined by some form of the 

type-token ratio, calculated as the number of distinct words 

(types) divided by the total number of words (tokens). It is 

commonly used in several biomedical fields [3]. Despite the 

prevalence of this measure in the scientific literature, it is 

unclear how to interpret the literature using the type-token 

ratio because papers typically do not define what they are 

counting as types and tokens, and there is no consensus 

definition for either.  

Publication bias in the literature on diagnostic use of measures 

of lexical richness may promote p-hacking and unreliable 

results. We know that the tendency is not to be able to publish 

negative results [4]. Do people sometimes modify those 

“simple” decisions perfectly innocently, without actually 

realizing their linguistic consequences, until they get a 

positive finding on a subsequent statistical hypothesis test—a 

positive finding that would in fact be a negative finding if they 

made different preprocessing decisions? It is not difficult to do 

so, because “type” and “token” are generally not defined when 

used in the literature or elsewhere. We present modeling 

results that explore the implications of failures to consistently 

define those variables. If we find that modifying the 

definitions of “type” and “token” can affect whether or not 

statistically significant differences are found in the type-token 

ratio, then it should be clear that these terms must be defined 

when using them. If, in fact, they are not typically defined, 

then there is a problem in our field, and we should be aware of 

it and take action by being explicit about those definitions. 

Materials and Methods 

The materials are drawn from the CRAFT corpus of 

biomedical journal articles [5]. We modeled two different 

definitions of type and three different definitions of token. 

Definitions of “type” unavoidably interact with definitions of 

“token”, which can result in different classifications of the 

same term depending on precedence orderings, so we 

processed all data sources using 10 random orderings of 

random subsets of five sets of type and token definitions. We 

used the conservative (nonparametric) Wilcoxon signed rank 

test to look for statistically significant differences between the 

distributions of type-token ratios in the outputs. The null 

hypothesis is that there is no effect of different definitions of 

the variables. For our definitions, we used observations from 

three comprehensive analyses of tokenization [6-8]. See the 

code available on GitHub for how we handled phrasal verbs 

(e.g. have_to versus have to), negative clitics (e.g. do n’t 

versus don’t), and repetitions. Type definitions applied here 

include normalized or unnormalized digit types or letter cases, 

punctuation inclusion in or exclusion from the token counts, 

and different treatments of hyphens and underscores. (See [9] 

for how contentious any of these decisions can be.) There are 

interactions between any definition of type or token, so we ran 

different combinations of the various definitions of each and 

their orderings, all randomized, for 10 combinations of 

definitions and orderings. Type-token ratio was calculated as 
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the count of types divided by the count of tokens for the 

complete text. 

Analysis of the resulting distributions follows the approach of 

[10] (see also [8; 11]). Figure 1 shows the distributions of the 

type-token ratios for 10 randomly selected permutations of 

type definition, token definition, and order of application.  

Results cluster into groups with two widely differing 

magnitudes, one just below a type-token ratio of 0.5 (1, 3, 5, 

and 10) and the other around 0.2 (2, 4, 6, 7, 8, and 9); clearly, 

the definitions of type and token can have an enormous effect 

on the magnitude of the type-token ratio. In no case are the 

type-token ratios normally distributed, meaning the type-token 

ratio is vulnerable to Type I errors from parametric hypothesis 

tests. 

 

Figure 1 – 10 random permutations of subsets of the 

definitions of type and token. Each data point is the type-token 

ratio for one paper. Each column represents one permutation. 

The distributions of the permutations with the highest and 

lowest median type-token ratios in the low-magnitude group 

were significantly different (p < 0.001); within the high-

magnitude group, however, they were not. We also tested all 

pairs of permutations within the two groups. Table 1 shows 

that more than 40% of the definition set pairs did not yield 

statistically significant differences, while nearly 60% did, 

suggesting that there are many ways that statistically 

significant differences can be found (or not) based only on the 

different definitions of “type” and of “token”. Like typical p-

hackers, we did no multiple testing correction.  

The complete code base and outputs of all steps of the analysis 

are available on GitHub. 

Table 1 – Number of pairwise differences between sets of 

definitions of type and token, divided into groups with high- 

and low-magnitude type-token ratios. 

Group Pairs Significantly different (%) 

High  7 0 (0%) 

Low  16 13 (81%) 

All pairs 23 13 (57%) 

Discussion 

These results demonstrate that there are many “minor” 

preprocessing decisions that can be the difference between 

having statistically significant results and not, independent of 

any actual differences in the underlying data.  

Conclusions 

The precise definitions of “type” and “token” are so important 

that, if they are absent, research findings based on the type-

token ratio are essentially uninterpretable. In fact, precise 

definitions of these terms are rarely given in the biomedical 

literature — even in work on tokenization [11]! We have 

shown that type-token ratios can be significantly different 

based only on differences in how “type” and “token” are 

defined. These results suggest that the relevant literature 

should be read with caution. Talking about his initial work on 

this problem. J. Simmons, the originator of the term “p-

hacking,” says that “we realized entire literatures could be 

false positives” [12].  If research using measures of lexical 

richness is to avoid turning out that way, future work in the 

field should always give the precise definitions of “type” and 

“token” that were used.   
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Abstract 

Integrating data from various source systems to gain 

knowledge and meaningful data about patients for care and 

research is challenging. This work demonstrates how 

medication knowledge data from the database of the Federal 

Union of German Associations of Pharmacists (ABDA) can be 

used for storing and annotating medicinal products in an 

openEHR medication archetype. 
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Electronic Health Records, Datasets as Topic, Health 
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Introduction 

Medical data are reused for both patient care and biomedical 

research, not only within the boundaries of healthcare 

institutions, but very often also across multiple sites. However, 

data are often not findable, accessible, interoperable and 

reuseable (FAIR Data Principles [1]), as they are missing 

common terminologies for semantic interoperability. The 

German Federal Ministry for Education and Research (BMBF; 

ger: Bundesministerium für Bildung und Forschung) is tackling 

these issues with the German Medical Informatics Initiative 

(MII) by funding university hospitals to implement Data 

Integration Centers to make data available and interoperable on 

a national and international level [2]. University Hospital 

Schleswig-Holstein (UKSH) joined HiGHmed, one of the four 

MII-projects, and is implementing the HiGHmed use case 

cardiology [3]. For this use case among other data, medication 

data need to be integrated. 

At UKSH, the management and documentation of medication 

data is based on names and identifiers of a de-facto-standard 

database provided by the Federal Union of German 

Associations of Pharmacists (ABDA) [4].  

The objective of this work is to show the extent of overlap 

between the ABDA metadata and an openEHR medication 

archetype. Our aim is to provide a first step for storing and 

annotating medication data in openEHR archetypes using 

ABDA information. 

Methods 

ABDA Database 

ABDA provides a comprehensive drug database with 

information on all medicinal products on the German market 

and its contents are constantly updated every 14 days. It 

comprises particularly details on active and inactive ingredients 

using different naming conventions, pharmacological 

classification systems, pharmaceutical and clinical instructions, 

summary of product characteristics as well as package inserts 

[4]. 

OpenEHR 

OpenEHR describes a platform approach enabling open 

electronic health record (EHR) architectures using archetypes 

which are shared nationally and internationally [5]. 

In order to integrate data of source systems into openEHR-

based systems, data need to be mapped and transformed. 

Mapping of ABDA Metadata Items to an OpenEHR 

Archetype 

For the mapping of the ABDA data model the tables ‘medicinal 

products’ (FAM_DB), ‘substances’ (STO_DB) and ‘names of 

substances’ (SNA_DB) were considered. In total 79 ABDA 

metadata items were used for the mapping. 

Two medical informaticians (TB and BS) separately analyzed 

the 79 metadata items and mapped them to an openEHR 

archetype. Inter-rater reliability for TB and BS was calculated 

afterwards. Next, they compared their results per item and 

discussed disagreements to agree upon a mapping per item. In 

cases where the discussions did not lead to an agreement, a 

pharmacologist (RB) was included in the discussion and helped 

resolve the mapping. 

Results 

The ABDA metadata were mapped to the openEHR medication 

archetype (namely openEHR-EHR-CLUSTER.medication.v1). 

The independent mapping of 79 ABDA metadata items to the 

archetype leads to initial agreements on 54 out of 79 ABDA 

metadata items (68.4 %) with disagreements for 25 ABDA 

metadata items. 26 ABDA metadata items could not be mapped 

to the archetype. Inter-rater-reliability is �
�

�

��

��

� �����. 

Dicussions on the disagreements could resolve 23 out of 26. 

However, 36 out of 79 ABDA items (45.6 %) were mapped to 

the generic free-text item ‘description’ of the archetype for 

integrating structured ABDA information. 

Discussion 

Mapping structured ABDA metadata items to free-text 

openEHR items results in loss of information. Therefore, more 

structured items that fit to structured ABDA items may be 

necessary in openEHR archetypes. 

Instead of integrating ABDA information into openEHR 

archetypes, openEHR patient medication data could also be 

linked to the ABDA database by using a unique identifier from 

ABDA and reference that identifier together with the version of 

ABDA that was used. 
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This could be done using a unique identifier from ABDA to 

identify a specific medicinal product or substance in the 

openEHR medication archetype item ‘Name’ as an openEHR 

DV_CODED_TEXT (e.g. ‘Tamoxifen beta 20’). This item is 

specified by an openEHR CODE_PHRASE (e.g. 

terminology_id = ‘ABDA2016.FAM_DB.Key_FAM’ and 

code_string = ’ 3340739900’) using a terminology mapping 

(openEHR TERM_MAPPING). 

The pros and cons of that alternative need to be further 

evaluated. 

Related Work 

Other work has been done using openEHR archetypes to 

represent medication information before, like Chen et al., who 

showed that using openEHR archetypes for managing 

chemotherapy information and representing chemotherapy 

guidelines in openEHR is possible [6]. Marco-Ruiz et al. built 

an archetype-based data warehouse, but are focusing their 

information model on laboratory data [7]. 

Medication information has previously been transformed and 

mapped to other data models. E.g. HL7 Fast Healthcare 

Interoperability Resources (FHIR) was used to implement a 

system storing structured medication information retrieved via 

an NLP pipeline from unstructured documentation [8]. Sinha et 

al. built a clincial decision support system for safe opioid 

prescription based on FHIR [9]. 

Limitations 

This work has to be considered a preliminary step for 

integrating medication data in an openEHR environment.  

In addition, the ABDA database is specific to Germany. 

Although it contains both foreign pharmaceutical products and 

substance names this database might not be sufficient for 

international purposes.  

Since the effort presented in this work has to be conducted once 

and only future changes of ABDA metadata need to be 

included, an automated mapping system was not considered. 

Structural changes to ABDA happen once per one year or every 

second year. The mapping does not imply regulatory or ethical 

challenges, due to metadata being mapped and not contents. 

Conclusions 

The selected metadata items concerning medication 

information can be mapped from the ABDA data model to an 

openEHR medication archetype. Based on these results our 

next steps are the integration of medication information in an 

openEHR Clinical Data Repository. 
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Abstract 

Prostate cancer (PCa) data is of public health importance in 

South Africa. Biopsy data is recorded as semi-structured 

narrative text that is not easily analysed. Our study reports a 

pilot study that applied predictive analytics and text mining 

techniques to extract prognostic information that guides patient 

management. In particular, the Gleason score (GS) reported in 

a number of formats were extracted successfully. Our study 

reports that predominantly older men were diagnosed with PCa 

reporting a high-risk GS (8-10). Where cell differentiation was 

reported, 64% of biopsies reported poor differentiation. The 

approaches demonstrated in our study should be extended to a 

larger dataset to assess whether it has the potential to scale up 

to the national level. 

Keywords:  

Prostate cancer, Gleason score, Risk, Cell differentiation 

Introduction 

Prostate cancer (PCa) is an important non-communicable 

disease (NCD) in South Africa with a reported age-standardised 

incidence rate of (ASIR) of 67.9 per 100 000 in 2012 [1]. Local 

studies have reported that African men present with advanced 

and aggressive PCa reducing the opportunity for remission [2]. 

Local guidelines indicate that patient management is directly 

linked to Gleason score (GS) grading, percentage and numbers 

of cores as well as ancillary information such as seminal vesicle 

involvement and peri-neural invasion [3]. Prostate biopsy 

results are stored as semi-structured narrative text that cannot 

be easily analyzed. The GS is captured as follows; (i) major 

score, e.g. 4 and (ii) minor score, e.g. 3. This equates to a 4+3=7 

GS. This data is captured in multiple formats depending on 

reporting practices at each laboratory. For example, a GS of 

3+4=7 could be reported as follows; (i) major 3 and minor 4 = 

7, (ii) 3+4=7, (iii) (major pattern 3 + minor pattern 4) = 7, (iv) 

3+4=7 and (v) (3+4)=7. The number of cores, GS and cell 

differentiation provides valuable insights to assess late 

presentation and poor prognosis [3].
 
The objective of our study 

was to investigate the use of big data analytics (text mining) to 

extract meaningful data from narrative prostate biopsy results.  

Methods 

The retrospective descriptive study design was used to analyse 

laboratory data between 2006 and 2016 for men 30 years and 

older. The sample population of 1000 cases was randomly 

selected from prostate biopsies with an adenocarcinoma 

histological finding determined using Systematized 

Nomenclature of Medicine (SNOMED) morphology codes [4]. 

Convenience sampling was used. Local guidelines were used to 

categorise PCa risk using the GS as follows; (i) GS 2-6: low-

risk disease (LRPCa), (ii) GS 7: intermediate-risk disease 

(IRPCa) and (iii) GS 8-10: high-risk disease (HRPCa) [3]. An 

example of a fictitious biopsy narrative report is provided: 

EPISODE NUMBER: ABC1234 SPECIMEN DETAILS: PROSTATE 

BIOPSIES. CLINICAL DETAILS: THE PATIENT IS 66-YEAR-OLD 

MALE WITH AN ENLARGED PROSTATE AND A PSA LEVEL OF 

20.8. PROSTATE CORE BIOPSIES WERE SUBMITTED TO 

EXCLUDE CARCINOMA OF THE PROSTATE. MACROSCOPY: 

SEVEN CORE BIOPSIES ARE RECEIVED, RANGING IN LENGTH 

FROM 25MM TO 10MM. PATHOLOGICAL DIAGNOSIS: PROSTATE 

CORE BIOPSIES, WITH REPRESENTATION OF THE SEMINAL 

VESICLE: INVASIVE MODERATELY DIFFERENTIATED 

PROSTATIC ADENOCARCINOMA. GLEASON SCORE = MAJOR 3 + 

MINOR 4 = 7 THERE IS PERINEURAL INVASION IDENTIFIED. NO 

LYMPHOVASCULAR SPACE INVASION IS PRESENT IN THE 

SECTIONS EXAMINED. THE TUMOUR IS PRESENT IN 2 OUT OF 7 

CORE BIOPSIES WITH AN APPROXIMATE BULK OF 20%.  

Figure 1: Fictitious prostate biopsy narrative report 

This study applied text mining techniques and specifically 

made use of regular expressions to address the complex 

relationships among the data [5], including structured, 

unstructured and semi-structured data [6]. Prostate biopsy 

reports data were extracted and loaded to the Spyder Integrated 

Development Environment (IDE) which uses the Python 

programming language [7]. Spyder IDE offers features such as 

advanced editing, debugging, profiling, data exploration and 

interactive execution [8-10]. The data was first pre-processed 

and cleaned using tokenisation and stop word removal. 

Stemming was used to derive the root word. Using feature 

generation, the bag of words was developed and n-grams 

generated. Feature selection was used to develop a vector space 

by selecting a subset of features from the biopsy reports. 

Regular expressions representative of the GS target feature such 
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as “gleason”, “Gleason”, “GLEASON”, “Gleeson”, etc. were 

used to identify the target feature. Lastly, the required data was 

then extracted for each biopsy and produced as an output extract 

that was analysed and visualised. The output variables included; 

(i) episode number (ABC1234), (ii) age (66), (iii) cell 

differentiation type (moderate), (iii) number of cores (7), (iv) 

type on cellular invasion (Perineural) and (v) GS (3+4=7).  The 

ages extracted from the biopsy report were correlated against 

the manually captured values. The data reported includes; (i) 

GS, (ii) percentage of biopsies by cell differentiation and (iii) 

distribution of the number of cores submitted. Age were 

categorised as follows; (i) <50, (ii) 50-59, (iii) 60-69, (iv) 70+ 

and (v) “Age not stated”.   

Results 

The episode number was extracted for all biopsies (100%). The 

age was extracted for 893 biopsies (89%). An age was captured 

for 877/1000 (88%) of biopsies compared to 956/1000 (91%) 

in the LIS. There were 17 biopsies where different ages were 

recorded (2%); 3/17 likely transcription errors, e.g. 6 recorded 

instead of 60. The majority of biopsies were requested for men 

≥60 years (86%).  

 

Figure 2: Distribution of the extracted age 

Of 1000 biopsies, 286 reported cell differentiation 

characteristics (29%). Poorly differentiated adenocarcinoma 

was reported for 64% of biopsies followed by 29% for moderate 

differentiation.  

 

Figure 3: Cell differentiation distribution 

The GS was extracted for all 1000 biopsies. A GS of  3+3=6 

and 5+4=9 was reported for 18% of biopsies each (total of 

26%). This was followed by the 4+3=7 GS (16%). Half of the 

patients reported a high-risk GS (8-10: 47%).  

Conclusion 

The use of predictive analytics holds tremendous potential 

especially in a resource-poor setting where documented clinical 

data is poor or absent. The prognostic information could be used 

to categorise patients into risk groups. The accrued laboratory 

 

 

Figure 4: Distribution of Gleason score risk category 

data could enable an understanding of PCa differentiation and 

GS by unlocking clinical information captured in the narrative 

reports. This could enable real-time cancer data analysis (as 

opposed to cancer registry reporting that is delayed). The 

approach reported in our study should be extended to a larger 

dataset to assess the ability to scale up to the national level.  

Acknowledgements 

The authors would like to thank the Academic Affairs, 

Research and Quality Assurance (AARQA) department for 

providing access to the data.  

References 

[1] International Agency for Research on Cancer, Cancer Fact 

Sheets: Prostate Cancer, International Agency for Research 

on Cancer, Geneva, Switzerland, 2012. 

[2] H.A. Le Roux, R.J. Urry, B. Sartorius, and C. Aldous, Pros-

tate cancer at a regional hospital in South Africa: we are only 

seeing the tip of the iceberg, S Afr J Surg 53 (2015), 57-62. 

[3] D. Anderson et al., South African Prostate Cancer Guidelines, 

South African Urological Association, Pretoria, South Africa, 

2017. 

[4] U.S. National Library of Medicine, SNOMED CT Interna-

tional Edition, U.S. National Library of Medicine, Bethesda, 

MD, USA, 2016. 

[5] X. Wu, X. Zhu, G. Wu, and D. Wei, Data Mining with Big 

Data, IEEE Trans Knowl Data Eng 26 (2014), 97-107.  

[6] A. Oussous, F.Z. Benjelloun, A.A. Lahcen, and S. Belfkih, 

Big Data technologies: a survey, J King Saud Univ Comp Inf 

Sci 30 (2017), 431-448. 

[7] S. Bird, E. Klein, and E. Loper, Natural Language Processing 

with Python, O'Reilly, Cambridge, MA, USA, 2009. 

[8] V. Korde and C.N. Mahender, Text classification and classifi-

ers: a survey, Int J Artif Intel Appl 3 (2012), 85-99. 

[9] M. Hofmann and A. Chisholm, Text Mining and Visualiza-

tion: Case Studies Using Open-Source Tools, CRC Press, 

Boca Raton, FL, USA, 2016. 

[10] C.D. Manning, P. Raghavan, and H. Schütze, Introduction to 

Information Retrieval, Cambridge University Press, New 

York, NY, USA, 2008. 

Address for correspondence 

Naseem Cassim 

Room 3B10, Faculty of Health Sciences 

University of the Witwatersrand 

7 York Road, Parktown, 2193, South Africa 

Email: naseem.cassim@wits.ac.za 

N. Cassim et al. / Using Big Data Techniques to Improve Prostate Cancer Reporting in the Gauteng Province, South Africa1438



Evaluating the Performance of a Terminology Search Engine Using Historical Data 

José Castañoa, Hee Parka, Pilar Ávilaa, David Péreza, Hernán Berinskya, Laura Gambartea, Carlos 
Oteroa, Daniel Lunaa 

aDepartamento de Informática en Salud, Hospital Italiano, Buenos Aires, Argentina 

 

 
Abstract 

Clinical terms are noisy descriptions typed by healthcare 
professionals in Spanish language in the electronic health 
record system (EHR). Thus, an evaluation of terminology 
search engine that extends SNOMED CT and an approach that 
uses historical data of clinical terms is described. We show how 
to measure precision and recall using historical search data, 
and we show how the performance of the search engine can be 
improved significantly using the technology available in the 
search engine.  

Keywords:  

Systematized nomenclature of medicine, Search engine, 
Electronic health records 

Introduction 

Some electronic health records (EHR) implementations allow 
users to introduce free text descriptions even in structured data 
entries. Free text descriptions enable more expressiveness, ease 
of use and flexibility to physicians. Description terms must be 
encoded to be mapped to concepts in a controlled vocabulary. 
The Hospital Italiano de Buenos Aires (HIBA) has a Spanish 
interface vocabulary [1] where each term is mapped via a direct 
relation or using compositional post-coordinated expressions to 
SNOMED CT.  

An enumeration of desirable characteristics [2] has been stated 
for an interface terminology including normalization, 
completion, spell correction and matching. These are related to 
string representation and similarity matching problems.  

As far as we know, there is no established methodology to 
evaluate the results of querying a large terminology server. We 
propose an information retrieval-based methodology to 
evaluate its performance. 

Methods 

The HIBA EHR initially allowed healthcare professionals to 
type free text entries in its problem list. Later, an interface 
terminology for physicians was developed where they could 
choose available descriptions for a given problem or a 
procedure. Some examples of description terms that map to the 
same concept are the following: 

● Neoplasia maligna de pulmón – cáncer   

● Neoplasia malignant of lung – cancer of the lung   

Compilation of Historical Data 

We used the information that has been logged in our system. 
We analyzed a period of 5 years (2012-17) depicted in Table 1. 

Table 1– Data Set Description 

 Description Quantity 
Number of Registers             2,679,848  
Number of Concepts                  54,280  
Number of Users                     4,719  
Number of Unique Queries                 146,412   

An analysis of this data, considering user behavior, shows that 
most users have recorded less than 500 concept instances 
(registers) and that 90% of the users recorded less than 1500 
registers. Most users are probably medical residents that have 
been at the hospital for less than 3 years; therefore, there are not 
many registers per user. This is reasonable also because the 
HIBA is a university hospital. We could also observe that most 
users use very few concepts. 

Evaluation: Precision and Recall in Information Retrieval 

Evaluation is a critical component of information retrieval (IR) 
[3]. We use precision at n (P@n), i.e. at a given cut-off rank [3]. 
Information retrieval in the medical domain has a strong 
tradition [4,5], and it has been a difficult domain [6]. In a 
classical information retrieval model, more than a single 
document are usually relevant for a given query. This is not the 
case here: a healthcare professional is looking for a single 
description term that depicts the problem that has to be 
registered in the EHR. Therefore, for any number of returned 
results, there is most of the time only one relevant result, as 
shown in the following examples where the first element in 
each pair is the query and the second element the selected 
description: 

● (CPS, control de salud) 

● (GME, adult health examination) 

Evaluation data-set and measures 

We collected a number of tuples consisting of (typed term, 
selected term, corresponding concept). The output of the system 
to be evaluated is a list of ranked concepts, and each concept is 
depicted by the corresponding canonical description term.  

Given there is only one relevant result chosen, recall at n (R@n) 
measures how many times the right concept is returned within 
the n first ranked results. Therefore R@1 tells us how many 
times the correct result was the first ranked one and R@10 tells 
us how many times the correct result was within the 10 first 
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ranked results. In this context Precision at n (P@n) will tell us 
the same information that R@n. We propose here an alternative 
P@n measure (related metrics based on semantic distance have 
been proposed [7]). We cannot decide, based on historical data, 
whether a description term (a concept) is relevant for a given 
query, but we do know which term was chosen by the user. We 
can calculate the semantic distance between two given concepts 
based on the hierarchical structure of an ontology [8]. We 
propose 1-Precision distance, considering 1-relevant results 
also those concepts at a distance ≤ 1 from the relevant concept 
for a given query. 

Results 

We built concept, specialty/service area, and user models based 
on logged data corresponding to 10 years of patient health 
records, using as features, description terms, concept-id, 
specialty, user and the corresponding vectors based on the 
frequency of use. 

A large combination of features combinations was tested using 
Elastic Search (https://www.elastic.co). Tests were performed 
over of 100,000 records. We used stemming, indexing of 
common abbreviations, stop words, a spell-checker and 
automatically detected synonyms. We also made a careful 
selection of the set of indexed terms, filtering low quality 
infrequent terms.  It was rather surprising that specialty and user 
information did not improve much the performance. The 
following Table 2 shows some of the recall results which 
showed larger differences in the performance for some feature 
combinations. Best results are in column n-gram full (n-gram 
based search, vs word and word with spell checker) where the 
largest number of features were used. It can be seen that there 
is no significant difference with the next column (n-gram part) 
that uses fewer features. 

Table 2– Experiments with different features using historical 
frequencies 

 #Results Word WordSpell n-gram f n-gram p 
R@1 87.77 88.35 90.11         90.16 
R@3 92.03 92.18 94.33         94.20 
R@5 93.19 93.5 95.35         95.28 
R@10 94.12 94.55 96,32         96.24 

We also compared the current implementation deployed in the 
EHR, which we designate as (A), versus the best combination 
of features (n-gram full) in Table 2), which we designate as (B) 
in Figure 1. The current implementation uses Lucene off-the-
shelf similarity metrics and spell corrector. All the terms at the 
HIBA thesaurus are indexed. Figure 1 shows that there is a 
significant improvement in the performance even if the metrics 
for the current implementation are good, from an information 
retrieval perspective. They also show that both alternatives 
soon reach a plateau @5 with little improvement afterward.  

Figure 1–Precision and Recall for (A) Current vs. New (B) 
Implementation 

Discussion 

We have presented a methodology to evaluate the performance 
of a terminology server based on the information retrieval 
notions of query and relevant concept using historical data.  

There is not a single factor contributing to improving the 
performance, some of them are idiosyncratic to the HIBA 
interface vocabulary (such as decisions on what description 
terms need to be indexed). Weight schemas combinations 
provided by the search engine, use of n-grams, stop-word 
combinations, use of abbreviations, and other features enabled 
a considerable improvement in the performance reaching a 90% 
recall at the first ranked results. 

Conclusion 

The use of an information retrieval engine customized to noisy 
user-generated queries was able to deal with string issues stated 
as desiderata for a terminological server. The use of historical 
data and associated term weights showed an improvement in 
the performance of the previous system. However, we were not 
able to build a proper model for individual users or groups of 
users (services or specialties). A fine-grained analysis of the 
results might enable improvements in the performance from a 
user perspective. 
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Abstract 

Unstructured clinical notes contain a huge amount of 

information. We investigated the possibility of harvesting such 

information through an NLP-based approach. A manually 

curated ontology is the only resource required to handle all 

the steps of the process leading from clinical narrative to a 

structured data warehouse (i2b2). We have tested our ap-

proach at the Papa Giovanni XXIII hospital in Bergamo (Ita-

ly) on pathology reports collected since 2008. 

Keywords: 

Natural Language Processing, Biomedical Ontologies, Data 

Warehousing 

Introduction 

i2b2 is a data warehouse supporting clinical and biological 

research [1]. Its structure contains both data (clinical events 

such as diagnoses, therapies and laboratory tests, as well as 

genetic data [2]) and metadata (the terminologies which the 

data refer to, hierarchically represented). Concepts and 

modifiers are essential elements of the metadata structure; the 

latter are useful to expand and differentiate the meaning of the 

former. To increase the value of clinical narratives as sources 

of information, Natural Language Processing (NLP) pipelines 

are run, which are able to extract structured data from 

unstructured sources. The extracted information can be saved 

as i2b2 observations. Many existing methods can process 

English narratives, but the same research in other languages is 

quite limited; for this purpose, we have designed and 

developed an ontology-based NLP pipeline [3]. Our ontology 

follows the OWL (Web Ontology Language) language [4] 

which allows the definition of elements and relations between 

them; moreover, its elements are enriched with information on 

how to perform the NLP tasks and to build the i2b2 taxonomy 

and data. 

Methods 

The main goal of the developed system is to maintain a single 

resource to configure all the processes between a repository of 

clinical narratives and a data warehouse that enables querying 

the information extracted from them. 

OWL Model 

The ontology is the core of the system; it guides the 

information extraction from the reports, defines the i2b2 

metadata structure and helps in the storage of the extracted 

data as i2b2 observations. The first step to building a new 

ontology is defining the entities. The most important Entities 

are in the class hierarchy. The second step is to create object 

property entities that link two different classes. Annotation 

properties are instead entities that can be attached to a class. 

The two main types of classes in our system are called 

“Event” and “Attribute”. 

Workflow 

1. Building up the OWL Ontology 

The design of an ontology is a complex process in which the 

needs and knowledge of different stakeholders must be taken 

into account. An important task is also to organize this 

knowledge, where possible, to standard terminologies, such as 

SNOMED-CT, ICD9CM, LOINC and ATC. The ontology 

development involves many (re)design-and-feedback 

iterations in order to leverage the outputs of the clinicians 

without abandoning the standards. Along with a close 

interaction with clinicians, especially in the first phases of the 

process, a preliminary automatic analysis of the sample 

corpora of narratives is useful to recognize usage of some 

elements and try to change the classes accordingly. A 

technique that is suitable to be used for this purpose is 

extracting the most used N-grams in the texts.  

2. From OWL to i2b2 Taxonomy 

Once the ontology is ready, it can be processed to build the 

metadata taxonomy in i2b2. In most cases events and 

attributes will be saved respectively as concepts and modifiers. 

The taxonomy building process is governed by object 

properties: subClassOf contains the parent class entity and is 

used to maintain the original hierarchy both for events and 

attributes; isModifier tells which event the attribute will refer 

to in the form of a modifier. The remaining information 

required to populate the metadata tables are retrieved from 

annotation properties of the classes. 

3. From OWL to NLP Extraction 

Our NLP pipeline is ontology-based: it uses some of the 

properties of the ontology elements to extract events and 

attributes from the text. The first step consists in searching the 

events in the text. For this first task, annotation properties are 

used to point out which regular expressions must be used to 

find each event, or to focus the process to specific parts of the 

analyzed texts. The second step is to search attributes that 

refer to the events just found; the hasModifier object property 

is used to identify them. As happens with events, attributes 
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have annotation properties which drive the extraction of the 

terms. 

4. From NLP Extraction to i2b2-Data 

A final ETL (Extract, Transform and Load) task is required to 

store the NLP output to the i2b2 data warehouse. The new 

observations are aligned with the i2b2 taxonomy created at 

point 2, in order to be retrieved in the form of concepts and 

modifiers of belonging. Each extracted event is stored as an 

i2b2 observation; similarly, the linked attributes will lead to 

the creation of additional observations with the associated 

modifiers as well as with the concepts of the event.  

Results 

The Papa Giovanni XXIII, a general hospital located in Ber-

gamo (Italy), has more than 200,000 pathology reports col-

lected from 2008 (to 2018). The methodology described in the 

paper has been applied to these documents as a test case. In 

particular, the reports that have undergone this procedure are 

pathology reports describing breast cancer cases. The reports 

are composed mainly of three sections: the list of specimens 

received, macroscopic description of the specimens and diag-

nosis conclusions. 

OWL Model 

Important elements described in the pathology reports have 

been listed among the events in the ontology: the type of spec-

imen analyzed, the associated diagnosis and other findings. 

These events have been further specified with child events and 

linked attributes. 

Workflow 

1. Building up the OWL Ontology: Breast Cancer 

Case Scenario 

BioPortal PATHLEX [5] was used as a starting point defining 

various entity and attribute classes. Analyzed anatomic pa-

thology reports were focused on breast cancer, so the speci-

mens and diagnoses are relative to this domain. The final list 

of possible diagnoses was therefore not very long, discriminat-

ing between benign and malign tumor. The specimens group 

was a broader and more heterogeneous one, including biopsies 

and various surgical resections. Moreover, N-gram extraction 

was used to support this phase. As mentioned, the process was 

conducted based on repeated interactions with clinicians. For 

this preliminary task 20 reports were used as training exam-

ples for the creation of the ontology. 

2. From OWL to i2b2 Taxonomy: Preparing i2b2 

Metadata for Future Observation 

The breast cancer ontology’s hierarchical structure and event-

attribute links are faithfully represented in the i2b2 taxonomy 

thanks to the object properties subClassOf and isModifier. For 

instance: “/Event/Predictive_Prognostic_Factors/Ki67” 

subClassOf “/Event/Predictive_Prognostic_Factors/” allows 

the Ki67 leaf to be correctly placed into the i2b2 hierarchy. 

3. From OWL to NLP Extraction: Information Ex-

traction Task on Pathology Reports  

Our NLP pipeline is the extension of a previous pipeline used 

in the cardiology domain [3]. One of the key features of the 

approach is a single resource (i.e. the owl ontology in protege) 

allowing the governance of different processes interconnected 

with each other. 

For example, the “Ki67” test is found thanks to the associated 

regular expression that considers different aliases. When the 

event is found the system looks at the associated attributes 

(percentages). A validation was performed on a small subset 

of 34 randomly selected documents to evaluate the NLP ex-

traction performance. After the information extraction the 

NLP output was exported in a human readable text file, 

aligned with the original text of the reports; domain experts 

were trained to manually recognize errors in the extraction. 

The measured performance demonstrated a good quality 

(>90%) in precision, recall and F1 score [6]. 

4. From NLP Extraction to i2b2-Data 

After the extraction the last step is to import specimens, diag-

noses and other findings into the i2b2 database. This step is 

governed by the same ontology used in the NLP information 

extraction task and in the i2b2 taxonomy creation. As a practi-

cal rule, all observations imported in i2b2 have been associat-

ed with the date of their corresponding reports, while the asso-

ciated visit ids were the ones reported in the documents. 

Conclusions 

We started the ontology curation steps by integrating local 

domain knowledge with an existing ontology from BioPortal. 

Raw reports were analyzed with a Natural Language Pro-

cessing (NLP) pipeline that extracts structured data from un-

structured narrative sources. These steps were in the anatomy 

pathology ward of the hospital ‘Papa Giovanni XXIII’ in Ber-

gamo in the context of breast cancer.  
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Abstract 

We expanded and constructed a Common Data Model (CDM) 

based on hospital EHR to enable analysis and comparison of 

Adverse Drug Reactions(ADRs) integrated with external 

organizations with different data structures. This is significant 

in that it is possible to conduct joint research, analysis, and 

comparisons among institutions with the same type of CDM 

constructed, and provide the basis for conducting the same 

research simultaneously on various data sources. 

Keywords:  

Electronic Health Records, Observational Study, Database  

Introduction 

Traditionally, we have relied on the information obtained from 

clinical trials on drug side effects and post-marketing individual 

patient case reports to identify potential safety issues of 

marketed drugs [1; 2]. In fact, Korea has been surveilling drug 

side effects through the spontaneous ADRs reporting system.  

However, in addition to the recognition that the spontaneous 

reporting system is not the only means that is effective in 

monitoring drug side effects [3; 4], and there is a growing 

interest in the monitoring of ADRs using hospital EHR.  

Most hospitals in Korea use their own EHR system, and many 

Korean codes for diagnosis, medication, and treatment are not 

compatible with international coding systems [5]. Due to the 

differences in the data structure, format, and terminology used 

in these individual data sources, it takes a lot of time to analyze 

data and it is difficult to compare the results of studies using 

different databases [1]. 

The purpose of this study is to expand and build a common data 

model based on EHR to enable systematic analysis of different 

databases. 

Methods 

Data Source 

The Catholic University of Korea Seoul St. Mary's Hospital is 

a tertiary university hospital with 1,356 beds and over 10,000 

outpatient visitors per day. The hospital has a Clinical Data 

Warehouse (CDW) that extracted EHR data such as patient 

visits, examination, diagnosis, prescription and nursing needed 

for clinical research. We would like to convert the data stored 

in CDW of Seoul St. Mary's Hospital to CDM format.  

K-CDM(Korean Common Data Model) 

The Korean Common Data Model (K-CDM) has been defined 

in 2017 by the Ministry of Food and Drug Safety [6] through 

the optimization and localization of Observational Medical 

Outcomes Partnership Common Data Model (OMOP CDM) [7] 

and Sentinel Common Data Model (Sentinel CDM) [8]. K-

CDM includes 8 tables (Person, Visit, Procedure, Condition, 

Observation, Drug, Measurement, Vital signs).  

Code Mapping 

The in-hospital codes in the EHR are mapped according to the 

international standard terminology system. 

For the 584 drugs in the hospital, containing the designated 288 

components, the component and in-hospital code were mapped 

at 1:N. The items including combination in the same component 

name were mapped as RxNorm and ATC by separating the 

single agent and the complexing agent. All in-hospital 

diagnosis codes for diagnosis and treatment and the in-hospital 

codes for 138 designated tests were mapped at 1:N to 

SNOMED-CT and LOINC, respectively. 

Extraction, Transformation, Loading (ETL) Process  

The ETL process involves the entire process of taking data from 

a database system and moving to another database system[5]. 

We created SQL statements for each table in the K-CDM and 

extracted, transformed, and loaded the patient, medication, 

diagnosis(condition), and test information(Measurement) 

according to the K-CDM format from the CDW(figure 1).  

�

 

Figure 1 – ETL Process 

Database 

We used PostgreSQL, an open source object-relational database 

management system (ORDBMS), which is used as a medical 

information database to load data [9].  

Data Analysis 

Allopurinol is a kind of xanthine oxidase inhibitor that is 

commonly used as a preventive and therapeutic agent in 
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diseases that uric acid is excessively produced such as gout, uric 

acid nephrolithiasis, intracellular erythropoiesis, chemotherapy 

of lymphoma, Lesch-Nyhan Syndrome, chronic renal failure 

[10; 11]. 

Based on pervious study [12], data extraction and analysis were 

performed to confirm the association of allopurinol and TSH 

levels, which were not reflected in the Korean authorization. 

Results 

We extracted EHR data of 3,212,915 patients from Seoul St. 

Mary's Hospital from January 1, 1997 to December 31, 2017, 

transformed them into K-CDM format and completed the 

loading. The items used with in-hospital codes and domestic 

codes were mapped with the international standard terms, and 

data quality was verified using ATLAS and ACHILLES.  

A Patients group (5,148 people) and a control group (20,581 

people) were extracted from the established DB. 

Table 1 – Number of Data 

 Patient Group Control Group 

Number of group 5,148 (100%) 20,581 (100%) 

    Male 1,845 (35.8%) 7,377 (35.8%) 

    Female 3,303 (64.2%) 13,204 (64.2%) 

Taking allopurinol   

   Yes    172 (1.5%)    207  (1.0%) 

    No 4,976 (96.7%) 20,374 (99.0%) 

Age-yr 56.06 ± 14.15 55.88 ± 13.93

 

Conditional logistic regression model was used to analyze allo-

purinol and the risk of elevated TSH levels (odds ratio, OR). As 

a result, the odds ratio was 3.46 times (95% CI: 2.91-4.26).  

Discussion & Conclusion 

We expanded and constructed the common data model based 

on hospital EHR to enable analysis and comparison of adverse 

drug reactions integrated with external organizations without 

releasing hospital EHR data to outside. This is significant in 

that it is possible to conduct joint research, analysis, and 

comparisons among institutions with the same type of CDM 

constructed, and perform the same research on various data 

sources simultaneously. 

In fact, a multicenter study has been conducted on the subject 

of our study (risk of elevated thyroid stimulating hormone 

levels in allopurinol), and we hope to have meaningful results. 

Our study has the following limitations. By applying a domestic 

common data model named K-CDM, part of OMOP CDM 

format was applied, which is widely used internationally. This 

can lead to limitations in international research, and 

supplementation is necessary in the future. In addition, 

governance for international standard medical terminology 

should be actively and specifically made at the national level, 

and many studies using medical data that are being accumulated 

infinitely in each hospital should be conducted in the future.  

Acknowledgements 

This research was supported by a grant from Korea Institute of 

Drug Safety and Risk Management in 2018.  

References 

[1] S.J. Reisinger, P.B. Ryan, D.J. O'hara, G.E. Powell, J.L. 

Painter, E.N. Pattishall, and J.A. Morris, Development 

and evaluation of a common data model enabling active 

drug safety surveillance using disparate healthcare 

databases, Journal of the American Medical Informatics 

Association 17 (2010), 652-662. 

[2] Managing the risks from medical product use. Creating a 

risk management framework, in: Report to the FDA 

Commissioner from the Task Force on Risk Management 

Rockville, MD, 1999. 

[3] R.S. Evans, S.L. Pestotnik, D.C. Classen, S. Bass, and J. 

Burke, Prevention of adverse drug events through 

computerized surveillance, in: Proceedings of the Annual 

Symposium on Computer Application in Medical Care, 

American Medical Informatics Association, 1992, p. 437. 

[4] A.K. Jha, G.J. Kuperman, E. Rittenberg, J.M. Teich, and 

D.W. Bates, Identifying hospital admissions due to 

adverse drug events using a computer-based monitor, 

Pharmacoepidemiology and Drug Safety 10 (2001), 113-

119. 

[5] D. Yoon, E.K. Ahn, M.Y. Park, S.Y. Cho, P. Ryan, M.J. 

Schuemie, D. Shin, H. Park, and R.W.J.H.i.r. Park, 

Conversion and data quality assessment of electronic 

health record data at a Korean tertiary teaching hospital to 

a common data model for distributed network research,  

22 (2016), 54-58. 

[6] Development of a common data model for adverse drug 

reactions using hospital EMR, in, Ministry of Food and 

Drug Safety, Korea, 2017. 

[7] https://www.ohdsi.org/data-standardization [accessed on 

March 22, 2019] 

[8] https://www.sentinelinitiative.org/sentinel/data/distributed-

database-common-data-model [accessed on March 22, 

2019] 

[9] https://www.postgresql.org/, postgreSQL [accessed on 

March 22, 2019] 

[10] J.S. Cameron and H.A.J.B.m.j. Simmonds, Use and abuse 

of allopurinol,  294 (1987), 1504. 

[11] S.H.S. Jung Hee Kim, Dong Won Lee, Soo Bong Lee, 

Ihm Soo Kwak, Case Reports : A Case of Allopurinol 

Hypersensitivity Syndrome with Esophageal Ulcer 

Bleeding, Kidney Res Clin Pract 25 (2006), 669-673. 

[12] F. Perez-Ruiz, S.P. Chinchilla, J. Atxotegi, I. 

Urionagüena, A.M. Herrero-Beites, and M.A.J.R.i. Aniel-

Quiroga, Increase in thyroid stimulating hormone levels 

in patients with gout treated with inhibitors of xanthine 

oxidoreductase,  35 (2015), 1857-1861. 

 

Address for correspondence 

Inyoung Choi, PhD, Assistant Professor 

222, Banpo-daero, Seocho-gu, Seoul, 06591, Republic of Korea 

Department of Medical Informatics, College of Medicine, The 

Catholic University, Seoul, Republic of Korea, iychoi@catholic.ac.kr  

W. Choi et al. / Expansion of EHR-Based Common Data Model (CDM)1444



SmartCRF: A Prototype to Visualize, Search and Annotate an Electronic Health Record 
from an i2b2 Clinical Data Warehouse 

Sébastien Cossin

ab
, Luc Lebrun

ab
, Niamkey Aymeric

ab
, Fleur Mougin

ab
, Mathieu Lambert

c
,  

Gayo Diallo

ab
, Frantz Thiessard

ab
, Vianney Jouhet

ab
 

a
Bordeaux Hospital University Center, Pôle de santé publique, Service d'information médicale, Unité Informatique et Archivistique 

Médicales, F-33000 Bordeaux, France  

 b
Univ. Bordeaux, Inserm, Bordeaux Population Health Research Center, team ERIAS, UMR 1219, F-33000 Bordeaux, France 

 c
Bordeaux Hospital University Center, Pôle spécialités médicales, Service de médecine post-urgences 

 

Abstract 

Clinical information in electronic health records (EHRs) is 

mostly unstructured. With the ever-increasing amount of 

information in patients' EHRs, manual extraction of clinical 

information for data reuse can be tedious and time-consuming 

without dedicated tools. In this paper, we present SmartCRF, a 

prototype to visualize, search and ease the extraction and 

structuration of information from EHRs stored in an i2b2 data 

warehouse. 

Keywords: 

Electronic Health Records, Information Storage and Retrieval, 

User-Computer Interface 

Introduction 

A significant part of data daily produced in Electronic Health 

Records (EHRs) is either in an unstructured (free text) or semi-

structured (forms) format [1]. Bordeaux University Hospital is 

no exception to this observation. Information extraction (IE) for 

secondary use of clinical data consists in transforming 

heterogeneous data in an EHR to a structured format of a case 

report form (CRF). A CRF is a specialized document used in 

clinical research to collect standardized information about a 

patient for further statistical analysis [2]. So far, researchers 

needed to transcribe the data from an EHR to a CRF manually. 

With the ever-increasing amount of information in patients' 

EHRs, this task has become tedious and both time and cost-

consuming [3]. RAVEL [4], a previous research project carried 

on in Bordeaux has shown the importance of search engine and 

data visualization tools to retrieve information in EHRs.  

The objective was to develop an interface to speed-up 

information extraction (IE) task for researchers.    

 

Methods 

Bordeaux University Hospital deployed an i2b2 [5] data 

warehouse for secondary use of medical data. Multiple  

data sources were integrated such as claims data, lab tests,  

drug prescription and dispensing, discharges summaries  

and radiology reports. On the top of i2b2, we’ve developed  

two tools for patient centered information retrieval and  

exploration:  

• i2b2 webclient timeline plugin: This plugin was 

developed using D3.js library. The plugin interacts with 

the i2b2 data warehouse to retrieve data. A simple free 

text search engine was added in order to find relevant 

observations.  

• Standalone prototype for data exploration and CRF 

data capture. Unstructured data of an electronic health 

record is first normalized, tokenized and lemmatized 

with Stanford NLP tools and TreeTagger [6] for French 

language. Then, noun phrases are extracted with 

linguistic methods and regular expression [7]. These 

extracted terms are then indexed in ElasticSearch™ for 

autocompletion and information retrieval. A web 

interface was developed with the Shiny package [8] of 

the R programming language to visualize information 

in an EHR.  

Results 

I2b2 webclient timeline plugin 

 

Figure 1 Search in the i2b2 timeline plugin 

Figure 1 is a screenshot of the i2b2 timeline plugin. Selected 

observations were filtered using the search engine with the term 

“eros”. The timeline shows a preview of the records that 

matched the query. Detail can be obtained by clicking on the 

preview panel. The term searched is highlighted. The timeline 

can also manage numerical values. The plugin is available 

under a GPL-3.0 license
1
.  

 

Standalone prototype for data exploration and CRF data 

capture 

An EHR overview is displayed with a timeline (figure 2). The 

user can zoom in and zoom out the timeline. Each element on 

the timeline is clickable to show its content. Every element of a 

same data source has the same background color and different 

elements within a data source have different colors icons. For 

example, each ICD-10 category has a specific icon to represent 

the disease, disorder or symptom. 

 

                                                           

1 https://github.com/vianneyJouhet/TimelineD3 
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Figure 2 - Timeline of a single patient’s EHR. Each element is 

clickable to display its content. Each background color denotes 

a data source (claims data, lab tests, discharge summaries and 

medical forms).  

The search engine suggests several noun phrases when a user 

starts typing (figure 3). Autocomplete finds terms present in the 

EHR and speeds up human-computer interactions.  

 

 

Figure 3 - The search box. Only the sentence containing the 

word is displayed in the results and the term being queried is 

highlighted.  

A wordcloud of symptoms / diseases is displayed by default 

(figure 4). Each term weight corresponds to its Term 

Frequency-Inverse Document Frequency (TF-IDF) value. A 

click on a term triggers a search query in the search box. Special 

focuses on structured data are available: a sunburst displays all 

ICD-10 (International Classification of Diseases, 10
th
 revision) 

codes and a scatterplot shows numerical values of selected lab 

tests. Each sub-element of interest, like a lab test result or an 

ICD-10 code can be added to the timeline. The idea is to have 

an adaptive interface where user could decide what he wants to 

display for a specific IE task. For example, if the user must 

enquire about a past history of anemia for a set of patients he 

can choose that hemoglobin test and ICD-10 codes of anemia 

must appear on the timeline by default and the wordcloud must 

show terms found in unstructured data related to this disease.  

To extract information, an annotation module lets the user select 

a textual content or a code and stores it in a database.  

The prototype is open-source
2
 and can be tested online

3
. The 

prototype was tested by medical users that provided valuable 

feedback to improve the interface and human-computer 

interactions. A software version based on this prototype is 

currently developed to be fully integrated in an i2b2 module.  

Our next objective will be to connect the interface directly to 

REDCap (Research Electronic Data Capture) [9], an electronic 

CRF application, used in our hospital to store data of clinical 

studies. The REDcap export module allows the user to export 

data in specific formats for different analysis software. 

 

 

 

 

                                                           

2 https://github.com/scossin/SmartCRF 
3 http://www.smartcrf.fr/  

 

Figure 4 - The wordcloud. The bigger the term, the higher the 

TF-IDF value of that term. A click on a term triggers a search.  

Conclusion 

In this article, we present a clinical information extraction 

prototype to speed-up clinical research and facilitate data reuse 

in EHRs. Our next objective will be to develop an industrialized 

version fully integrated in our i2b2 data warehouse and to 

evaluate its performance in terms of usability and 

precision/recall for data extraction tasks.  
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Abstract 

Autism spectrum disorder (ASD) is a brain development 

disorder that restricts a person’s communication abilities and 

social interaction capabilities from natural growth. In this 

paper, we have applied various supervised classification 

techniques to detect the presence of child autism. Our findings 

show that the Sequential Minimal Optimization (SMO) 

classifier performs best to detect ASD cases with the highest 

accuracy and minimum execution time and error rate. We also 

identify the most dominant features in dectecting child autism.  

Keywords:  
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Child 

Introduction 

Autism spectrum disorder (ASD) is considered as a 

neurodevelopment disorder that hinders daily communication 

and social behavior from natural growth [1]. Data mining 

classification techniques can be applied to detect ASD cases. 

The main objectives are to reduce the diagnosis time in order to 

get quicker access to healthcare services, improve diagnosis 

accuracy, and finding the highest ranked features of ASD.  

There are number of prior studies that have applied 

classification techniques on adult ASD data. For example, K. 

Basu et al [2] analyzed the Adult Autism screening data set 

using supervised data mining techniques and showed that 

Support Vector Machine (SVM) classification technique 

outperforms other classifiers. Later, Brian McNamara et al [3] 

classified the same dataset by applying decision tree and 

random forest classifiers. They pre-processed the dataset by 

removing the records with missing categorical instances and 

less significant variables, before applying the classifiers. They 

found that random forest outperforms over decision tree 

classifier.  

Compared to the aforementioned research, in this paper, we 

apply supervised learning techniques on child ASD data. To the 

best of our knowledge, our study is the first one that applied 

supervised learning techniques on ASD dataset of children aged 

4 to 11 years. Our goal is to analyze the dataset using existing 

classification techniques and classify them in one of the two 

categories: “children having ASD” or “children not having 

ASD”. We compare the performance of various methodologies 

to determine the best classification technique for this dataset. 

Our results show that Sequential Minimal Optimization (SMO) 

classifier performs best amongst all the supervised classifiers. 

We also analyze the dataset to find out dominant features that 

cause ASD based on the answers given to the ASD 

questionnaire. 

Methods 

In this section, we present our approach for detecting ASD 

cases using various classification techniques. It includes several 

steps such as dataset exploration, data preprocessing, and 

classification. 

Data Set Exploration 

We used the dataset from UCI Machine Learning Repository 

[4]. The child dataset contains ten binary features (A1_Score to 

A10_Score), two numeric features - age, results,  and 

categorical variables such as gender, ethnicity, jaundice status, 

family member having PDD (Pervasive Developmental 

Disorder), country of residence of the person who answered the 

survey, used the screening app before, age description,  and 

ASD class. The dataset contains 292 records and 19 attributes 

after selecting the screening type.  

Data Preprocessing 

In order to simplify our analysis, we discarded less significant 

variables such as used_app_before, country_of_res, and 

age_desc [2, 3]. By analysing the “results” feature, we found 

that result score =>7 indicates ASD positive and score <7 indi-

cates non-ASD. So, we excluded this attribute before classifi-

cation to avoid predefined situation where the output is already 

known. We removed all of the records containing missing val-

ues. We found 43 ethnicity entries missing in the dataset, so we 

removed those records. We also noticed “age” was missing for 

one record. So, we replaced this missing value with the median 

value of age. Finally, our observations on final datasets count 

are shown in Table 1. 

Table 1- Final Child Dataset 

Female Male ASD_Class 

38 85 No (123) 

36 90 YES (126) 

Total number of cases: 249 

Results 

We analyzed the child dataset and applied 28 supervised 

classification techniques of different groups such as Rules, 

Bayes, Function, Lazy, Meta (Decision Tree used a base 

algorithm) and Tree. We applied pruning for Tree base 

algorithm. We used WEKA data mining tool and applied 10-

fold cross validation. We found the classifiers from “Function” 

such as Multilayer Perceptron, Simple Logistic, SMO, 

classifiers from “Meta” group such as Iterative Classifier 

Optimizer, LogitBoost, and Real Adaboost, and LMT 

(classifier from Tree group) result in 100% accuracy, precision, 

recall, and F-measure (Table 2). We also determined the 

dominant features for child Autism by analyzing the LogitBoost 

supervised classifier and performing weight-based analysis. We 

found the following are the most dominant features in detecting 

child autism: 
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• A4_Score:  S/he finds it easy to go back and forth 

between different activities 

• A10_Score: S/he finds it hard to make new friends  

• A8_Score: When s/he was in preschool, s/he enjoys 

playing games involving pretending with other 

children 

Here, A4_Score is related to child’s intellectual disability. 

A10_Score and A8_Score are related to social interaction 

abilities. Autistic child find it difficult to make new friends and 

sometimes they enjoy playing games involving pretending with 

other children. This implies that difficulty with social 

interaction is a key symptom of ASD. Answering “yes” to these 

questions are dominant contributors to the model prediction.  

Table 2- Classifier Performance Statistics for the child dataset 

Note. *no result produced 

We observed different types of error during the classification 

time such as mean absolute error, root mean square error, 

relative absolute error, and root relative squared error. These 

errors are the outcome of the difference of our predicted model 

and observed data. We determined which classifier has the least 

error or is totally free of errors.  

From Table 3, we can see that the best performing classifier is 

SMO which implements John Platt's sequential minimal 

optimization algorithm for training a support vector classifier. 

 

Table 3- Comparison of Classifier’s Error and Execution Time 

 Mean 

Abso-

lute Er-

ror 

Root 

Mean 

Squar

e Er-

ror 

Rela-

tive 

Abso-

lute 

error 

Root 

rela-

tive 

squar

ed er-

ror 

Exe-

cution 

Time 

(sec) 

Multi-layer 
Perceptron

0.005 0.026 1.102 5.357 1.22 

Simple Lo-
gistic

0.061 0.117 12.20 23.50 0.24 

SMO 0 0 0 0 0.06

Iterative 
Classifier 
Optimizer

0.098 0.156 19.73 31.22 0.3 

LogitBoost 0.098 0.156 19.73 31.22 0.1 

Real Ada-
boost

0.069 0.13 13.90 25.99 0.03 

LMT 0.061 0.117 12.20 23.50 0.14

 

It breaks the problem into a series of smallest possible sub prob-

lems, which are then solved analytically. As a result, this clas-

sifier has least execution error (0 in this case) and execution 

time (0.06 second).   

Conclusions 

In this study, we classified ASD child dataset using supervised 

classification techniques and found that SMO classifier 

performs best in terms of accurate prediction of child ASD. 

Additionally, SMO is also free from classification errors, 

suggesting that it aligns well with 10-Fold cross validation. By 

analyzing our experimental results, we also identified the most 

dominant features that significantly contribute to detecting 

child autism.  
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Classifier 

Accu-

racy 

Preci-

sion  

Recall 

F-

meas-

ure 

ZeroR 50.60 ?* 0 ?*

OneR 78.31 0.82 0.71 0.76

PART 89.95 0.90 0.88 0.89

ByesNet 96.78 0.97 0.95 0.96

Naïve Bayes 97.59 0.98 0.96 0.97
Naïve Byes Update-
able 97.59 0.98 0.96 0.97

LibSVM 96.38 0.98 0.94 0.96
Multilayer Percep-
tron 100 1 1 1 

Simple Logistic 100 1 1 1

SMO 100 1 1 1 

IBK 91.96 0.972 0.86 0.91

KStar 90.76 0.99 0.82 0.89

LWL 76.70 0.788 0.72 0.75

Bagging 85.94 0.87 0.82 0.85
Classification Via 
Regression 92.77 0.92 0.93 0.92
Iterative Classifier 
Optimizer 100 1 1 1 

LogitBoost 100 1 1 1

Multi class Classi-
fier 98.79 0.99 0.98 0.98
Multi class Classi-
fier Updateable 99.19 1 0.98 0.99

Random Committee 91.16 0.89 0.93 0.91

Real Adaboost 100 1 1 1 

Hoeffding Tree 97.59 0.98 0.96 0.97

J48 90.76 0.91 0.89 0.90

LMT 100 1 1 1 

NBTree 95.18 0.96 0.93 0.95

Random Forest 96.78 0.97 0.95 0.96

Random Tree 80.72 0.83 0.76 0.79

SysFor 86.34 0.85 0.87 0.86
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Abstract 

Terminology facilitates consistent use and semantic integration 
of heterogeneous, multimodal data within and across domains. 
This paper presents TBench (Termilology Workbench) for 
multilingual terminology editing and development within a 
distributed environment. TBench is a web-service Java tool 
consisting of two main functionalities that are knowledge 
construction (i.e.extended model based on ISO25964, batch 
reusing and constructing multilingual concept hierarchy and 
relationships) and collaborative control in order to achieve 
custom extensions, reuse, multilingual alignment, integration 
and refactoring. 

Keywords: 

Controlled Vocabulary, Software, Architecture 

Introduction 

Many terminology, taxonomy and ontology editing tools have 
been developed, and some are world-famous, such as Protégé 
[1]. However, many domain experts, even terminology experts, 
still think that there are no suitable tools for them to build what 
they want. In addition to economic factors, complexity of 
operations and cognitive burden may be two important reasons. 
The former is usually manifested as new hierarchy trees and 
relationship instances, which can only be created one-by-one. 
Other lingual terms can only be created as non-preferred terms, 
are unable to reuse related thesauri and ontologies flexibly, 
have difficult to extend attributes and relationships for 
knowledge units, and so on. The latter is mainly manifested as 
lack of understanding of the meaning of user interface function 
labels. Motivated by these shortcomings, TBench was designed 
and developed. 

Methods 

TBench is based on a classical three-tier architecture (Figure 1), 
structured through a data layer, a functional layer and an 
interface layer. 

Data Layer Design 

Data Description Format Design 

According to SKOS and ISO25964 [2], TBench has a 
customizable data model including core and extended models 
for all knowledge units (versions, thesaurus, concept group, 
concept, term, note, etc.) respectively. Each terminology 
system or top concept tree can define its own extension model 

on term type, hierarchical and semantic relationships, 
descriptions of attributes, etc. 

Data Storage Format and Data Format Converter Design 

All data are stored in an Oracle relational database. To facilitate 
users conversions of data between different formats (TXT, 
JSON, XML and RDB) and semantic description models 
(SKOS, OWL and RDF), data format converters are also 
designed. 

 

Figure 1- The Architecture of TBench (Termilology 
Workbench) 

Functional Layer Design 

The functional layer consists of two main parts: knowledge 
construction and collaborative control. In addition to basic 
editing functions, batch construction and multilingual 
mechanisms are also designed and developed to support cross-
language knowledge construction easily and efficiently.  

Batch Construction by Flexible Reuse and Operation 

Multiple ways are designed for reuse and batch construction, 
inculding: 

1. Using automatic batch conversion techniques, 
canonical text can be batch converted to hierarchical 
structure, sibling concepts, non-preferred terms and 
semantic relationships. 
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2. Through grammatical rules, concepts and relationships 
from electronic text are quickly acquired and integrated 
with a clear workflow. 

3. For reuse and integration, fast replication and simple 
drag operations of subtrees within or between 
terminology systems are designed and implemented. 

4. Some objects having common features can be batch 
created using ‘indication’ relationships with the same 
domain. 

Multilingual Mechanism Design 

In order to create a terminology system containing multilingual 
terms, each concept has a preferred term in every language. To 
provide the culture feature, all objects (concepts, relationships, 
attributes, etc.) of TBench have a ‘language’ description. Exact, 
inexact and partial equivalence mappings among preferred 
terms of the same concept in different languages can also be 
created to reveal cultural differences. For instance, the mapping 
between ‘aircraft’ and ‘ ’ is inexact. 

Controlling Collaboration Between Users 

A role-based access control (RBAC) model was adjusted to 
support flexible configuration between users, roles, 
permissions, and task state automatic transitions by using direct 
permissions setting and the introduction of resource work 
states. Locking and unlocking were used to resolve knowledge 
unit conflicts during real-time collaborative editing. 

Interface Layer Design 

Different Tasks, Different Workflows, and Different User 
Interfaces 

To provide multi-user personalized usability, customizable user 
interfaces were also designed. Users can choose the function 
modules, data items in modules, and system labels. For 
instance, menus, buttons and attributes can be described in 
natural language depending on the user.  

Results 

TBench has been developed (Figure 2) in Java™. In addition to 
the data converter, all the above designs have been 
implemented. It is being used for cross-institutional constuction 
of the Chinese Clinical Terminology System (CSCT), 
consisting of 14 categories of 207,000 concepts organized 
hierarchically, and 65 semantic relationships. 

Conclusions 

TBench, a web-service tool, can be used for collaborative 
building and maintaining of controlled vocabularies, 
thesauruses, classifications, taxonomies and ontologies. It 
improves several key points, such as customizable data models 
and interfaces for different users, batch construction operations 
for relationships and concept hierarchies, and so on. The 
reliability of TBench is being tested and verified with CSCT. 
Crowdsourcing of construction will continue to be studied in 
the near future. 

 

 

Figure 2 – TBench (Terminology Workbench) user interface. 
(A) Concept creation interface. It can automatically batch 

convert from canonical text and configuration language, term 
type, and relationship type. (B) Non-preferred terms batch 

creation interface. (C) Upper concept configuration interface. 
Selecting multiple upper concepts is an effective way to 

establish poly-hierarchical relationships. (D) Tree structure 
interface enables users to create, delete, copy, cut, paste and 
drag a concept or subtrees. (E) Relationship configuration 

interface enables users to customize various new relationships 
with their domain and range. (F) Relationship instances with 
the same domain can be batch created by choosing multiple 

concepts as a range. 
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Abstract 

Adherence to medications is a key performance indicator and 
behavioral outcome in healthcare. Electronic healthcare 
databases represent rich data sources for estimating adherence 
in both research and practice. To build a solid evidence base 
for adherence management across clinical settings, it is 
necessary to standardize adherence estimation and facilitate its 
appropriate use. We present the recent development and 
oportunities offered by AdhereR, an R package for visualisation 
of medication histories and computation of adherence.  

Keywords:  

Medication Adherence; Medical Records; Reproducibility of 
Results 

Introduction 

Taking medication as prescribed (medication adherence) is 
essential for treatment effectiveness. Current research estimates 
total annual costs from suboptimal medication adherence of up 
to 50000 USD per patient [1]. Effective adherence management 
in routine care requires appropriate measurement and 
interpretation of medication use in real-life settings. For long-
term treatments, medication use involves multiple prescription 
and dispensing events, recorded in administrative or clinical 
databases. These data have been successfully used to detect 
delays or interruptions in medication acquisition, suggesting 
lower use or interruption of treatment. However, there have 
been substantial variations in algorithms to estimate adherence, 
and minor differences in algorithms have been shown to impact 
results [2]. This raises concerns over the validity of adherence 
evidence and highlights the need to standardize analysis and 
encourage reproducible science. We therefore developed 
functions to facilitate reproducible adherence calculations in 
the statistical environment R [3]. 

Methods 

We reviewed current guidelines for adherence definition and 
methodological literature on calculating adherence from 
electronic healthcare data (EHD). We developed several 
flexible functions in a new R package (AdhereR) and training 
materials to facilitate all stages of data analysis, from data 
preparation to visualisation and calculation of estimates. The 3-
component consensus taxonomy for medication adherence [4] 
was used to build separate functions for initiation, persistence, 
and implementation.   

Results 

Currently, AdhereR is released as an R package (library). Its 
core functionality is written in pure R and is optimised for 
various use scenarios, being able to effectively scale up from 
the analysis and displaying of a few patients on a consumer-
grade laptop to the batch processing of millions of records on 
parallel heterogeneous compute clusters. It can use data stored 
in various formats, from “flat files” in CSV, Excel, SPSS, Stata 
or SAS files to large relational databases using SQL or other 
architectures such as Hadoop.  

 
Figure 1– Schema of the AdhereR Package Functions, Input 

and Output.  

Didactically, we can distinguish three main classes of 
functionalities implemented by AdhereR (Figure 1). First (and 
optionally), prescription, dispensation and hospitalisation data 
can be pre-processed to extract the type of information used by 
the subsequent steps, namely the patient unique ID, the date and 
the duration of each event, and possibly its medication class and 
dosage (compute_event_durations). Second, these data can be 
used for the estimation of initiation (time_to_initiation), (non-
)persistence (compute.treatment.episodes), and various types of 
implementation estimates: simple, per-episode, and sliding-
window Continuous Medication Availability (CMA) functions. 
Among the “simple” numeric CMAs, eight (CMA1–CMA8) 
are implemented from the literature and one (CMA9) original; 
these differ in the assumptions they make about the underlying 
processes, possibly being appropriate for different scenarios 
and sometimes resulting in drastically different estimates. 
Moreover, we have developed two “temporal” CMAs that 
produce a time series of CMA estimates, one based on the idea 
that there are separate treatment episodes (defined in various 
ways), the other defining regularly spaced (and possibly 
overlapping) sliding windows of fixed duration. These 
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functions are currently available for single medications, and 
equivalent functions for polypharmacy are under development. 

Finally, AdhereR can produce publication-quality static plots of 
the data (and possibly of adherence estimates) or interactive 
graphs which react in real-time to the user’s input (currently 
using Shiny, HTML5, CSS and JavaScript, which can be run in 
a standard web browser). These allow data exploration and may 
be used to examine the influence of analysis assumptions on the 
adherence estimates for individual medication history, thus 
guiding the expert validation of parameter choice for adherence 
calculations. Figure 2 shows an example plot for one of the 
implementation functions (CMA9) calculated over an 
observation window of 6 months within a follow-up window of 
2 years. In the interactive plotting function 
(plot_interactive_cma), parameters can be modified to select 
various time windows and CMA functions and observe their 
effect on the CMA value. Further information is available in the 
extensive help and vignettes included in the package, as well as 
online at www.adherer.eu. 

 
Figure 2– Visualisation of a Patient’s Medication Event 

Patterns (Red Bars)  across 730 Days (x-axis), with CMA9 
over 182 Days (Yellow Area) as 68.3%. Horizontal lines 

represent the calculated period covered by the supply 
prescribed or dispensed during an event.  

It is important to note that such numeric estimates and plots of 
adherence represent only part of a broader, integrated approach 
to addressing the root causes of non-adherence, which must 
include specific training of the healthcare professionals in 
interpreting these indicators, in interaction with the patients. 
Issues of data quality need to be acknowledged, and the 
interpretation of the results must provision for various sources 
of error and missing data. Moreover, we must stress that there 
is no single ‘best measure’ of adherence that fits every clinical 
setting, research question, or individual patient. Therefore, the 
selection of adherence measures and plotting must consider the 
specificities of each particular case. 

Conclusions 

AdhereR represents a proof-of-concept for reproducible and 
transparent research on EHD. The package is under intense 
development on three mains axes: first, we are developing a set 
of functions that compute the adherence to polypharmacy, 
which represents an important and complex set of use 
scenarios; second, we are exploring advanced longitudinal 
analyses that better reflect the temporal dynamics of adherence; 
finally, we are improving the technology powering interactive 
plotting, aiming towards better performance on thin clients with 
a reduced need for costly server-side processing. 
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Abstract 

We completed a pilot study to guide the development of the VA 

Research Precision Oncology  Data Commons infrastructure 

as a collaboration platform with the greater research 

community.  Our results using a small subset of patients from 

the VA’s Precision Oncology Program demonstrate the 

feasibility of our data sharing platform  to build predictive 

models for lung cancer survival using machine learning, as well 

as highlight the potential of target genome sequencing data.  

Keywords:  

Machine Learning, Lung Neoplasms, Precision Medicine  

Introduction 

The Massachusetts Veterans Epidemiology Research and 

Information Center (MAVERIC) launched the Research for the 

Precision Oncology Program (RePOP) and the Precision 

Oncology Data Repository (PODR) in 2016 to acquire the 

knowledge necessary to improve care for Veterans with cancer. 

In the fall of 2017, MAVERIC entered a partnership with the 

University of Chicago to establish a VA Research Precision 

Oncology Data Commons (RePODC) to provide greater access 

to both VA data and robust computing resources to the research 

community external to the VA. We conducted a pilot study to 

guide the development of the RePODC infrastructure for data 

sharing and to demonstrate the feasibility of building predictive 

models with both clinical and genomic data. . 

Methods 

The exploratory dataset contained 60 instances, each of them a 

patient record containing a preselection of 153 features based 

on targeted genome sequencing, an extract from the VA’s 

comprehensive clinical information on each patient, as well as 

basic demographic data. Following previous work by Lynch et 

al [1], a small number of candidate features were selected based 

on their potential relationship with survival time, including both 

continuous and categorical variables, for a total of 16 attributes. 

Among the selected features we included the presence of tumor 

variants for CDKN2A, KRAS and TP53, the number of primary 

tumors, tumor stage and location, histological findings, 

exposure to radiation protocols, and the sequence of radiation 

with surgery. Logistic regression and random forest algorithms 

were used to predict survival status at 24 months after 

diagnosis. Ten-fold cross validation was used to assess 

accuracy.  

Results 

Cross-validated accuracy was 0.886 for for both the logistic 

regression and random forest classifiers. In order of importance, 

the random forest algorithm identified primary tumor location, 

age, surgery primary site and the variant CDKN2A as the most 

relevant features to predict survival stage, with higher scores 

than other features of known importance like stage or histology.  

Conclusions 

Our results, using a small subset of patients from the VA 

Research in Precision Oncology Data Commons, demonstrate 

the feasibility of using this data to build predictive models for 

lung cancer survival using machine learning methods, and 

particularly highlight the potential of targeted tumor 

sequencing data for building predictive models of survival. This 

work suggests that by expanding access to VA data, we enable 

use of modern machine learning methods and advanced 

analytics to contribute to scientific knowledge and improve 

Veterans’ healthcare. 
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Abstract 

Technologies for health have been receiving considerable 

attention with the popularization of devices for internet 

access. The Internet can be seen as a repository of knowledge 

due to its large amount of available information; however, on 

the other hand, in the midst of this vast amount of content, 

there is information either scientifically inaccurate or 

incomplete. This work presents a semantic integration service 

to provide information of diabetes from medical databases to 

eHealth applications. 

Keywords:  

Content; Information Retrieval; Search Engine. 

Introduction 

The term health education, according to the World Health 

Organization [1], refers to a set of practices that contribute to 

the development of autonomy of the population regarding the 

maintenance of their health. Technology applied in health 

education narrows the relationship between health 

professionals and patients, in addition to renewing the 

understanding of health practices [2]. Besides, with the 

growing expansion of the Internet and information available 

on it, it is essential that the individual seek this knowledge to 

become an active member in the management of their health, 

thus sharing a responsibility that was previously exclusive of 

the health professionals. 

A survey conducted by the Britsh United Provident 

Association (BUPA) in 2011, illustrated that 86% of 

Brazilians seek health content on the internet, but only 25% 

confers the source. The research illustrates that the absence of 

Internet content quality standards can pose a great risk in the 

health area, both among health professionals and among 

patients[3].  

In this regard, systems that integrate and make available 

specialized database information appear as solutions to the 

problem of the lack of credibility of data sources. Data 

integration combines information residing in different sources 

and provide the user with a unified view of that data [4].  

It is in this scenario of technology used to health information 

retrieval that the present work is grounded and developed. The 

work presents a service to integrate information of diabetes 

from medical databases to eHealth applications. The purpose 

of the service is to enable eHealth systems to provide reliable 

content to the reality of their users, seeking a better and 

greater knowledge of health and, consequently, improvements 

in the quality of life. 

Methods 

The integration service was developed in PHP language. The 

data captured by the service is stored in a MySQL database. 

The architecture of the proposed integration service consists of 

three components: Search Interface, Crawler and Indexer.  

Search Interface works like as mediators between the requests 

and indexed documents [5]. The search interface is the 

communication channel between eHealth applications and the 

integration service. This component has the function of 

receiving the search parameters such as quantity and content 

types, and also returning the corresponding contents. 

Crawlers are generally deployed to retrieve documents for 

search services [6]. Crawler is responsible for periodically 

visiting the databases automatically, in order to collect 

content. Crawler captures the XML file for content, performs 

tag read, and stores the information in service database. The 

contens are provides by medical specialists and health 

professionals databases. Contents are described by metadata 

and made available in the form of scientific articles, videos 

and electronic records on health and human well-being. The 

bases chosen were: Brazilian Virtual Health Library, Medline 

and Webmd. Contents collected by the crawler are sent to the 

indexer.  

In search and retrieval services, indexers works like as 

collections of data sources that use some technique to rank 

information [7]. Indexer component store lists of the contents 

of the databases. After crawler finds  contents, indexer use an 

ontology to store and rank the retrieved contents. 

The ontology was described in OWL language through the 

PROTEGÉ tool. Ontology has integrated into the indexer, by 

OWL-API. Through the API was possible to indexer create 

and manipulate ontologies. The terms and concepts of this 

ontology are widespread by the Brazilian Society of Diabetes 

and American Diabetes Association. The ontology is 

formalized by terms referring to diabetes, such as: causes, 

symptoms and treatments. The ontology accomplishes the 

classification of the meta data, and returns to the indexer an 

index of semantic relation of the contents with the diabetes. 

The indexer returns to the search interface a list with the 

classified contents. In Figure 1, the architecture is represented 

graphically. 
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Figure 1. Architecture of Integration System

 

Conclusions 

This work presented an integrated service with information 

from health databases. The purpose of the integration service 

is to ensure that eHealth systems provide its users correct and 

scientifically relevant content in the context of diabetes. 

The service works as a middleware between the eHealth 

systems and the health databases. The service components 

perform all the process of reading the request of the 

applications, verification of corresponding information and 

semantic relation of the results with the parameters. 

In order to evaluate the results obtained, the service will be 

integrated to MobiLEHealth. The MobiLEHealth is as a 

recommendation and informal learning system in the context 

of Health 2.0 that performs the monitoring of web content and 

social media accessed or generated by users, through their 

interactions [8]. 
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Abstract 

Social and behavioral factors influence health but are 

infrequently recorded in electronic health records (EHRs). Here, 

we demonstrate that psychosocial vital signs can be extracted 

from EHR data. We processed structured and unstructured EHR 

data using expert-driven queries and Natural Language 

Processing (NLP), validating results through structured 

annotation. We found that although these vital signs are present 

in EHRs, with 681 structured entries identified for psychosocial 

concepts, NLP identified a nearly 90-fold increase in patients. 

Keywords:  

Social Determinants of Health, Natural Language Processing 

Introduction 

Social determinants of health (SDH) – the social circumstances 

that shape health risks and outcomes,  such as behaviors, social 

connections, and housing – comprise a large percentage of 

overall health and well-being across the lifespan. In the United 

States, medical professionals are increasingly being asked to 

consider pertinent social determinants in their care, and to act on 

them when appropriate. However, psychosocial assessments are 

infrequent, incomplete, and are often not captured as discrete data 

elements within the electronic health record (EHR). 

One strategy to identify patients with SDH needs is to extract 

these concepts from narrative text. In prior studies, we found that 

primary care practices caring for persons with multimorbidity 

both recorded social and behavioral constructs as narrative text 

[1,2]. Here, we investigate how best to detect key psychosocial 

variables in a broad dataset by adapting a data-drive process 

developed by Bejan et al [3]. 

Methods  

Overview 

The phenotypic profiles for four key psychosocial vital signs 

were extracted from EHR data using queries and notes using 

lexical associations expanded by expert input. Then, for each 

psychosocial vital sign, we manually reviewed the retrieved 

charts.  

Data Set & Study Design 

We extracted and standardized into a common data model EHR 

data from 2 hospitals, 30 primary care practices and 90 specialty 

clinics in Oregon representing 3.28M patients with a mix of ages 

and insurance types. From these individuals, 22% had 

multimorbidity defined by two of 21 chronic illnesses common 

in risk scores. From this set, we extracted a subset from 2017 

data; these 358k patients had 89.2M notes during 2017.  

We selected 4 psychosocial vital signs in this study: chronic 

stress, social isolation, financial insecurity; and one replication – 

housing insecurity or homelessness – from previous work by Dr. 

Bejan [3]. We used lexical association measurements and expert 

input to identify seeds, or word expressions, that were likely to 

be used in narrative notes to represent the 4 psychosocial vital 

signs; then, we ran an information retrieval system over the entire 

dataset using the identified seeds as query input, validated the 

retrieved results, and modified the seeds in an iterative process.  

Query expansion based on lexical association  

Starting with all the notes from the data extract, the method first 

selected all the documents with at least 1 seed word. Next, the 

content of these documents was tokenized, the tokens were 

converted to lowercase, and the low frequency tokens and 

punctuation marks were discarded. After this preprocessing step, 

each word w occurring in the context of a seed was ranked 

according to the following formula: 
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Here, f(w) represents the frequency count of w, λ is a parameter 

that controls the degree to which the inverse word frequency of 

w should weight in the relevance score, and LAM denotes a 

metric of lexical association between w and the seed words in S. 

The query expansion based on lexical association for extracting 

the final query terms was performed on the clinical notes from 

the Vanderbilt EHR [3]. The lexical association measures used in 

our experiments include the χ
2
 test. 

To assess the relevance of patients to a psychosocial vital sign, 

we calculated the similarity of the corresponding patient notes to 

the psychosocial vital sign query by the standard term frequency–

inverse document frequency (TF-IDF) weighted cosine metric 

such that the most relevant patients to the query were ranked on 

top of the retrieved patient list. Notably, each patient in our 

framework was represented as a meta-document that included all 

the patient notes. To weight the query term i in the meta-

document of patient j, we computed the TF-IDF weighting 

scheme as follows: 

�
+�,
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+�,
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where tfi,j is the number of occurrences of the term i in the meta-

document of patient j, dfi is the number of patients whose 

corresponding meta-documents contain the term i, and N is the 

total number of patients in the data extract. 

Annotation 

Three assessors who were either faculty or research assistants 

collaborated to design an annotation process that assessed the 

accuracy of the results. For each concept, a specific set of 

instructions and a data collection template were created. These 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190482

1456



were tested with 5-10 retrieved patients, then revised. For the 

formal collection, 30 retrieved patients (out of the 600 most 

relevant) were selected by one annotator, with a third each 

coming from highest, medium, and lowest relevance.  A Likert 

scale of 0-5 was used for confidence of whether the concept was 

present; a score of 3 or greater was deemed a true positive. These 

were randomized and another annotator completed the manual 

chart review. For a subset of 25%, two independent annotations 

were done and compared, with disagreements resolved by 

consensus. 

Query reformulation based on relevance feedback  

Query reformulation was completed based on the initial 

annotations. We adopted this approach to improve each search 

by iteratively refining the 4 psychosocial vital sign queries. For 

this, the assessors reviewed the chosen notes to manually detect 

recurrent keywords. The most prevalent and relevant keywords 

from each run were selected for each reformulation. During this 

process, the selection of terms to be checked for negation was 

also performed. Once this was completed, the annotators 

completed the extraction again, repeating the same process. 

Reformulation was considered complete after 4 cycles or when 

precision was greater than .90.  

Analysis   

We describe the general demographics of included patients. We 

provide average and 95% confidence intervals for relevance and 

inverse patient frequency (IPF). We used the manual chart review 

as true positives (TP) and calculated precision based on TP/all 

retrieved meta-documents. 

Results  

In all, there were 358,244 patients with 86 million notes.  Their 

average age was 43.0 ± 25.5 and 55.1% were female. Overall, 

82.6% were Caucasian, 3.9% were Asian, and 3.4% Multiracial. 

They had 2.3 outpatient encounters on average. Overall, there 

were 358,244 patients with 89.2 million notes. This approach 

matched between 375 and 54,950 of patients across the concepts. 

The IPF range was wide, from 1.9 – 7.5 in chronic stress to 6.5-

12.7 in financial insecurity. Relevance scores for the first 600 

patients ranged from 12.3 to 267.3.  Initial precision varied; 

homelessness was replicated on the first evaluation, with a 

patient level precision of .93. Other concepts ranged from .60-

.68. For the iterations, each improved significant in IPF or 

relevance. Precision, our primary outcome, achieved levels of > 

.90 in all except social isolation. Our preliminary error analysis 

of social isolation identification indicated that most of the false 

positives were generated due to occurrences of negated social 

isolation expressions in patient notes. For that concept, once 

negation was resolved, it achieved target precision. Average 

scores improved as well, with initial seeds ranging from 2.75-

2.9/5 and final seeds from 3.8 to 4.9/5.  Higher relevance scores 

were more associated with matches, indicating reasonable 

calibration. 

Conclusions 

We were successful in implementing an iterative query approach 

using lexical associations, achieving our goal precision of > .90. 

NLP produced a nearly 90-fold increase in patient retrieval 

relative to querying structured data elements. By querying across 

a dataset for rarer conditions, we may more quickly allocate 

resources to needs. This method demonstrates a significant 

improvement in detection of persons who may be eligible for care 

coordination or social services to address these concerns. 
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Abstract 

Standardised, automated quality reports were generated at 

three pilot locations of the decentralized translational research 

network DKTK with separated local data warehouses (LDW), 

for assessing syntactic conformity against common data 

element definitions deposited in a central metadata repository 

(MDR). Deviations in the LDW were categorised, and locally 

corrected. Comparisons of reports from two time points 

confirm a major improvement in data quality in terms of 

syntactic conformity, an essential prerequisite for network-

wide data integration. 

Keywords: 

Common Data Elements, Metadata, Data Accuracy 

Introduction 

The German Consortium for Translational Cancer Research 

(DKTK) [1] is a network of more than 20 institutions at nine 

locations, pursuing the aim of efficiently transferring results 

from cancer research into the clinical practice. The DKTK 

implements a federated data storage concept, interconnecting 

LDW with so-called bridgeheads [2]. In order to allow 

comparisons between the partners’ data on clinical cases and 

biomaterial, the network has agreed on a common data set 

(MDS) with defined data elements and their permitted values, 

which has been deposited in a central metadata repository 

(MDR) [3,4]. An essential prerequisite for the success of data 

integration processes within decentral research networks is high 

data quality [5,6]. For the assessment of data quality (here: 

syntactic conformity [7] with the MDR) we implemented a 

quality report generator (QR-generator), which can be installed 

at every network location, in order to perform an alignment of 

data in the LDW against the centrally defined data definitions 

in the MDR [8,9]. 

Methods 

The QR-generator installed at a given network location 

produces quality reports in Excel format as described in [8,9]. 

Briefly, this report lists all values recorded for each data 

element in the LDW, highlighting each value that is not 

concordant with the respective definition specified in the MDR. 

In addition, the report provides statistical calculations for each 

data element with regard to completeness and syntactical 

correctness. Upon production of a report, all errors are 

manually categorised, compared with network partners’ errors, 

and suggestions are given for solutions to be implemented by 

the site. Then a second report is produced and compared with 

the previous one, in order to assess changes in data quality. 

Though the reports provide detailed mismatch information on a 

per-patient basis to the local sites, the results described here are 

summarized on a per-data-element basis for data protection 

reasons.  

Results 

QR-generators were installed at each of the nine DKTK 

locations. In a pilot study, sets of quality reports have been 

produced at three network locations, allowing the sequential 

assessment of data quality over a period of 8-10 months. 

At the Charité in Berlin, the LDW in the bridgehead serves as 

the primary tumour documentation system. Quality reports 

have been produced in March and December 2017 (104.000 and 

137.000 patients in the LDW, respectively). The following 

error categories have been identified: deviations in the source 

system (including the usage of special codes that are not 

conformant with the German cancer coding system); minor 

syntactic errors such as differences in capitalisation; missing 

mappings of local values to the MDS; technical errors, e.g. with 

regard to date definitions. Error correction strategies included 

re-documentation in the source system under controlled 

conditions based on SOPs; adjustment of the technical 

interfaces to correct systematical deviations as well as 

mappings at the level of data elements or their values. 

Out of 52 data elements assessed, 21 were syntactically correct 

from the beginning (Figure 1). Two data elements were fully 

corrected directly in the source system. Other data elements, 

showing capitalisation errors or additional text following a 

systematic pattern, could be corrected by adjustments to the 

technical interface, improving MDR conformity considerably, 

in six cases to more than 95%. For three data elements, an 

additional adjustment of the mapping at value level led to 

complete MDR conformity. 
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Figure 1 - Assessment of 52 data elements at the Charité, 

Berlin, at two time points 

In Munich, there are two university medical centers hosting 

their own bridgeheads, namely the MRI, and the KUM. Both 

institutions provide an LDW in the bridgehead purely dedicated 

to making data available to the DKTK network. Data from the 

primary tumour documentation systems are transferred to the 

LDW via “extract-transform-load” (ETL) processes. ETL 

processes are well suited to handle systematic deviations. The 

major challenge here consists in the identification of the correct 

mappings between the primary systems and the LDW. The error 

categories identified were: missing data elements (not found); 

non-MDR-conformant value mappings (mismatch); correct 

element mapping with some remaining individual errors 

(partial match). Error correction strategies relied mainly on 

adjusting the local ETL processes, as well as centrally provided 

adjustments to the technical interface. 

 

Figure 2 - Assessment of 62 data elements at the MRI at two 

time points 

At the MRI, out of 62 data elements assessed in January 2018, 

26 showed a perfect syntactic match (Figure 2). Another 26 data 

elements were not found in the LDW, while 10 data elements 

had mismatches or partial matches. At re-assessment in 

September 2018, the vast majority of data elements (90%) were 

fully MDR-conformant, with only 6 elements not being found 

or showing partial matches. 

Figure 3 - Assessment of 62 data elements at the KUM at two 

time points 

At the KUM, the data element status at the beginning 

(November 2017) was very similar to the MRI (Figure 3). Here, 

48 out of 62 data elements (77%) showed full MDR-conformity 

at re-assessment in September 2018, while 14 elements were 

not found or had partial matches. Five of the data elements are 

missing due to the fact that the biobank could not yet be 

integrated into the LDW for organisational reasons. 

Conclusions 

Standardised quality reports represent suitable tools for the 

assessment and continuous improvement of data quality at 

DKTK locations. Moreover, they facilitate the exchange and 

consolidation of data within the network and help the local 

documentation systems in identifying and correcting errors. 

Given the dynamic of newly added data elements and growing 

patient numbers, the monitoring of data quality represents a 

continuous challenge. 
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Abstract 

This work investigates the capability of SNOMED CT to 

encode microbiology laboratory data with the goal of fully 

describing multidrug resistance and breakpoint assignment by 

specimen. 

Keywords:  

Systematized Nomenclature of Medicine; Microbiology 

Introduction 

Antimicrobial resistance (AMR) is transforming the treatment 

of common infectious diseases. There is a strong international 

call for actions [1; 2] which include improved data sharing to 

support secondary usage of medical data [1]. 

Clinical microbiology laboratory data plays a key role in the 

fight against AMR [3]. Recording lab data without systema-

tized nomenclature, such as LOINC & SNOMED CT interop-

erability standards, creates a burden for primary and second-

ary users of the data [4]. Initiatives in several countries 

demonstrate the added value of nomenclature standards to 

support national AMR surveillance [5]. Adopting standards by 

in vitro diagnostic (IVD) systems manufacturers should help 

microbiology labs report data to local, national and interna-

tional AMR surveillance systems. 

bioMérieux’s (IVD solutions provider for the diagnosis of 

infectious diseases) VITEK®2, VITEK® MS, ETEST® & 

VIDAS® systems, have [6] >99% LOINC coverage and 90% 

coverage of nominal SNOMED CT observation values and 

60% of SNOMED CT ordinal values. We have identified ac-

tions to help close the remaining gaps. 

The work presented here describes (1) how we plan to com-

plete the SNOMED CT encoding of our microbiology labora-

tory data using analytics ; (2) analyze the capability to 

SNOMED CT to represent and support analysis of MultiDrug 

Resistant Organisms (MDRO) [7] and (3) initiate SNOMED 

CT mediated laboratory data analytics. 

Methods 

Biological specimen 

Specimen used in bioMérieux MYLA®, ARGENE® 

CONNECT systems are grouped according to their implied 

semantic and business role. Those groups were manually 

mapped to SNOMED CT (sub-) hierarchies concepts (table 1). 

The mapping was guided by the HL7 SPM segments. 

Table 1– SNOMED CT hierarchies for each group & link to 

HL7 SPM segment 

Group 

SNOMED CT hierarchy 

or sub-hierarchy 

HL7 

(SPM) 

What 105590001 |Substance (substance)| 4, 5 

Where 442083009 |Anatomical or acquired body 

structure (body structure)| 

8, 9 

How 71388002 |Procedure (procedure)| 7 

Why Out of the scope -- 

Status 362981000 |Qualifier value (qualifier value)| 24 

Antibiotic 

Antibiotics supported by bioMérieux VITEK
®

2, ETEST
®

 & 

ATB™
 

antibiotic susceptibility testing systems were semi-

automatically mapped to SNOMED CT subtypes of 

410942007 |Drug or medicament (substance)| using the pro-

cess described in figure 1. 

 

Figure 1 

Workflow of antibiotics map-

ping to SNOMED CT 

SNOMED CT mediated labs data analytics 

The specimen analytics were performed using the OWL ver-

sion of SNOMED CT integrated in the Jena Fuseki triple 

store. The endpoint analysis, Figure2, used SPARQL queries. 

 

 

 

 

 

 

 

Figure 2– Workflow to run the appropriate sample prepara-

tion workflow
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Representing MDRO in SNOMED CT 

MRDO may be defined through rules in the form of <species 

name> and ((<susceptibility testing result> to <drug name>) 

or (<test result> to < Susceptibility test name >)). We used 

“methicillin resistant Staphylococcus aureus” (MRSA) as a 

test case to examine SNOMED CT’s ability to described 

MDRO by:  

1. Pre-coordination of the concept model. 

2. Post-coordination of concepts and SNOMED CT com-

positional grammar expressivity. 

SNOMED CT 

We used the July 2018 International release of SNOMED CT 

for all our work. 

Results 

A total of 107 internal specimen concepts were mapped to 

SNOMED CT with a 70% (75/107) coverage. 19 additional 

mappings are under validation by an expert biologist. We used 

358 antibiotics form 3 antibiotic susceptibility testing systems; 

SNOMED CT mapping gave an 88% (316/358) coverage. 

Our data analytics use case is based on drug clinical break-

points [8; 9]. Those are key to interpret antibiotic susceptibil-

ity testing results. Breakpoints are applicable for microbial 

isolates originating, in the case of Streptococcus pneumoniae 

from ‘non meningitis’ (understood here as ‘pneumonia’) or 

‘meningitis’ or ‘neither pneumonia nor meningitis’ specimens 

origin [9]. We defined ‘pneumonia’ breakpoint origin as “a 

specimen obtained from a body site subtype of 20139000 

|Structure of respiratory system (body structure)|” and ‘men-

ingitis’ breakpoint as “a specimen obtained from a body site 

subtype of 1231004 |Meninges structure (body structure)|”. 

Under the working assumption that a lab may use other 

specimen than in the above mentioned mapping ; we 

considered all SNOMED CT subtype of 123038009 |Specimen 

(specimen)|. Breakpoints were identifed through the 

118169006 |Specimen source topography (attribute)| relation-

ship that tie specimen to body structure. All cases allowed to 

identify the breakpoints to be applied. 

“Methicillin resistant Staphylococcus aureus” analysis, as an 

archetype of MDRO, shows that MDRO concepts themselves 

do exist in SNOMED CT. Nevertheless, they exist as primi-

tives, and thus do not embark definition supporting future ana-

lytics. It appears that (1) some concepts needed to post-

coordinate MDRO rule do also exist and (2) that composition-

al grammar syntax allows building some MDRO rules but not 

all. The limitation lies in both the SNOMED CT concept 

model (implemented in the MRCM) and in EL++ that do not 

support the exclusive disjunction ‘XOR’ as described in the 

SNOMED CT Editorial Guide. 

Conclusions 

Although, SNOMED CT is able to encode biological speci-

men and antibiotics for the bioMérieux systems analyzed, it 

does not contain some of the higher-level microbiological 

concepts required for tracking antimicrobial resistance con-

cepts  

Our mediated analytics shows that one can use the SNOMED 

CT concept model to identify high level ARM concepts if a 

biological specimens origin is available so clinical breakpoints 

can be identified. We will continue to investigate this aspect 

based on additional relationships and usage of LOINC codes 

to refine and improve our analysis. 

In the future we would like to model the microbial phenotypes 

MRSA and MDRO using pre or post-coordinated analysis of 

SNOMED CT concepts. Additionally, we would like to sup-

plement our analysis by including the LOINC code mappings. 

Those do conflict with the SNOMED CT concept model and 

EL++ expressivity. 

Acknowledgements 

This work as support by bioMérieux and Master BioInforma-

tique Modélisation et Statistique, Université de Rouen Nor-

mandie, Normandie Université 

References 

[1] J. Emberger, D. Tassone, M.P. Stevens, and J.D. Markley, 

The Current State of Antimicrobial Stewardship: 

Challenges, Successes, and Future Directions, Current 

Infectious Disease Reports 20 (2018), 31. 

[2] WHO, Antimicrobial resistance: global report on 

surveillance, in, World Health Organization, 2014. 

[3] P.-E. Fournier, M. Drancourt, P. Colson, J.-M. Rolain, 

B.L. Scola, and D. Raoult, Modern clinical microbiology: 

new challenges and solutions, Nature Reviews 

Microbiology 11 (2013), 574-585. 

[4] R. Flatman, Terminology, units and reporting - how 

harmonized do we need to be?, Clin Chem Lab Med 

(2018). 

[5] X. Gansel, M. Mary, and A. van Belkum, Semantic data 

interoperability, digital medicine, and e-health in 

infectious disease management: a review, European 

Journal of Clinical Microbiology & Infectious Diseases 

(2019). 

[6] M.l. Gal, R. Vachon, B. Cellière, M. Dante, F. Holder, M. 

Mary, M. Olleon, and X. Gansel, Semantic laboratory data 

interoperability: Encoding microbiology tests and test 

results using LOINC ® and SNOMED-CT ® from an IVD 

manufacturer perspective, in: ASM microbe 2018, A.S.f. 

Microbiology, ed., American Society for Microbiology, 

Atlanta, 2018. 

[7] A.-P. Magiorakos, A. Srinivasan, R.B. Carey, Y. Carmeli, 

M.E. Falagas, C.G. Giske, S. Harbarth, J.F. Hindler, G. 

Kahlmeter, B. Olsson-Liljequist, D.L. Paterson, L.B. Rice, 

J. Stelling, M.J. Struelens, A. Vatopoulos, J.T. Weber, and 

D.L. Monnet, Multidrug-resistant, extensively drug-

resistant and pandrug-resistant bacteria: an international 

expert proposal for interim standard definitions for 

acquired resistance, Clinical Microbiology and Infection 

18 (2012), 268-281. 

[8] CLSI, M100 Performance Standards for Antimicrobial 

Susceptibility Testing - 28th Edition, in: CLSI standards, 

CLSI, USA, 2018. 

[9] EUCAST, Clinical Breakpoints, in, European Society of 

Clinical Microbiology and Infectious Diseases, , 2018. 

 

Address for correspondence 

Xavier Gansel ; xavier.gansel@biomerieux.com ; +33 624 01 43 30 

bioMérieux, Centre C. Mérieux - 5 rue des Berges - 38000 Grenble - 

FRANCE 

ORCID 

 

https://orcid.org/0000-0001-7148-5461

 

M. Le Gall et al. / SNOMED CT Coding and Analytics of in vitro Diagnostics Observations 1461



CONCERN Factorial Design Survey (FDS) Methods Test: Using REDCap as a Survey 

Platform 

Jose P. Garcia, Jr.
a
, Sarah A. Collins

c,d,
 Kenrick D. Cato

d
, Suzanne Bakken

c
, Haomiao Jia

d
, Min J. 

Kang
a,b

, Christopher Knaplund
d
, Kumiko O. Schnock

a,b
, Patricia C. Dykes

a, b
 

a

 Brigham & Women’s Hospital, Boston, MA; 

b

 Harvard Medical School, Boston, MA;  

c

 Columbia University, Department of Biomedical Informatics, New York, NY;  

d

 Columbia University, School of Nursing, New York, NY 

 

 
Abstract 

We assessed the feasibility of using REDCap as a factorial 

design survey (FDS) platform. REDCap lacks randomization 

and automation functionality, requiring the development of a 

workaround. A template survey was created containing all 

vignettes, copied for each survey instance and edited to hide 

unwanted content. REDCap configuration required three hours 

for forty-two surveys. The utilized “copy-and-hide” 

workaround was successful, providing quasi-automation and 

reasonable labor-time. Additional strategies are planned using 

REDCap’s Data Dictionary and other survey software. 

Keywords:  

Survey Methods, Clinical Decision Support Systems 

Introduction 

Previous research shows that the effectiveness of clinical 

decision support (CDS) systems decreases when clinicians are 

presented with a high frequency of alerts that are not perceived 

as clinically relevant, leading to overriding or ignoring alerts 

[1]. Factorial design is an experimental design that contains two 

or more factors, which consist of discrete levels, whose 

experimental conditions take on all possible combinations of 

levels across all factors, referred to as vignettes. For example, a 

study containing three factors, each with two levels, has a total 

number of six possible combinations (2 x 2 x 2 = 6), or six 

vignettes. A factorial design survey (FDS) does not study the 

effects of individual factors, but enables researchers to draw 

conclusions about the significance of the vignettes. It allows 

researchers to study clinician decision-making, such as which 

combination of statistically significant factors are perceived as 

clinically significant [2]. In turn, this helps yield more 

generalizable conclusions. In the context of our 

Communicating Narrative Concerns Entered by RNs 

CONCERN study, vignettes provide scenarios that can be 

indicative of patient deterioration in clinical documentation, 

and we are performing FDS to determine the perceived clinical 

relevance of these scenarios for our CDS model. 

REDCap is a software tool for survey generation and electronic 

data capture, but it has limitations when serving as an FDS 

platform. Although REDCap contains subject randomization 

capability, it lacks survey field randomization and automated 

field population that can help relieve the burden of this complex 

survey design on the researcher. This case study outlines a 

workaround developed to circumvent REDCap’s limitations 

and to facilitate its use to run a factorial design survey. 

Methods 

A pilot survey trial was conducted using a workaround, referred 

to as “copy-and-hide”. Four factors, each with two levels, were 

used in the pilot (Table 1). We sought to test surveys containing 

four of the sixteen total vignettes (Table 2). To assign which 

vignettes were tested in each survey, block randomization was 

performed off-platform. Each vignette was numbered (1-16), 

and a function in Excel was created that randomly assigned four 

numbers out of the 16 respectively to four surveys. A template 

survey containing fields for all sixteen vignettes was created in 

REDCap’s Online Designer. Every field in the template survey 

containing a vignette had the action tag “@HIDDEN-

SURVEY” applied, which hides fields from survey 

participants’ view. For every consecutive test survey created, 

the template survey was copied, and the fields containing the 

assigned four vignettes to be tested in that survey had their 

action tags removed. This allowed participants to see and score 

these four vignettes in their survey and left the remaining 

twelve hidden from view. 

Table 1– Pilot Factors and Levels 

Factor Levels 

(count) 

Factor Level Values 

Factor 1. Vital sign 

frequency 

2 ≤ 22 sets of vital signs in 

the last 48 hours

> 22 sets of vital signs in 

the last 48 hours

Factor 2. Note / 

comment 

frequency 

2 ≤ 5 comments/notes in the 

last 48 hours

> 5 comments/notes in the 

last 48 hours

Factor 3. 

Highlighted 

Oxygen saturation 

comment/note

2 Yes 

No 

Factor 4. 

Highlighted blood 

pressure 

comment/note

2 Yes 

No 
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Table 2- Sample Vignettes 

Vignette 

Number 

Vignette Content 

1 

Patient chart shows the following: 

• ≤ 22 sets of vital signs in the last 48 

hours 

• ≤ 5 comments/notes in the last 48 

hours 

• A highlighted Oxygen saturation 

comment/note 

• A highlighted blood pressure 

comment/note 

8 

Patient chart shows the following:  

• ≤ 22 sets of vital signs in the last 48 

hours 

• > 5 comments/notes in the last 48 

hours 

• No highlighted Oxygen saturation 

comment/note 

• No highlighted blood pressure 

comment/note 

11 

Patient chart shows the following: 

• > 22 sets of vital signs in the last 48 

hours 

• ≤ 5 comments/notes in the last 48 

hours 

• No highlighted Oxygen saturation 

comment/note 

• A highlighted blood pressure 

comment/note 

Results 

Forty-two surveys were created and disseminated to forty-two 

participants in three hours. Thirty-one responses were returned. 

Extracted data table was sized 43 by 821 cells. 

Conclusions 

The significance of this work is that we identified limitations of 

available survey software for performing a factorial design 

survey. Factorial design is an experimental design that 

necessitates multiple iterations of a survey, where its 

components’ material and order change from iteration to 

iteration. REDCap’s lack of randomization and automation 

functions are limitations. The “copy-and-hide” method was a 

successful workaround in that it provided our team a 

reproducible method with reasonable labor time (~4.5 

minutes/survey). However, the reliance on manual input in this 

method introduces increased potential for human error when 

scaled up. Additionally, REDCap cannot differentiate between 

hidden and unhidden cells when a user extracts data, which 

created a large spreadsheet with numerous empty cells for the 

hidden fields that were not scored during our pilot. To sacle up 

this method for FDS with hundreds of surveys would yield a 

cumbersome data workbook for researchers. A second pilot test 

is planned utilizing REDCap’s Data Dictionary, which is a 

completely off-platform survey designer that we hope will 

decrease labor-time further by allowing us to rapidly create 

smaller, specialized surveys which we can upload onto the 

software and streamline data extraction by decreasing the 

number of empty cells in the spreadsheet. Additionally, we plan 

to run an FDS pilot using other popular survey software and 

compare results.  
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Abstract 

In the 5P medicine (Personalized, Preventive, Participative, 
Predictive and Pluri-expert), the general trend is to process 
data by displacing the barycenter of the information from 
hospital centered systems to the patient centered ones through 
his personal medical records. Today, the use of artificial 
intelligence for supporting this transition shows real limitations 
in its implementation in operational practice, both at the level 
of patient care, but also in the general daily life of the health 
professional, because of the medico-legal imperatives induced 
by the promises of the '5P medicine'. In this paper, we propose 
to fill this gap by introducing an original artificial intelligence 
platform, named Maxwell, which follows an unsupervised 
learning approach in line with the medico-legal imperatives of 
the ‘5P medicine’. We describe the functional platform 
characteristics and illustrate them by two examples of 
clustering in genomics and magnetic resonance imaging.   
Keywords:  

Machine Learning, Magnetic Resonance Imaging, Genomics  

Introduction 

Recent advancements in predictive medicine are now partly due 
to the implementation of artificial intelligence algorithms based 
on the intensive exploitation of big data collected from new 
medical technologies [1-3]. Usually, these algorithms can be 
divided into two distinct categories, namely (1) neural networks 
and deep learning, performing and fast, but opaque (black box 
type), with a traceability difficult to explain to the 4 worlds of 
the concerned health ecosystem, medical, para-medical, 
forensic and familial, and (2) classical methods playing with 
distances or proximities to the centroids of classes, more easily 
explicable, but sometimes slower. Despite major and 
continuous breakthroughs in both of these domains, it is 
interesting to note that most of algorithms fail to be successfully 
implemented in practice. Indeed, the medico-legal context 
imposes these algorithms to satisfy fundamental legal and ethic 
criteria not usually taken into account. In this paper, we propose 
a new unsupervised learning approach implemented through a 
“classical” decision platform named “Maxwell®” that 
addressed three of these criteria, namely (1) traceability in 
decision process, (2) consideration of the role of the human 
expert in the decision-making and (3) need of a feedback to the 
patient for increasing his empowerment. We describe first the 
learning characteristics of the method, and then illustrate its 
functioning by two examples, that are the clustering in (1) 
genomics, and (2) magnetic resonance imaging. Note that 
detailed description will be given in upcoming publications. 
 

Methods 

Maxwell’s Functions and Dynamic of Processes 

Maxwell is a research result in domain of data clustering leaded 
at Orange Labs® (France) that aims to produce an agnostic and 
unsupervised system for clustering and classifying 
heterogeneous content. Two initial postulates were defined to 
guide our work: (1) the ability to start building clusters with a 
short number of content and (2) no recourse to initial labeling.  

Calculus’ Principles 

Depending on the algorithm’s step, two types of calculus are 
used: (1) similar content clustering using a normalized 
compression distance [4-6], and (2) content classification in 
existing clusters. To enable incremental classification, both of 
these processes can be iteratively chained.  

Clustering Principle 

Clustering is based on building neighborhood graphs. It is 
initiated by computing triangles formed with the current point 
in a distance matrix, the first neighbor of this current point and 
the first neighbor of this second point. Then, surfaces of these 
triangles are computed as well as basic statistics such as mean, 
standard deviation and quantiles, are used as parameters for 
tuning the selectivity of the clustering process. Thus, the result 
is a metric space segmented in sub-graphs containing clusters.  

Classification Principle 

During the classification step, the system is focused on edges 
of sub-graphs. Classification of a new content is done by 
searching the nearest centroid neighbor and deciding inclusion 
with respect to existing cluster nodes distances to centroid. 
Note that unclassified content is stored in singleton clusters. 

Traceability and Role of Human Expert 

Cluster management can be done either by the user or by the 
system itself. In fact, user visualizes the clusters produced 
throughout the clustering/classification process. He can select 
elements of a cluster, or the cluster itself to be deleted. This 
gives the traceability of Maxwell and destroying cluster from 
an automatic threshold procedure or from a user decision is near 
of a reinforcement learning by a “punishment/reward” system. 
On the other side, the system will compute all consequences of 
a user action on clusters distribution: singletons recall (due to 
its unclassified added content or to a cancelling by user or 
machine) and new content addition, inserted in a queue in order 
to detect new clusters. Finally, user can also validate clusters 
by locking and prohibiting their destruction. This allows also 
the control of clusters consistency. Locked clusters are named 
by user in order to obtain semantic classes. 
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Results 

Genomics 

Figure 1 illustrates a classification obtained from about 120 
genomes coming from different phyla (bacteria, archæa, giant 
viruses and virophages). The obtained clusters reveal 3 distinct 
classes, which present remarkable properties: (1) all the 
Pandora giant viruses belong to the same class 1, (2) all the 
genomes participating to the same “infectious” ecosystem are 
in the same class 2: Amœba Acanthamœba can be infected by 
two giant viruses, Mimivirus and Mamavirus. Both have their 
virophage, respectively Sputnik and Zamilon. All the 
corresponding genomes belong to the same class. (3) 
Furthermore, Acanthamœba can be parasitized by the bacteria 
Legionella pneumophila. It belongs to singleton class 3, but can 
join class 2, when compression distance between genomes is 
relaxed.  
 

 
Figure 1 � Three Clusters Within a Set of 120 Genomes 

Hence, Maxwell puts in the same cluster all the genomes 
participating to the same infectious ecosystem, which allows 
for predicting susceptibility of human to infectious agents. 

BRATS Images 

BraTS image dataset is a manually indexed set of brain MRI 
images, used for image processing challenges on MRI images. 
Our sample contains 1500 blood stroke 2D images (horizontal 
sections at different levels). Figure 2 illustrates some results 
using the Maxwell platform. 

Conclusion  

The Maxwell platform constitutes a good alternative to the deep 
learning approach using neural networks, being more 
comprehensible in the medical ecosystem both on the patient 
side (family, care-givers and patient), on the medical side 
(physicians and paramedics) and on the social side (psycho-
social workers). It is not strictly antinomic with the deep 

learning in the sense that some parts of the classification 
process (in particular the refinement of some ambiguous 
clusters) can be reprocessed by neural networks. 
 

 

Figure 2 � Traceability: modified cluster of BRATS_015 class, 
before recalculation (best representative in light blue), images 
added in orange. All thumbnails can be selected by user to be 

deleted, if a better representative image is selected. 
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Abstract 

We developed a computable phenotype for systemic lupus 
erythematosus (SLE) based on the Systemic Lupus 
International Collaborative Clinics clinical classification 
criteria set for SLE. We evaluated the phenotype over registry 
and EHR data for the same patient population to determine 
concordance of criteria detected in both datasets and to assess 
which types of structured data detected individual classification 
criteria. We identified a concordance of 68% between registry 
and EHR data relying solely on structured data. 

Keywords:  

Electronic health records, phenotype, systemic lupus 
erythematosus. 

Introduction 

Clinical classification criteria are often used to understand the 
clinical presentation of diseases with complex or varied 
presentations. Electronic health records (EHR), now commonly 
used in the course of routine health care throughout the United 
States provide a rich source of data [1], including diagnoses, lab 
results and medication use that can be used to enhance 
understanding of the development, manifestation and treatment 
of complex disease over time. 

Our team developed a rules-based algorithm to identify patients 
with Systemic Lupus Erythematosus (SLE), a complex 
systemic autoimmune disease that affects multiple organ 
systems and has diverse manifestations that develop over time 
[2]. This computational phenotype is based on the Systemic 
Lupus International Collaborating Clinics (SLICC) 
classification criteria for SLE [3]. 

We evaluated our SLICC-based computational phenotype in a 
physician-validated registry and the medical record data for the 
same patient population: 1) to assess the concordance of criteria 
detection in these two distinct datasets; and 2) to better 
understand whether medical records can be used as a substitute 
for manual chart abstraction in the identification of clinical 
classification criteria for a complex autoimmune disease. 

Methods 

Established in 1991, the Chicago Lupus Database (CLD) is a 
physician validated registry of 1,052 patients with possible or 
definite lupus according to the revised 1982 American College 
of Rheumatology classification criteria [4][5]. The CLD has 
laboratory data, symptoms and paitent demographics based on 
each known visit. If a patient was referred, previous history 

information from the notes are documented. The data is entered 
in MEDLOG [6] which is then compiled into the CLD. 

The Northwestern Medicine Electronic Data Warehouse 
(NMEDW) is the primary data repository for of all the 
electronic health records of patients who receive care within the 
Northwestern Medicine system. Established in 2002, the 
NMEDW contains records for over 3.8 million patients. 
Patients in the CLD consented to allow their medical records to 
be used for research and their medical records can be found in 
the NMEDW using a medical record number (MRN) stored in 
the CLD. Review medical records in the NMEDW was 
approved by the Northwestern University IRB. 

We identified 878 patients who had definite lupus according the 
SLICC criteria [3], as defined by meeting at least one clinical 
and one immunolgical criteria and meeting 4 or more criteria 
overall. After removing patients who did not have medical 
records in the NMEDW, there were 818 patients remaining. To 
ensure sufficient depth of data for analysis by our algorithm, we 
removed any patients who had less than four encounters 
documented in the NMEDW, reducing the cohort size to 472. 
Finally, we assessed our the full algorithm over the patient 
medical record data. Only 408 of those patients who also met 
the SLICC criteria for definite lupus in the CLD also met the 
criteria for definite SLE based on their medical record data. 

The SLICC clinical criteria-based algorithm for detection of 
SLE was run over each patient in the cohort and each of the 17 
individual criteria was scored for presence or absence in the 
CLD and the NMEDW. A combination of ICD9/10 codes and 
laboratory results were used to determine whether each in- 
dividual criterion was satisfied. 

A criterion was considered discordant when it was present in 
either the CLD or NMEDW (but not both) for a given patient 
record. A KNIME (3.4.2) workflow [7] was developed to 
process each patient data set and determine the number of 
concordant and discordant criteria. For discordant criteria, we 
determined whether the criterion was present in the CLD or the 
NMEDW. For each criterion, we used McNemar’s test to see if 
the NMEDW and CLD results were different. A p value < .05 
was used to determine significant difference. Descriptive sta- 
tistics were calculated using SAS software version 9.4 (SAS In- 
stitute)Results 

Table 1 describes the basic demographics of the cohort we 
assessed that met the SLICC classification criteria for definite 
SLE in the CLD and NMEDW. Our cohort is predominantly 
female, white, and had an average disease onset age of 30 years. 
The gender distribution and age of onset is consistent with 
previous studies demonstrating the predominance of SLE 
among women that develops relatively early in life [8]. The 
racial and ethnic distribution is consistent with the patient 
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population receiving treatment within the Northwestern 
Medicine System. 

Table 1— Cohort Demographics (N=408) 

Sex % of Cohort  
Female 92%  
Male 8%  
Race/Ethnicity % of Cohort  
Caucasian 48.1%  
African American 
Hispanic 

30.5% 
12.4% 

 
 

Asian 7.8%  
Other 1.2%  
Age Mean Years SD 
Current 50 years 13.48 
At Diagnosis 30 years 9.69 
 

To further understand the concordance between the registry and 
the medical record data, we determined the number of present 
and absent criteria that were concordant as well as the average 
number of criteria detected per patient in each data set. The re- 
sults of this assessment are shown in Table 2. Within the con- 
cordant criteria, on average, there were 5 that were concordant 
and present, 7 that were concordant but absent. When evaluat- 
ing the criteria set over the CLD, on average, we detected 8 cri- 
teria per patient, while we detected 7 criteria per patient using 
their medical record data. A paired t-test for significance re- 
sulted in a p-value of .59, indicating that the results are not sig- 
nificantly different. 

Table 2— Overall Concordance between Registry and 
Medical Record Data for Patients Meeting SLICC Criteria 

(out of 17 total). 

Number of Criteria Per 
Patient Mean Median SD 
Overall Concordant Criteria 11.6 12 1.7 
Present Concordant Criteria 4.9 5 1.8 
Absent Concordant Criteria 6.7 7 2.0 
Criteria Detected in CLD  7.9 8 2.1 
Criteria Detected in EDW 7.3 7 2.1 

Discussion 

We developed a clinical classification criteria-based computa- 
tional phenotype to identify patients with SLE in a physician 
validated SLE registry and in a large medical record data repo- 
sitory and assessed concordance of the overall algorithm and 
individual criteria that comprise the algorithm. For those 
patients who satisfied the classification criteria for definite lupus 
in both the registry and the medical record data set, there were, 
on average, 12 concordant criteria out of 17, 5 of which were 
concordant and present in both the CLD and NMEDW, 7 of 
which were concordant and absent in both the CLD and 
NMEDW. When we assessed concordance for individual 
criterion, we found that concordance was highest for criteria 
that were based on laboratory data. The highly discordant 
criteria were primarily clinical criteria detected with diagnosis 
codes that may not always be documented as part of routine 
clinical care or may be documented in locations within the 
medical record, such as physician notes, that are not easily 
queried using simple structured data elements, such as arthritis, 
oral ulcers, and serositis. 

Conclusion 

Using a computational phenotype for SLE based on the SLICC 
clinical classification criteria, we demonstrated an overall high 

concordance of 68% between physician validated registry in- 
formation and data found in patient medical records suggesting 
medical record data can be used to supplement manual chart 
abstraction for the application of clinical classification criteria 
to patients with complex disease. 
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Abstract 

The trauma of cancer often leaves survivors with PTSD. 

Tweets posted on Twitter usually reflect the users’ 

psychological state, which is convenient for data collection. 

However, Twitter also contains a mix of noisy and genuine 

tweets. The process of manually identifying genuine tweets is 

expensive and time-consuming. Thus, we propose a knowledge 

transfer technique to filter out unrelated tweets. Our 

experiments show that our model outperforms the baselines. 

Keywords:  

Cancer survivors; stress disorders, post-traumatic; social 

media 

Introduction 

Being diagnosed with cancer often causes psychological 

distress due to painful treatments and the trauma of the 

experience [1]. Treated cancer patients may find themselves at 

risk of recurrence, which is often more traumatic than the 

initial diagnosis. This psychological impact can cause post-

traumatic stress disorder (PTSD), a significant concern in 

clinical oncology [2]. Untreated PTSD patients are more likely 

to adopt health-risk behaviors. The lack of quantifiable data 

about PTSD is one of the main obstacles to making reliable 

diagnoses and providing effective treatment [1]. The fast 

growth of social media provides new opportunities for 

investigating mental health issues, since the simplicity of 

social media allows its users to easily share their daily 

thoughts and feelings. We propose a deep neural network 

(DNN)–based technique to create a labeled dataset using 

cancer free–related keywords and PTSD features. Our primary 

contributions can be summarized as follows: (1) formally 

defining the problem of extracting relevant tweets, (2) 

presenting and training a framework for identifying cancer 

survivors with PTSD based on tweets, and (3) evaluating the 

model’s performance by producing a label with associated 

probability for new tweets. 

Methods 

Here, we briefly introduce our proposed framework for 

identifying cancer survivors living with PTSD on social 

media.  First, we extracted patterns of words used by sufferers 

from conventional studies on depression. Second, the 

extracted patterns were used to identify tweets from the cancer 

survivors dataset that contain PTSD indicators. We will detail 

the process of our proposed framework in three subsections: 

(1) feature extraction, (2) knowledge transfer, and (3) the 

convolutional neural network (CNN) architecture. 

Feature Extraction 

This process requires specific extraction methods to be applied 

to the input data in order to create an accurate prediction 

model. Previous work related to depression detection using 

social media data has employed a crowdsourcing approach to 

identify tweets associated with mental illness [3] which we 

label as PTSD-positive, while the rest are labeled as PTSD-

negative. The process continues by combining PTSD-positive 

and -negative datasets. The goal of this process is to 

understand the differences in linguistic style between the two 

groups. LIWC, a text analysis tool, is employed to assess the 

tweets for proportions of words used from several linguistic 

categories in the psychological expression lexicon. The 

comprehensive list produced by the tool automatically 

presents the words most frequently used by people with 

mental illness.  

Knowledge Transfer 

In this work, ‘knowledge transfer’ is defined as the process 

that uses the output from the feature extraction step to develop 

a labeled PTSD dataset. Diverse epidemiological samples 

have shown that most PTSD sufferers also have depression. 

This comorbidity reflects overlapping symptoms between the 

two disorders [4]. Therefore, even though there is no existing 

PTSD lexicon, we can use the depression lexicon as a proxy to 

identify PTSD-related tweets. We collected our raw dataset 

using “cancer” as a keyword through Twitter’s Application 

Programming Interface (API) over a period of four months 

from October 2017 to January 2018. Then, we conducted the 

extraction process in two steps using two sets of keywords. 

First, we created the cancer survivor dataset using related 

hashtags and terms such as “cancer survivor”, “cancer free”, “i 

had cancer”, “post-cancer”, “survive from cancer”, and “free 

from cancer” . Second, we used the depression lexicon taken 

from [3] to filter out tweets that contain no PTSD signals to 

create a ground truth dataset. We also added the word “PTSD” 

to filter out irrelevant tweets. This technique saved a lot of 

time and cost in creating a reliable dataset for training the 

CNN.  

CNN Architecture 

Our proposed CNN adopts one convolutional layer to produce 

results for tweet classification. We trained the CNN with the 

embedding layer. It requires specification of the vocabulary 

size, the size of the real-valued vector space, and the 

maximum length of words in the input. For convolutional 

feature maps, we used 100-dimensional word embedding for 
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text representation. 32 filters were applied by referring to the 

conservative setting for word processing, with a kernel size of 

8 and a rectified linear activation function. This was followed 

by a pooling layer in which the filters generated feature maps 

and reduced the output by half. The end layer used a sigmoid 

activation function to output a value between 1 and 0 (positive 

and negative) for the tweets based on the concatenation of the 

previous vectors. Then, the extracted model was saved for 

later evaluation. 

Experiment 

The PTSD-positive dataset represents the diagnosed group, 

while PTSD-negative is the control group. For the diagnosed 

group, we retrieved tweets from users who publicly stated that 

they survived cancer and had PTSD. To construct the PTSD-

negative group, we made use of tweets from the ‘Twitter User 

Gender Classification’ dataset on the Kaggle website. This 

dataset contains random tweets not limited to any specific 

topic. Both groups have the same amount of tweets (10k), 

which allows us to create balanced datasets. The data 

preparation phase consists of three tasks: (1) splitting the 

dataset into  training (80%) and test (20%) sets, (2) cleaning 

the dataset to remove punctuation, stop words, and numbers, 

and (3) defining a vocabulary of preferred words from a 

training dataset by keeping only tokens that appear at least 

five times. All models were trained over ten epochs. The 

Adam optimizer implementation of stochastic gradient descent 

was used.  

Results 

To evaluate our proposed model, we chose three baseline 

models that are capable of handling text datasets: multilayer 

perceptrons (MLP), CNN n-gram, and recurrent neural 

networks (RNN). Our results indicate that CNN can 

effectively identify cancer survivors with PTSD. Experimental 

results in Table 1 show that the accuracy of CNN reaches 

98.5%. Due to the stochastic nature of DNNs, we ran the 

experiments multiple times to get a reasonably accurate result.  

Table 1 – Experiment Results 

Method Accuracy (%) 

CNN 98.5 

MLP 95.5 

CNN N-gram 98.3 

RNN 96.9 

 

Our simple CNN-based prediction system assigns probability 

values for cancer survivors being either PTSD-positive or 

PTSD-negative. Sample tweets and our method’s assignments 

are displayed in Table 2.  

Table 2 – Predictions for New Tweets 

Tweet: “I have had more difficulty post cancer than during 

my active treatment. To me it is a neverending path (hate the 

word journey).” 

POSITIVE (99.96%) 

Tweet: “I hate myself, I don’t feel like living anymore.” 

NEGATIVE (99.99%) 

Tweet: “I got a gold MacBook that only use for music and 

homework..Still keep it in apple box.” 

NEGATIVE (99.95%) 

 

The system is consistently able to classify tweets correctly. 

For example, the second tweet is a statement with negative 

sentiment that is not related to the cancer survival; the system 

classifies it as PTSD-negative. Assigning the right label with 

high probability is essential for accurate diagnosis. To the best 

of our knowledge, this is the first work that deploys an 

extracted model of cancer survivors living with PTSD into a 

prediction system that is capable of evaluating new tweets. 

The outcome shows high potential for a low-cost text 

classification technique that may also apply to other medical 

conditions that can affect patients’ mental health. 

Conclusions 

We have demonstrated that Twitter can be used to identify 

PTSD among internet users, presenting a CNN prediction 

framework that produces promising results in cancer survivors 

with a PTSD diagnosis. Social media users with a history of 

cancer who suffer from depression will benefit from the 

prediction framework; for instance, it can act as an alarm 

system by detecting the presence of depression based on users’ 

posts. However, our model was trained solely on text-based 

tweets. In the future, we plan to explore the utility of other 

data modalities for uncovering PTSD indicators, such as audio 

and images, to improve our diagnoses. In addition, we hope to 

identify developing conditions such as suicidal thoughts and 

side effects of PTSD treatment.  
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Abstract 

Clinical trials are key and essential processes for researchers 

to develop new treatments as well as evaluate their 

effectiveness and safety, whilst more than half of all clinical 

trials experience delays, which leads to a considerable amount 

of cost. In this paper, we present a cost-effective framework to 

reduce the time and monetary cost in the stage of recruiting and 

screening eligible clinical trial participants. By leveraging 

patients’ observed conditions and the cost of medical 

examinations, the proposed framework uses collaborative 

filtering techniques to predict the utilized cost for the to-do 

medical examinations and then rank patients and medical 

examinations. The preliminary experiment results indicate that 

the framework is promising to reduce the cost spent on medical 

examinations by three quarters or even more and accelerate the 

recruitment process in the screening stage. 

Keywords:  

Eligibility Determination, Cost Savings, Machine Learning. 

Introduction 

Clinical trials, aiming at answering specific questions about the 

safety and efficacy of biomedical or behavioral interventions, 

are essential processes in medical research and innovation, in 

which human participants are recruited into experiments or 

observations. Unfortunately, recruitment is often slower or 

more difficult than expected, which leads to considerable 

monetary, time, and opportunity cost [1]. 

Faced with clinical trial recruitment are challenges from many 

aspects: fewer eligible patients than expected, fewer patients 

agreeing to participate than expected, etc. [2] When recruiting 

clinical trial subjects, it is common to see that some condition 

values of the patients are not available in EMRs. In a clinical 

trial determining the eligibility of patients with unobserved 

conditions is therefore difficult. To clarify, it is needed for 

additional medical examinations to determine the eligibility, 

while other patients with the history of these medical 

examinations, are not always eligible. Unobserved conditions 

can turn out to be eligible or not eligible.  

Given patients and their observed/unobserved conditions, to 

maximize the probability of matching the patients to meet the 

eligibility criteria and minimize the cost of medical 

examinations, which patients shall be firstly selected to conduct 

medical examinations, and which medical examinations shall 

be conducted first? In this study, we formulate the problem 

definition and then use a synthetic dataset and a mockup clinical 

trial to simulate the recommending cost-efficient medical 

examinations scenario. 

Methods 

Problem Definition 

Given a clinical trial that requires a set of clinical trial eligibility 

criteria, which corresponds to �  conditions: �

�� ��
�

��
�

� � ��
�
�, each condition requires one or more medical 

examinations to check patients’ eligibility, and the cost of the 

evaluation is known as E�� ��
�

� �
�

� � � �
�
	

�
.  

Given a patient cohort of 
 clinical trial participant candidates 

� �� ��
�

��
�

� � ��
�
�, we denote �

�
’s condition value on �

�
 as 



���

, and we use � to denote this patient to medical examination 

matrix. We let the data types of the values in the matrix to be 

binary values or real numbers, since we can split nominal 

values into several binary values. The values in �  can be 

extracted from EMRs, or they can be missing because the 

patients have not yet finished specific medical examination, in 

other words, the matrix � is sparse. 

With the above conditions, from the cost perspective, we are to 

solve the problem of: which patients in � shall be reached first 

for medical examination to check eligibility and given a patient 

�
�
, which medical examination shall be conducted first to 

reduce wastage. 

The Cost-Efficient Recommendation Framework 

To maximize the utilization of the cost used for medical 

examinations and accelerate clinical trial subjects’ recruitment 

process, we propose a cost-efficient recommendation 

framework to measure the utilized cost for a specific medical 

examination to each participant candidate when the condition 

value is unobserved. By leveraging this framework, we can 1) 

rank the medical examinations for a given participant candidate 

to reduce the potential wastage for the individual, and 2) rank 

the participant candidates to reduce the potential wastage for a 

group of patient candidates. 

Introducing Utilization and Utilized Cost 

To model the utilization and utilized cost, we take two aspects 

into consideration in this framework: 

• Cost of each medical examinations required to check 

the eligibility criteria, aforementioned as E, which are 

already known and constant values for all patients. 

• Patients’ probabilities satisfying eligibility criteria 

given their unobserved conditions. 

We then propose a method to measure the utilized cost for 

patients to conduct medical examinations. The utilized cost 

function of conducting a medical examination is designed 

as below: Given a medical examination �
�
, for a patient �

�
, 

we let the utilized cost �
���

�� � ����
���
� � �

�
 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190489

1470



where �
���

 is the estimated probability (� � 	
���) that 

���

 can 

satisfy �
�
. Higher �

���
 results to lower utilized cost �

���
. 

Intuitively, if 

���

 is already observed to satisfy eligibility 

criteria, then no cost is needed to be spent on �
�
 for �

�
, whilst if 



���

 is observed to dissatisfy eligibility criteria, then any other 

cost spent for �
�
 is of no utilization. So here we design the value 

of �
���

 to represent the model’ estimation of the probability that 



���
	will satisfy �

�
 after medical examination. 

If it is already observed that 

���

 satisfy �
�
 or not satisfy �

�
, the 

values of �
���

 are 1 and 0, respectively. If 

���

 is unobserved yet, 

�
���

 need to be estimated based on observed values in �.  

Estimating the Probabilities of Patients to Satisfy Criteria 

As mentioned, for observed values 

���

 in �, the correspondent 

values of �
���

 can be calculated as 1 or 0 based on eligibility 

criteria �
�
. Given the sparsity of �, there are also missing values 

in �  corresponds to unobserved values in � . Therefore, we 

propose a method to predict those missing values in �, based 

on the observed values. 

Based on the intuition of “patients of similar latent status will 

have similar conditions and phenotype”, we introduce the 

Collaborative Filtering (CF) technique to predict those missing 

values in �. The CF technique is already widely used in the e-

commerce recommender systems and has shown its values in 

predict users’ interest to new items based on existing feedbacks. 

In this study, we applied two popular methods of CF: the User-

based Similarity Model (UBSM) [3], and the Singular Value 

Decomposition (SVD) algorithm [4], to approximate patients’ 

probabilities satisfying eligibility criteria.  

Ranking Patients by Utilized Cost 

After using the CF technique to approximate the matrix �, we 

can compute the overall utilized cost �
�
 expected for each 

participant candidate �
�
: �

�
� ∑ �

����
. Patient candidates with 

lower utilized cost values should therefore be reached first for 

the screening and medical examinations. And for a specific 

candidate �
�
, medical examinations corresponding to smaller 

�
���

 values should be conducted first. 

Evaluating the Cost Efficiency 

Here we use this metric to measure the efficiency of the 

methods – specifically, we calculate the cost spent on medical 

examination to recruit K eligible participant. 

Experiment 

Dataset and Pre-Processing 

To simulate the process of recruiting clinical trial participants, 

we used the open-source Synthea Patient Generator [2] 

software to generate synthetic patients and synthetic electronic 

healthcare record dataset. In our experiment, the simulated 

cohort includes 7,889 and their 846,073 condition values in 136 

different LOINC codes – 21.14% of the condition values are 

not yet observed. To simplify the experiment, we removed all 

20 nominal features except for sex (binarized to 1 or 0). 

Experiment Setup 

Given the above cohort, we set up a mocked clinical trial and 

corresponding eligibility criteria to simulate the screening 

process, and the corresponding medical examination costs are 

estimated by searching the internet. We first selected the 

patients who have the above condition values observed, so that 

we can take them as the ground truth to evaluate our method. 

Secondly, to simulate the unobserved values, we randomly 

erased 25% of condition values related to eligibility criteria to 

empty values. Apart from the two CF methods, we also set up 

a baseline method, which simply conducts all correspondent 

medical examinations to participant candidates for unobserved 

values. 

Experimental Results 

Listed in Table 1 are the evaluation results of the baseline and 

two CF techniques. 

Table 1 – Number of patients conducted examinations in a  

simulated clinical trial recruitment screening setting 

Method

Cost on medical 

examination to recruit K 

eligible participants ($) 

Number of participant 

candidates who conducted  

medical examinations 

K=50 K=100 K=200 K=50 K=100 K=200 

Baseline 3382.0 6587.0 13357.0 208 391 780 

UBSM 78.0 310.0 3031.0 21 55 209 

SVD 9.0 204.0 2856.0 5 55 207 

Conclusions 

In this paper, we adopt the collaborative filtering technique to 

resolve the unobserved patient condition values in screening 

clinical trial participants and improve the cost efficiency of the 

medical examinations. The proposed method also provides a 

framework to reach clinical trial participant candidates in a 

proactive way, which is promising to reduce the time cost in the 

screening and recruitment stage. 
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Abstract 

The FAIR principles require the reporting of rich metadata. 
However, when researchers use data for secondary use from 
external data owners, the FAIR principles require a different 
implementation as if the researchers would describe their own 
data. In this paper, we specify how FAIR metadata can be 
implemented for secondary data analyses and provide a 
suggestion for relevant metadata. 

Keywords:  

Metadata, Data Collection, Data Curation 

Introduction 

The FAIR (Findable, Accessible, Interoperable and Reusable) 
principles [1] aim to achieve high reusability of data that were 
used or produced by researchers. By providing metadata, data 
become interpretable and easier to be found and used by other 
researchers [2]. Therefore, some funding agencies require to 
implement the FAIR principles in data management plans, to 
ensure that data from publicly funded research projects can be 
used further by other researchers [3]. 

Because the FAIR principles itself do not provide or require a 
specific implementation that defines the FAIRness of data, 
several metrics and implementations exist [2,4]. For example, 
researchers can use the GO-FAIR metadata to assess the 
FAIRness of their datasets [5] 

The FAIR principles and metadata can be well applied to data 
sets that are produced by researches and that can be made 
available by researchers. However, if researchers use data from 
external data owners for secondary analyses, they often do not 
have data sovereignty. This applies, for example, when 
administrative claims data are used by researchers for 
secondary analyses. The datasets that are provided to 
researchers, further called analysis datasets, are often generated 
for a specific research purpose. Therefore, the FAIR principles 
require a different implementation and should be used to 
describe the data that were used for analysis, how to acquire the 
data and under which license the data can be used [1,6]. 

In this paper, we analyze how the FAIR metadata can be 
implemented when researchers use administrative claims data 
from external data owners to conduct secondary analysis. We 
further provide suggestions for metadata that are needed when 
administrative claims data are used by researchers for 
secondary use. 

Methods 

The FAIR principles [1] and the GO-FAIR metadata layers [5] 
as well as the “REporting of studies Conducted using 

Observational Routinely-collected health Data” (RECORD) [7] 
and “Strengthening the Reporting of Observational Studies in 
Epidemiology” (STROBE) [8] statements as existing 
guidelines for using routinely collected data were analyzed. 

The requirements for the GO-FAIR metadata layers were 
compared with the results of a qualitative content analysis of 
data usage agreements from a secondary analysis of routinely 
collected administrative claims data [9]. It was determined, 
which FAIR metadata can be provided by researchers that used 
claims data for secondary analysis. and recommendations for 
metadata were developed.  

Results 

The results of the qualitative content analysis revealed that data 
owners of administrative claims data put different conditions on 
the release of their data for research. For reasons of data 
minimization, data owners generate specific analysis datasets 
for researchers instead of grant access to their complete 
database. The analysis datasets only contain the attributes and 
entities that are needed for the research question of the 
researchers. Further, the agreements often stated that the 
analysis datasets have to be deleted after the end of the analysis 
by the researchers. 

Therefore, it must be distinguished whether the analysis 
datasets or the data source of the data owner is described with 
FAIR metadata. Whereas the description of the analysis 
datasets provides metadata to published analyses, The 
description of the data source should provide general metadata 
about the data of the data owner and how other researches can 
access it. 

Our analysis resulted in the following concept for the GO-FAIR 
metadata to describe both the analysis datasets and the data 
source: 

(i) The Data Repository Metadata should be used to describe 
data provenance of the data source from that the analysis data 
sets were generated from. Data provenance includes a 
“description of the origins of a piece of data and the process by 
which it arrived in a database” [10]. For the secondary use of 
routine data, this means to create an audit trail of the data that 
includes the point of data entry at the data consumer, data 
extraction and processing, and research output. To assess the 
representativeness of claims data, data owners should share 
descriptions of the composition of the policyholders and 
available ranges. Descriptive statistics should be used to 
provide general information about the data. If data from 
multiple data owners are used, such a description should be 
provided for each data source. 
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(ii) If the data repository is organized in groups, such 
information should be provided for each group as Catalogue 
Metadata. 

(iii) The Dataset Metadata describes the analysis datasets that 
were provided by a data owner. Researchers should provide a 
description of the datasets they received from a data owner. The 
FAIR principles further require that the data are assigned a 
globally unique and persistent identifier to make them findable 
and citable. However, the qualitative content analysis showed 
that analysis datasets often have to be deleted by the researchers 
after the intended use. In some cases, the data owner retains the 
analysis datasets. Therefore, it might be problematic to apply a 
persistent identifier to the analysis datasets. Instead of assigning 
the identifier to the analysis datasets, it can be assigned to the 
data source in general.  

(iv) The Distribution Metadata describes how data were made 
available for researchers. 

Researchers should provide a description of how they accessed 
the analysis data sets and which license was associated with the 
data. For example, it can be described if the analysis data sets 
were transmitted to the researchers or if the data access was 
only possible in the premises of the data owner. 

Because licensing for secondary use of routine data is often 
regulated individually, it can differ between data owners and 
usage scenarios. For this reason, secondary users can not 
provide general information about licensing. They rather 
should provide a description of the license under which they got 
data provided by the data owner. Qualitative content analysis 
can be used to compare usage requirements from multiple data 
owners. 

 (v) The Data Record Metadata layer contains information 
about the structure and the content of the data set. Therefore, 
data owners should provide data descriptions or codebooks that 
contain information about the columns, attributes, and variables 
of the data sets. If data linkage across multiple analysis data sets 
is planned, it should be analyzed which attributes in one data 
set the map to corresponding attributes in other data sets. A 
matching of attributes in the data sets can be achieved with a 
spreadsheet-based harmonization table [11]. This approach can 
also be used to reveal data conflicts in the data. 

Privacy regulations require that data owners remove sensitive 
information to protect the privacy of individuals before data are 
shared with researchers. This can cause the problem, that in 
research projects, that involve the usage of data from multiple 
data owners, each data owner may apply different sanitization 
methods. Therefore, a description of how each data owner 
sanitized the data should be provided, as well as an assessment 
of the data quality and if data linkage across multiple data sets 
was possible, despite the sanitization. 

 Conclusions 

Making claims data permanently available is difficult because 
licenses with data owners often require that the data are 
destroyed after the end of an analysis.  

In this paper, we specified how FAIR principles and GO-FAIR 
metadata can be implemented for secondary data analyses and 
provided a suggestion for relevant metadata. The suggestions 
can be used to describe how researchers accessed and used data 
for their analysis. The implementation can be used by 
researchers that want to provide information about which data 
they used for their studies and how other researchers can access 
these data. 
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Abstract 

Dietary supplements (DSs) have gained increased popularity 

for weight loss due to its availability without prescription, 

relatively low price, and ease of use. Consumers with limited 

health literacy may not adequately know the benefits and risks 

associated with DSs. In this project, we found a knowledge 

gap between reported benefits of major DSs by adults with 

obesity in the National Health and Nutrition Examination 

Survey 2003-2014 and those reported in existing DS 

knowledge databases.  

Keywords:  

Obesity; Dietary Supplements; Nutrition Surveys 

Introduction 

Obesity, a complex chronic medical condition having 

multifactorial etiology, is on the rise not only in the US but 

also around the globe [1]. In the US, the prevalence of obesity 

among the 18 years or older population has increased from 

33.7% in 2007-2008 to 39.6% in 2015-2016; whereas, the 

prevalence of severe obesity in adults has increased from 5.7% 

in 2007-2008 to 7.7% in 2015-2016 [2]. Many patients who 

are overweight and obese consider using dietary supplements 

(DSs) for weight loss. Currently, there are a number of 

available options out there, either to simply maintain a healthy 

weight or to actually treat people who are overweight/obese 

and are at high risk of weight-related comorbidities; however, 

the vast majority of treatment around lifestyle changes often 

fail due to noncompliance resulting from various factors e.g., 

poor motivation, lack of time, gaps in knowledge/awareness, 

and lack of strong and prolonged commitment to observe the 

actual results [3]. On the other hand, most of the 

pharmacological and surgical procedures are associated with a 

substantial health risk at a high cost [4].  

The popularity of complementary alternative medicine, 

especially the use of dietary supplements for weight 

management, has gained much popularity. Aside from the 

health benefits resulting from weight loss, there are various 

other reasons (several of them being misconceptions) for  

people to turn to DSs for losing weight and/or maintaining a 

healthy weight, such as DSs being a natural product, effective, 

fast acting, associcated with minimal side effects, easily 

available, and  at relatively low price. Often consumers swtich 

to DSs in frustration resulting from failures in previous weight 

loss attempts following strict diet and exercise regimens. 

Interestingly. earlier studies have revealed that use of DSs is 

more commonly preventive with an aim to maintain and 

improve overall health, rather than being therapeutic to treat 

obesity. In this project, we aim to gain a better understanding 

of the use of DS products among obese people as well as their 

perceived benefits of these products. We used the combined 

National Health and Nutrition Examination Survey 

(NHANES) data from 2003-2014 to answer two research 

questions (RQ): RQ1: What are the perceived benefits of DS 

usage among obese patients? RQ2: Is there a knowledge gap 

between their perceived benefits and those reported in existing 

DS knowledge bases? 

Methods 

NHANES is a continuous cross-sectional health survey 

conducted by the National Center for Health Statistics [5]. It 

evaluates a stratified multistage probability sample of the non-

institutionalized US population. We first extracted the 

demographic, examination, and dietary data from NHANES 

for survey years 2003 – 2014 (6 survey cycles). To strengthen 

the analytical power of the study, survey data from multiple 

survey cycles were combined for the following analyses. 

Inclusion criteria for the cohort include: (1) BMI ≥ 30 kg/m
2

, 

and (2) age ≥ 18. This left us with a cohort of 11,959 

participants. DS use was pulled for this cohort. Total and 

individual DS use was available for all survey cycles although 

detailed data was inconsistent for years 2003-2004 and 2007-

2008. These inconsistencies caused minor issues with data 

processing but not with the data validity. This data was used 

for the demographic data. DSs used for specific reasons were 

grouped into types based on product information for the 

analysis.  

Data Analysis 

We first created a profile of obese adults in the cohort with 

respect to gender, age, race, and household income. Using the 

2007-2014 data with the needed variables, we assessed the 

major perceived benefits of the DSs used by obese adults in 

the cohort, stratified by specific DS type. In our previous 

study [6], we learned that the Natural Medicine 

Comprehensive Database (NMCD) [7] is the most 

comprehensive resource, providing DS information that is 

reliable, clinically relevant, and evidence-based. Hence, in this 

study, we compared the reported benefits of obese adults in 

NHANES with NMCD aiming to identify the knowledge gap. 
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Results 

Out of 11,959 survey participants, 5,421 (45.3%) self-reported 

taking at least one DS. The maximum number of DS used by 

an individual was 20. Survey participants were taking a total  

of 8,057 DSs , out of which  they took 5,591 (69.4%) DSs on 

their personal will, and they took the remaining 2,466 (30.6%) 

DSs on their clinicians’ advice. We looked at individual 

reasons for DS use between the years 2007-2014. Participants 

were given a list of top five reasons for DSs intake where they 

could choose 1 or more options (Table 1). We also looked at 

DS use reasons ‘For Weight Loss’ and ‘To Maintain Blood 

Sugar/Diabetes’. These reasons were matched to specific DS 

type. Overall, this same group (2007-2014) used 6,929 DSs.  

Table 1– Reason for DS use matched to type of DS 

Reason (Total Responses) 

Highest 

Type 

# of re-

sponses 

for this 

DS type 

% of total 

responses 

for this 

reason

General Overall Health
a 

(5,313)
 

MVMM
c

 1,677 41.0% 

Bone and Joint Health
b 

(1,569)
 

Calcium / 

Bone/ 

Joint 

834 57.7% 

To Supplement Diet/Food 

Not Enough (941) 

MVMM 462 49.1% 

Heart Health/Cholesterol 

(787) 

Omega-3 410 52.1% 

To Get More Energy (737) MVMM 316 42.9% 

For Weight Loss (184) Botanical
d

 55 29.9% 

To Maintain Blood Sug-

ar/Diabetes (125) 

Botanical
d

 40 32.0% 

a: Includes: To prevent health problems (813), to improve my overall health 

(2170), to maintain health/to stay healthy (1734), and to prevent colds/boost 

immune system (596). 4090 total responses once duplicative response were 

removed.  

b: Includes: For healthy joints/arthritis and for bone (522) health/build strong 

bones/osteoporosis (1047). 1446 total responses once duplicative responses 

were removed. 

c: Multivitamins/multiminerals 

d: DS classified as a botanical if it is part of a plant, tree, shrub, herb, etc. 

In addition, we investigated if the information provided in the 

existing knowledge base aligns with the reported use of a 

particular DS. We found consistency between the reported use 

of a particular DS and its use/effectiveness as provided in the 

existing knowledge base (NMCD) for improving certain 

conditions, e.g. general overall health, bone/joint health, heart 

health/cholesterol, and as a dietary supplement. In fact, we 

found useful information about the primary use of a DS in 

addition to its other common uses, e.g. use of calcium for bone 

and joint health other than to improve general health. For the 

remaining three conditions, i.e., getting energy, losing weight, 

and maintaining blood sugar, we found that consumers were 

taking DSs indiscriminately without sufficient, current, and 

scientific knowledge on how a particular DS impacts the 

human body, e.g. the use of MVMM and Vitamin B-

complexes for weight loss and/or maintaining blood sugars 

among diabetic patients, rather than the intended role of a diet 

supplement in people with restricted diets. 

Discussion and Conclusions 

In this study, we used the NHANES data to assess the use and 

perceived benefits of dietary supplements among obese adults. 

Demographics clearly play a role in DS use. We found that 

females were more likely than males to use DSs. With respect 

to age, the older the respondent was, the more likely he or she 

used at least one DS. These results conclude that there is lack 

of adequate knowledge about specific DS use and their 

resulting benefits, esepcially among consumers who are taking 

DSs for obesity and/or related conditions. Even though they 

consider obesity as a health concern, they are not using DSs 

for actual weight loss. This includes the use of MVMM and 

Vitamin B complexes for losing weight and/or maintaining 

blood sugar among diabetic patients rather than their actual 

dietary supplment role for people with restricted diets. We 

found that consumers were taking DSs indiscriminately 

without sufficient, current, and scientific knowledge on how a 

particular DS actually impacts the human body e.g., use of 

calcium for heart health, despite a considerable number of 

risks [8]. Overall, we found NMCD to be reasonable in 

finding the relevant information for most ingredients/products 

despite few challenges. This study pinpoints the gaps of the 

perceptions of dietary supplements among the general public, 

thereby informing informaticians of the opportunities for 

developing informatics tools to disseminate the “accurate and 

factual” knowledge to the consumers.  
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Abstract 

Automated extraction of patient trial eligibility for clinical 
research studies can increase enrollment at a decreased time 
and money cost. We have developed a modular trial eligibility 
pipeline including patient-batched processing and an internal 
webservice backed by a uimaFIT pipeline as part of a multi-
phase approach to include note-batched processing, the ability 
to query trials matching patients or patients matching trials, 
and an external alignment engine to connect patients to trials. 
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Eligibility Determination, Natural Language Processing, 
Machine Learning 

Introduction 

The success or failure of clinical research studies depend 
heavily on patient enrollment. Achieving sufficient levels of 
enrollment is an expensive endeavor in terms of both time and 
money [1]. Unfortunately, patients are commonly not enrolled 
in relevant trials because of their doctor's lack of awareness 
rather than the patient failing to meet eligibility criteria [2]. 
Natural Language Processing (NLP) and machine learning 
(ML) can be used to automatically extract relevant evidence 
from a patient's electronic health record (EHR) regarding their 
eligibility to participate in a clinical research study. 
Importantly, NLP and ML can glean these details from the 
structured fields (easily accessible through common database 
queries) and the unstructured clinical notes, which often lay 
untouched. Automated eligibility criteria extraction has been 
shown to significantly decrease enrollment time [3].  

Building off our prior experiences developing an eligibility 
criteria extraction engine for breast cancer trials [4] and 
competing in the 2018 n2c2 Shared Task on Cohort Selection 
[5,6], we have found a gap in the discussion and documentation 
of trial eligibility approaches, especially with respect to balance 
between component reuse vs. customization to accommodate 
an ever-changing list of trials. We are in the first phase of three 
to evaluate and distribute a modular architecture for extracting 
trial eligibility criteria from EHRs. 

Modularity comes in various forms and abstraction levels in the 
architecture. First, within the clinical research domain, new 
trials are constantly introduced and old trials are phased out. As 
such, the architecture needs to accommodate a formalism for 
describing criteria and their relationship to trials to allow trials 
to be easily added and removed from the monitoring cycle 
without heavy re-engineering of the core application. 

Second, the constant turnover of trials requires that the 
extraction engine be able to accommodate new concepts. As 

such, there must exist modularity in the engine itself to allow 
for the easy extension of the core application.  

Third, treating the patient as an individual is the ultimate goal 
of care but documentation of that care occurs in more quantal 
units. As such, the architecture needs to be able to integrate 
together extractions from individual notes (i.e., these quantal 
units) and structured data into a single picture of eligibility.  

We propose that, just as automated trial eligibility surveillance 
can decrease enrollment time and costs over fully manual 
efforts, trial eligibility surveillance systems balancing a stable 
core application against the three needs described above 
decrease development time and costs over fully bespoke 
applications. For the first phase, we have focused on developing 
towards the first two needs, as described below. 

Methods 

Figure 1 shows the high-level architecture of our initial phase 
implementation. At the heart of our architecture is an Apache 
UIMA pipeline [7]. UIMA (Unstructured Information 
Management Architecture) is designed to be a highly modular 
system for processing documents. With uimaFIT, specific 
modules can be activated for a document on-the-fly based on 
general program arguments or properties of the document itself. 
This two-fold modularity allows weaving together off-the-shelf 
components developed as part of other clinical data-oriented 
information extraction tools (e.g., from cTAKES [8]) with 
custom modules. While pre-existing tools like cTAKES are a 
good stepping-off point, such generalized systems are missing 
some required algorithms and concept extractors. We can easily 
add, remove, or upgrade concept extraction modules to match 
the evidential needs of new trials, as per our second need above. 
Overall, the system extracts eligibility criteria from clinical 
notes and aligns those criteria with trials for optimal pairing of 
patient to trial. (Details can be seen in Figures 2 and 3, below.) 

 

Figure 1 – High-Level Architecture of a Service-Based 
Pipeline Treating Patients as the Primary Pivot 

The most significant deviation from a standard UIMA pipeline 
is our use of the OMOP Common Data Model (CDM) [9] as 
our underlying data model for eligibility criteria. The two 
implications of this formalism are found in Figure 2. First, we 
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developed a module to standardize all other concept 
representations into a OMOP CDM representation.  

Second, we developed eligibility criteria aggregator modules 
for each trial which programmatically filter documents just as 
OHDSI's ATLAS tool allows users to define cohorts. The 
parallels between these implementations is intended to 
eventually allow for migration of definitions between the two. 
Quarantining the eligibility determination logic for each trial 
into its own module allows us to easily add and remove 
modules to match the flow of trials, as per our first need above. 

 

Figure 2 – Six Conceptual Classes of Pipeline Modules in Use 

 

Figure 3 – Configurable paths through uimaFIT. Light Gray modules are not used by default but can be parametrically called. 

A webservice sits in front of our UIMA NLP application to 
allow users to batch process patient records. As an early and 
partial implementation of our system, we currently only support 
treating a document as a self-contained representation of a 
patient. A patient's eligibility is determined based on the 
contents of a single document rather than on the accumulation 
of evidence over time. 

Results 

A simple webservice was developed in Java using the Spring 
Java framework. It accepts a single document or a batch of 
documents such that each document contains the entire 
collection of notes associated with a given patient.  

General guidance on processing documents can be passed to the 
engine via the parameters of document-type and annotators-list. 
The former is used when the document fits squarely into a 
predefined limited set of known documents types (e.g., 'cte' 
type documents are processed as per the cancer trial eligibility 
pipeline we developed prior to this work). The latter allows the 
user to specify additional modules to run on the documents 
beyond the standard core pipeline. Figure 3 depicts a simplified 
view into several common flows through the pipeline. 

Due to the uncertain nature of how long processing takes, the 
webservice does not hang while waiting to return results. The 
user must re-query the webservice with a provided batch-key 
(which uniquely identifies a batch) to get the break-down of 
eligibility by trial and criteria per patient in a JSON file. 

Discussion 

The next phase of development will be to accumulate extracted 
information about a patient across notes and structured data and 
improving the pipeline's flexibility. Webservice query 
parameters cannot yet fully control the system. Finally, trial 
eligibility criteria are programmatically determined. Ideally, 
this alignment between patient information and trial would be 
done externally and be less rigidly defined (e.g., through a 
spreadsheet, which we have experimented with through 
OHDSI's ATLAS, or using machine learning algorithms). 

We have consolidated the development wisdom from separate 
applications built for similar tasks within the domain of 
eligibility surveillance. The shared components will reduce 
development and upkeep costs and will help us better clarify 
our abstract representations of trial criteria, as experimented 
with using OHDSI's ATLAS tool.  
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Abstract 

The health concept has evolved throughout history. The people 

health level is determined by the perception that each 

individual has of it. It is a dynamic process over time, so the 

variations can be see from one moment to another. In this way, 

knowing the health of the patients you care for will facilitate 

decision-making in the treatment of care. To know the level of 

health of the people, a technological tool is presented that 

calculates the people health level through the Health Variables 

and Nursing Outcomes Classification (NOC) labels. 

Keywords:  

Health Care Technology, Population Health,  Health 

Introduction 

The present study starts from the following research aim: 

Design an application for calculate the people health level 

based on the health variables. 

Today in Spain, the so-called "Health Indicators" are used to 

establish the health level of a population. These indicators can 

be found in the health indicators document “Evolution of the 

indicators of the state of health in Spain and its magnitude in 

the context of the European Union” [1]. However, no tools have 

been found that determine the level of health of people, 

understanding that health goes beyond the absence of the 

disease, as proposed by WHO [2]. 

The objective of the research presented in this article is to 

design a computational tool that determines the level of health 

of a person at a given time. For this, a study has been carried 

out in which the logical formalization of the WHO Health 

concept takes place. This formalization allows to represent all 

those potential health states of a person [3].  

Methods 

The present study used deductive type methodology and was 

developed in four phases: 

1. Extraction and representation of knowledge. 

2. Design and development of the prototype tool. 

3. Specification of Soft-ware Engineering Requirements 

through the Standard “IEEE Recommended Practice 

for Software Requirements Specification ANSI/IEEE 

830-1998”. 

4. Verification of the tool by group of experts of the 

MISKC Research Group, Alcalá University. 

Results 

Definition of Health Variables 

The first result obtained derives from the extraction and 

description of the variables that constitute the concept of Health 

proposed by the WHO. This set of 11 variables has been called 

health variables. 

• Physical Functioning: Functioning of the apparatuses 

and corporative systems of the person. It has a 

reversible character. 

• Mental Functioning: In order to determine the mental 

functioning, the state of consciousness, spacetime 

orientation, behavior and language will be valued. It is 

reversible. 

• Social Functioning: To determine the social 

functioning of a person will be assessed the ability to 

communicate and interact with other people. It is 

reversible. 

• Confort Status: The welfare of the person, their 

tranquility, personal security, adaptation to the 

environment will be valued. 

• Material Resources: Set of material goods needed to 

live [4]. 

• Time Resource: Temporary availability to carry out 

your care [4]. 

• Sings Presence: Sign measurable and valuable by the 

healthcare professional. 

• Symptoms Presence: Manifestations of each person. 

• Physical Condition: Sequel of irreversible character in 

the functioning of the body. 

• Mental Condition: Sequel of irreversible character in 

mental functioning. 

• Social Condition: Sequel of irreversible character in 

social functioning. 
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Tool Design 

The computational tool will collect information about the health 

status of the person through NOC indicators. For its 

development, each one of the 11 variables of health were 

correlated with a label of the Taxonomy of NOC Result Criteria 

(Nursing Outcomes Classification) [5].  

 

Figure 1 – Relationship between Health Variables and NOC 

Related 

In this way, when relating the variables of health with NOC 

labels, they are related to their scale of measurement, being said 

scales those used to determine the people health level. 

IEEE 830 Requirements Specification Interface 

The application (app) is intended for all healthcare 

professionals.  Then, this is the last of the results, the 

Specification of Software Engineering Requirements through 

the Standard “IEEE Recommended Practice for Software 

Requirements Specification ANSI/IEEE 830-1998”, through 

the developed interface. The start screen of the app is shown in 

Figure 2. 

 

Figure 2–Principal APP Interface 

Once the user has accessed the app, an information screen 

appears in which clicking on each one of the health variables 

will show its definition. Finally, Figure 3 shows what the health 

calculation tool would look like, in which health variables are 

identified along with the Likert-type scale based on the NOC 

taxonomy. 

 

Figure 3 – Health Level Calculator 

Discussion 

7 out of 10 Spaniards consider that their state of health is 

good[6]. These data are based on the results obtained after the 

National Health Survey, in which the section of the health status 

module asks the population of the type: “Would you say that 

your health has been very good, good, regular, bad, very bad?”, 

“Do you have any chronic or long-term illness or health 

problem?” or “What type of problem is the cause of its 

difficulty in carrying out the activities that people usually do?” 

[7]. However, no tools have been found that determine the level 

of health of people who go beyond the impact that health 

problems have on the individual. 

Conclusions 

The analysis of the data obtained will draw a graph where one 

can observe how the level of health of each participant is 

modified throughout a certain process. Determining the level of 

health of a given population facilitates the establishment of 

assessment criteria and health management, allowing 

prediction and prioritization of different health care strategies. 
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Health Variables NOC Related

Physical Functioning Personal Health Status (2006)

Mental Functioning Personal Health Status (2006)

Social Functioning Personal Health Status (2006)

Confort Status Estado de comodidad (2008)

Material Resources Health Belief: Resources Perception (1703)

Time Resource Health Belief: Resources Perception (1703)

Signs Presence Knowledge: Disease Process(1803)

Symptoms Presence Knowledge: Disease Process(1803)

Physical Condition Personal Health Status (2006)

Mental Condition Personal Health Status (2006)

Social Condition Personal Health Status (2006)
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Abstract 

The low proportion and the rapid evolvement of major adverse 
cardiac events (MACE) present challenges for predicting 
MACE by machine learning models. In this paper, we propose 
a method to predict MACE from large-scale imbalanced EMR 
data by using a network-based one-class classifier. It only used 
the reliably known MACE samples to establish the 
hyperspherical model. Experiments show that  our model 
outperforms the state-of-the-art models. 

Keywords:  

Acute coronary syndrome, machine learning, algorithms 

Introduction 

Acute coronary syndrome (ACS) is a group of diseases, 
resulting from a sudden decrease of blood flow in the coronary 
arteries and cardiac tissues leading to cardiac insufficiency or 
death. Given the fatal impact of MACE on ACS patients, 
researchers have consciously collected a large number of 
resident admit notes at the early stage of hospitalization, 
making the risk prediction of MACE a resoluble data analysis 
problem. In this state, two main methods are developing around 
this problem. The more traditional MACE prediction method is 
to use the risk score model. For example, TIMI [1], GRACE [2] 
and other tools introduce the factor score model into pre-
selected risk factors to realize MACE risk prediction. Such 
approaches have a few drawbacks, they only apply to small 
sample evaluations, and they have strict requirements on data 
integrity, that make them difficult to deploy effectively in 
various real environments. A recent class of approaches 
advocates the use of supervised learning algorithms to directly 
model large-scale EMR data, and models can predict new cases 
of ACS patients in different environments [2]. In particular 
MACE, as a rare event, brings label imbalance to the prediction 
work. For example, only 3.5% of ACS patients in the data set 
we collected have MACE. However, existing machine learning 
models that have been improved to address imbalances still 
have several limitations that cannot be avoided for low level 
performance, resampling training data, and the false negatives 
of negative samples in the actual case data. Therefore, we 
present a Network-based Support Vector Data Description, 
called N-SVDD, to learn a similarity network of ACS patients 
as a new network representation and training of diagnosed 
MACE samples by Support Vector Data Description.  

Methods 

Cohort Construction 

The multicenter, retrospective cohort study was conducted in 
38 urban and rural hospitals in three provincial-level regions of 
China. Adult inpatients who were diagnosed with ACS at the 
time of death or discharge were recorded in the data set. We 
tooke an intermittent acquisition mode to record ACS patients 
corresponding to hospitals of different scales.  A total of 26,986 
selected patient samples were included in this study. Overall, 
there were 955 MACE records, only 3.5% of the total sample. 
The patient data were collected from the information system of 
each hospital and reviewed by investigators with professional 
knowledge and experience in the process of summarizing, to 
establish a clinical archive set. Our previous study [3] has 
assessed the association between all available patient variables 
and MACE. On this basis, we screened out 41 variables as train 
features; including age, demographics, diabetes mellitus, 
personal history, living habits, ACS type, Killip class, etc. as 
Figure 1 shows. The missing values were re-estimated by 
multiple imputations, the predictive mean matching was used 
for continuous variables. We performed one-hot encoding on 
categorical variables with more than two classes. Also, to 
standardize the continuous values, we removed the mean and 
scaled the unit variance. 

 

Figure 1–Flow diagram of N-SVDD. 

N-SVDD (Network-SVDD) 

The procedure of the proposed N-SVDD is shown in Figure 1. 
N-SVDD converts the patient features to the left of the figure 
into the similarity network representation in the middle of the 
figure, and then sends it to the one-class classification model 
training to the right of the figure, and predicts whether the new 
patient will suffer from MACE. Suppose that we have n patient 
samples and m feature variables, then we transform the original 
patient features into a similarity network based on these 
associations. A patient similarity network is represented as a 

B
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graph  with a two-element tuple, where
is a set of vertices representing n patients in a 

network, and the is a set of edges. E is made up of 
the similarity of the paired elements in V. To achieve a 
similarity matrix of patients, we assess nodes similarity by the 
use of Squared Euclidean distance as it is good at evaluating the 
interrelationship between continuous data [4]. Support Vector 
Data Description (SVDD) [5-6] is a sophisticated one-class 
classification model whose goal is to determine whether a test 
sample should be classified as a specified category. Typically, 
patient variables of one class samples contain only feature 
information which is expressed by such samples. Instead, the 
sample trained by N-SVDD already contains many more 
representations by introducing the patient-patient similarity 
network. Suppose that there are k ACS patients labeled MACE, 
all the N-SVDD used samples should be represented as 

, where . Given the n 
network representations, such as for the training features, 
SVDD first maps the new input representation with a nonlinear 
transformation to a new feature space via a mapping function 

. Then, it determines a sphere with a minimal volume 
containing all or most of the mapped patients in the new space. 
Let a center  and radius   express the hypersphere, the 
SVDD by using a minimum radius of hypersphere to describe 
the input samples, makes the minimum volume of hypersphere 
surround the patient samples as much as possible. When testing 
whether an ACS patient will have MACE or not, we calculate 
the distance from the test object z to the center of the 
hypersphere. When the distance is smaller than the radius , the 
test object z is considered to have MACE. 

Results 

Due to that our ACS dataset has a high class imbalance, we use 
a 5-fold cross-validation for testing. Since the reliable positive 
samples are too small this may lead to no positive training 
samples if randomly dividing the dataset. We separate positive 
and negative samples and divide both into each fold equally. At 
present, many studies are subtly designed for predicting the 
MACE in ACS patients. We selected four comparison 
approaches; including two traditional models: SVM and 
Random Forest, and two models especially proposed for 
imbalanced data: SVM-BS and SVM-SMOTE [7]. The 
prediction task of unbalanced data cannot evaluate the 
prediction performance with common standards, and the 
evaluation metric must be able to weigh many true negative 
results. The area under the ROC curve (AUROC) has been 
proven to be able to avoid the influence of a large number of 
negative samples well and has become the evaluation standard 
for unbalanced tasks [8]. We compared the best AUROC scores 
of the N-SVDD with the above approaches. 

Table 1– The average AUROC of proposed N-SVDD and 
comparison methods for the four imbalanced patient datasets. 

 
Table 1 shows the AUROC scores of N-SVDD on the datasets 
of three provinces (A, B, C) and the consolidated dataset (All). 

As the results look like those shown above, the prediction 
accuracy of the proposed N-SVDD is superior compared to all 
methods on four datasets.  

Conclusions 

In this paper, we have proposed a novel machine learning 
approach called N-SVDD to predict MACE of ACS. It is a 
unique approach in the sense that it represents an attempt to 
make use of one-class network representations to predict the 
potential MACE of ACS patients. The experimental results 
show that N-SVDD can predict MACE accurately. The 
proposed model is also used in comparison with the state-of-
the-art algorithms on four datasets, with approximately 7 to 13 
% improvement of AUC values over the compared methods. 
The prediction accuracy of N-SVDD enables it to be used in 
clinical MACE prediction. N-SVDD can be a promising, 
intelligent tool for assisting in decision making related to the 
ACS treatment. It has good potential to improve the efficiency 
and effectiveness of automated clinical diagnosis. 

Acknowledgements 

This work was supported by grants from the National Science 
Foundation of China: 81530016 to Changsheng Ma, and the 
Beijing Municipal Commission of Science and Technology: 
D151100002215003 and D151100002215004 to Jianzeng 
Dong. 

References 

[1] E.M. Antman, M. Cohen, P.J.L.M. Bernink, C.H. McCabe, 
T. Horacek, G. Papuchis, B. Mautner, R. Corbalan, D. 
Radley, and E. Braunwald, The TIMI Risk Score for 
Unstable Angina/Non–ST Elevation MI: A Method for 
Prognostication and Therapeutic Decision Making, JAMA 
284 (2000), 835-842. 

[2] D. Hu, Z. Huang, T.M. Chan, W. Dong, X. Lu, and H. 
Duan Acute Coronary Syndrome Risk Prediction Based on 
GRACE Risk Score. Stud Health Technol Inform. 245 
(2017), 398-402. 

[3] Y. Li, X. Du, T. Chen, X. Li, G. Xie, and C. Ma, A Risk 
Model to Predict In-hospital Major Adverse Cardiac 
Events in Acute Coronary Syndromes Patients. J Am Coll 
Cardiol  71 (2018), A250. 

[4] B. Wang, A.M. Mezlini, F. Demir, M. Fiume, Z. Tu, M. 
Brudno, B. Haibe-Kains, and A. Goldenberg, Similarity 
network fusion for aggregating data types on a genomic 
scale, Nature Methods 11 (2014), 333. 

[5] D.M.J. Tax and R.P.W. Duin, Support Vector Data 
Description, Machine Learning 54 (2004), 45-66. 

[6] H. Pengwei, C.C.C. Keith, and H. Yanxing, Predicting 
Drug-Target Interactions Based on Small Positive 
Samples, Current Protein & Peptide Science 19 (2018), 
479-487. 

[7] Z. Huang, T.-M. Chan, and W. Dong, MACE prediction of 
acute coronary syndrome via boosted resampling 
classification using electronic medical records, Journal of 
Biomedical Informatics 66 (2017), 161-170. 

[8] J. Huang and C.X. Ling, Using AUC and Accuracy in 
Evaluating Learning Algorithms, IEEE Trans. on Knowl. 
and Data Eng. 17 (2005), 299-310. 

Address for Correspondence 

Pengwei Hu, IBM Research, Software Park, Haidian District, 
Beijing, China, 100193. E-mail: upwei@cn.ibm.com. 

 Data Set 
Method A (8098) B 11980) C (6890) All (26968) 
N-SVDD 0.713 0.739 0.751 0.760 
SVM-BS 0.659 0.671 0.662 0.673 
SVM-
SMOTE 0.701 0.705 0.701 0.703 

SVM 0.568 0.575 0.562 0.577 
Random 
Forest 0.692 0.697 0.677 0.695 
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Abstract 

Drug combination therapy can improve drug efficacy, reduce 

drug dosage, and overcome drug resistance. Many studies have 

focused on predicting synergistic drug combinations. However, 

existing methods fail to consider the heterogeneous 

characteristics of drugs fully, and it is difficult to identify 

effective drug combinations. Therefore, we propose a new 

integrated prediction model based on deep representations by 

integrating information from multiple domains to accurately 

and effectively predict drug combinations. 

Keywords:  

Heuristics; Deep Learning; Drug Therapy, Combination 

Introduction 

It is common for providers to prescribe a single drug that is 

precisely targeted to a diagnosis. However, in some cases, 

single drug use limits the efficacy of the drug and the 

condition’s resistance to that drug [1]. One application of drug 

combination that covers a large number of people is the 

treatment of chronic diseases. In general patients with chronic 

diseases are older, with multiple diseases, and need two or more 

doses of drugs in daily treatment [2]. This type of synergistic 

drug combinations aims to cover all therapeutic targets and 

reduce the off-target effect.  

Similarly, cancer treatment is also a difficult task that needs to 

be solved with polypharmacy. The identification of effective 

combinations of drugs is crucial to finding effective treatment 

for drug-resistant cancer. Recently, regulators have treated drug 

combinations as new, special drugs for the treatment of various 

cancers [3-4]. Although the combination of drugs is effective, 

it is not feasible for doctors to screen all possible drug 

combinations when prescribing. In addition, it is extremely time 

consuming to find effective compound drugs through biological 

experiments.  

Many studies have shown that multiple biomedical variables 

are associated with patients’  responses to drugs [5]. With the 

emergence of various related databases and the development of 

EMR systems, integrating various biomedical information to 

predict effective drug combinations will be an ideal clinical tool 

for medication treatment. Currently, machine learning methods 

based on drug features are the main methods used to predict 

synergistic drug combinations. One study has proposed a new 

prediction method for synergistic drug combinations, 

combining molecular and pharmacological information [6]. 

Further, more sophisticated algorithms have integrated a series 

of related properties such as drug-drug interactions, protein-

protein interactions, and pathways together, and then use 

random forests with feature selection methods to predict 

synergistic drug combinations [7]. Ding et al. [8] introduced 

more related features of drugs, converted feature expressions 

into similarity networks, and integrated multiple networks to 

achieve the purpose of prediction with ensemble learning. 

Unfortunately, these methods directly concatenate the features, 

failed to keep the network structure information, and performed 

network embedding after concatenating.  

To address these challanges, we propose a deep representation 

model to fuse multiple similarity networks for synergistic drug 

combination prediction called DSDC. The experimental results 

presented here indicate that our method outperformed the state-

of-the-art approaches on the real-world dataset. 

Methods 

Figure 1 displays the the procedure of the proposed DSDC. We 

first constructed the similarity networks for various properties 

that could be calculated according to object features. Then we 

applied the network integration method to fuse the multiple 

similarity network to one network. Deep Auto-Encoder was 

used to conduct network embedding, and the classifier used the 

network representation to train the prediction model.  

Figure 1– Flow Diagram of DSDC
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Materials 

Synergistic Drug Combination 

The drug combination information used in this study was 

obtained from a widely used database, DCDB 

(http://www.cls.zju.edu.cn/dcdb). The validated drug 

combinations recorded (1363 records) by database records were 

collected from the FDA, clinicalite.gov, and PubMed literature. 

To obtain various types of measurements, we used the methods 

of Bai et al. [9] to collect transporters, targets, pathways, 

enzymes, and side effects of drugs from multiple data sources 

for the drug similarity network learning. 

Similarity Network Learning 

Suppose we have � samples and � measurements; this means 

there are � networks for one kind of drug properties. Let � �

�����  represent one kind of network, where � �

��
�

��
�

� � ��
�
		is a set of �	nodes representing all the drugs in 

the network, and the � � ��
��

 is the edge set containing the 

edges between pairwise drugs, and their values represent how 

similar these nodes are. The edge weights are constructed by an 

� � � similarity matrix �. 

Network Integration 

Since the influence of each attribute on the target is different, a 

weighted combination strategy was used to integrate the 

similarity in order to adjust the deviation of each similarity and 

balance multiple networks. In order to achieve an integrated 

network from multiple networks, DSDC used m weight 

parameters to control the weight for each network. The 

integrated similarity network ��  can be defined as follows: 

�� �

∑ �
�
	
�

�

���

∑ �
�

�

���

� � � ��	�
� � ��. 

Deep Representation and Prediction 

Then, we imported Stacked Auto-Encoder as an unsupervised 

learning model to get new deep representations from the 

integrated network. One effective classifier was used to predict 

whether a given drug-target interaction was positive or not 

according to the gold standard dataset. Finally, Support Vector 

Machine (SVM) was used as a classifier to train the new deep 

representations. 

Results 

The experimental results are presented in Table 1. We use 5-

fold cross-validation, where each fold leaves out 20% of the 

positive and negative samples for testing. At present, many 

studies are proposed for predicting the synergistic drug 

combinations. We further considered several important studies 

of feature-based and network-based models which have been 

implemented in the prediction of synergistic drug 

combinations. We selected three studies to include two feature-

based machine learning approaches (Ensemble model and 

SVM) and a method using the drug similarity network. When 

we compared the the DSDC score using these methods against 

the best AUROC scores, DSDC performed better. 

Conclusions 

This study shows that the network integration method can 

effectively use the network representation of various properties 

to predict the potential SDC. In the context of clinical treatment, 

providers can quickly identify which drugs play an auxiliary 

role according to the prescribed primary drug. In the future, if 

we further combine the personal information of patients with 

the properties of drugs, we hope to provide more reliable 

synergistic drug combinations.  

Table 1– The average AUROC of proposed DSDC, NLLSS, 

Ensemble model, original SVM 

Methods 

NLLSS 

[10] 

Ensemble 

model[9] 

SVM DSDC 

AUROC 0.783 0.801 0.652 0.825 
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Abstract 

A comprehensive scheme of patient similarity based on different 

types of patient features and the corresponding similarity 

measurements was proposed. Patient similarity was used in 

building a predictive model where training samples similar to 

the index patient were selected instead of randomly selected 

samples. The predictive models using the proposed patient 

similarity measurement outperformed those using Euclidean 

distance based similarity and those not using patient similarity. 

Keywords:  

Patient Similarity, Electronic Medical Records, Disease 

Prediction 

Introduction 

Recently, predicting the onset of a certain disease for 

individuals applying machine learning technology based on 

patient similarity became an important and prevalent research 

in personalized healthcare. Since patients similar with a certain 

patient may provide similar information on disease history and 

treatment history which may facilitate building effective 

predictive models,  accurate identification of similar patients 

became a fundamental and crucial step [1], and there has been 

rapidly growing research of calculating and applying patient 

similarity for personalized analytics [1-4]. However, a series of 

questions have emerged with the development of patient 

similarity research, such as which feature(s) will be more 

reasonable for computing the patient similarity, and how to 

integrate the feature similarities into the patient similarity?  

In this study, we conducted an exploratory study on the Patient 

Similarity Measurement (PSM) where the similarity at the 

patient level was calculated directly from four similarities at the 

feature level. The proposed PSM was then used to select similar 

patients for predicting the disease status of an index patient to 

assess the effectiveness of the proposed PSM.  

Methods 

Data set 

Data used in this study was extracted from the Electronic 

Medical Records (EMR) system of a tertiary hospital in Beijing, 

China, from 2014 to 2016, covering 104,482 patients with over 

140,000 hospital admissions. Each record included 

demographics (age and gender), up to 11 disease diagnoses, and 

laboratory tests. In order to build predictive models for the 

diabetes status for a certain person, 5,000 patients with diabetes 

were randomly selected from the overall 27,803 patients with 

diabetes in the dataset. Together with another 5,000 randomly 

selected patients without diabetes, they composed the study 

sample set for the subsequent study. 

Calculation of the patient similarity 

Four patient features included in this study included age, 

gender, disease diagnosis and laboratory test. Similarities at the 

feature level were first calculated according to the feature’s data 

type. Age similarity SA was set as the ratio of the minimum to 

the maximum of two age, and gender similarity SG was defined 

as 1 if the two patients have the same gender and 0 otherwise. 

Laboratory test similarity SL was defined as one minus the 

Euclidean distance between two sets of laboratory tests.  

�
�
��

�
��

�
� � � �

�����

�����

                      (1) 

Disease diagnosis similarity SD was computed by one minus the 

Jaccard distance (Eq. 1), where A and B were the disease 

diagnoses sets (represented by the ICD-10 codes) of patient Pi 

and Pj. Patient similarity was the weighted sum of those 

similarities at the feature level. 

Feature combination scheme 

We used the task-guided method to identify the optimal 

combination of four feature similarities. There were three main 

variants for the PSM calculation, including the code scheme for 

disease diagnosis which may impact the Jaccard similarity, the 

number of laboratory tests which may impact the Euclidean 

distance, and the weights assigned to each feature similarity. 

• ICD-10 codes truncated by the first three or four letter 

and numbers (named ICD-T3 and ICD-T4, 

respectively) were used in this study. Additionally, 

Clinical Classification Software (CCS) code scheme 

was used in this study, where ICD-10 codes were 

grouped into 259 categories (encoded as 1–259) which 

may be more meaningful clinically. 

• 77 most common and regular laboratory tests were 

selected as the full set of laboratory tests. Among 

them, 45 and 55 laboratory tests with significant 

difference between patients with and without diabetes 

(P<0.01 and P<0.05, respectively) were grouped into 

Lab subset A and B, respectively. 

• Three typical weight allocation schemes for the 

feature similarities were chosen taking the clinical 

importance into account. Scheme � hypothesized that 

all the four features supported the same contribution 

to the patient similarity, giving the equal weights of 

0.25 for them. Schemes � (weights of 0.1, 0.1, 0.4, 

and 0.4, respectively) and � (weights of 0.1, 0.1, 0.6, 

and 0.2, respectively) paid more attention to the 

laboratory tests and disease diagnoses, which maybe 

more important for the clinical diagnoses. 
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In total, we designed 27 PSM calculation schemes, involving 

three disease code systems, three laboratory test sets, and three 

weight allocation schemes.  

Application of the patient similarity measurement 

PSM was used to build predictive models for diabetes status. 

The study samples were randomly split into three parts: i) an 

optimization set with 3,000 samples for determining the 

optimal patient similarity. They were further split randomly 

into a subset of 1,000 and 2,000 samples for seeking the optimal 

PSM; ii) a training set with 6,000 samples for building 

predictive models (logistic regression models in this study), and 

iii) a validation set with 1,000 samples for validating.  

For a given patient in the validation set, k randomly selected 

training samples or k most similar training samples identified 

by the proposed PSM and the Euclidean distance based PSM 

were used to build the predictive model for that patient, 

respectively. The Euclidean distance based PSM was defined 

as one minus the Euclidean distance between two patients, 

represented by age, gender (1 for male and 0 for female), 

laboratory test (77 items in total), and disease was represented 

by an vector � � ��
�
��

�
� �	����	 � ��
 �
� where n was the 

number of all possible disease recorded in the dataset, and xd =1 

if the patient had the disease and 0 otherwise. 

For logistic regression, log-likelihood loss function was used to 

measure the predictive error (Eq. 2). The predictive 

performance was evaluated by the area under the Receiver 

Operating Characteristic (ROC) curve (AUC), and the average 

of AUCs (AAUC) was used as the comprehensive index to 

compare the performance when k changed. 

���� 
� � 	�� � ���	� � �� � 
� � ���	�� � ��       (2) 

where y was the true value and ŷ was the predict value. 

Results 

The optimal scheme for calculating the patient similarity 

Under all the possible combinations of disease code schemes 

(CCS, ICD-T3, and ICD-T4), laboratory test set (Lab subsets 

A, Lab subsets B and full set), and weights allocation schemes 

(Schemes , , and ), the AAUC of predicting diabetes status 

for 1000 samples in the optimization set ranged from 0.7334 to 

0.8521, and the optimal PSM scheme was the combination of 

ICD-T3 for disease diagnosis, Scheme  for weights allocation 

and laboratory tests of Lab subset A (Figure 1). 

Performance comparison 

The predictive performance of the models built on k (from 60 

to 1800 step by 60) training samples selected by different 

methods were shown in Figure 2. Models based on the proposed 

PSM could obtain higher performance with less training 

samples, and the corresponding AAUC was 0.86, which was 

higher than those (0.80 and 0.83, respectively) on training 

samples selected randomly and by Euclidean distance based 

PSM.  

Discussion 

There are increasing studies on patient similarity. The 

commonly used features for computing the similarity involved 

clinical data, diagnoses, medications, procedures, and lab 

results [1], and vital signs like heart rate and blood pressure [4]. 

Though the similarities were computed only with age, gender, 

laboratory test and disease diagnosis in this study, they were 

helpful in building and improving predictive models. For the 

specific predictive task in this study, the models built on the 

similar samples identified by the proposed PSM could get 

higher performance than those built on randomly selected 

samples. We also found the proposed PSM was most useful 

when there was little training data available.  

In the proposed PSM, computation methods used for computing 

similarities varied from feature to feature, instead of a single 

measure like cosine similarity [4]. Our experimental results 

showed that predictive models built with the help of the 

proposed PSM had a higher performance than those built with 

a single Euclidean similarity, suggesting that a comprehensive 

scheme of similarity measurements was necessary. 

 

Figure 1 – Average areas under the ROC curve for all the 27 

PSM calculation schemes. CCS: Clinical Classification 

Software; ICD-T3 or ICD-T4: ICD-10 code truncated by the 

first three or four letter and numbers. 

 

Figure 2 – Performance of predictive models built on training 

samples selected by using different methods. 

However, other clinical features like bio signals, procedures, 

and diagnostic imaging were also important in similarity 

computation [1], which were not available in our current study. 

In addition, the proposed optimal task-guided PSM scheme 

may be limited in cross-domain applications.   

Conclusions 

This study proposed a patient similarity measurement scheme 

which the optimal combination of feature similarities was 

determined by experiments and the proposed patient similarity 

showed a higher performance than others. It could be expected 

that the proposed method will be helpful in EMR applications. 
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Abstract 

Terminology binding has been adopted in Hong Kong 

Hospital Authority to link terminology component to clinical 

information models. This linkage facilitates structured data 

capturing and streamlines clinical workflow. With information 

models and data representation standards in place, data 

interoperability and data integration can be maintained for 

seamless patient care delivery. 
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Introduction 

In Hong Kong Hospital Authority (HA), clinical information 

beyond diagnoses and procedures can be captured by 

electronic Generic Clinical Documentation (GCD) forms with 

customized questions and answers. The HA constructs 

Information Architecture (IA) with “Form”, “Entity” (form 

questions), and “Data Value” (form answers) under clinical 

information model. The GCD forms are easy tools which were 

designed to fit clinical workflow for organized data capturing 

and reviewing.  It helps to capture comprehensive cross-

domain-data on one screen within a few clicks that enables  

flexible documentation. Clinicians can synthesize information 

at a glance for fast and precise decision [1]. 

 Figure 1–  Illustration of terminology binding used in Hong 

Kong Hospital Authority 

As advocated globally, HA has implemented standardization 

of clinical records using international standards to prepare for 

the data interoperability needs of the territory-wide electronic 

health record [2]. Thus, HA has adopted terminology binding 

for data standardization to facilitate clinical workflow by 

linking clinical information model and clinical terminology, 

and achieving semantic interoperability [3]. 

For the terminology component, HA uses Hong Kong Clinical 

Terminology Table (HKCTT), a medical dictionary developed 

for HK use, as a standard clinical terminology. It includes but 

not limited to diagnoses, procedures, substances, and 

pharmaceutical product concepts. Each concept was mapped 

to international terminologies, including SNOMED CT, 

International Statistical Classification of Diseases (ICD), etc. 

Method 

This paper demonstrates the initiation of applying terminology 

binding of diagnosis and procedure terms in HA corporate 

forms. Locally, we customized form questions and answers. 

Behind the scene, we implemented standardization by 

mapping the questions and answers to reusable and 

standardized “Entity” and “Data value” under IA (Figure 1). 

With the application of terminology binding, the clinical terms 

captured by form questions and answers were mapped to 

structured HKCTT terms with international terminologies (see 

Table 1). Therefore, linkages were established between 

terminology component and information model artifact. This 

implementation achieved the real-time automation of clinical 

terminology binding from front-end to international standard 

without negative impact on clinical workflow. Furthermore, 

different questions and answers across the interface would 

generate the same concept as long as they mean the same. 

Afterward, the form data were sent to other systems and 

healthcare organizations for patient care, for public health 

reporting including Hong Kong Department of Health then to 

the World Health Organisation (WHO), and for statistical 

analysis, resource planning, and research. 

The screen in Figure 2 shows how structured procedure terms 

were mapped to clinical form. The forms, questions, and 

answers refer to the specified structured data mapping to 

international terminology. 

 

Figure 2– Electrophysiology Study & Catheter Ablation Form  

Result 

The procedure capture rate from the mentioned form increased 

by 31.5% from 2017 to 2018 after terminology binding 

implementation in five months (see Table 2). Clinical 
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information was standardized with no negative impact on 

clinical workflow as reported by clinical users. 

Table 1 – The journey from customized form question and 

answers to HKCTT concepts mapped to International 

Terminologies. Form name: EP Study & Catheter Ablation 

Form. Question / Entity description: Energy Source(s) / 

Energy source used in mapping and catheter ablation 

Answer  

(Data 

Value) 

HKCTT 

Concept 

ICD9CM 

mapped by 

HKCTT 

Concept 

SNOME

D CT 

mapped 

by 

HKCTT 

Concept

Cryoablation Transluminal 

cryoablation 

of heart lesion 

for 

arrhythmia 

37.34 

Excision or 

destruction of 

other lesion or 

tissue of 

heart, other 

approach 

Is a = 

233161001 

Cryoablatio

n operation 

for 

arrhythmia 

(procedure) 

Surgical 

approach = 

261449002 

Translumina

l approach 

(qualifier 

value) 

RFA Radiofrequen

cy ablation - 

heart lesion 

37.34 

Excision or 

destruction of 

other lesion or 

tissue of 

heart, other 

approach 

Is a = 

447954001 

Radiofreque

ncy ablation 

of lesion of 

heart 

(procedure) 

 

RFA  

(irrigation) 

Radiofrequen

cy ablation of 

lesion of heart 

with saline 

irrigated 

electrode 

37.34 

Excision or 

destruction of 

other lesion or 

tissue of 

heart, other 

approach 

Is a = 

447954001 

Radiofreque

ncy ablation 

of lesion of 

heart 

(procedure), 

primitive

Despite the small sample size, standardization was achieved, 

and clinical documentation was facilitated by mapping 

structured HKCTT concepts to SNOMED CT from 

customized form questions and answers. Terminology binding 

facilitates clinical workflow, reinforces information models 

and data representation standards, and enhances data 

interoperability and data integration. 

Clinical data, not limited to diagnoses and procedures data, 

could be captured in a faster way than inserting terms 

individually. In the binding model, the captured data were 

comprehensive since the data capturing became convenient. 

This implementation served as a prelude to clinical decision 

support by reviewing form data. With the improved clinical 

documentation, duplicated procedures on patients could be 

avoided, and the treatment given could be more precise. 

Moreover, structured and standardized terminologies could be 

captured, stored, and retrieved across forms with a user-

friendly interface. Data sharing, retrieval, and analysis could 

be promoted. Furthermore, this linkage can contribute to 

clinical research and resource planning for better population 

health. 

Table 2– Comparison of Procedure capture rate before and 

after implementation of terminology binding 

Procedure 

Reported Date 

(Year/Month) 

The total number 

of the listed 

procedure 

reported   

Average 

procedure 

captured 

per month

Before 

terminology 

binding 

implementation

2017-05 34 35.58 

2017-06 33 

2017-07 39 

2017-08 40 

2017-09 50 

2017-10 37 

2017-11 31 

2017-12 38 

2018-01 27 

2018-02 36 

2018-03 35 

2018-04 27 

After 

terminology 

binding 

implementation

2018-05 35 46.8  

(↑31.52%) 2018-06 39 

2018-07 43 

2018-08 64 

2018-09 53 

Total 330  

Conclusion 

Terminology binding has been implemented in HA 

successfully that enabled standardized clinical data capturing 

and smoothened clinical workflow. Accurate data 

interpretation could be ensured no matter how data were being 

captured at front-end. Information models and data 

representation standards were maintained by linking the 

terminology component to our information model. Data 

interoperability and data integration were enhanced. This 

binding model helped to improve population health. 
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Abstract 

Large healthcare datasets of Electronic Health Record data 

became indispensable in clinical research. Data quality in such 

datasets recently became a focus of many distributed research 

networks. Despite the fact that data quality is specific to a given 

research question, many existing data quality platform prove 

that general data quality assessment on dataset level (given a 

spectrum of research questions) is possible and highly 

requested by researchers.  We present comparison of 12 

datasets and extension of Achilles Heel data quality software 

tool with new rules and data characterization measures.  

Keywords: data quality, observational study 

Introduction 

Data quality is an important pre-requisite for research on 

Electronic Health Record (EHR) data. In recent years, several 

efforts and tools emerged that perform data quality assessment 

(DQA).[1] Another important trend is that research is 

increasingly conducted using distributed research networks. 

Such networks often provide tools to their data partners that 

lower the barrier to join or participate within the network and 

help with data preparation or analysis execution.  

The Achilles tool from the Observational Health Data Sciences 

and Informatics Consortium (OHDSI) is one such tool that 

performs data characterization and includes an Achilles Heel 

part that contains rules for checking data quality (DQ). The 

Achilles tool has been first deployed in October 2014 (version 

1.0) with several updates (versions 1.1 to 1.6) during a period 

from 2014 to 2018. Since 2016, the web-based user interface 

part of Achilles was incorporated into the OHDSI Atlas tool, 

which is a new interface that integrates into one interface 

several previously developed OHDSI tools.  

In developing the Achilles tool, the OHDSI consortium actively 

encourages researchers to submit requests for new data quality 

checks or insightful data visualizations that would extend the 

tool’s utility. The Achilles’ software repository receives 

numerous inputs (in a form of Github issues) that identify such 

new DQ measures or checks. In addition to this ongoing 

feedback, European EMIF research network conducted a 

formal survey of the tool that indicated the need for new 

features.  

This study describes a set of extensions of the Achilles tool 

based on a comparison of data quality indicators of several 

healthcare datasets.  

Methods 

The study had two goals. The first goal was to compare data 

quality characteristics across datasets. Informed by this 

comparison, the second goal was to extend Achilles with new 

features and new data quality rules that would improve the 

assessment of data quality generated by the tool. This study 

includes a larger set of exported dataset metadata compared 

with a previous study done by our team, that only focused on 

Achilles Heel output messages. 

The Achilles tool currently generates over 170 measures. 

However, many healthcare dataset administrators are not 

permitted to share such comprehensive set of dataset indicators. 

To be able to conduct our comparison, we designed a smaller 

set of measures generated by Achilles pre-computations that 

includes only measures that were deemed acceptable by the 

dataset administrators.  

To maintain a data aggregation privacy-preserving principle for 

our comparison, our study used a small-cell count threshold of 

11+ patients per aggregated count. Achilles tool allows 

suppressing pre-computations that result in small counts of 

patients (or small counts of providers, or healthcare events). 

This filtering is done either when Achilles pre-computations are 

executed, but if it was not done during the Achilles pre-

computation phase, our methodology enforced it again during 

when site data extract generation. The R package for our study 

(called DataQuality) is open source and available on the Github 

platform at https://github.com/OHDSI/StudyProtocolSandbox/ 

tree/master/DataQuality.Actual input data for the study 

consisted of the following: (1) subset of Achilles analyses 

converted to ratios (for example, ratio of persons with at least 

one visit by visit type); (2) Achilles derived measures (for 

example, percentage of unmapped source data concepts by 

domain)  and (3) an approximate size of the dataset (for 

example, <10k, 10-99k,100k-1M, 1-5M,5-9M and >10M; exact 

size of populations is masked into a dataset size category). 

Sample input data (for a synthetic SynPuf OMOP dataset) is 

available at Github.  

Each dataset was assigned a meaningless identifier to facilitate 

the comparison. The purpose for this dataset masking is the fact 

that data quality comparisons can lead to withdrawal of a data 

partner from a research consortium (or an analysis project) if a 

particular partner’s dataset is identified as having low quality 

data. Masking was done to avoid this outcome and to focus on 

advancing the methodologies for DQA. For the same reason, 

neither a list of individual datasets is provided. We plan to 
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destroy individual site aggregated data used as input at 6 

months after the publication of the study results. To protect the 

sites, only masked and isolated combined comparisons are 

reported in this article. Non-aggregated, single dataset DQ data 

are never posted publically.  

Determination of goodness of fit or “data fitness” is highly 

dependent on the research question being asked. This 

phenomenon was described earlier and is sometimes referred to 

a task-dependence nature of DQA.[2]  A dataset that only 

contains inpatient events and data may not be appropriate for 

general research questions (e.g., descriptive study of a course 

of a disease); however, it may be sufficient for a subset of 

research questions (e.g., inpatient-only research questions).  

One can conclude that without knowing the specific research 

question context, any data quality assessment is impossible to 

pre-empt. This requirement for specifying research question 

context up-front makes development of general DQA tools al-

most impossible. However, existing DQA tools and efforts in-

dicate that some general DQA rules indeed exist. 

To partially overcome this problem (“data fitness for what?”), 

we assumed that the dataset being assessed represents lifetime 

record of general population and the tool should perform DQA 

for a wide range of possible research questions (“general data 

fitness for a wide range of research questions”). Once a general 

DQA analysis is done, a researcher with a specific research 

analysis can simply ignore DQA messages that do not apply to 

his/her context. (e.g., ignore messages about lack of eye 

doctor’s visit and eye care data if data about vision care are not 

essential for his/her research question). 

Results 

A total of 12 datasets were compared in the study; however due 

to use of prior Achilles versions by some sites, comparison of 

some newly implemented measures are made on data from da-

tasets that implemented at least Achilles version 1.4 at the time 

of our study data extraction.  

Version 1.6 of Achilles contains a total of 44 data quality rules 

(also called data quality checks). A total of 12 rules are model 

conformance rules that check adherence to the CDM 

specification. For example, a model conformance rule may 

require that provider specialty column contains only concepts 

that are indeed specialties. The remaining 22 rules are data 

quality rules that check for data completeness, data plausibility 

or other data quality problems. Such rules can be considered 

model-independent and should be portable to other data 

models, such as Sentinel model or PCORNet. The pooled 

dataset of all Achilles Heel messages from all datasets consisted 

of 546 messages. Median number of Heel messages for a single 

dataset was 51 with a median of 25 for errors, 22 for warnings 

and 4 for notification. Poster will show evaluation of severity 

of each rule violation by computing median record counts for 

each rule. The second goal of our study was to add new 

functionality (either new DQ rules or new DQ measures to 

Achilles) based on availability of data about multiple CDM 

datasets. The results are divided into multiple sections 

according to the data domain of the new rule and will be 

included in the poster.  

(1) Empirical rules: Comparing selected dataset parameters 

and computing 90
th

 or 10
th

 percentile and using them as 

benchmark thresholds.  

(2) Data density rules: We considered data density at three 

levels (concepts per person as a number of distinct 

measurements per person (e.g., count of 2 measurements per 

person, such as cholesterol and hematocrit). This comparison 

aims at “data breadth”; records per person as total number of 

all measurement records per person (e.g., count of 8 tests, such 

as 3 LDL cholesterol and 5 hematocrit measurements). This 

comparison aims at “data depth”; records per visit as a data 

density measure on a visit level. Because visits with no 

measurements occur, the per visit ratio measure can be below 

1. However, for a ratio looking at clinical notes (if in scope for 

the dataset), it may be reasonable to expect at least one note per 

visit.  

(3)  Minimum-data patients: For many research question, at 

least one data point in a given clinical data domain (such as 

medications) is required for any meaningful analysis. For 

example, for analyzing event prevalence, using a proper 

denominator and determining the size of the relevant population 

can significantly affect the reported measure. We determined 

empiric thresholds for existing Achilles DQA measures that 

count number of patients with at least one event in a clinical 

data domain. (e.g., patients with at least one visit, patients with 

at least 1 diagnosis and 1 medication. 

(4) Unmapped data: OMOP CDM allows storage of data that 

is not fully semantically mapped to standard concepts (for 

example, drug exposure data may include data rows that have a 

value of 0 (‘No matching concept’) in drug_concept_id while 

the yet-to-be-mapped local code is stored in 

drug_source_value). We introduced measures computing 

unmapped data and threshold rules for several domains, such as 

Conditions, Procedures or Drug Exposure.  

Discussion and Conclusion 

Our current method for picking an empiric threshold is using a 

fixed threshold (e.g., 10
th

 percentile). Future methodology 

revision may alter this approach for each considered DQ 

measure. Another limitation is our primary focus on OMOP 

CDM sites. Our extension to Achilles rule knowledge base, 

however, point to what data measures are required by each rule 

and whether a rule is terminology dependent. We compared 

data quality indicators across several datasets. We arrived at 

empirical values that could be used as thresholds for several 

DQA measures. The study resulted in several new data quality 

checks being added to Achilles. 
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Abstract 

Statistical analysis of Medical Subject Headings (MeSH) 
descriptors to improve biomedical literature search is an active 
research area. Existing tools have limited interactive 
visualizations that are accessible to researchers investigating 
how their hypotheses compare to trends in the research 
literature. We present a web application that computes and 
provides an interactive visualization of basic frequencies and 
co-occurrence statistics of MeSH descriptors associated with a 
PubMed query.  
Keywords:  

Data Mining, Data Display, Medical Subject Headings 

Introduction 

Biomedical literature mining is an active area of research for 
enhancing information retrieval and knowledge discovery. The 
exponential growth [1] of publications available in 
PubMed/MEDLINE in the last decades fueled the development 
of many biomedical literature mining systems. Lu has presented 
a comprehensive survey [2] reviewing 28 such tools. 
Of the 28 entries in Lu’s review, only 14 continue to be 
available. A public list [4] of web applications for querying, 
mining, and visualizing results from PubMed has been created 
and made available as a complement to this study. From this 
list, it is apparent that most available frameworks focus on 
querying, with only a few having visualization capabilities. 
The importance of providing visualizations to help literature 
exploration and understanding was leveraged in more recent 
work. Zhang et al. proposed PubMedMiner [3], a software 
package developed to mine and visualize associations of MeSH 
descriptors. In this study, a tool is presented that builds on the 
foundations developed in the original PubMedMiner 
package[3]. We enhance the methods with statistical measures 
and visualizations. The developed web-based tool follows best 
practices to provide visualizations that are interactive and 
require no software installation. The functionality is 
demonstrated through queries to identify mental health 
comorbidities for suicide.  

Methods 

Figure 1 provides a summary of the workflow and technology 
stack for the web-based tool. A user can access the tool from a 
web browser to explore sample studies or submit a new query. 
The query is sent to the backend server using a Representational 
State Transfer (REST) Application Programming Interface 
(API). The backend checks if the query has been performed 
before; if so, cached statistics are returned. Otherwise, the 
statistics are computed and returned. The results are presented 
as interactive visualizations. 

Statistical Methods 

Two types of statistical methods are presented to the user: (1) 
Univariate statistics: Total counts for the 50 most common 
MeSH descriptors related to the input query are provided; and 
(2) Covariate statistics: Pairwise statistics are based on 
occurrence or co-occurrence matrices. The tool includes three 
types of covariate statistics:  

1. Pearson’s Correlation Coefficient: Pearson’s 
correlation coefficient is computed to investigate the 
statistical relation between the random variables 
(MeSH terms). In particular, the coefficient measures 
the strength and direction of the linear relationship of 
the two variables. 

2. Pointwise Mutual Information (PMI): This measure 
quantifies the distance between the joint probability of 
the variables and their individual distributions. If the 
variables are independent, then PMI is equal to zero. 

3. Association Rules and Frequent Itemsets: An 
association rule is defined as a relation of the form X 
� Y, where X is a set of MeSH and Y is one MeSH. A 
frequent itemset is defined as X�Y. We use an 
implementation that is a variation of the Apriori and 
the Eclat algorithms [5,6].  

Visualization Methods 

Interactive Bar Plot: Univariate statistics are presented using 
an interactive bar plot that displays counts and names on hover. 

Figure 1 � Workflow and Technology Stack of the Web Application 
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Interactive Matrix View: Pearson’s correlation coefficient and 
PMI are presented to the user as interactive matrices. The color 
ranges according to the strength and direction of the measure. 
Co-Occurrence Chord Graph and Interactive Tree: The 
interactive chord graph displays co-occurrence as well as 
frequent itemsets in an intuitive and simple manner as shown in 
Figure 2. The conditional co-occurrence matrix is given in the 
interactive chord graph. On selection of a node, the adjacent 
tree displays the frequent itemsets. A button is provided to 
search PubMed/MEDLINE for these terms, turning the 
visualization into a novel way to query PubMed.  

Technology Stack 

Figure 1 illustrates the technology stack and how the 
technologies interact. Technologies used in this work, which 
were chosen to support maintenance and reproducibility, 
include: Julia [6], React.js [7], Vega [8], and Docker [9]. 

Results 

Web App 

The web app developed in this work is available at 
https://bcbi.brown.edu/pubmedminer. The results are presented 
within the context of a case study to demonstrate how the tool 
may support researchers and clinicians to explore relationships 
between concepts imputed from biomedical literature.  
Case Study 
Mental health (MH) conditions affect 1 in 5 people in the 
United States [10]. These conditions are among the factors 
contributing to suicide. Studies have identified specific MH 
conditions as risk factors; however, there is a need to better 
understand the interactions of MH comorbidities on suicidal 
thoughts and behaviors (STB) [11–13]. 
PubMed could be used to characterize and discover connections 
between risk factors such as MH comorbidities for STB. We 
explore the query for “Suicidal Ideation” filtered by the UMLS 
semantic type “Mental or Behavioral Dysfunction”. 
Figure 2 shows the chord graph and expanded tree view 
corresponding to the frequent itemset {Stress Disorders, Post-
Traumatic, Anxiety Disorders, Phobic Disorders, Depression} 
resulting from the query. To the best of our knowledge, this is 
the first time a chord diagram combined with an interactive tree 
is used to explore frequent itemsets. 
Visualizations of the article counts of the 50 most frequent 
MeSH descriptors and Pearson’s correlation and PMI matrices 
are available on the accompanying web site. 

Conclusions 

This study presents a web application that provides interactive 
visualizations of the univariate and covariate statistics of MeSH 

descriptors in biomedical literature. The technology stack used 
in this project is intended to be of high performance, 
composable, reproducible, open source, and be extendable.  
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Abstract 

By applying the Bayesian network method to the clinical 

registry database J-DREAMS (Japan Diabetes compREhensive 

database project based on an Advanced electronic Medical 

record System), we have developed a reference model that 

summarizes the exploration of the patient group's state and 

facilitates a bird's-eye view. This visualization method would 

help registry researchers to screen the registry database.  

Keywords:  

Data Aggregation, Bayesian , Registries 

Introduction 

Our institution NCGM (National Center for Global Health and 

Medicine) is promoting J-DREAMS (Japan Diabetes 

compREhensive database project based on an Advanced 

electronic Medical record System) [1], which is a clinical 

registry database project in collaboration with the Japan 

Diabetes Society, aiming to register between 100,000 and 

200,000 patients. The development of artificial-intelligence 

systems using clinical data collected by J-DREAMS is 

expected.  

The J-DREAMS database consists of 50 tables (over 400 

columns) and has over 50,000 patients’ records, making it 

difficult to get an intuitive grasp of the patient group’s state for 

each particular topic. Previously, if one wanted to discover a 

particular patient group's status one was researching, they were 

required to apply basic statistics on each clinical question. It 

was necessary to repeat the statistical analysis   according to the 

increasing number of clinical questions [5]. 

Accordingly, as a solution we propose to apply the Bayesian 

network method [2-4] to summarize the registry database [6-9]. 

We believe that this visualization method would help registry 

researchers to screen the entire database easily without the need 

for a prior understanding of the database schema and mutual 

relations between its tables. 

Methods 

We propose a patient group’s state model, expressed in terms 

of Bayesian networks, as a method to utilize accumulated multi-

institutional clinical data for general purpose effectively. The 

features of the model are as follows: 

1. Extraction of observation items: Extract observation 

items from the columns of J-DREAMS registry tables 

(Figure 1, left side).  

2. Bayesian network node definition: Define observation 

items as nodes in Bayesian networks. 

3. DAG (Directed Acyclic Graph) definition: Define 

hierarchical relationships between nodes in terms of 

DAG (Figure 1, right side). 

Figure 1.  J-DREAMS observation items and Bayesian network DAG definition (example) 
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For example, the observation items of J-DREAMS are gradually 

detailed and they have up to nine-level hierarchy. In that case, 

define the direction of the arrow from the upper item node to the 

one-step lower one. 

When calculating the posterior probability from the given 

conditional probability in Bayesian statistics, the direction of the 

arrow and the causal relationship between the nodes do not 

necessarily have to coincide, since it does not depend on the 

direction of the arrow. 

4. Extraction of real data: Extract real data corresponding to 

the observation items from the clinical registry database. 

5. Preparation of learning data: Prepare learning data from 

the extracted data by cleansing them (e.g., abnormal 

value judgment), calculating new feature quantity 

(phenotyping), and converting numerical data into 

categorical variables (discretization).  

Link the lab test data that satisfies a specific time-series condition 

to each case record. For example, extract the latest result data of 

HbA1c (within the past one month), data after 90 days, data after 

180 days, etc., when the case report date is taken as the reference 

date from the HbA1c of the timeline. 

6. Modeling (Bayesian network generation): Calculation of 

conditional probability distribution 

7. Evaluations by diabetes specialists: The generated model 

expresses the entire registry database.  

If one gives conditional probabilities to the model and re-

calculates the posterior probabilities, they could interpret a 

particular patient group’s status. In this way, evaluations are 

carried out by diabetes specialists. 

Results 

A prototype of the patient group’s state model is developed by 

using the Bayesian networks method. The relationships between 

the registry items are expressed with the DAG model, such as a 

parent-child relationship between two nodes. Accordingly, the 

entire clinical registry database can be visualized. 

 

Comments from diabetes specialists: 

• Compared to the previous basic descriptive statistics, 

the registry database schema can be visualized, and the 

registry data can be easily overviewed. 

• Before analysis, it is possible to grasp the bias of 

collected data (e.g., missing values, abnormal values, 

etc.). 

• By changing the conditional probability setting, we can 

search the registry database in an exploratory manner 

and screen the registry. 

Discussion 

An inference is possible by giving a prior probability distribution, 

executing the probability propagation method, and calculating 

the posterior probability. 

Before considering the analysis axis for data analysis, it is 

possible for researchers to grasp the number of cases and trends 

for each search condition. 

By facilitating database search, we have made it easy for experts 

to provide their awareness and feedback from their tacit 

knowledge. 

Conclusions 

We showed that a clinical registry database could be visualized 

by constructing a patient state model with Bayesian network 

architecture, and it could be helpful for constructing a clinical 

knowledge base. 
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Abstract 

We performed a cohort study to quantify the association 
between rheumatic arthritis (RA) and acute myocardial 
infarction (AMI) risk. ICD-9 was used to identify AMI and RA 
patients, and the Cox proportional hazards model with adjusted 
confounding factors was used to quantify the risk. The overall 
risk of AMI for RA patients was an aHR of 1.05 (95% CI 1.01–
1.09). We found RA was associated with an increased risk for 
AMI. 
Keywords: 

Acute Myocardial Infarction, Rheumatic Arthritis, Cohort 
Studies 

Introduction 

Rheumatic disease is characterized by chronic and abnormal 
inflammatory reactions of the immune system against body 
tissues which increases the chance of joint destruction and 
physical disability. Nowadays, the prevalence of Rheumatic 
disease has increased leading to higher substantial social costs 
like the increased risk of work-related disability. Contrarily, 
acute myocardial infarction (AMI) is one of the primary causes 
of frequent hospital admissions and mortality around the globe 
[1]. A patient with AMI and multiple diseases could affect both 
treatment and prognosis. Over the past several decades, acute 
myocardial infraction has become a significant public health 
problem worldwide.  
Rheumatic arthritis (RA), in fact, has appeared as an 
independent risk factor for developing AMI. Several biological 
studies have shown that inflammatory mediators in RA patients 
are linked to prothrombotic factors and endothelial dysfunction 
which are associated with developing AMI. Moreover, the 
previous epidemiological studies have reported that rheumatic 
arthritis is associated with a higher risk of acute myocardial 
infarction.  
However, the extent to which rheumatic arthritis may confer 
risk of acute myocardial infarction remains uncertain. We 
therefore performed a cohort study to quantify the magnitude 
of the association between rheumatic arthritis and acute 
myocardial infarction risk. 

Method 

This population-based cohort study was conducted within a 
cohort of patients registered with the National Health Insurance 
Bureau that contributes to the National Health Insurance 
Research and development Database (NHIRD). This is a large 
database which collects information on patient demographics 
(with encrypted patient identification numbers, birthdates, and 

sex), inpatients or outpatients claim data, and pharmacy 
records. The NHIRD database covers over 99% of the 23 
million Taiwanese population who are registered with the 
National Health Insurance program [2,3]. Additionally, NHIRD 
records information on the medications prescribed, laboratory 
and diagnostic test data, dates of visits, lengths of 
hospitalization, and diagnoses based on the International 
Classification of Diseases, Ninth Revision, Clinical 
Modification (ICD-9-CM). The NHIRD database, however, has 
been widely used for research to make valuable clinical 
decisions and health care policies.   
In our current study, a 3-year dataset was retrieved and 
analyzed which included all the patients that visited the hospital 
between January 1, 2009 and December 31, 2011. All 
participants who were aged 20 years and above, and visited for 
rheumatic arthritis, were considered for inclusion in this study. 
However, the index date is defined as the date a primary 
diagnosis of rheumatic arthritis was made between January 1, 
2009 to December 31, 2011. The diagnoses of rheumatic 
arthritis in outpatients and inpatients were also identified by 
validated ICD-9 Codes (International Classification of Disease, 
Clinical Modification, Ninth Revision [ICD-9-CM] codes 
714.xxx).  
Four participants who received no diagnosis of rheumatic 
disease were randomly frequency matched according to sex, 
age, and baseline year to each patient diagnosed with rheumatic 
disease. Patients who developed AMI (ICD-9-CM code 410) 
during the study period were also identified. The patients with 
a diagnosis of AMI before the index date were excluded from 
our study. The only two demographic variables measured were 
sex and age.  
Additionally, to reduce confounding factors, we also evaluated 
different comorbidities associated with AMI. Baseline pre-
existing diagnoses of cardiovascular disease (CVD) prior to the 
Rheumatic disease comorbidities included CVDs, which was 
defined as patients who were assigned to any one of the 
procedural codes for coronary artery bypass grafts (ICD-9-CM 
code 361.xx), coronary stents (ICD-9-CM code 36.xx), chronic 
obstructive pulmonary disease (COPD) (ICD-9-CM codes 
490–492, 494, 496, A324), diabetes (ICD-9-CM codes 250), 
hypertension (HTN) (ICD-9-CM codes: 401–405), and 
hyperlipidemia (ICD-9-CM codes: 272).  
We performed a Chi-square test to determine categorical 
variables for assessing the distribution differences between the 
two cohorts. We also drew the Kaplan-Meier method to 
estimate cumulative incidence curves of AMI for the cohorts 
and the log-rank test was performed to estimate the difference 
between the curves. Furthermore, the Cox proportional hazards 
regression model with adjusted potential confounding factors 
was used to estimate the hazard ratios (HRs) and confidence 
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intervals (CIs). Data management and analysis were performed 
using SAS, and a value of P<0.05 was considered significant. 

Results 

A total of 2512 patients were included in the final analysis; a 
total of 394 cases of Atrial Fibrilation were used in the analysis. 
The mean age of rheumatic patients was 72.93 and non-
rheumatic patients was 50.64. The age range of rheumatic, and 
non-rheumatic patients was 20 to above 80. A significant 
difference exists in the distribution between RA patients and 
controls in gender and age (Table 1).  
However, several comorbidities were more prevalent among 
RA patients than controls, including hypertension (69.11% vs. 
57.53%; P<0.001), diabetes (10.83% vs. 12.34%; P=.23), 
hyperlipidemia (5.65% vs. 10.34%; P<0.001), CHF (2.23% vs. 
2.0%), and COPD (1.27% vs. 1.12%; P=0.72). After adjusting 
the covariates, the overall risk of AMI for RA patients was an 
aHR of 1.05 (95% CI 1.01–1.09). Women had a lower AMI 
incidence with an aHR of 0.84 (95% CI 0.66–1.07). 

Table 1: Demographic characteristics and comorbidity in 
patients with or without rheumatic disease 

 
Rheumatic 
(n=1256) 

Non-
Rheumatic 
(n=1256) 

p-
value 

Gender Male=916 
(72.93) 

Male=632 
(50.64) 

<0.001 

Age     
20-29 16 (1.28) 77 (6.9)  
30-39 39 (3.12) 133(10.86)  
40-49 110 (8.79) 202 (16.49)  
50-59 295 (23.58) 305 (24.90)  
60-69 348 (27.82) 248 (20.24)  
70-79 309 (24.70) 176 (14.37)  
80++ 134 (10.71) 84 (6.84)  
Diabetics  136 (10.83) 154 (12.37) 0.23 
CHF 28 (2.23) 25 (2.0) 0.69 
Hypertension 868 (69.11) 718 (57.53) <0.001 
COPD 16 (1.27) 14 (1.12) 0.72 
Hyperlipidemia 71 (5.65) 129 (10.34) <0.001 

Conclusion 

In this population-based study, we found that rheumatic disease 
patients were not associated with an increased risk for acute 
myocardial infarction though AMI is strongly associated with 
hypertension and COPD patients. Although it is an 
observational study from a large database, our study was unable 
to prove causality. All of the findings only relied on the EMR 
database and did not examine categories related to the severity 
of the disease with AMI. Furthermore, the findings could be 
varied due to some confounding factors we did not include such 
as medication history, other comorbidities, duration of RA, etc. 
Therefore, additional studies with more variables are required 
to establish whether rheumatic disease is actually responsible 
for developing AMI or not. Physicians should routinely screen 
RA patients to avoid unwanted consequence effects.  
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Abstract 

TUSS is a Brazilian health procedure standard used by the 

supplementary health providers. Currently, there is no 

available mapping between TUSS and other standards. In this 

paper, we analyze performance of two term weighting 

algorithms when classifying TUSS procedure description. The 

TF-IDF classified 99% of chapters, 89% of groups, and 33% 

of subgroups; Doc2Vec classified 65%, 43%, and 33%, 

respectively, showing that those algorithms can support 

creation of an accurate mapping between those procedure 

standards. 

Keywords: 

Health Information Interoperability, Current Procedural 

Terminology, Natural Language Processing  

Introduction 

Healthcare interoperability is defined as enabling access to 

patient information independently of the system or location 

that holds the record. Several methods, such as text 

processing, full text search, association rules, ontologies and 

taxonomies, are used to achieve it. Some methods are based 

on term weighting, which detects the word relevance given a 

specific context [1]. The adoption of terminologies and 

standards facilitates the manipulation of electronic records 

across heterogeneous systems, enabling system 

interoperability.  

In Brazil, the lack of standardization and the use of multiple 

terminologies among health systems hinders interoperability. 

The challenge is to develop methods to make new standards 

compatible with others. Terminologia Unificada da Saúde 

Suplementar (Unified Terminology of Supplemental Health - 

TUSS) [2], one of the most important Brazilian health 

procedures standards, is used by the supplementary health 

system, mainly for claims. However, there is no available 

mapping between this coding system and others, e.g. the 

SIA/SIH SUS coding, used by the public health system in 

Brazil, which hinders any effort in database integration. The 

public healthcare and legacy systems require ways to 

communicate with this standard, which calls for methods of 

conversion and classification to enable its adoption.  

A systematic review was performed to describe the state of the 

art on this subject. Several of the selected papers involved 

usage of SNOMED [1,3-8], others the UMLS [1,4-6,8], 

proving great interest and importance of these terminologies. 

Some works propose automated methods [5,6,8,9], others are 

based on ontology mapping [1,3,4], use keywords in their 

methods [5-7], and only two use term weighting [8,9]. Despite 

the great diversity of works in the literature related to 

interoperability, however, the usage of ontologies or 

taxonomies associated with term weighting has not been 

reported to date.  

We propose an approach for classifying TUSS’ medical 

records using term weighting and taxonomy. We applied two 

term weighting algorithms, namely TF-IDF and Doc2Vec, and 

compare their accuracy when classifying TUSS’ records. 

Methods  

TUSS’ records are hierarchically organized in chapters, 

groups and subgroups, as a taxonomy. We used the OWL 

format to represent TUSS’ codes and hierarchical 

organization. We evaluated the relevance of each description 

in the TUSS terminology procedures using the mentioned 

term-weighting techniques. We developed vector models, 

assigning weights for each identified term, considering their 

relevance within the hierarchy specified by the taxonomy. 

Each model uses distinct algorithms, such as TF-IDF, and 

Doc2Vec, to allow comparisons and analysis of their accuracy 

in predicting (ability of the method of hitting the conversion, 

expressed as a percentage). In order to validate the mechanism 

proposed, we used Table 22 of the TUSS standard, which 

includes 5,769 codes and description of health procedures and 

events for the December 2015 edition. These codes are 

divided into 6 chapters, 16 groups and 38 subgroups. Chapter, 

group, and subgroup identifications are used to classify each 

procedure description through the composition of the TUSS 

code. We created three models for each of the proposed 

algorithms, with 90%, 85%, and 66% of the total data mass 

(5,769 procedures) as the model training set and 10%, 15%, 

and 33% as the validation set. The first experiment randomly 

selected 90% of the procedures descriptions to be used in the 

training of the model. In this step of the Doc2Vec algorithm, 

each procedure is transformed into a vector according to its 

terms, being positioned by the algorithm according to its 

similarities and its chapters, groups and subgroups. Then, the 

remaining 10% of the data is classified according to the 

proximity of the vectors of the trained model. The 

classification obtained by the algorithm is compared with the 

current classification of the TUSS standard and, thus, the 

accuracy rate of the model is calculated. Similarly, for the TF-

IDF algorithm, a portion of the procedures are randomly 

selected so that the algorithm calculates the repetition and 

weight of each word involved in the procedures, thus creating 

a term weighting model. The remaining portion of the data is 

used for model validation. Each procedure description is 

broken in tokens and according to the weighting model of 

these terms, a classification of the procedure is obtained and 

the accuracy rate of the calculated model. 
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Results 

The results show that the model using the 90% / 10% ration 

between training set and validation set obtained the best hit 

rates for all classification levels of the Doc2Vec algorithm, 

matching 65.16% of the chapters using one hundred 

dimensions and 3,000 iterations. For the groups, the best 

accuracy rate was 43.32% with two hundred dimensions and 

4,500 iterations. For subgroups, we obtained 33.44% of hits 

with the same group configuration. The algorithm TF-IDF 

obtained the best accuracy with the 85% / 15% division, with 

99.08% of the chapters, 89.38% of the groups and 33.26% of 

the subgroups. Figure 1 presents the summary with the best 

results of each algorithm for different levels of taxonomy. 

 

Figure 1 – Accuracy of Doc2Vec and TF-IDF Models 

The TF-IDF performed better in classifying groups, yielding 

accuracy of 89%, while Doc2Vec scored 43%. However, for 

the classification of subgroups the two algorithms obtained 

lower accuracy rate, with the TF-IDF reaching the maximum 

33.26% and the Doc2Vec slightly higher with 33.44%. In turn, 

Doc2Vec achieved its best performance for all levels of the 

taxonomy by dividing the data in the proportion of 90% for 

training and 10% for validation. 

Discussion 

The experiment results show that the greater the generalization 

of the level of taxonomy, the greater the accuracy. The 

classification of chapters obtained the best classification rates 

followed by groups and subgroups. Conversely, the more 

specific the hierarchy of taxonomy, the worse the algorithm 

performance. It is noted, at the more specific levels, that the 

proximity between the descriptions of the procedures is related 

to the decrease of the levels of accuracy for both algorithms. 

Although the mechanism of this work does not identify a 

TUSS code in its entirety, it can be concluded that the use of 

taxonomy associated to machine learning algorithms was 

effective in classifying a procedure. Since TUSS’ codes have 

eight digits, composed by numerals of its chapter, group, 

subgroup and followed by a service sequence number and a 

checker digit, the first five elements of the code have been 

identified. The service number does not have a specific logic, 

it is only the sequence of creation of each procedure. A 

limitation of this work concerns the mass of data used, based 

exclusively on Table 22 of TUSS medical procedures. Other 

data sources can be used to obtain trained models with a wider 

variety of terms or in different domains of knowledge. 

This work was restricted to compare the TF-IDF and Doc2Vec 

algorithms. Both work with vector word mapping. As future 

work, other algorithms can be analyzed, integrated and 

compared, seeking to improve accuracy, especially at more 

specific levels of taxonomy where the results of these 

algorithms were not satisfactory.  

Conclusions 

We were able to discuss the challenges and importance of 

achieving interoperability between distinct health 

terminologies, and how machine learning and the weighting of 

terms can help achieve this goal. We showed that two 

algorithms with similar functionalities can present 

complexities and different results in their use. We also 

presented the relevance of the hierarchical structuring of the 

information, in the form of taxonomy, in order to facilitate its 

classification. Finally, we presented a mechanism for 

classifying TUSS terminology chapters and groups. We also 

demonstrated that, in this specific context, the TF-IDF 

algorithm was more efficient than the Doc2Vec algorithm and 

may be helpful when constructing mappings between two 

different code systems. 

References 

[1] V.D. Mea, et al. A web-based tool for development of a 

Common Ontology between ICD11 and SNOMED-CT. 

Proceedings of 2014 IEEE International Conference on 

Healthcare Informatics, ICHI 2014, (2014), 144-148. 

[2] ANS. In: http://www.ans.gov.br/prestadores/tiss-troca-de-

informacao-de-saude-suplementar date accessed: 10/28/2018. 

[3] A. Ryan. Towards semantic interoperability in healthcare: 

ontology mapping from SNOMED-CT to HL7 version 3, 

Australian Computer Society, (2006), 72:69–74. 

[4] L. Marenco, R. Wang, P. Nadkarni. Automated Database 

Mediation Using Ontological Metadata Mappings. J Amer 

Med Info Assoc. (2009), 16(5): 723-737. 

[5] J. Patrick, Y. Wang, P. Budd. An automated system for 

conversion of clinical notes into SNOMED clinical 

terminology. Proceeding of the fifth Australasian 

Symposium on ACSW frontiers, ACSW’07, (2007), 

68:219-226. 

[6] Y. Wang, J. Patrick. Mapping Clinical Notes to Medical 

Terminology at Point of Care, Proceedings of Current 

Trends in Biomedical Natural Language Processing, 

BioNLP (2008), 102-103. 

[7] S. Yuwen, X. Yang. Conversion between SNOMED and 

CDA. Proceedings of 2010 International Conference on 

Biomedical Engineering and Computer Science, ICBECS, 

(2010), 165-168.  

[8] P. Ruch, et al. Automatic medical encoding with 

SNOMED categories. BMC Med Inform Decis Mak, 

(2008), 8(Suppl 1): S6. 

[9] P. Chen, A. Barrera, C. Rhodes. Semantic analysis of free 

text and its application on automatically assigning ICD-9-

CM codes to patient records. Proceedings of the 9th IEEE 

International Conference on Cognitive Informatics, ICCI, 

(2010), 68–74. 

Address for correspondence 

Márcia Ito 

Informar Saude – Grupo Bem 

Rua Josef Kryss, 319 – 01140-050 

Sao Paulo/SP – Brazil e-mail: m.ito@uol.com.br  

������

�	�	
�

		����

������


�����

		����

�
����

�	����

	
����

����
�


��	
�

		�
��

����
�

������


�����

�
��
�



����

	���
�

�� 
�� ��� ��� 
�� ����

�������

	�
��

��
��
��

�������

	�
��

��
��
��

�
�



�

�
�



�
�
�
�
�

�

��������

������� 
������ ����		�

E.H. Saraiva Barretto et al. / Analysis of Usage of Term Weighting Algorithm for Mapping Health Procedures 1497



The Development of an Electronic Phenotyping Algorithm for Identifying 

Rhabdomyolysis Patients in the MID-NET Database 

Rieko Izukura
a
, Tadashi Kandabashi

a
, Yoshifumi Wakata

b
, Chinatsu Nojiri

a
, Yasunobu Nohara

a
, 

Takanori Yamashita
a
, Atsushi Takada

a,c
, Jinsang Park

a
, Yoshiaki Uyama

c
, Naoki Nakashima

a
 

a. Medical Information Center, Kyushu University Hospital, Fukuoka, Japan 

b. Hospital Information Center, Tokushima University Hospital, Tokushima, Japan 

c. Pharmaceuticals and Medical Devices Agency, Tokyo, Japan 

 

Abstract 

We aimed to develop rhabdomyolysis (RB) phenotyping 

algorithms using machine learning techniques and to create 

subphenotyping algorithms to identify RB patients who lack 

RB diagnosis. Two pattern algorithms, one with a focus on 

improving predictive value and one focused on improving 

sensitivity, were finally created and had a high area under the 

curve value of 0.846. Although we were unable to create 

subphenotyping algorithms, an attempt to detect unknown RB 

patients is important for epidemiological studies. 

Keywords: 

Algorithms, Machine learning, Rhabdomyolysis 

Introduction 

Phenotyping algorithms that automatically identify patients 

diagnosed with a particular disease based on electronic health 

records (EHRs) have been gradually increasing [1][2]. The 

Medical Information Database Network (MID-NET) is a 

large-scale, anonymized database that contains more than 4 

million (estimated to reach 10 million in the future) patients’ 

structured EHRs. The MID-NET stores laboratory test values 

differently than other domestic large databases [3]. The MID-

NET was constructed primarily by the Ministry of Health, 

Labour, and Welfare and Pharmaceuticals and Medical 

Devices Agency for the early detection of adverse drug events. 

With a nationwide use of the MID-NET that began in Japan in 

2018, further development of phenotyping algorithms using 

various MID-NET data is required. 

Rhabdomyolysis (RB) is a well-known drug-induced adverse 

event. However, there are no useful phenotyping algorithms 

that automatically detect RB patients via the MID-NET. 

Therefore, we aimed to develop RB phenotyping algorithms 

using machine learning (ML) techniques and to create sub-

phenotyping algorithms to identify RB patients who lack RB 

diagnosis. 

Methods 

Population 

We retrospectively analyzed 93,106 inpatient cases in Kyushu 

University Hospital between January 1, 2013 and December 

31, 2016. 

Development of the Phenotyping Algorithm for RB 

We developed an algorithm to detect RB. This algorithm is 

described in the next three steps as shown in Figure 1. 

Step 1: Creating the Main Phenotyping Algorithm 

1-1. Creation of an initial RB phenotyping algorithm using 

International Classifications of Diseases 10
th

 revision (ICD10) 

codes (M6289, G720-G722, and G729) [RB algorithm A].  

 

 

 

 

 

1-2. Data extraction using from MID-NET and random 

sampling 

1-3. Review by two physicians per case and calculation of the 

weighted kappa coefficient (κ-coefficient) as a summary of the 

coincidence degree between each pair of physicians 

1-4. Modification and improvement of RB algorithm A using 

ML techniques 

We estimated a predictive model for RB using the highest area 

under the curve (AUC), the predictive value, or the sensitivity 

using the gradient boosting decision tree (GBDT)  

[mRB algorithm A’]. 

Step 2: Creating the Subphenotyping Algorithm 

2-1. Creation of an initial phenotyping algorithm to detect RB 

cases without RB algorithm A and instead using creatine 

kinase (CK), creatine kinase-MB (CK-MB), and troponin-T 

values [RB algorithm B]. 

The CK-MB or troponin-T value was established to exclude 

cardiovascular diseases with CK elevation, such as myocardial 

infarction.  

 

 

 

 

 

 

 

 

 

2-2. Data extraction (same as step 1) 

2.3. Physician review (same as step 1) 

2-4. Modification and improvement of RB algorithm B’ (same 

as step 1) [mRB algorithm B’] 

RB algorithm A 

(Rhabdomyolysis [M6289]) or (Myopathy [G720-G722 

or G729])  

Index date: Diagnosed date based on a 30-day interval  

RB algorithm B: a NOT b 

a. CK over 10-fold increase from reference value
*1

 

b. ([CK-Mb over 10% increase in CK] or [Troponin-T 

more than 0.014 μg/dL
*2

]) during the same time period as 

a 

Index date: Abnormal laboratory results based on a 30-

day interval 

*
1

 Japanese Committee for Clinical Laboratory Standards 

(JCCLS)-based reference value. *
2

 Hospital-based reference 

value 
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Step 3: Creating the Final Phenotyping Algorithm 

We integrated (mRB algorithm A’ [step 1]) and (mRB 

algorithm B’ [step 2]) to create the final phenotyping 

algorithm. 

Results 

Data Extraction and Random Sampling 

The RB algorithm A identified 111 cases, and 3,231 cases 

were extracted by the RB algorithm B. We randomly sampled 

100 cases per algorithm. 

Figure 1. Workflow of phenotyping algorithm development. 

Step 1 aimed to improve the phenotyping algorithm based on 

disease diagnosis data, and Step 2 aimed to identify RB 

patients who were not extracted in Step 1. 

Expert Review Results 

The κ-coefficient for the review of 2 physicians was 0.50. 

Results of RB algorithm A 

Thirty-four cases were identified as true-positive, and the PPV 

was 34.0%. Few of the cases with a myopathy diagnosis code 

were true-positive. Thus, we excluded the myopathy diagnosis 

codes (G720-722 and G729) from the algorithm during the 

modification step. 

Results of RB algorithm B 

Eighteen true-positive cases were identified, and the PPV was 

18.0%. Half of the true-negative cases (n = 55) caused 

temporary increases in CK values because of surgery. Thus, 

we excluded “surgery implementation within three days from 

the index date” during the next step. 

Algorithm Modification 

A total of 1,619 explanatory variables for the GBDT were 

extracted from 200 cases. These consisted of the following 

structured-data codes or values in the MID-NET: Disease 

diagnosis, hospitalization number, pharmaceutical products, 

laboratory test values, surgery implementation, medical 

intervention in Japanese administrative and claims, patient’s 

age and gender. 

Modification of RB algorithm A 

The top 5 principle variables that contributed to the model, in 

order, were CK, aspartate aminotransferase, lactate 

dehydrogenase, M6289 (ICD10 code), and serum chloride 

(AUC = 0.846). According to the GBDT, all variables without 

CK was less than 20% of the gain rate. Thus, we focused on 

the CK value for algorithm modification considering PPV and 

sensitivity within 200 cases. 

The modified phenotyping algorithm is shown below: 

Modification of RB algorithm B 

According to the GBDT, the AUC was 0.622. We could not 

improve the RB algorithm B. Eventually, (mRB algorithm A’) 

was accepted as the final RB phenotyping algorithm. 

 

 

 

 

 

 

 

 

 

 

Discussion 

We aimed to develop an RB phenotyping algorithm following 

a three-step procedure. Improvement of the initial phenotyping  

 

algorithm based on disease diagnosis was successful and 

resulted in a high AUC. However, we could not modify the 

initial algorithm based on the laboratory results because of the 

low AUC value. When creating the initial phenotyping 

algorithm, we should have reconsidered the following: the 

time interval for excluding myocardial disorders based on CK-

MB or troponin-T values and the exclusion of cases that 

temporary increased CK caused by surgical procedures. 

However, we were able to identify previously unknown RB 

cases that were not diagnosed as RB. Eventually, we created 

two types of RB algorithms: one that focused on improving 

the PPV and one that focused on improving the sensitivity. 

These algorithms should be used differently depending on the 

study purpose. 

Conclusions and Limitations 

We created two types of new RB phenotyping algorithms. 

These algorithms should be used differently depending on the 

study purpose. Although these algorithms were created using 

small samples, we will validate these samples at other 

hospitals this year. 
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mRB algorithm A’  

An algorithm based on improving PPV  

(PPV = 92.9%, Sensitivity
*1 

= 4.6%) 

[RB ICD10 code (M6289) on DPC] or ([RB ICD10 code 

(M6289) on HIS] and [CK value over five-fold increase 

compared to reference value])  

An algorithm based on improving sensitivity  

(PPV = 36.8%, Sensitivity
*1 

= 83.7%) 

(ICD10 code [M6289] on DPC) OR (ICD10 code [M6289] on 

HIS) and [CK more than reference value
*1

]) OR ([RB algorithm 

B] not [Surgery implementation within three days before the 

index date]) 

*
1

 Sensitivity = estimated sensitivity in all possible cases 
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Abstract 

Janusmed is a clinical decision support system, developed by 

the Stockholm County Council that supports physicians in 

identifying drug-drug interactions. To determine how Janusmed 

is used in and affects the clinical practice, an evaluation study 

is currently being carried out that analyzes multiple data 

sources through descriptive statistics. The study focuses on how 

Janusmed affects the behavior of the physicians, in particular, 

to what extent physicians reconsider their prescription 

decisions based on warnings from Janusmed. 

 

Keywords:  

Drug Combinations, Drug Interactions, Prescriptions, Clinical 

Decision Support Systems, Medical Informatics 

Introduction 

Drug prescribing is becoming more complex due to the 

increasing number of drugs available as well as more 

information about their usage, effectiveness, and side effects. At 

the same time, patient safety is a major public concern 

emphasizing the importance of prescribing the right drug to the 

right patient in the right dose. Adverse drug reactions are a 

significant source of illness and also a cause of death [1], and 

drug-drug interactions represent a common cause of adverse 

drug reactions [2,3]. Thus, concise and up-to-date information 

about possible drug-drug interactions available at the point of 

drug prescription is vital for physicians [4, 5, 6, 7].  

Janusmed Integrated (toolbar) is a clinical decision support 

system (CDSS) that includes several medication-related 

knowledge databases (modules) such as Janusmed Interactions, 

Janusmed Risk Profile, Janusmed Drugs and Birth Defects, 

Janusmed Drugs and Breast Feeding, Janusmed Drugs and 

Renal Function, and Janusmed Sex and Gender [5, 6]. The 

Janusmed system is designed especially for integration into 

electronic health record systems. It is available in most of the 

EHR systems in healthcare organizations in the Stockholm 

County Council in Sweden.  

The Janusmed Interactions module warns for and provides 

information about (pharmacokinetic) drug-drug interactions 

based on 1) information in the drug-drug interaction  

knowledge base and 2) information in the electronic health  

record (EHR) system, such as the patient's present list of 

prescribed drugs. It will automatically alert for drug-to-drug 

interactions when physicians prescribe new drugs. The 

interactions are classified from A to D based on their clinical 

relevance and corresponding color codes have been developed 

to aid end users.  A (green) is a minor interaction with no 

clinical relevance, B (white) means that the clinical outcome  

 

of the interaction is uncertain and/or may vary, C (yellow) is a 

clinically relevant interaction that can be handled, for example, 

by dose adjustments, and D (red) is a clinically relevant 

interaction that should be avoided [4].   

Janusmed is widely available and used, but it is still unknown 

how the system is used and to what extent it actually affects the 

clinical practice, for example, if prescribing physicians do 

change their behavior due to warnings for drug-drug 

interactions. Filling this knowledge gap would support and 

guide the future development of Janusmed.  

In order to address these issues, an evaluation project is being 

carried out between the Stockholm County Council responsible 

for developing the system and Stockholm University. The goal 

of the evaluation project is to determine how Janusmed is used 

in the clinical practice. More specifically, the project addresses 

three main research questions: 

• How does the utilization of Janusmed Interactions 

change over time? 

• How is the usage of Janusmed Interactions influenced 

by patient demography, especially age and gender? 

• To what extent do physicians recognize and act on the 

drug-drug interaction warnings provided by Janusmed? 

Method 

A data survey was carried out to answer the three research 

questions. First, we operationalized the concepts used in the 

three research questions in order to understand which data to 

collect and analyze. Second, we identified data sources that 

contained relevant data. The first data source was the Janusmed 

log. In the log, a record is created every time a physician checks 

a patient’s list of drugs, changes the list by adding another drug 

to it, or does a follow-up on a warning for a drug-drug 

interaction to obtain additional information from Janusmed. The 

second source was the Janusmed drug-drug interaction database 

that was used for reconstructing drug-drug interactions not 

included in the Janusmed Integrated log. The third source was 

Health Bank that contains all EHR records from the EHR 

systems in one of the major hospitals in Stockholm, Karolinska 

University Hospital. We needed this third source to determine 

whether the physician prescribes another drug instead of one of 

those causing the drug-drug interaction.  

A major task in the project has been to address interoperability 

challenges. In particular, the information in the Janusmed log is 

anonymized in the sense that it does not identify any individual. 

Therefore, there is no way to directly map Janusmed log records 

to EHR records in Health Bank. Instead, we had to rely on 

combinations of patient attributes (for example, age and gender) 

and information on physician consultations (for example, place 

and time) to arrive at a mapping between the systems. Another 
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interoperability issue concerned different formats and identifiers 

for drugs.  

The data analysis was primarily carried out by means of 

descriptive statistics. This allowed us to investigate the 

possibility to apply process mining techniques in the future. 

Process mining is a new paradigm of data science that offers AI 

techniques that support decision-making in process 

management. The techniques are based on analyzing event logs, 

that is, logs of the activities that users have carried out during a 

process [8, 9]. 

Results and Conclusions 

The data is still being analyzed but an initial result is that the 

utilization of Janusmed Integrated (toolbar) has increased over 

time. To investigate the utilization, we measured the number of 

follow-ups the physicians did to obtain additional information. 

This measurement was based on all care units using Janusmed 

in the Stockholm County Council for a time period of 15 

months. We are presently analyzing the usage patterns of the 

different modules in Janusmed, in particular, Janusmed 

Interactions. 

We are also currently investigating whether the usage of 

Janusmed depends on demographic factors, in particular, the 

age and gender of the patients. We are also investigating how 

the warnings affect the behavior of the physicians, depending 

on the class of clinical relevance. In particular, to what extent 

physicians carry out follow-ups and reconsider their 

prescription decisions. 

In order to better understand how the physicians are using 

Janusmed, a qualitative investigation is planned using 

observations at the point of prescription, followed by semi-

structured interviews with the prescribing physicians. 
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Abstract 

The objective of the study is to augment safety and 

effectiveness evaluation of medical devices through building a 

reusable unique device identifier (UDI) interoperability 

solution. We propose a framework for building a UDI 

research database for medical device evaluation using the 

OHDSI common data model (CDM). As a pilot study, we 

design, develop and evaluate a UDI vocabulary, which would 

enable tackling challenges of data islands and standardization 

for medical device evaluation. 

Keywords:  

Equipment Safety, Reference Standards, Controlled 

Vocabulary, Electronic Health Records.  

Introduction 

Reliable and timely data and information on the performance 

and safety of medical devices such as stents and artificial 

joints are critical to the success of postmarket surveillance of 

medical devices. In recent years, there are increasing needs for 

capturing Real World Evidence (RWE) from claims and 

electronic health records (EHR) data for evaluations of 

medical device safety and effectiveness [1]. In particular, the 

Food and Drug Administration (FDA) and medical device 

evaluation community have envisioned a system that can not 

only promote patient safety through earlier detection of safety 

signals, but also generate, synthesize and analyze evidence on 

real-world performance and patient outcomes [2].  

However, valuable data for evaluating device exists largely as 

data islands with only limited connectivity. It has been well 

recognized that a standard is key for documentation and 

linking of medical device identification information to diverse 

data soures. Fortunately, FDA initiated the regulation of the 

Unique Device Identifier (UDI) implementation and 

established a Global Unique Device Identifier Database 

(GUDID) for making uniquely identify medical device 

possible [3]. By September 24, 2018, all Class III and Class II 

devices are required to bear a permanent UDI. Note that such 

a classification is risk based. Class I includes device with the 

lowest risk and Class II includes those with the great risk. 

Meanwhile, a number of demonstration projects have been 

conducted to demonstrate the feasibility of informatics 

technology on building a medical device evaluation system 

and to identify keys to success and challenges to achieving 

targeted goals [4]. These projects provided proof of concept 

that UDIs can be used as the index key to combine device and 

clinical data in a database useful for device evaluation. 

However, the community lacks of an open-source solution for 

community-based medical device evaluation. 

The Observational Health Data Sciences and Informatics 

(OHDSI) Common Data Model (CDM) has been increasingly 

used to build a large-scale international data network in 

support of observational studies [5]. In this study, we propose 

a reusable UDI interoperability solution based on the OHDSI 

CDM that tackles the challenges of data islands and 

standardization. We aim to build a prototype device evaluation 

system with the capability to uniquely identify medical 

devices, implementing standardized clinical vocabularies and 

dictionaries, and linking diverse, strategically complementary 

data sources. 

Methods 

OHDSI CDM: The OHDSI CDM 5.0.1 version contains 39 

database tables in 6 categories: standardized clinical data, 

standardized health system data, standardized health 

economics, standardized metadata, standardized vocabularies 

and standardized derived elements [5]. Of them, 10 tables are 

designed for handling standardized vocabularies, including 

tables describing CONCEPT, CONCEPT_RELATIONSHIP, 

CONCEPT_CLASS, DOMAIN, VOCABULARY. We 

installed an OHDSI virtual machine (VM) that is conformant 

to the OHDSI CDM 5.0.1 version. The VM contains the full 

OHDSI technology stack and is loaded with both standard 

vocabularies and sample data.   

FDA GUDID: The database contains key device identification 

information submitted to the FDA about medical devices that 

have UDI [3]. As of September 1, 2018, a total of 1,765,653 

UDIs have been recorded, comprising 45,011 UDIs for Class 

III devices, 1,456,524 UDIs for Class II devices and 264,128 

UDIs for Class I devices.  In this study, we used the UDI 

information for Class III devices for prototyping the UDI 

vocabulary. 

System Architecture: We propose a framework for building a 

UDI research database for medical device evaluation using the 

OHDSI CDM (Figure 1).  The framewrok comprises three 

modules: 1) UDI Vocabulary; 2) ETL for UDI-Enabled 

Device Data; and 3) Analytic methods for medical device 

evaluation.  

Prototype Implementation: In this study, we prototyped a UDI 

vocabulary using the UDI information for Class III devices.  

First, we downloaded the Class III device dataset from the 

GUDID website. The dataset contains 45,011 records for 

Class III device. The fields of the dataset are 

“DEVICE_ID|DEVICE_ID_ISSUING_AGENCY|BRAND_N

AME|COMPANY_NAME|VERSION_MODEL_NUMBER|

MRI_SAFETY_STATUS|LABELED_CONTAINS_NRL|GM

DN_TERMS.”  
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Figure 1. System architecure of our proposed framework. 

RWD: Real-World Data; RWE: Real-World Evidence. 

Second, we retrieved the SNOMED CT information 

associated with each single device using the GUDID web 

service API called Device SNOMED. A device identifier and 

a UMLS single-use ticket are required to receive a response.  

Third, we used the feature of custom structures of HAPI FHIR 

API [6] and generated Java-based data model for the OHDSI 

Standardized Vocabulary CDM which comprises 10 tables. 

With this advanced feature, vocabulary content can be readily 

represented in the FHIR-compliant XML or JSON format.  

Fourth, we parsed the Class III device dataset and generated 

the concept_id from each single device. And then we 

populated the CONCEPT, CONCEPT_RELATIONSHIP, 

CONCEPT_CLASS, DOMAIN and VOCABULARY tables. 

The key design points here include 1) the concept_name is 

formed as a combination of BRAND_NAME, 

COMPANY_NAME,  and VERSION_MODEL_NUMBER; 

2) We tentatively set the status of STANDARD_CONCEPT 

as non-standard for each single device is linked to a SNOMED 

CT concept code which by default is used as standard concept 

in the OHDSI CDM. 3) The Global Medical Device 

Nomenclature (GMDN) term information is recorded in the 

CONCEPT_RELATIONSHIP table. The concept_id is also 

generated for each GMDN term. An intermidiary FHIR 

Bundle XML file is generated, which can be easily exported 

into standard OHDSI vocabulary release CSV files. 

Preliminary Evaluation: We loaded the UDI vocabulary 

release files into a OHDSI VM and used its ATLAS tool to 

explore the utility of the vocabulary. We compared the string 

search vs. concept-based search. 

Results 

A total of 51,597 records were generated in the CONCEPT 

table, in which 45,011 records are for Class III devices and the 

rest are for the GMDN terms and a few of relationship concept 

ids. A total of 17,052 records were generated in the 

CONCEP_RELATIONSHIP table, in which half of records 

are for the relationships to SNOMED CT and the other half 

for the relationships to GMDN terms.   

We successfully loaded the UDI vocabulary into an OHDSI 

VM platform. We used the ATLAS concept search tool for the 

string search of “Thermocool” and obtained 76 records. When 

we used the SNOMED CT concept code for “Cardiac 

mapping/radio-frequency ablation catheter, single use”, we 

obtained 250 records (Figure 2). These results indicated that 

concept-based search may be more reliable if users would like 

to get comprehensive query results.  

 

Figure 2. An ATLAS screenshot for concept-based search. 

Discussion and Conclusions 

In this study, we proposed a framework for building a OHDSI 

CDM-based UDI research database and prototyped a UDI 

vocabulary for Class III devices as a pilot study. Such a 

standard UDI vocabulary will serve as semantic foundation to 

enable both individual-level and class-level device data 

analyses and eventually augment safety and effectiveness 

evaluation of medical devices.   We believe that the approach 

can be readily generalized for the devices in other classes. 

There are a number of design points that would need a 

community-based consensus. We plan to initiate a Working 

Group in the OHDSI community for the consensus 

development. In addition, more rigorous evaluation of the UDI 

vocabulary will be conducted in the near future after loading 

the real-world device data into the UDI research database 

driven by specific use cases. 
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Abstract 

The study was done to validate the real time efficacy of a 

customised algorithm in detecting diabetic retinopathy (DR) 

among diabetic patients being examined at the vitreo retinal 

outpatient department (VR OPD) of a tertiary care hospital, 

Diabetic Retinopathy algorithm showed sensitivity of 79% and 

specificity of 57% which is an acceptable methodology to 

diagnose diabetic retinopathy and avoid unnecessary referrals.  

Keywords:  

Diabetic Retinopathy, Algorithm, Photograph  

Introduction 

Diabetic retinopathy (DR) is a microvascular complication of 

diabetes and is a potentially blinding disease, especially in its 

advanced stages[1]. In India, one of the several challenges faced 

in screening is inadequate man power, with only one 

ophthalmologist for every 107,000 people [2]. This scenario 

warranted an urgent need for alternative methods of screening. 

However, screening, timely referral, and intervention can lessen 

the likelihood of blindness and can reduce the health care 

costs[3]. 

Several studies have reported the effectiveness of computer-

assisted screening tool for DR detection [4-8]. HTIC developed 

and reported an algorithm for the detection of presence of 

DR[9]. We reported that the algorithm can identify the presence 

or absence of DR in subjects with diabetes under mydriatic and 

non mydriatic conditions using retinal photographs.  

Methods 

Our DR image screening algorithm [9] includes modules for 

analyzing retinal images to identify normal retinal structures 

such as the optic disk, macular region, segmentation of blood 

vessels, detection of three classes of pathologic lesions in the 

retina: red lesions (such as blot and flame haemorrhages), bright 

lesions (hard exudates, circinates, cotton-wool spots, ischemic 

zones), and microaneurysms. Each of the modules derives 

parameters from the retinal image using image analysis 

techniques such as object detection and segmentation, and 

computes parameter values corresponding to the different 

features. The composite low level information of the locality, 

morphology, appearance and extent of the disease signs is 

considered and solved for the clinical decision (DR vs no-DR) 

using a multi-parametric machine learning based classification. 

The gradeability of the image, as well as presence of severe and 

proliferative DR signs are added as high-level information of 

gradeability and advanced late stage disease, and are combined 

to frame the final decision on DR referability, giving a value in 

the range of 0 to 1, with 1 indicating higher confidence score 

on the decision of 'DR-present'. The optimal operating point for 

the referability decision is chosen by doing a ROC analysis with 

multiple publicly available datasets, and a large retrospective 

dataset. 

We validated the algorithm prospectively for real time use in an 

outpatient department of Sankara Nethralaya, a tertiary care 

hospital and compared the performance of the algorithm with 

that of vitreo-retinal surgeon (reference standard) and 

optometrist under non-mydriatic condition. This study was 

approved by Institutional Review Board of Vision Research 

Foundation, Chennai, India. Patients provided written informed 

consent. The study was conducted from Jan 2015 to May 2017. 

Patients with type 2 diabetes aged ≥35 years were included. 

Those with miotic pupil, nystagmus, history of other intraocular 

surgeries except cataract surgery and injections for diabetic 

macular edema were excluded. 

848 eyes of 485 patients underwent 45-degree fundus 

photography (Forus3nethra Classic Non Mydriatic Fundus 

Camera, Bangalore, India) in both eyes after dark adaptation. 

The photo graders received a CD-ROM containing de-

identified images in JPEG format. Information on the patients 

age, sex and duration of diabetes was shared with the reader and 

were masked to the rest of the demographic characteristics. The 

images were run through the automated system and were also 

graded by human graders (optometrist) and by an experienced 

vitreoretinal surgeon (gold standard). The patient was also 

examined by any one vitreoretinal surgeon in the outpatient 

department with the indirect ophthalmoscope who provided 

advise treatment/disposal of the patient, independent of the 

result of the algorithm. 

Results 

The effectiveness of the CAD to detect diabetic retinopathy 

lesions was examined in comparison to that by the human 

graders, optometrist and ophthalmologist (‘reference 

standard’). The mean age of patients was 58.2+7.5 years and 

68% were men. The mean duration of diabetes was 13.1+7.9 

years (median=13 years, range=0.5 – 34 years) and the mean 

fasting blood sugar was 128+45mg% (median = 120mg%, 

range=70-250mg%). DR Diagnosis and gradeability were 

assessed as two separate tools for retinal photographs. 

The algorithm successfully graded 634 out of 848 possible 

images (75%) and diagnosed presence of DR in 583 images. 

Compared to the ophthalmologist (Reference standard), 214 

(25%) images were ungradable by the algorithm.  Overall, the 

ophthalmologist found only 9 images to be ungradable 

compared to 214 images by the algorithm. There was only slight 

agreement in terms of image gradeability between the 
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ophthalmologist and algorithm, Kappa= 0.016 (95% CI = -

0.013 – 0.044).  

The sensitivity of the algorithm to detect DR for gradable 

images was found to be 79% and specificity was found to be 

57% in detecting DR compared to ophthalmologist with an area 

under the receiver operator curve (AUC) was 0.67 

(95%CI=0.63 to 0.71). With respect to vision threatening DR 

(VTDR), there were no significant differences in the image 

gradeability of the algorithm based on the VTDR status of the 

eye as graded by the ophthalmologist (P=0.32) by chi square 

test.  

Compared to the optometrist, 25% images were ungradable by 

the algorithm.  Overall, the optometrist found only 11 images 

to be ungradable compared to 214 images by the algorithm. 

There was slight or no agreement in terms of image gradeability 

between the ophthalmologist/ optometrist and algorithm, 

Kappa= 0.002 (95% CI = -0.024 – 0.028)  

Conclusion 

We found that the computer assisted algorithm developed by 

HTIC showed 78 - 79% sensitivity and 55 - 57% specificity in 

detecting DR. The algorithm appears to be highly sensitive at 

the expense of lower specificity for DR detection .. The strength 

of our study is that the algorithm was tested under physiological 

dilation and therefore more closely applicable to real-life 

situations. The main areas that require enhancement is the 

reduction in ungradable images and specifically improve 

agreement of gradeability and DR status with human graders. 
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Abstract 

In this study, we built a multi-center integrated database 

platform of localized prostate cancer and developed 

biochemical recurrence (BCR) prediction system with 

Gradient Boosted Regression model using Korean Prostate 

Cancer Registry (KPCR) database. This platform will 

facilitate clinical management of patients with prostate 

cancer, and it will also help develop appropriate treatment of 

prostate cancer. 

Keywords:  

Prostatic Neoplasms, Biochemical Recurrence Prediction, 
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Introduction 

Prostate cancer is the fifth most common cancer in men in 

South Korea, and the incidence is increasing [1]. Prostate 

cancer is a high incidence of disease and it is important to 

prevent and manage recurrence after curative treatment. By 

managing the integrated data of prostate cancer and predicting 

biochemical recurrence (BCR), progress and pattern of 

prostate cancer is possible to analyze and may help to choose 

a treatment in the future. Currently, there are prostate cancer 

data portals for scientists and clinical doctors, but most of the 

studies were based on Americans and Europeans data. The 

cancer incidence rates are different among the countries [2], 

and there is also racial difference both in cancer incidence and 

survival rate [3]. Therefore, in order to analyze and predict the 

prostate cancer data of Koreans, Korean Prostate Cancer 

Database System is required. The purpose of this study is to 

construct a multi-center integrated database platform using the 

Korean Prostate Cancer Registry (KPCR) data and develop a 

biochemical recurrence (BCR) prediction system to facilitate 

clinical management of prostate cancer. 

Methods 

The KPCR Database has collected 7,394 prostate cancer data 

of Korean from six domestic EMR-based medical institu-

tions. We implemented a system platform to visualize and 

manage this data. We implemented a web-based platform 

using Java language and Tomcat Server. In order to predict 

BCR, we extracted 5,119 analytic data from the KPCR data-

base, generated train dataset for BCR prediction and trained 

the dataset. We used 15 statistical analysis models to predict 

BCR including decision tree, logistic regression, and neural 

networks. 

Results 

This platform has been implemented features of integrated 

data management and BCR prediction. The AUC (Area Under 

the Curve) of BCR prediction is shown in Table 1. 3 years 

post-surgery, the highest AUC of BCR prediction is achieved 

by Gradient Boosted Regression, and the value is 0.8419. 5 

years after surgery, the highest AUC is achieved by Ridged 

regression with a value of 0.8071. Finally, we implemented a 

BCR prediction system using a Gradient Boosted Regression 

model which reaches the highest average of AUC. 

The 3-year and 5-year BCR prediction system with Gradient 

Boosted Regression model was implemented using the Python 

language, and we used the GradientBoostingClassifier of the 

sklearn module in Python. In order to integrate the Web-based 

platform implemented in Java with the BCR prediction system 

implemented in Python, we used the Django framework, a 

Python web framework. 

The variables used for BCR prediction include age, initial 

PSA, clinical stage, pathology Gleason score, pathology stage, 

surgical margin, perineural invasion, seminal vesicle, 

extracapsular extension, and lymphovascular invasion. We 

used the feature_importances_method of 

GradientBoostingClassifier to output the variable importance, 

and the result is shown in Table 2. 

The result shows that age, initial PSA, and pathology Gleason 

score are important variables in predicting BCR with gradient 

boosting regression model. 

We developed biochemical recurrence (BCR) prediction 

system using data of Korean prostate cancer patients. In the 

input screen, enter the value of age, initial PSA, clinical stage, 

pathology Gleason score, pathology stage, surgical margin, 
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perineural invasion, seminal vesicle, extracapsular extension, 

and lymphovascular invasion. The input value uses the 

predict_proba method of GradientBoostingClassifier to 

determine the probability of occurrence of BCR and the 

probability of non-occurrence of BCR after 3-year and 5-year 

of surgery. In the result screen, BCR prediction is 

implemented by outputting the probability of BCR occurrence 

after 3-year and 5-year of prostate cancer surgery using 

Gradient Boosting Regression model. 

Table 1 – BCR Prediction AUC 

Analysis Method 3-year 5-year 

Trees Decision Tree 0.8186 0.7561

Random 

Forest(ntrees=20) 

0.8320 0.7956 

Random 

Forest(ntrees=50) 

0.8349 0.8047 

Random 

Forest(ntrees=80) 

0.8362 0.8050 

Logistic 

Regression 

Ridged 

Regression(L2) 

0.8288 0.8071 

Lasso(L1) 0.8319 0.7993

Gradient Boosted 0.8419 0.8031

Neural 

Networks 

1hidden, dropout=0.3 

at input 

0.7939 0.7895 

1hidden dropout=0.1 

at input 

0.8027 0.7977 

1hidden dropout=0.1 

at input, hidden 

0.7984 0.7923 

2hidden, dropout=0.3 

at input 

0.7978 0.7941 

2hidden dropout=0.1 

at input 

0.7988 0.7967 

2hidden dropout=0.1 

at input, hidden 

0.8016 0.7943 

Survival 

Regression 

Cox PH 0.7944 0.7816

Random survival 

forest 

0.7645 0.6920 

Table 2 – Variable Importance 

Variable 3-year 5-year 

Age 0.1601 0.1870 

Initial PSA 0.2813 0.2284 

Clinical T stage 0.1357 0.1343 

Pathology Gleason Score 

Sum 

0.1484 0.1546 

Pathology T stage  0.0656  0.0445

Surgical margin 0.0321  0.0525

Perineral invasion 0.0380  0.0483

Seminal vesicle 0.0470 0.0247 

Extracapsular extension 0.0055 0.0083 

Lymphovascular 

invasion 

0.0454 0.0360 

 

 

Figure1 – BCR Prediction System 

 

Conclusions 

In this study, we designed a management system platform for 

Korean prostate cancer patients. The platform was 

implemented on web-based to facilitate data access, 

management and BCR prediction. It will further facilitate 

clinical management of patients with prostate cancer and it 

will also help develop appropriate treatment of prostate cancer 

in future.  
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Abstract 

The Demonstrator study aims to analyse comorbidities and 

rare diseases among patients from German university hospitals 

within the German Medical Informatics Initiative. This work 

aimed to design and determine the feasibility of a model to 

assess the quality of the claims data used in the study. Several 

data quality issues were identified affecting small amounts of 

cases in one of the participating sites. As a next step an 

extension to all participating sites is planned. 

Keywords:  

Data Accuracy; Electronic Health Records; Medical 

Informatics 

Introduction 

The German Medical Informatics Initiative (MII) is a long-term 

nationwide program established to improve research 

opportunities and patient care through Information Technology 

(IT) solutions, as well as to facilitate the exchange and use of 

data across German University Hospitals [1]. It involves four 

consortia implementing Data Integration Centers (DICs) in 

every participating university hospitals (MII sites) [1]. The 

Demonstrator Study was initiated with the intention of a 

continuous cross-consortia cooperation throughout the project 

duration. The study carries out a retrospective, descriptive and 

geo-regionalized exploration of comorbidities and rare diseases 

of patients in MII sites. The study leverages the standardized 

“§21” data format mandated by the German Diagnosis Related 

Group-based billing regulations [2], which enables multicentric 

analyses even before interoperable data structures and 

interfaces were fully developed and deployed across the MII 

sites. The §21-conformant datasets provide a narrow set of data 

elements for inpatient cases including demographics, 

diagnoses, procedures and further administrative data. The 

Demonstrator Study makes use of the Integrated Data 

Repository Toolkit (IDRT) to extract, transform and load the 

source §21-conformant data into local i2b2 data repositories 

(Informatics for Integrating Biology and the Bedside), 

including a pseudonymization step (see Figure 1). The 

Demonstrator Study carries out analyses on these repositories 

to calculate Comorbidity scores and to analyse rare diseases 

from ICD10 diagnosis data, under consideration of patient ages, 

encounter duration, hospital admission and discharge reasons, 

patient zip codes areas and the treating university hospital. 

The use of routine clinical data (specifically: claims data) in the 

Demonstrator Study raises questions concerning the fitness for 

purpose of the data for the planned analyses. In this regard, the 

combination of data completeness, data conformance and data 

plausibility aspects of the data quality (DQ) may considerably 

determine the validity and veracity of analysis results [3]. 

 

Figure 1 - Data processing pipeline of the MII Demonstrator 

study 

Even though syntactic and coding aspects of the §21 source 

dataset quality is already tightly defined by billing regulations 

and controlled yearly by an independent institute in order to 

ensure their adequacy for billing purposes [2], aspects of data 

completeness and conformance taking account the aspects of 

the Demonstrator Study should be additionally addressed, as 

well as plausibility aspects of the variables in the datasets. The 

goal of the project was to evaluate the feasibility of constructing 

and implementing a DQ assessment framework based on a 

pretest of aggregated §21-conformant data from just one MII 

site taking part in the Demonstrator Study, before a large scale 

rollout to all the MII sites is conducted. 

Methods 

Quality ontology and analysis methods 

According to the harmonized terminology of Kahn et al [3], the 

three quality dimensions completeness, conformance, and 

plausibility were choosen based on their relevance for the initial 

DQ approach. Operationalized quality indicators provided by 

the DQ Assessment guidelines from the German Technology 

and Method Platform for Networked Medical Research [4] 

were assigned to each dimensions, and quantitatively assessed 

using the verification method [3], through seven items 

formulated in consideration of longitudinal and cross-sectional 

aspects of the Demonstrator Study (see Table 1).  

Implementation of the data quality queries 

At the time of the submission, a pre-test was carried out based 

on the billing data of one of the participating MII sites based on 

an i2b2 database with data already loaded. We implemented  
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Table 1- Initial DQA-Framework 

DQA-

Dimensions 

DQA-Indicators Measurement Items  

Completeness Missing values for 

data elements (ID-

1013) 

1- Frequency of missing 

values in data elements 

Conformance Invalid values for 

qualitative data 

elements (ID-1021) 

2- Frequency of invalid 

values contained in 

qualitative data elements

Invalid values for 

quantitative data 

elements (ID-1024) 

3- Frequency of invalid 

values contained in 

quantitative data elements 

 

Plausibility Freedom of 

Contradiction (ID-

1003) 

4- Men with malignant 

neoplasms of the female 

genital organs (C51-C58) as 

a hospital diagnosis 

5- Women with malignant 

neoplasms of the male 

genital organs (C60-C63) as 

a hospital diagnosis 

6- Men with in-patient 

delivery (birth) as 

admission reason  

7- Patients with a difference 

between the maximum and 

minimum age within the 

study period greater than 3 

years (study duration)

 

SQL queries against the i2b2 database resulting in aggregated 

results. Data use within the project was approved by the ethics 

commissions of all involved MII sites lead by the Mannheim 

University Medicine Ethics Board (2018-864R-MA). 

Results 

Cohort description 

The dataset consisted of 152,806 inpatient cases assigned to 

94,570 patients. 25,238 patients (26.7%) had more than one 

case assigned to them (ranging from 1 to 66 cases assigned to a 

single patient during the observation period: 2015-2017). 

Data quality analysis  

The DQA results are displayed in  

Table 2. 

Table 2 - DQA results 

Conclusion  

The results showed that a subset of 1.6% of cases did not 

contain a postal code, which, however, can be traced back to 

foreign patients or homeless patients for which zip codes are 

either unavailable or are excluded from documentation within 

the definition of the §21 dataset. In addition a small subset of 

cases did not contain a diagnosis (0.02%) or contained 

truncated or invalid codes not listed in the ICD10-GM 

classification (0.12%). The plausibility analysis revealed only a 

very small amount (single-digit) of inconsistent cases (see  

Table 2). These first results address the feasibility of 

constructing and implementing a structured DQ analysis model 

focusing on quality aspects of data completeness, data 

conformance and data plausibility of the datasets used in the 

Demonstrator study. In the next steps we plan to implement a 

visualization of the DQ analysis using the R statistics software. 

The resulting scripts will be deployed to all MII sites 

participating in the MII Demonstrator study. This will allow us 

to carry out and compare DQ analysis based on the datasets 

from each of the participating MII locations. Further 

investigation will be perfomed to identify the reasons behind 

the formation of the problematic cases and to decide about how 

to handle the given cases before the datasets are used for 

statistical analysis. 
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DQA-Dimensions Items  Results 

Completeness 1 2532 missing values (1.6%) in the 

variable “Postal code” 

37 missing values (0.02%) in the 

variable “ICD codes of the 

principal hospital diagnosis”

Conformance 2 178 invalid codes (0.12%) in the 

variable “Reason  

for the hospital admission”

3 Range of patient ages at the 

hospital admission: 0-116 

Plausibility 4 1 case 

5 5 cases

6 0 cases

7 2 patients 
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Abstract 

We leverage Generative Adversarial Networks (GAN) to 

produce synthetic free-text medical data with low re- 

identification risk, and apply these to replicate machine 

learning solutions. We trained GAN models to generate free-

text cancer pathology reports. Decision models were trained 

using synthetic datasets reported performance metrics that 

were statistically similar to models trained using original test 

data. Our results further the use of GANs to generate synthetic 

data for collaborative research and re-use of machine learning 

models.  

Keywords:  

Neural Networks (Computer); Machine Learning; Dataset 

Introduction 

Large scale adoption of Health Information Systems (HIS), 

together with the rapid evolution of Artificial Intelligence (AI) 

and various analytical and machine learning toolkits have led to 

the widespread development of machine learning solutions to 

address various healthcare challenges using patient data. 

However, legislation on sharing of Patient Health Identifiers 

(PHI) restricts researchers from (a) re-using machine learning 

solutions across larger audiences, (b) fostering inter-

organizational collaboration addressing various healthcare 

challenges, and (c) building generalized machine learning 

models targeting larger, diverse populations. 

Current efforts to enable better data sharing focus on de-

identification efforts, where PHI is scrubbed from patient data. 

However, de-identified free-text data may be vulnerable to re-

identification based on clinical data elements. In contrast, 

alternate approaches to create synthetic data that mimic clinical 

patterns in data present considerably lower re-identification risk 

[1]. We leverage recent advances in Generative Adversarial 

Networks (GAN) [2] to produce synthetic unstructured free-

text medical data, and assess (a) possibility of using these 

datasets to replicate machine learning results generated using 

original patient data, and (b) levels of re-identification risk 

posed by these synthetic datasets. 

Methods 

We leveraged a convenience sample of 7,000 free-text 

pathology reports on potential cancer cases from the Indiana 

Network for Patient Care (INPC) [3], a statewide Health 

Information Exchange (HIE) to build decision models capable 

of identifying positive cancer cases for public health reporting. 

Positive and negative report sets were extracted, and used to 

train SeqGAN [2] models of varying epoch sizes. We selected 

optimal GAN models for positive and negative cancer report 

sets by comparing synthetic data generated by these models 

with original test data using Bilingual Evaluation Understudy 

(BLEU) scores. We created vectors by counting presence of 

each stemmed feature in positive and negative contexts across 

each report in the report set. Next, we developed decision 

models to predict cancer cases using the Random Forest 

classification algorithm [4] and the top 5, 10, 20 and 50 features 

selected from the original test and synthetic feature sets using 

the Kullback-Leibler divergence (information gain) method [5].  

We compared the performance of these models using 

sensitivity, specificity, F1-measure (harmonic mean between 

precision and recall) and area under the ROC curve values 

(AUC), together with their 95% confidence intervals.  We assed 

re-identification risk for presence disclosure [6], where 

attackers in possession of a set of patient records can determine 

if any of them were used to train GAN models by comparing 

these records against the synthetic patient dataset using 

Hamming scores, a measure of variation between two binary 

strings. 

Results 

The 7,000 free-text cancer cases consisted of 1,950 (27.86%) 

positive reports and 5,050 (72.14%) negative reports [7]. 

Comparison of BLEU scores identified models trained for 70 

epochs as the optimal synthetic data generation model for both 

positive and negative cancer reports. We extracted the top 50 

features from each of the original and synthetic datasets using 

information gain scores (Table 1). Feature selection identified 

a 36% overlap between the top 50 features extracted from each 

dataset (Table 2).  

Figure 1 presents variance of information gain scores across 

each of the top 50 feature sets. Decision models trained using 

the top 5, 10, 20 and 50 features extracted from the synthetic 

and original datasets reported performance metrics that were 

significantly high (sensitivity: 77-92%, specificity: 95.7-

99.8%, F1-measure: 91-97%, AUC: 90-99%). Further, there 

was no statistically significant difference between many 

performance metrics reported by models trained using original 

or synthetic datasets. Presence disclosure tests performed using 

Hamming score comparisons indicated relatively low 

probability for re-identification across positive and negative 

synthetic reports.  
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Table 1 - List of top 20 stemmed features selected from the 

original and synthetic datasets using information gain scores. 

Rank Original dataset Synthetic dataset 

1 Tumor consult 

2 Carcinoma slide 

3 Invasion node 

4 Slide lymph 

5 Cell malign 

6 Metastat grade 

7 Lymph right 

8 Node pathologist 

9 Return submit 

10 adenocarcinoma prostat 

11 Margin collect 

12 involve carcinoma 

13 Consult section 

14 differenti receiv 

15 mass left 

16 cassett specimen 

17 phone posterior 

18 left surgic 

19 grade identifi 

20 microscop tumor 

Table 2 - Intersection of top 5, 10, 20 and 50 features selected 

from the original and synthetic datasets using information 

gain scores. 

Feature 

subset 

size 

# features 

overlap 

List of features present in 

both datasets 

5 1 (20%) slide 

10 3 (30%) slide, lymph, node 

20 8 (40%) slide, consult, node, grade, tu-

mor, lymph, left, carcinoma

50 18 (36%) note, section, prostat, cassett, 

slide, malign, consult, node, 

grade, tumor, right, margin, 

phone, submit, case, lymph, 

carcinoma, left 

 

 

Figure 1 - Variance of information gain scores reported by the 

top 50 original and synthetic features. 

 

Conclusions 

Our results indicate that GAN methodologies can generate 

synthetic free-text medical data with limited re-identification 

risk, and that synthetic datasets can be used to develop machine 

learning models with statistically similar performance metrics 

to decision models trained using original test data. As such, they 

are of considerable importance for enabling cross-institutional 

collaboration and broader dissemination of machine learning 

models. Adoption of GAN models alone does not result in de-

identified data. However, synthetic data generation reduces re-

identification risk by creating new patient records with similar, 

but different data. It also removes any 1-to-1 mapping between 

test and synthetic reports. Our results demonstrate that synthetic 

datasets poise a significantly lower chance of re-identification 

based on clinical information. However, synthetic data 

produced by these efforts must undergo rigorous de-

identification of PHI elements before they can be distributed for 

public use. Future research includes use of GAN models to 

create truly de-identified synthetic free-text data that does not 

require additional de-identification, and expansion of our work 

across other more challenging healthcare datasets. 

We propose the following hypothetical scenario to demonstrate 

how our approach could be applied in a real-life setting. An 

organization that possesses rich free-text data sources, but lacks 

adequate machine learning expertise can leverage our approach 

to create synthetic data. They de-identify and share the 

synthetic data with experts who use it to build machine learning 

models. Once optimal models have been identified, they can be 

implemented across the original dataset with compatible 

performance measures. 
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Abstract 

We present AutoScribe, a system for automatically extracting 

pertinent medical information from dialogues between clinicians 

and patients. AutoScribe parses the dialogue and extracts entities 

such as medications and symptoms, using context to predict 

which entities are relevant, and automatically generates a patient 

note and primary diagnosis.  

Keywords:  

Medical Records, Machine Learning, Medical Informatics  

Introduction  

Currently, clinicians spend up to 50% of their time entering 

information from patient interviews into electronic medical 

records (EMRs) [1]. This reliance on slow, laborious, and 

inconsistent data entry results in wide variability in the quality of 

EMR data [2], which presents a challenge to clinical data 

analytics [3]. Recent machine learning (ML) algorithms, such as 

recurrent neural networks and word embeddings [4], have been 

applied to tasks such as disease and mortality prediction from 

EMR data [5,6]. This suggests that a significant portion of 

clinical data entry can be automated by analyzing patient-

clinician dialogues. 

Here, we optimize an ML model, AutoScribe, to classify dialogue 

phrases from patient interviews as contextually pertinent to 

clinical documentation, which is the foundational step to 

generating EMR data from the analysis of patient-clinician 

dialogues. We extract medically relevant entities such as signs, 

symptoms, diagnoses, therapies, and referrals through natural 

language processing.  Unlike systems which primarily use 

lexicon-based term matching, our system also uses linguistic 

context and time information.  

Data 

 The data consists of 800 audio patient-clinician dialogues and 

their transcripts, purchased from Verilogue Inc
1

, including 

primary diagnosis codes. The most frequent are ADHD, COPD, 

depression, and influenza. 

 We developed a new annotation tool and are doubly annotating 

all dyads for relevant medical entities. Of the 30 dialogues that 

have been completed, the annotations have .53 agreement 

(Krippendorff’s alpha [8]) and .80 partial match F1  score. We 

also have 302 dialogues with annotations from one physician at 

present. We present a synthetic patient-clinician dialogue in 

Figure 1 with the output of our system compared to human 

annotation.  

Methods and Results 

The AutoScribe system currently consists of several modules. 

The cumulative output of these models constitutes the initial 

AutoScribe system. We evaluate each component of the system 

using F1 measure, considering tags that overlap with the human 

annotation as correct. For entity tagging, we also calculate inter-

annotator agreement between the physicians and the automatic 

pipeline using Krippendorff’s alpha [8]. All but the utterance 

type classification model are evaluated on 302 conversations. 

Utterance type classification 

Each utterance in the dialogue is automatically labeled as a 

question, statement, positive answer, negative answer, 

backchannel or excluded. We use a two-layer bidirectional gated 

recurrent unit (GRU) neural network [12], implemented in 

PyTorch. Each word is represented as a 200-dimensional vector 

using the freely available Wikipedia-PubMed word embedding 

model
2

. We evaluate the utterance type classifier on 20 

conversations, annotated independently by 2 annotators with 

inter-annotator agreement of .77 (Cohen’s kappa). For training, 

we use two external, publicly available datasets: the Switchboard 

corpus [10], and the AMI corpus
3

. Our model achieves .71 F1 

score on Verilogue data. 

Time expression identification  

Phrases in the dialogue that reference absolute and relative times 

and dates are automatically tagged and converted to standardized 

values using HeidelTime [11], a freely available temporal tagger. 

For example, in a document dated Jan 1, 2018, the phrase 

tomorrow would be normalized to 2018-01-02. 

Medical entity identification 

 AutoScribe currently identifies the following medical concepts: 

anatomical locations, signs and symptoms, diagnoses, 

medications, referrals, investigations and therapies, and reasons 

for visit.  The identification uses lexicon look-up using terms 

from BioPortal
4

, Consumer Health Vocabulary (CHV)
5

, 

SNOMED-CT
6

, and RxNorm
7

, and achieves an average F1 score 

of .63 and .55 Krippendorff’s alpha. Entity identification is 

currently limited to the terms present in our reference lists, which 

are large but cannot cover all possible expressions of relevant 

entities. There may be many valid variations of these entities that 

we hope to be able to identify in the future. 

 

 

1 

 http://www.verilogue.com 

2 

 http://bio.nlplab.org/ 

3 

 http://groups.inf.ed.ac.uk/ami/corpus/ 

4 

 https://bioportal.bioontology.org/ontologies 

5 

 http://consumerhealthvocab.chpc.utah.edu/CHVwiki/ 

6 

 http://www.snomed.org/ 

7 

 https://www.nlm.nih.gov/research/umls/rxnorm/ 
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DR: How's the [numbness in your toes]Sign/Symptom /[toes]Anatomical Location ? 

PT: The same. I'm used to it by now. 

DR: Okay, that's good. Let's keep you on the [same dose of 

Metformin]Medication   [for now]TIMEX3 then we'll check your 

[a1c]Investigation/Therapy again [in three months]TIMEX3 , and then I'll [see you 

back here after that]Disposition plan. 

DR: How's the numbness in your [toes]Anatomical Location ? 

PT: The same. I'm used to it by [now]TIMEX3 . 

DR: Okay, that's good. Let's keep you on the same 

[dose]Medication  of [Metformin]Medication   for [now]TIMEX3 

then we'll check your a1c again in [three months]TIMEX3 , 

and then I'll see you back here after that. 

Figure 1 – Example dialogue - (a) Human annotation. (b) Automatic annotation.  In both 1a and 1b, highlight indicates the annotated 

entities; darker highlights indicate overlap between human and automatic annotations. Subscripts indicate the entity type (TIMEX3 

indicates time phrases). 

 

Attribute classification  

Once the entities have been identified, the system should 

determine which are actually pertinent to the diagnosis. For 

instance, a physician or patient might mention a medication that 

they have never actually taken, so the system should not record 

that medication as part of the patient’s history. Currently, we 

classify two attributes: modality and pertinence. The modality 

indicates whether the event actually occurred (actual, negative, 

possible), and pertinence indicates the condition to which the 

entity is medically relevant (i.e., ADHD, COPD, depression, 

influenza, other). The attribute classifier is a support vector 

machine (SVM) trained with stochastic gradient descent [9]. 

Each medical entity is represented as the average word 

embedding, concatenated with the word embeddings for the 

previous and next 5 words. We also include the speaker code of 

the utterance in which the entity appears. The system achieves 

.77 F1 score for modality classification, and .62 for pertinence. 

Pertinence classification currently performs worse than modality, 

perhaps because it requires more global information.  

Primary diagnosis classification  

We classify the primary diagnosis on each patient-clinician 

conversation to be used for billing codes. We train and test the 

models on a 5-fold cross validation of the 800 dyads. We apply 

tf-idf on the cleaned text of each dyad and use logistic regression, 

SVMs, and random forest models. The F1 scores of classification 

are calculated based on the human-assigned labels available in 

the transcription of the conversation’s ‘primary diagnosis’ field.  

Diagnosis classification currently handles 6 classes only and does 

not account for conditions other than the primary diagnosis that 

may be discussed in the conversation. 

F1 scores (Linear SVM): Influenza .93�.04, ADHD .83�.05, 

COPD .68�.14, Osteoporosis .78�.04, Type II diabetes 

.76�.07, Depression .71�.08, and Other .76�.05.  

Discussion & Conclusion  

We have presented a novel approach to clinician-patient dialogue 

parsing, whose outputs are oriented toward pragmatic linguistic 

features, and the needs of clinicians. Specifically, we have 

developed machine learning models based on recurrent neural 

networks that extract medical linguistic entities and their time-

based contextual partners, as well as primary diagnoses from 

dialogue. Future directions include extracting other key 

contextual entities within clinical dialogues that are pertinent to 

clinical documentation, such as quantity, quality, and severity 

words and phrases, as well as accounting for similar medical 

terms and spelling variations. Training will be expanded to 

include more entities, more conversations, more diagnoses, and 

multiple diagnoses per conversation. 
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Abstract 

Currently, the Common Data Model (CDM) for primary use (as 

distinct from models designed for secondary use) poorly 

supports clinical decision-making and medical process 

analyses. We designed a CDM featuring a search flow that 

identifies facts after defining the clinical process, and we make 

the data definition language of the CDM employed freely 

available as open source. 

Keywords:  

Data warehousing, clinical decision support systems, data 

mining  

Introduction 

To allow medical records to be used in clinical research, 

Common Data Models (CDMs) have been developed by several 

groups; the models include Informatics for Integrating Biology 

and the Bedside (i2b2) [1], Observational Health Data Sciences 

and Informatics (OHDSI) [2], and the Cancer Biomedical 

Informatics Grid (caGRID) [3]. The i2b2 allows the research 

community to find interesting patients by reviewing electronic 

records while preserving patient privacy. The OHDSI features 

an international network of real-world data facilitating 

collaborative observational studies. These CDMs feature tables 

with relatively few columns and shallow hierarchical star 

schemas; they embrace an Entity-Attribute-Value (EAV) 

philosophy allowing rapid exploratory interrogation. While 

CDMs for secondary use are widespread, few CDMs for 

primary use supporting clinical decision-making and analyses 

are available. CDMs for primary use should  essentially be the 

good source of business intelligence tools,  must be readable by 

clinicians, and allow facile interrogation. 

It is first necessary to minimize the complexity of interrogation 

(thus enhancing usability) by ensuring that the database is 

appropriately denormalized. Usually, the normalization of 

relational databases is considered desirable. However, as the 

number of tables increases, querying becomes difficult. In 

addition, the CDM must feature extensive analyses axes, 

allowing analysis of various medical processes. 

Arden Syntax etc. has been developed as  Domain Specific 

Language (DSL) [4] for medical knowledge  supporting clinical 

decision-making. However, the “curly brace problem” is in 

play; no standard data retrieval method is yet available [5]. 

Queries depend on the database structure and the terminology 

used by the system; it is difficult to port a given logic to another 

clinical decision-making system [6]. In addition, readability 

declines if system-specific descriptions become admixed, 

rendering it increasingly difficult for medical professionals who 

are not familiar with computers to read the query logic [7]. 

Although FHIR [8] uses a standard query method to explore 

routine information, and openCDS [9] attempts to standardize 

both the data and the API of the clinical support system, neither 

is easy to use and the data can be employed only to aid in 

clinical decision-making. Therefore, a CDM that can retrieve 

medical information after receipt of a simple query is required. 

A few previous CDMs sought to attain this goal; here, we 

present a CDM for primary use that is easy to use. 

Methods 

HL7 messages are associated with prescriptions, injections, 

radiographic procedures, and specimen examinations. During 

DWH construction, many ordered HL7 message tables must be 

created to allow full exploration of the clinical processes used. 

The number of tables increases as the clinical process of interest 

becomes more complex, negatively affecting query structure. 

We built a database that aggregates clinical processes, identifies 

medical procedures requiring analyses, and then outputs facts. 

As analyses of clinical decision-making and the associated 

financial implications require answers to many time-sensitive 

questions, we optimized the table index to facilitate time-series 

retrieval. To facilitate analyses of the business processes of an 

organization, we code names, places, organizations, and teams 

in a standardized manner; allowing searching based on 

organizational role and function. To optimize performance, we 

create specialized tables and indices for specific analysis 

without creating SQL views; we intentionally allow data 

duplication and schema denormalization. During the Extract-

Transform-Load (ETL) process, we standardize the notation, 

units, and ranges; searching is consistent across different 

electronic medical record systems. In addition, traceability is 

ensured to prevent tampering. 

Results 

The CDM is currently managed by the Semantic Data Model 

(SDM) consortium [10]; all specifications are free to all 

consortium members. We have published the Data Definition 

Language (DDL) for the relational database systems SQLite, 

MySQL, PostgreSQL, Microsoft SQL Server, Oracle, and 

DB2, and the source code of the DDL generator at GitHub [11]. 

As of October 2018, SDM ver 1.09 features 91 tables, 2,833 

unique columns, and 40 common columns allowing 

construction of dimensions. 
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Acts (including orders) are collected in the SDM_ORDER 

table. The SDM_CALENDAR table lists all events during 

hospitalization, with the dates of major events (including initial 

hospitalization, discharge, and surgery) being linked, in a 

simple manner, to specific events. The SDM_INDEX table lists 

all events and is key when analyzing medical processes. The 

SDM_KEYS table recodes the editing histories of medical 

records, ensuring authenticity (the table is an audit trail). 

Whenever the text of a medical record changes, a hash value is 

calculated and added to the SDM_KEYS table with 50 

attributes such as document related attributes, creators, and 

modification dates. The SDM_REPORT table manages the 

links among reports allowing medical staff to view all relevant 

reports contemporaneously. Thus, tables associated with 

clinical processes are centralized and factual tables are placed 

at the periphery; the structure of the database is a shallow star 

schema (Fig. 1).  

A single prescription/injection creates one record row in a table. 

However, common laboratory data are collectively stored in a 

single row. Since the results of the laboratory exams often 

evaluate multiple items at the same time, consideration is given 

so that a plurality of sample inspection results can be taken out 

collectively with one query.  

The codes use standard terminologies such as the JAHIS 

Protocol for Clinical Laboratory Data Communication 

(equivalent to LOINC), the Standard Master for Pharmaceutical 

Products (equivalent to RxNorm), and the ICD10-based 

Standard Disease Code Master for the ETL process.  

All tables feature 40 common columns storing data on actors, 

wards, dates, and times, facilitating multi-dimensional 

analyses. As of 2018, the SDM consortium cooperates with the 

electronic medical record vendors Canon, Fujitsu, Hitachi, 

IBM, NAIS, NEC, SSI, and Softmax. 

Fig1-The Overview of the Semantic Data Model ables 

Discussion  

Our CDM includes only information required in medical 

practice, thus not the items of standard information models such 

as the FHIR. As the data structure differs for each vendor of 

electronic medical records, we developed an independent ETL 

process featuring a trade-off between developmental cost and 

completion of all SDM tables. This study has limitations that it 

has no quantitative evaluation of the proposed model yet such 

like the time for building ETL, the concept coverage rate 

compared with another CDMs, the effectiveness of 

denormalization on the degree of contribution to simplifying 

the queries on CDM. We will harmonize the standard medical 

information models with the SDM tables. Thus, data 

conforming to the standard model for medical information is 

output by the electronic medical record system, the need for 

further ETL development is reduced, and the fulfillment of 

SDM items will increase. 

Conclusions 

In the future, we will seek to conform to the FHIR which is 

increasingly the accepted model of standard information. 
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Abstract 

Scientific challenges based on benchmark data enable the com-
parison and evaluation of different algorithms and take place 
regularly in scientific disciplines like medical image pro-
cessing, text mining or genetics. The idea of a challenge is 
rarely applied within the eHealth community. Mappathon is a 
metadata mapping challenge that asks for methods to find cor-
responding data elements within similar datasets and to corre-
late data elements among each other. 

Keywords:  

Metadata, Telemedicine, Benchmarking 

Introduction 

To enable secondary use of routinely collected medical data, it 
is necessary to create a general understanding of given 
information. As a common practice, this understanding is 
achieved through metadata about data elements and the 
interconnections between data elements. Metadata can be 
stored in so-called metadata repositories (MDR). The 
functionalities of such an MDR include pure storage, 
administration and other specific metadata functionalities like 
matching and mapping. Mapping means transforming instance 
data using mapping rules. The technical term matching is used 
for searching corresponding, semantically similar data elements 
at the schema level. Matching and mapping rules are difficult 
to determine and often require manual effort. Therefore, there 
is a great need for advanced data analysis techniques promoting 
the definition of matchings and mappings, where matching 
refers to the discovery of related or equivalent metadata and 
mapping to the relationship between data elements such as 
conversion rules.  We organized a scientific challenge enabling 
competition between approaches for determining automatically 
related data elements [1]. 

Methods 

The challenge was organized in two phases: The training phase, 
where datasets have been published and a restful service for the 
evaluation of the results have been implemented, and the test 
phase, where the algorithms have been compared. Within the 
training phase, participants were invited to download the 
training dataset consisting of metadata about eCRFs and the 
included data elements as well as a gold standard mapping of 
related data elements created by medical experts. This allowed 
the validation and optimization of algorithms and methods. Any 

automatic method that predicts the valid mapping was asked 
for. There was no restriction on new, innovative or unpublished 
methods and no limitations on including external information 
like terminologies. Participants were explicitly invited to use of 
coding systems and terminology servers. The Mappathon 
Challenge provided two tasks, which were independently 
evaluated: 

1. The first task, multilabel classification, is the problem of 
classifying source data elements to one or more target 
data elements. 

2. The second task, multiclass classification, is the 
problem of classifying source data elements in specific 
relation to (multiple) target data elements. 

Data 

We provided no instance level data, but only metadata sets in 
the German language. Dealing with German metadata is one of 
the main reasons for this challenge because most existing and 
freely available datasets (e.g., MIMIC II) are in English. At the 
same time, most available lexical or text mining tools do not 
fully support the analysis of German medical texts. 

All training datasets are at least partly annotated with UMLS 
CUIs, but there were no annotations in the test dataset.  For the 
challenge, datasets of routine documentation and clinical 
research are provided by the Portal of Medical Data Models [2]. 
Curated training datasets have been made available for 
download in different formats like FHIR questionnaires or 
CDISC ODM. All eCRFs refer to the use of case Emergency 
Department Visit. We provided seven training datasets 
consisting of 950 data elements and three test datasets with 579 
data elements. 

Figure 1 -- Evaluation matrix to calculated the Mappathon 
Score (left side: defined mapping, right side: gold standard 
mapping. Row names correspond to the equivalence classes 

referred to FHIR ConceptMaps. 
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Equivalence Classes 

The Evaluation Classification of the Mappathon is based on 
the FHIR v3.0.1 ConceptMap [3], which uses the 
ConceptMapEquivalence value set. The number of classes has 
been significantly reduced and the classes are being utilized on 
data element level and not on the intended concept level. 

Mapping 

The validation was carried out on the basis of elaborately 
developed manual mappings (ground truth) in cooperation with 
clinical partners, see Fig. 2. The mappings are directional - from 
the source to the destination. Nevertheless, in many cases, 
reverse mappings are valid as well. Not all data sets were 
compared to each other, but suitable preselection took place. 
However, the manual mapping resulted in an overall of 104,207 
possible mappings to consider in the training sets and 110,936 
in the test sets. The quantitative output of valid mappings is 
less. The experts could identify 417 actual mappings in the 
training data and 419 in the test datasets. 

Validator 

The mapping results could be evaluated using the Online 
Mappathon Validator. The Mappathon challenge provided a 
RESTful interface for uploading mapping results under 
https://validate.mappathon.de and an additional client available 
on the ITCR GitHub repository [4]. The Mappathon Validator 
calculates the Zero-one Classification Loss and the Mappathon 
Score according to the published evaluation matrix, see Fig. 1.  

Results 

Six teams have registered to the challenge. During the on-site 
workshop held at the 63rd Annual Meeting of the German 
Association for Medical Informatics, Biometry and 
Epidemiology (GMDS) e. V. in Osnabrück, a set of test cases 
was released of which participants were asked to apply their 

algorithm on and upload their mapping results. In the 
workshop, the teams finally had the opportunity to present and 
discuss their respective results and their methods in particular. 
Based on the evaluation matrix, which was also published at the 
beginning, the organizer selected the team whose results most 
closely corresponded to the gold standard. Both metrics have 
been calculated for each test dataset. The results are shown in 
Tab. 1. In addition, the workshop participants had the 
opportunity to vote on which of the shown solutions they 
considered to be the most innovative and original. The award 
for the best mapping went to the team "MDRCupid" consisting 
of Noemi Deppenwiese and Hannes Ulrich from the University 
of Lübeck and the prize for the most innovative solution to the 
team "Marvelous Mappers" consisting of Michael Storck, 

Philipp Neuhaus and Stefan Hegselmann from the University 
of Münster.  

Table 1– Overvie of best Mappathon results in 2018. 

Datase Zero-One- M-

TEST1 0,18 -8,7 

TEST2 0,16 2,4 

TEST3 0,0 -1,0 

Discussion 

Various datasets and the related heterogeneity make it nearly 
impossible to compare different approaches in a fair way. By 
providing a high-quality dataset publicly as well as pre-defined 
evaluation rules, this challenge aims to overcome these 
limitations and to create a common framework for a 
comprehensible and adequate comparison of results. Before a 
repetition of the challenge Mappathon, further detailed rules 
about the aims of the mapping (concept versus data element 
level) should be developed. 

Conclusions 

The Mappathon and the contributed solutions are the first steps 
towards to enable routine data for the secondary use in clinical 
research. We are planning another Mappathon and are already 
looking forward to furthering input, interesting solutions, and 
exciting discussions. 
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Abstract 

Laboratory tests results have potential secondary usage. Each 

healthcare facility has a laboratory test code. Hence, test code 

mapping is required to support laboratory technicians. An 

automatic code mapping can reduce the burden of manual 

mapping during data preparation. The authors developed a 

semi-automatic mapping support system that uses the newest 

test results generated in the electronic health record.  

Keywords:  

Clinical Laboratory Information Systems, Electronic Health 

Records  

Introduction 

Recently, researchers applied various data analysis methods 

and artificial intelligence algorithms to process and analyze 

medical data. However, the lack of massive and properly 

structured can affect the performance of computer-aided data 

analysis. Several countries implemented Electronic Health 

Records (EHR) [1,2]. Healthcare facilities might implement 

various laboratory test coding systems where the same 

laboratory test might have different codes numbers. The EHR 

vendors have to maintain and map the laboratory test to each 

facility coding system that uses their EHR instead of delegating 

this task to the healthcare facility itself to ensure the correctness 

of the mapping between the EHR codes and the local coding 

system. Mapping the local codes that different healthcare 

facilities use can be valuable for secondary usage and data 

exchange. Hence automating the mapping of laboratory tests 

codes can reduce the manual efforts, and each healthcare 

facility can oversee and manitain the coding to ensure the 

correctness of the mapping. This study proposes a laboratory 

codes mapping support system that can reduce the manual 

mapping process.  

Conventionally, the authors defined a common laboratory test 

code standard due to the lack of pervasiveness of LOINC and 

JLAC10 in many hospitals [3]. The original code has three 

segments. The first segment is an accounting system code, 

which the Ministry of Health and Welfare in Japan defines. The 

accounting system code reflects the clinical aspect of the test 

from the physician perspective rather than the technician 

perspective, which provide over precise classification. The 

second segment, subcode1, represents the classification of 

specimens and items. The third segment represents subcode2,  

the laboratory test characteristics such as standard and unit. 

There are two significant factors for the efficiency of the 

mapping. The first is retrieving the newest facility code, that 

facility manager prepares and sends it to the EHR manager. 

Hence, manual mapping time depends on the facility manager.  

The second factor is different management of mapped facility 

code.  The selection of the expired code, the mapped code, and 

the new code are the main tasks to generate the specific code 

that the managers assign to the original unique code. 

Therefore, the mapping system has two functions. The system 

can automatically identify the different unregistered code in the 

original unique code master. The system can manage all the 

facility code, including active, rejected, and expired code, to 

track the mapping history. 

Methods 

This study applies two steps to create the continuous 

maintenance of the original unique code master. The first step 

classifies the facility code using the accounting code in the code 

master that the facility manager provides. Hence, the maintener 

can focus on the two subcodes mapping. In the second step, an 

extraction function in the EHR detects all test results items in 

the data received from all facilities by daily batch processing. 

The daily test result items include the newest 100 values. The 

proposed mapping support system identifies the new items of 

facilities using the retrieved list. 

Consequently, a maintener can proceed with the mapping task 

using the following three steps; 

1. The initial test code mapping: The facility code master 

is imported to the mapping support system. The 

mapping system proposes the unique code, which is the 

candidate of the mapping to the facility codes. 

2. Difference detection: The newest test result items list 

are extracted from the EHR, then the different codes 

are registered for mapping task waitlist when the test 

item list are imported into the proposed system. 

3. The maintener workflow: After insurance 

organizations announce a new test item, the maintener 

waits until the item appears on the EHR test result list. 

Afterwards, the EHR test result listis imported to the 

proposed system so that the maintener can start the 

mapping the subcode without any other preparation. 

The proposed system described above is a continuous subcode 

mapping as a stational process after the initial master code 

mapping.  
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Definition of Laboratory test code master 

Table 1 shows the definition of the original unique code 

structure. Accounting code, two subcodes and item name are 

defined. 

Table 1 – Examples of the original unique code definition 

Accounting 

code Subcode1 Subcode2 Item name 

160010010 000 00 HbA1c (NGSP)

160010010 000 01 HbA1c (JDS)

160022510 000 00 AST/GOT

160022610 000 00 ALT/GPT

… … … … 

 

Table 2 shows the definition of the EHR test result item list. 

OID indicates the hospital that reports the test result. Labtest 

OID indicates the laboratory that runs the test. 

Table 2 – The EHR test result item list definiton 

No Item Example 

1 Organization ID 1.2.840.114319.5.1000.1.50.1

2 Labtest OID 1.2.840.114319.5.1000.1.50.1

3 Facility test code 68001 

4 Item name WBC 

5 Reference value 3500—9200 

6 Unit x10^3/muL 

7 Report date 2017/1/5 15:48 

8 Value 5.8 

9 Registered date 2017/1/5 23:59 

10 New/Exist flag New 

 

Mapping Support System 

Figure 1 illustrates the structure of the EHR, Electronic Medical 

Record (EMR) and the proposed system. Daily submitted test 

results from EMR are accumulated as a list in the EHR. The 

maintener imports the list into the proposed system. 

 

 

Figure 1- The mapping support system and the relation with 

EHR and EMR 

 

Results 

We compared the manual mapping workflow to the proposed 

system workflow. We described the manual mapping workflow 

in seven steps; 1. Comment code omission, 2. Sort by the 

accounting code to compare the code, 3. List the accounting 

code classification of the facility code, 4. Subcode mapping, 5. 

Retreive new master data from the facility manager, 6. Omit 

flag setup for the mapped code on the newest facility master, 7. 

Process step 2 to step 4 for the new code. 

The proposed system workflow has four steps; 1. Comment 

code omission, 2. Format the facility code master for import, 3. 

Import EHR data and facility code master, 4. subcode mapping. 

System operation performed all processes on the proposed 

system workflow. The proposed system reduced the additional 

wait time such as step 5 on the manual mapping workflow. The 

maintener only needed to import several files to the system 

before starting the actual mapping task. Hence, the proposed 

system drastically reduced mapping preparation tasks. 

Conclusions 

This study proposes a mapping support system for laboratory 

test code. The method leverages the EHR to retrieve the newest 

test item that is not in the original facility code master. The 

system reduced the burden of manually mapping the target code 

as well as parallelizing  the workflow with several mainteners 

according to the active, rejected, and expired code 

management.  
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Abstract 

In this study we developed an ontology for accessing online 

health information related to pregnancy. Social media data 

and the categories in the literature on pregnancy information 

were used to collect terms for identifying class and class 

hierarchy. The developed ontology included 241 classes and 

788 synonyms, with six superclasses. This ontology can be 

used to provide appropriate information based on a needs 

assessment. 

Keywords:  

Consumer health informatics, pregnant women, social 

networking,  

Introduction 

Patients and consumers actively use online social media, 

including online communities, to obtain health-related 

information and to share experiences and opinions. According 

to the Pew Internet Report [1], the health information shared 

most frequently online was information on food, drug use, and 

pregnancy-related health. Although pregnancy is a normal 

life-cycle process, and not a disease, many pregnant women 

seek information during pregnancy in order to relieve anxiety 

and to help with decisions related to pregnancy [2]. 

Despite the high information needs, the reliability of online 

information tends to be underestimated compared with 

information provided by professional caregivers. In addition, 

pregnant women were found to judge the reliability of online 

information by their own standards [3]. 

Detailed information on the kind of health information a 

pregnant woman requires  is necessary in order to provide 

reliable, high-quality information. Studies that have assessed 

the information needs of pregnant women have mainly used 

questionnaires or focus group interviews. As a result, most of 

the information needed involves broad topic levels, such as 

fetal growth, symptoms of pregnancy or its complications, and 

nutrition during pregnancy. An analysis of social media data 

should provide additional details on the diverse topics 

pregnant women want to learn about.  

Recently, an analysis of social media data based on ontology 

has been used for effective data collection and extraction [4].  

Therefore, in this study we developed an ontology for health 

information needs during pregnancy to be used for collecting 

and analyzing social data. 

Methods 

This study consisted of six steps [4, 5]. First, we determined 

the scope of the ontology. We collect termsed for identifying 

classes and the class hierarchy: , social media data written by 

pregnant women in online communities were used as a source 

of terms for class identification, and categories in the 

pregnancy literature, including textbooks and guidelines, were 

used as the source of class hierarchy. In Step 2, we 

enumerated terms for the ontology. Over the full month of 

July 2017, we used a web crawler to collect 11,290 

pregnancy-related text posts from online communities running 

in the largest two web portal sites in Korea. Approximately 90 

search keywords containing term information were used (e.g., 

24 weeks pregnant or first trimester pregnancy). We used text 

mining to extract pregnancy-related terms. These collection 

and text mining processes were carried out in collaboration 

with a leading Korean telecommunications company. We then 

identified the classes and synonyms for the classes using 

collected terms. In Step 4, we defined the class hierarchy 

based on the categories in the pregnancy literature. In Step 5, 

additional terms were assessed as a second data collection 

from same online communities using a crawler from August 1, 

2017, to July 31, 2018. Newly identified terms were added as 

classes or synonyms based on the developed ontology. Finally, 

in Step 6, the adequacy of the class hierarchy of the developed 

ontology was validated by interviewing three domain experts. 

Results 

In total, 578 terms were extracted from 11,290 pregnancy-

related text posts using a text-mining technique. Of these, 212 

terms were identified as classes and another 366 terms were 

identified as synonyms. Based on the categories in the 

pregnancy literature, class relationships and hierarchies were 

defined. The classes had three- or four-level hierarchies, with 

six superclasses: “pregnancy stages”, “fetal health”, “maternal 

health”, “medical care”, “support”, and “preparing for birth 

(supplies)” (See Figure 1). The “maternal health” superclass 

comprised physiology, psychology, and lifestyle. The 

“lifestyle” subclass included classes such as “diet”, “activity”, 

“beauty” and “travelling”.  The “support” superclass was 

classified into “family”, “work”, and “community”. The 

“Work” subclass included classes such as “maternity leave”, 

“flextime” and “working mom”.  The second round of data 

collection added 29 classes and 422 synonyms. For example, a 

“fine dust levels” class was added to “maternal health” and an 

“mobile application” class was added to “support”. 

Information related closely to health was included in four 

classes: “pregnancy stages”, “fetal health”, “maternal health”, 

and “medical care”. After reviewing the ontology, domain 

experts recommended that the “pregnancy stages” class be 

placed in a crossed relationship with the other classes. In this 

way, one can analyze the change in health information needs 

according to pregnancy stage. 
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Figure 1. Superclasses in the Developed Ontology 

Conclusions 

The ontology developed in this study can be used to assess the 

detailed information needed by pregnant women. Based on the 

results from this needs assessment, health professionals can 

determine the reliable information to provide to  pregnant 

women.   
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Abstract 

Clinical and pathological stage are defining parameters in 

oncology, which direct a patient’s treatment options and 

prognosis. Pathology reports contain a wealth of staging 

information that is not stored in structured form in most 

electronic health records (EHRs). Therefore, we evaluated 

three supervised machine learning methods (Support Vector 

Machine, Decision Trees, Gradient Boosting) to classify free-

text pathology reports for prostate cancer into T, N and M stage 

groups. 

Keywords:  

Prostate Cancer, Neoplasm Staging, Natural Language 

Processing 

Introduction 

Prostate cancer is the commonest non-cutaneous malignancies 

in men, with over 260,000 new cases annually in the United 

States [1]. The staging of these newly diagnosed cancer patients 

is one of the most important factors in determining treatment 

options and predicting patient survival [3]. Free-text pathology 

reports contain a wealth of staging information that is not 

captured in structured form in most electronic health records 

(EHRs). The ability to automatically extract stage from 

pathology reports would facilitate the creation of research 

cohorts from the EHR (e.g. pragmatic trials), provide a 

framework for quality assurance over time (e.g. assess bone 

scan adherence), and assist with harmonizing data across sites 

(e.g. evaulate population-level trends). 

Natural language processing (NLP) has emerged as a promising 

tool for extracting stage from clinical texts. There have been 

various attempts to apply NLP to automatically extract stage 

from progress clnical notes and pathology reports across a 

range of tumor types including lung, breast, colorectal and 

prostate [4-9]. The majority of these studies have used a rule-

based approach, relying on regular expressions associated with 

stage descriptions or smart text forms. However, rule-based 

approaches often have limited generalizability between tumor 

types and across institutions. Therefore, in this study, we aimed 

to evaluate the performance of different machine learning 

approaches for extracting staging information from pathology 

reports in prostate cancer using a more generalizable machine 

learning approach. This may help to inform the strategy of 

automated stage extraction from unstructured clinical text.  

Methods 

The Stanford prostate cancer research database was used for 

analysis, which is described in detail elsewhere [10]. We 

identified a cohort of prostate cancer subjects with at least one 

pathology report. This study was made possible due to linkage 

of the EHR with an institutional cancer registry, which 

contained ground-truth stage labels manually abstracted from 

the clinical notes. Stage annotations were defined at the time of 

diagnosis using the T, N, M classification (i.e. each document 

had a separate T, N and M annotation).  

We included only reports within one year of the diagnosis date. 

As we are a teritary cancer center, one year post-diagnosis was 

used to ensure patients on active surveillance seeking secondary 

opinions were included. In the case where multiple reports 

appeared within one year of diagnosis, we treated each report 

as a separate training sample. In an effort to simplify the 

classification task, stage labels from the cancer registry were 

clustered intro groups under the guidance of clinical advisors 

(e.g. 7 separate T stage labels were grouped into 3). The cohort 

contained only tumors of T stage 2 and above, as lower-stage 

tumors were not biopsied.  

 

Figure 1 - Architecture of the NLP pipeline for classifying 

pathology reports into T, N, M stage categories 

The pipeline was built with Python (version 3.6) using the 

Natural Language Toolkit (NLTK) for preprocessing, and 

scikit-learn for feature extraction and classification. Each report 

was put through a pre-processing pipeline consisting of 

stemming, lemmatizing, stop-word and punctuation removal. 

Subsequently, term frequency-inverse document frequency 

(TF-iDF) scores were generated for each term-document pair 

[11].  
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A bag-of-words representation for each document was 

generated, with word weighting by TF-iDF scores. A 

vocabulary was constructed using the entire document corpus. 

This vocabulary was used to generate document-level word 

vectors. Neural embeddings were not used because of the 

limited size of the corpus, and the fact that pre-trained 

embeddings such as GloVe (GLobal Vectors for Word 

Representation) were not well suited to the vocabulary of 

pathology reports. The NLP pipeline is illustrated in Figure 1. 

For each of T, N and M stage classifications, we used the 

document-level vector representations to train a classifier 

against the ground-truth pooled stage labels from the cancer 

registry. We used an 80/10/10% split for training/validation/test 

sets. The following classifiers were trialed: support vector 

machines (SVM), random forest (RF), and extreme gradient 

boosting (XGB). With F1-score as our target metric, we used 

random hyperparameter search to tune our classifiers. 

Results 

This study cohort included 4,470 prostate cancer subjects with 

at least one pathology report, yielding a total of 13,595 unique 

reports. Table 1 shows the results of each classifier for the T, 

N, M classification tasks. The optimal F1-score achieved was 

0.80 on pooled T stage (3 labels), 0.71 on unpooled T stage (7 

labels), 0.98 on N stage and 0.99 on M stage. 

Table 1 - Evaluation Results 

Classifier Model Precision Recall 

F-

Score 

T  

(3 labels) 

SVM 0.77 0.79 0.77

Decision Trees 0.76 0.75 0.76

Gradient Boosting 0.80 0.81 0.80

T 

(7 labels) 

SVM 0.61 0.64 0.61

Decision Trees 0.63 0.62 0.62

Gradient Boosting 0.71 0.71 0.71

N 

(2 labels)  

SVM 0.98 0.98 0.97

Gradient Boosting 0.99 0.98 0.98 

M 

(2 labels) 

SVM 0. 99 0. 99 0. 99

Gradient Boosting 0.99 0. 99 0. 99

 

This study is limited in analyzing pathology reports from a 

single institution, albeit one with a very diverse clinician and 

patient population over an extended timeframe. Further work is 

warranted to apply the pipeline to pathology reports from other 

sites in order to validate the putative generalizability of this 

machine learning approach relative to rule-based methods. In 

addition, the classification tasks were affected by the class 

imbalances in the dataset, especially between prostate M0 and 

M1, and breast M0 and M1. We have also made assumptions 

that a pathology report within one year of diagnosis date reflects 

the stage at the time of diagnosis - it is conceivable that the stage 

listed by the registry is not accurate at the time of the report. 

Conclusions 

Our NLP pipeline is able to efficiently classify pathology 

reports into T, N, and M stage categories, with strongest 

performance for N and M stage. This may be a more scalable 

method than rule-based systems for extracting staging data 

from unstructured text, which has implications for auto-

populating registries and identifying observational research 

cohorts from EHRs.  
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Abstract 

Named entity recognition in electronic medical records is of 
great significance to the construction of medical knowledge 
maps. This paper proposes a model of bidirectional Long Short-
Term Memory with a conditional random field layer(BiLSTM-
CRF). In terms of simultaneously identifying 5 types of clinical 
entities from CCKS2018 Chinese EHRs corpus, the BiLSTM-
CRF model finally achieved better performance than the 
baseline CRF model (F-score of 84.23% vs 82.49%). 

Keywords:  
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Introduction 

Electronic medical record (EMRs) contain diagnoses, 
examinations, medications and other important clinical 
evidence that are helpful to support clinical decision-making 
and health management. However, a large number of 
unstructured texts hinder the key information extraction and 
deep utilization of EHRs. Therefore, it is urgent to explore auto-
information extraction methods to transform the natural 
language in EHRs into structured data that is easy for computers 
to understand and use. 

Named entity recognition (NER) has received much attention 
recently as an important step for text mining, which aims to 
automatically detect the target concepts from given texts. In 
previous works, clinical named entity recognition systems ofen 
used rule-based NER approaches to match strings by rule 
templates and dictionaries. They could get good results and 
high efficiency in the recognition of small sample data, but 
relied too much on domain knowledge by experts and 
professional dictionaries. However, state-of-the-art CRF-based 
NER methods depend on effective feature engineering, i.e. the 
design of effective features using various NLP tools and 
knowledge resources, which is still a labor-intensive and skill-
dependent task. Recently, deep learning has become prevalent 
in the machine learning research community. This method can 
automatically learn and predict the features of texts by using 
neural network models based on word embedding. In particular, 
the model of bidirectional Long ShortTerm Memory with a 
conditional random field layer (BiLSTM-CRF) has been widely 
used in NER tasks and has achieved excellent performance in 
various fields. Zeng et al. made outstanding achievements in the 
drug name recognition tasks of DDIExtrction2011 (DDI2011) 
and DDIExtrction2013 (DDI2013) by proposing a method 
combining bidirectional long short-term memory and CRF 
(BiLSTM-CRF) to explore word and character characteristics 
[1]. Therefore, in this paper, we propose the BiLSTM-CRF 

model to improve NER performance in Chinese EHRs, while 
the BiLSTM layer is used to solve the problem of artificial 
feature extraction and the CRF layer is used to capture 
sentence-level tag information.  

Methods 

In this section, embedded features used in our neural network 
model are introduced. Then, we employ a CRF model as the 
baseline for performance comparison. Last, the BiLSTM-CRF 
model is presented. 

Recently, distributed feature representation or word embedding 
has been widely used in the field of NLP, especially for deep 
learning methods. It can capture both the semantic and syntactic 
information of words from a large unlabeled corpus, and has 
attracted considerable attention from many researchers [2]. 
Compared with the bag-of-words (BOW) representation, word 
embedding is low-dimensional and dense. In recent years, 
word2vec and GloVe have been widely used in the field of 
NLP. In order to avoid clinical word segmentation interference 
caused by common word segmentation tools, we employ 
character embedding as a basic feature. To achieve high-quality 
character embedding, we collected a total of 2,605 clinical texts 
from the China Conference on Knowledge Graph and Semantic 
Computing (CCKS) 2017 challenge. Then these 2,605 texts and 
another 1,000 texts from the CCKS 2018 NER task were used 
to train 100-dimensional character embedding by the word2vec 
tool as pre-trained character embedding. 

CRF is a probabilistic undirected graphical model which can 
take into account the joint probability distribution of the output 
sequence of labels. The CRF-based model has been widely used 
for sequence labeling tasks like NER. In this study, we use the 
CRF++ package for the implementation of CRF model and fix 
the content window size at 5, then build 18 Unigram templates 
to extract context characters. As an additional feature, part of 
speech (POS) tags are generated by the Jieba segmentation 
system [3]. 

 
Figure 1–Structure of The BiLSTM-CRF Model 
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The architecture of a BiLSTM-CRF model is illustrated in 
Figure 1 [4]. In this paper, each tagged entity  in the corpus was 
encoded in a BIESO (Begin, Internal, End, Single, Other) 
tagging scheme. We divide the EMR corpus into sentences by 
periods. The model will predict a label corresponding to each 
of the input tokens in the sentence. The first layer of the model 
is the embedding layer. Through the pre-trained character 
embedding table lookup operation, the input sentence is 
represented as a sequence of vectors 

, where T is the length of the sentence. Next, 
the vectors are input to the BiLSTM layer. The output  is 
obtained by connecting the output of the forward LSTM 

 and the output of the backward LSTM 
,the meaning of  is the deep 

characteristic representation of . Then, through the softmax 
function, the decision probability of  mapping to the 
annotated result is expressed as . 
Finally, instead of modeling tagging decisions independently, 
the CRF layer is added to decode the best of all possible tag 
paths. In the CRF layer, the current input is predicted by the 
past input and the state to which the input belongs; the score by 
moving from state  to state is represented by the probability 
transfer matrix ;  is defined as an output state sequence; 
therefore the entire network and the output state sequence have 
a transition score of  

         (1) 

In order to optimize the parameters of the model, the loss 
function is defined , which regularizes all possible state 
sequences  with log likelihood to avoid overfitting:  

  (2) 

During the training phase, the objective of the model is to 
maximize the log-probability of the correct tag sequence. This 
can be computed using dynamic programming. In the 
prediction phase, the Viterbi algorithm always is used to 
discover the state sequence with the highest transition score as 
the prediction result. 

The dataset used for performance evaluation in this study is 
derived from the NER task in CCKS2018. This study focuses 
on the identification of three major types of entities- 
“Symptom”, “Drug”, and “Surgery”. Considering the 
“Symptom” type of entities are more structured, they are further 
classified into three categories: “Anatomical Position” (e.g., “

 abdominal pain”), “Symptomatic Description” (e.g.,“
 abdominal pain”) and “Independent Symptom”(e.g.,“

cough”). The training set involves 600 annotated clinical texts 
and another 400 are served as test data. Precision, Recall and F-
score are used to evaluate the performance. 

Results 

The distribution of entities in the training set and the test set is 
shown in Table 1.  

Table 1–Distribution of Entities Among the Training Set and 
the Test Set 

Data set AP SD IS Drug Surgery 
Training 
set 52% 14% 20% 7% 7% 

Test set 63% 9% 13% 8% 7% 
AP: Anatomical Position; SD: Symptomatic Description; IS: Independent 
Symptom 

Figure 2 shows the recognition performances of the BiLSTM-
CRF model and the CRF model for five different entities. The 
BiLSTM-CRF model with character embedding achieves better 
F-score performance (84.23% ) than the CRF model with POS 
feature (82.49%). The BiLSTM-CRF model is superior in four 
types of clinical entity recognition but slightly inferior in 
“Symptomatic Description” because of the small training set 
and the complexity of Chinese NERs.  In view of the 
unsatisfactory performance of “Drug,” caused by a large 
number of new words and acronyms, we will consider using 
drug dictionaries and other features (such as chunk and stroke) 
to improve the ability of the model to discover new words. At 
the same time, tagging inconsistency of the document-level was 
found. Furthermore, the BiLSTM-CRF model combined with 
attention mechanism solved the problem of label inconsistency. 

 
Figure 2–Comparision of F-scores Between Two Models 

Among 5 Entity Types  

 

Conclusions 

We have developed an automatic method of NER in Chinese 
EMRs and achieved a good overall recognition performance. 
This BiLSTM-CRF model with character embedding lays a 
good foundation for future work. 
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Abstract 

Retrospective analysing of fall incident reports can uncover 
hidden information, identify potential risk factors, and improve 
healthcare quality. This study explores potential fall incident 
clusters using word embeddings and hierarchical clustering. 
Fall incident reports from 7 local hospitals in Hong Kong were 
catalogued into 5 potential clusters with significantly different 
fall severity, gender, reporting department, and keywords. This 
study demonstrates the feasibility of using text clustering 
methods on real-world fall incident reports mining. 

Keywords:  

Unsupervised machine learning, natural language processing, 
patient safety 

Introduction 

In-hospital patient fall is one of the most commonly found 
incidents in hospitals. Falls can cause patients to suffer, prolong 
the length of stays and increase hospital resources. It is essential 
to identify fall risk factors through post-fall analysis and learn 
lessons from these incidents to provide better clinical care. And 
it would be more efficient if this can be achieved by automatic 
text mining reviews. Existing studies mainly target effectively 
mining the narrative text of patient safety reports that contain 
fall incidents. Some of the studies successfully identified fall 
incident reports from other types of patient safety incident 
reports using text classification or text clustering methods [1-
3]. However, the nature, cause and mechanism of in-hospital 
falls are not studied specifically using text mining. We envision 
the potential to use recent advances in natural language 
processing and modelling techniques for automatic fall incident 
report classification, retrieval, and analysis.  

Methods 

We retrospectively analysed a cohort of in-hospital fall 
incidents from AIRS system in Hong Kong from January 2011 
to September 2014. The workflow of the text analysis is shown 
in Figure 1. Narrative text including a brief description and 
immediate action taken was retrieved and preprocessed. Next, 
the word2vec method is used to map words to vector 
representations of words that capture the syntactic and semantic 
information. Word2vec has two basic architectures: Continuous 
Bag of Words (CBOW) and Skip-gram. The CBOW 
architecture was chosen because of its fast computation time. 
CBOW targets to predict the current word based on the context. 
Our strategy is to train the word vectors on the whole corpus of 
the fall incident report narratives under CBOW architecture 

using negative sampling. Other hyperparameters were selected 
based on the optimal choice set from Google news [4]. Then we 
take an average of word embeddings of all the words appearing 
in the given document as the document’s representation. 
Finally, we applied Ward’s agglomerative hierarchical 
clustering algorithm with Euclidean distance to cluster the 
reports. The optimal number of clusters was determined by 
majority vote of indices in R package NbClust [5]. 

Results 

To evaluate our cluster results statistically, we compared the 
characteristics of the incidents in each cluster and the result is 
shown in Table 1. The patient sex, reporting departments, and 
severity levels in different groups are significantly different 
under the 0.05 significance level. Furthermore, we selected the 
top 15 TF-IDF words in each cluster’s corpus as the 
characteristic words to represent the content. These keywords 
are presented in Table 2. From the top TF-IDF terms, it is more 
likely to reveal the action taken and type of injuries from the 
plain description text. Based on the current clustering outcome, 
we cannot make a conclusive catalogue over other pre-specific 
fall types frameworks. This may be due to the fact that the 
nature and mechanism of fall are still hidden under our current 
level of text analysis.  

Word Representation 
Training 

Clustering Algorithm 

Narrative Text Data 

Fall Incident Reports 

Document-Term 
Matrix Calculation 

Average Weighted Document Features 

Clustering Results 

Text Preprocessing 

Figure 1– Text clustering procedure 
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Table – Characteristic Words in Different Clusters 

Cluster 
1 

wife, bridg(e), carri(ed), houseoffic(er), lobe, 
rehabilit(ation), lacer(ated), befor(e), 

accid(dentally), bone, ent(erance), similar 
Cluster 

2 
Furnitur(e), LT(OT), resid(ent), educ(ate), 

circumstanti(al), ground, appar(ant), temp, nil, 
arm, elbow, madam, hrs, befor(e), ca, qud, toe, 

miss  
Cluster 

3 
Hemorrhag(e), educ(ate), dress(ed), lacer(ated), 

CA, neurosurger(y), event, haemorrhag(e), 
shown, gc(s), hematoma, NS, shift, multipl(e), 

ST, befor(e), film, remind, effect, gauz(e), 
pleural, stitch 

Cluster 
4 

Radiograp(h), cot, wait, therapist, nil, DMO, ISS, 
read, geriatr(ic), sustain, rehab, appar(ant), intend, 
stretcher, final, mang(ement), tri, bus, HDU, lift, 

occup(y) 
Cluster 

5 
row, april, leg, rib, transfus(ion), bedpan, wait, 
film, necessar(y), physiotherapi(st), husband, 

Rt(right), wrist, current, react, sever(e) 
 

Conclusion 

This work contributes to quantitative research using text mining 
methods on the fall incident reports analysis and demonstrates 
a way to partition a large pool of incident reports based on the 
semantic use and identify characteristic groups automatically 
for the retrospective study. We plan to further explore 
improvement by pre-training word representation on other large 
open source fall incident related text sources, using other 
unsupervised machine learning methods, and trying different 
parts of text datasets as our corpus. The reports of resulting 
groups will be further reviewed by clinical experts to confirm 
the meaningful patterns in the group of falls. 
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Table – Statistical Comparison between Clusters on Characteristics of the In-Hospital Falls.

Notes: aANOVA (analysis of variance). bChi-square test. The significant level is 0.05.
 

 Cluster 1  
(N=85) n (%) 

Cluster 2 
(N=795) n (%) 

Cluster 3 
(N=409) n (%) 

Cluster 4  
(N=335) n 
(%) 

Cluster 5  
(N=59) n (%) 

P valuesb 

Patient age, y 68.5±13.8 66.7±19.3 67.4±19.4 65.3±22.0 68.9±19.4 0.529a 
Sex       

Male 82 (96.5) 436 (54.8) 218 (53.3) 184 (54.9) 0 (0) <0.001 
Female 3 (3.53) 359 (45.2) 191 (46.7) 151 (45.1) 59 (100)  

Reporting Department       
Medicine 47 (55.3) 186 (23.4) 255 (62.3) 32 (9.6) 21 (35.3) <0.001 

Orthopedics & Traumatology 8 (9.4) 115 (14.5) 42 (10.3) 14 (4.2) 10 (16.9) <0.001 
Accident & Emergency 2 (2.4) 115 (14.5) 12 (2.9) 56 (16.7) 4 (6.8) <0.001 

Geriatrics 3 (3.5) 48 (6.0) 7 (1.7) 91 (27.2) 1 (1.7) <0.001 
Psychiatry 2 (2.4) 63 (7.9) 14 (3.4) 40 (11.9) 0 (0) <0.001 

Clinical Oncology 5 (5.9) 70 (8.8) 24 (5.9) 12 (3.6) 3 (5.1) 0.021 
Surgery 5 (5.9) 56 (7.0) 25 (6.1) 11 (3.3) 9 (15.3) 0.007 

Hospice/Palliative 0 (0) 30 (3.8) 2 (0.5) 24 (7.2) 0 (0) <0.001 
Paed and Adolescent Medicine 0 (0) 18 (2.3) 10 (2.4) 7 (2.1) 0 (0) 0.484 

Rehabilitation 2 (2.4) 31 (3.9) 4 (1.0) 4 (1.2) 3 (5.1) 0.009 
Obstetrics 0 (0) 14 (1.8) 1 (0.2) 5 (1.5) 2 (3.4) 0.090 

Others 11 (12.9) 49 (6.2) 13 (3.2) 39 (11.6) 6 (10.2) <0.001 
Severity Index groups       

0 – 1(No injury sustained) 28 (32.9) 411 (51.7) 92 (22.5) 140 (41.8) 25 (42.4) <0.001 
2 – 3 (Minor injury occurred) 53 (62.4) 348 (43.8) 285 (69.7) 170 (50.7) 26 (44.1) <0.001 

4 – 6 (Significant injury or death) 4 (4.7) 36 (4.5) 32 (7.8) 25 (7.5) 8 (13.6) 0.015 

1

2
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Abstract 

Secondary use of electronic health record (EHR) data 

requires a detailed description of metadata, especially when 

data collection and data re-use are organizationally and 

technically far apart. This paper describes the concept of the 

SMITH consortium that includes conventions, processes, and 

tools for describing and managing metadata using common 

standards for semantic interoperability. It deals in particular 

with the chain of processing steps of data from existing 

information systems and provides an overview of the planned 

use of metadata, medical terminologies, and semantic services 

in the consortium. 

Keywords: 

Metadata, Information Systems, Health Information 

Interoperability 

Introduction 

The re-use of clinical data for research purposes has been an 

active field of medical informatics for a long time [1-2], but 

recent developments such as Fast Healthcare Interoperability 

Resources (FHIR) and machine learning enable new levels of 

interoperability between sites and more sophisticated ways of 

phenotyping. In 2018, Germany launched a major project 

called the Medical Informatics Initiative to make such data 

available for research [3]. To this end, all university hospitals 

have joined one of the four consortia that want to meet this 

goal with different technical approaches. The main objective 

of the initiative is to make patient data from clinical care 

available for biomedical research in new organizational units 

to be set up called Data Integration Center (DIC) in every 

participating site. One of the consortia is SMITH [4]. 

Methods 

In the area of data exchange, SMITH focuses on the HL7 

Clinical Document Architecture (CDA) standard for clinical 

documents and FHIR for individual medical data points as 

well as appropriate profiles from Integrating the Healthcare 

Enterprise (IHE). Information systems supporting these 

standards are referred to as type A data sources (see Figure 1). 

However, many existing systems in hospitals cannot directly 

support these standards and their data need to be transformed. 

Type B sources export data in standard formats such as HL7, 

DICOM etc., but need data transformations for a unified data 

exchange. Finally, type C sources are proprietary such as data 

provided by CSV files or arbitrary SQL databases. Metadata 

Services that can semantically describe captured medical data 

are therefore essential for data curation, analysis, and sharing. 

Results 

The SMITH Consortium will provide Metadata Services to 

promote secondary use of clinical and research data not only 

between the DICs but also with other data providers. First, 

barriers between “data consumers” and “data providers” will 

be lowered by promoting user-friendly services to discover, 

interpret, and provide access to data. Second, consortium 

members will be provided with means to improve metadata 

quality and reusability of shared data. In line with the FAIR 

(Findable, Accessible, Interoperable, Reusable) data principles 

[5] developed for sharing research data, the services provided 

will guide DIC and external data providers to generate 

metadata, annotate the shared data, define access rights and 

protocols, integrate heterogeneous data models, and eventually 

support discoverability and reusability of data. Following 

subsections will outline required infrastructure and processes 

to comply with the FAIR principles, including metadata 

capturing and management, quality-driven metadata 

improvements through curation on every site in the 

consortium as well as metadata harmonization (e.g., naming, 

coding scheme) across different sites. 

Metadata Capturing and Management 

A Metadata Repository (MDR) is a system that describes the 

syntax and semantics of each data element representing the 

clinical facts (data points). In SMITH, we will establish a 

MDR at each site, i.e., in Aachen, Jena, and Leipzig. Each 

local MDR will manage metadata according to the clinical 

information systems available at each site. Additionally, a 

consortia-level MDR will be established to facilitate central 

metadata interoperability. The consortia-level MDR will 

provide persistent identifier  (PI) services for identifiable data 

and metadata, as well as cross-site metadata harmonization 

and query services (API). Figure 1 illustrates the set-up and 

metadata-related components relevant to each site and across 

all the sites, and their relationship to the planned national 

metadata services. A major step before metadata are uniformly 

managed by a dedicated MDR is to capture relevant metadata 

and import them into the MDR. While some clinical 

information systems store metadata inherently so that they can 
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be extracted automatically, transformed, and then loaded to 

the MDR, in other cases only a portion or none of the 

necessary metadata are electronically available. The proposed 

connectors will read available metadata wherever possible. 

For all other cases, standardized manual metadata capturing 

processes will be established. The Raw Metadata component 

stores all the metadata as submitted by the Metadata Capturing 

Service within the DIC. In order to enable querying and 

subscription services, the metadata need to be mapped and 

aligned, after which they are stored in the Aligned Metadata 

component taking provenance aspects into account. Currently, 

querying and subscription services use this aligned metadata 

storage. In the Consortium-Level MDR, this step is replaced 

by a Metadata Harmonization component, which ensures that 

metadata are compatible across sites. 

Metadata Curation 

The SMITH metadata curation and harmonization services 

will define a process to harmonize common metadata elements 

from each site by creating descriptive metadata at both 

document and data element levels including semantic, 

technical, and provenance metadata. Varying coding schemes 

and vocabularies will be semantically annotated, mapped, and 

harmonized using the tools and algorithms developed. A 

quality management process will be set up to ensure better 

metadata quality at the metadata entry stage by applying 

terminology management and semantic data validity checks. 

Terminology and Ontology Service 

We will set up terminology services to provide detailed 

representation of conceptual entities. This includes browsing 

using terminologies, displaying concepts, facetted searching in 

terminologies, and exporting. We will import standard 

terminologies for coded medical data such as ICD-10-GM 

(diagnoses), OPS (procedures, modified version of ICPM), 

LOINC (laboratory), ATC/DDD (pharmaceutical agents); 

UCUM (measurement units); terminologies and ontologies 

used for text mining and phenotyping such as MeSH, UMLS, 

or HPO; and also local vocabularies used in a DIC. The use of 

SNOMED-CT is being prepared as this terminology would 

cover many topics (e.g., pathogen/microbiology), but its use 

depends on acquisition of a license. Furthermore, new 

vocabularies and concepts can be created and mapped to 

terminologies to facilitate use of core data sets. The 

terminology services will be accessible through a graphical 

user interface as well as via a ReST API. 

Conclusions 

We expect that the concept outlined here will be powerful 

enough to map the heterogeneous health information 

technology landscape and processes in university hospitals in 

Germany, along with the integration of other partners such as 

non-university hospitals, general practitioners, data from 

epidemiological studies, health insurance companies, and 

patient-reported outcomes. 
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Abstract 

Exposomics is a field of research which is receiving growing 

attention. In this work, we characterize the exposome research 

landscape and update our previous study of formal knowledge 

representation approaches to this field. We applied a deductive 

analysis using the National Center for Biomedical Ontology 

Recommender for comparability of the results generated from 

a literature dataset and newly available ontologies with our 

previously published work. We highlight the changes in 

ontology recommendations. 
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Exposure, Publications 

Introduction 

Environmental factors and exposures remain the major risk 

factors for most diseases and certainly for those that are a major 

burden for the health system.  The concept of the exposome  was 

introduced in 2005 when C.P. Wild coined the term, defining it 

as an exposure-oriented analogue of the genome [1]. The 

concept has since gained significant attention, particularly with 

the recent establishment of several large research collaborations 

and because of the demonstrated relevance to the new paradigm 

of “precision medicine” [2].   

The increasing corpus of literature focused on the exposome 

provides opportunities to characterize the breadth of the field. 

As an interdisciplinary and evolving field, exposome research 

covers a broad range of topics and methodologies that could be 

related to different areas such as public health and biomarker 

detection.  

Formal knowledge representation is an important tool for 

organization of information in many different areas and 

disciplines. The exposome poses complex challenges for 

biomedical informatics and requires the adaptation and 

development of suitable methods and tools [3]. Knowledge 

representation methods, such as ontologies, have also 

significantly supported “omics” research; examples of well-

adopted informatics tools include the Gene Ontology [4] and 

the Human Phenotype Ontology, both of which provide formal 

vocabularies and represent relationships among concepts 

within these vocabularies. 

In an associated work on which we base this study [5], we 

proposed a methodology to characterize this evolving 

exposome landscape.  

The deductive analysis approach of the prior work used the 

National Center for Biomedical Ontology (NCBO) 

Recommender [6], which allowed for contextualization of 

current formal knowledge representation of the exposome. 

However, only a small portion of the overall recommended 

ontologies could be deemed as broadly useful in the field of 

exposome research at that point. Importantly, the results 

showed that none of the frequently recommended ontologies 

had major associations with the science of environment or 

exposures, suggesting that there was a need to bridge 

interdisciplinary research gaps to build knowledge in this field.   

This study seeks to re-apply our previously developed 

deductive analysis to analyze  the evolution of knowledge 

representation tools covering exposome research,  as well as to 

ensure comparability with new publication results, indicated by 

the growth of the corpus of exposome literature, which has 

more than doubled in the last two years (2017-2018).   

Methods 

We analyzed the recommended ontologies using an expanded 

dataset of papers up to October 2018. The new dataset used a 

similar search strategy to our previous work [5]. Briefly, we 

considered papers published between January 2005 and 

October 2018 with the term "exposom*" in the title, abstract or 

keyword fields.  

The abstracts from the retrieved documents were subsequently 

submitted for ontology recommendation using the NCBO 

Ontology Recommender tool API. Default parameters were 

used to ensure the comparability of the results generated using 

the literature dataset up to 2018 and the new ontologies, with 

those previously published. 

For topic modeling, we used the R package “text2vec” (v0.5.1) 

on the subset of documents that contain the word exposome in 

their abstract. 

Results 

The results from the ontology analyses using NCBO’s 

Ontology Recommender for the search 2005-2018 resulted in 

the identification of 171 ontologies for 2018 and 165 for 2016.  

Of those just 20 ontologies were present in more than 50% of 

the documents (50 ORF – ontology recommended fraction). 

The comparison of these ontologies with the results previously 

published shows that there is a significant overlap among the 

ontologies recommended for the three datasets in Table 1.  
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To identify the number of topics we used the R library 

“LDATuning” determining the presence of 25 topics, based on 

a balance among different criteria. 

 Table 1 – List of Ontologies Recommended with ORF >50 in 

2016 and in 2018.  

Shared 

 2016 & 2018 

Found in 

2018 

Found in 

2016 

NCIT EFO IOBC SNMI

SNOMEDCT CRISP CHEAR RH-MESH

MESH HL7 GO-EXT  

LOINC NDFRT MEDDRA  

HUPSON EDAM NBO  

ONTOAD GO   

NIFSTD RCD   

MEDLINEPLUS    

Discussion 

Deductive analyses using the knowledge representation tools 

led to the identification of 171 recommended ontologies for the 

2018 dataset of documents, in comparison with 165 ontologies 

identified in 2016. The differences between the 2016 and 2018 

recommendations are slightly reduced after applying the ORF 

>50 threshold. 

However, there are five differences in the ontologies that fulfill 

the requirement of being recommended for at least 50% of the 

documents that appear as significant in the 2018 analyses. 

Among these five newly identified ontologies it is important to 

note that three of them, NBO (Neurobehaviour Ontology),  

MEDDRA (Medical Dictionary for Regulatory Activities 

Terminology) and GO-EXT (Gene Ontology Extension),  were 

present in the 2016 results but did not reach the significance 

threshold of ORF >50 at that time. In the most recent analysis, 

these three have jumped to be recommended for around 60% of 

the documents. This change was more relevant for NBO which 

experienced a nearly 50% increase in its recommendations 

(from 41% to 62% of the documents). In terms of the 

recommendation ranking, MEDDRA did not change its average 

recommendation position (a corrected average of 20.5) whereas 

in the case of GO-EXT it improved its ranking in three 

positions, from an average corrected rank of 20.7 to 18.7. 

Similarly NBO’s rank improved from 22.3 to 19.5.  

These changes in the recommended ontologies can be explained 

by the update of existing technologies and by an expansion of 

the exposome research in areas already covered by the 

ontologies that led them to be deemed as significant. 

The other two newly recommended ontologies CHEAR 

(Children's Health Exposure Analysis Resource) [7] and IOBC 

(Interlinking Ontology for Biological Concepts) are recently 

developed and cover important aspects related to the exposome. 

CHEAR has been recommended for 64% of the documents. 

This resource was developed for the analysis of environmental 

exposures in an “exposome context” and therefore it could be 

considered as an “authentic” exposome ontology. IOBC is a 

recently developed ontology containing both biological 

concepts and earth and environmental sciences concepts.  

Conclusions 

Exposomics research and literature have doubled over the last 

two years. This increment reflects the increasing relevance of 

the field.  Analysis of the recommended ontologies that could 

potentially be used to annotate or model exposome research still 

shows that broad and general tools such as National Cancer 

Institute Thesaurus (NCIT), Systematized Nomenclature of 

Medicine - Clinical Terms (SNOMED CT), Medical Subject 

Headings (MESH), and Logical Observation Identifiers Names 

and Codes (LOINC) would cover aspects of all the documents. 

However, in the last couple of years, CHEAR and IOBC have 

emerged as two new and promising tools to describe the 

knowledge around the exposome more formally.  
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Abstract 

We demonstrate the utility of concept lexicon expansion and 

evaluation using enriched samples of patients and documents 

with sexual orientation as a use case for rare event detection in 

electronic medical records. Using this approach, we found 7 

additional words and 21 misspellings beyond our initial set of 

five seed words. We can use the expanded vocabulary to further 

develop a full natural language processing system to identify 

instances where sexual orientation is documented.  

Keywords:  

Natural Language Processing, Electronic Health Records  

Introduction 

Finding instances of rare events in medical notes with natural 

language processing (NLP) can be challenging. When the goal 

of a study is to identify all patients who have experienced an 

event, a concept lexicon with contextual diversity and 

widespread coverage is sine qua non. Survey research often 

deliberately oversamples racial, ethnic and other minority 

groups to attain adequate numbers to make meaningful 

comparisons [1]. In a similar fashion, sampling from document 

groups that, based on a priori knowledge are likely to have a 

higher proportion of mentions than other groups, can help 

discover and evaluate terms that may have otherwise been 

overlooked. We explore sexual orientation documentation in 

the Department of Veterans Affairs’ (VA) electronic health 

record (EHR) as a motivating example. 

Sexual orientation documentation is expected to be a rare 

occurrence in VA. Based on estimates of active military (2.8% 

of all military personnel are homosexual [2]) and estimates of 

Veteran disclosure rates (30% [3] to 80% [4]), we expect to 

discover 71,400 to 190,400 of the 8,500,000 total Veterans with 

an outpatient visit in VA in the last 18 years to have at least one 

mention of lesbian, gay, or bisexual (LGB) status in the EHR. 

Documentation of sexual orientation is not representative of all 

LGB Veterans nor all who have disclosed to a provider. Rather, 

documentation is evidence that information about sexual 

orientation was exchanged either through patient or provider 

initiated communication and the provider felt it relevant enough 

to the patient’s health to record it in the EHR. Failure to assess 

and document sexual orientation status of patients can 

contribute to the perpetuation of health inequalities that LGB 

Veterans may face compared to their heterosexual counterparts. 

Understanding the extent to which documentation occurs is 

therefore important, but unlike age and race, sexual orientation 

is not formally incorporated into the EHR of most healthcare 

systems as a structured demographic field. Consequentially, the 

only place to find documentation of sexual orientation is in 

providers’ medical notes.  

A common way that NLP is used in EHR research is to 

supplement variables for a study population that has been 

formerly defined using structured data, such as administrative 

codes. Correspondingly, only a small subset of potentially 

relevant documents is required to be processed. Administrative 

codes do not exist for sexual orientation as they do for gender 

identity disorder, for example, which can be used to identify a 

subset of transgender patients and aid in the search of 

transgender words or phrases [5], so an NLP assisted approach 

was needed to build our vocabulary. In this study, we describe 

our strategy for developing a representative sexual orientation 

lexicon among unstructured text of clinical notes of the VA 

EHR. This work forms the bedrock for a future, validated NLP 

system to be used in health disparity research. 

Methods 

Data Source 

The VA is the largest integrated healthcare delivery network in 

the United States, capturing healthcare information from 

patients across all medical specialities with broad geographical 

coverage. The VA’s Corporate Data Warehouse (CDW) is a 

nationwide repository with historical data dating back to 

October 1, 1999, including patient encounters, pharmacy, 

lab/chemistry, microbiology, vital sign, and radiology related 

data. For the present study, we evaluated clinical notes from the 

CDW from 2000-2017 for patients enrolled in VA after 2000 

with a record of at least one outpatient visit (~8.5 million 

Veterans).  This study was approved by the University of Utah’s 

Institutional Review Board. 

Vocabulary Expansion 

Our LGB vocabulary started with an initial set of five seed 

terms (lesbian, gay, homosexual, LGBT, and bisexual). We 

used a combination of four approaches to expand our word set. 

First, we manually reviewed LGBT health literature and added 

any words thought to be relevant. Second, we used a full text 

index built in the Microsoft SQL Server instance storing clinical 

notes to find terms within an edit distance of 3 from any of the 

five initial terms that had at least 100 instances. Third, we 

conducted an analysis of bigrams and trigrams that surrounded 

the original 5 terms to determine frequently occurring terms in 

the same immediate context [6]. A search was done using these 

terms to see if any other similar terms existed in the same 

context. Lastly, we used a lexicon discovery tool [7] 

implemented with an Ipython Jupyter Notebook
 

to 

automatically find semantically and lexically similar words 

from a corpus to words from the initial term set. The tool uses 

a combination of word embeddings, a mathematical 

representation of the context in which a string is used and edit 

distance. The settings for the tool were set to a cosine similarity 

threshold of 0.75 and a maximum edit distance threshold of 3. 
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Terms at or above the threshold were reviewed for inclusion in 

our vocabulary. 

We applied the lexicon discovery tool to a random set of 

documents and from patients hypothesized to have a high 

volume of sexual orientation documentation relative to other 

groups (i.e., enriched samples). We evaluated documents from 

patients diagnosed with Human Immunodeficiency Virus 

(HIV,) according to International Classification of Disease 

diagnostic codes. It is estimated that 68% of newly diagnosed 

HIV patients are homosexuals.  

From each of the two cohorts, 1,000 random documents 

containing each of the five initial terms were processed (5,000 

documents per cohort). We manually reviewed the output from 

the four different approaches for additional potentially relevant 

terms. We processed every document from all patients in our 

sample and the entire HIV cohort separately. We used 

cumulative binomial probabilities � ��
�

�������
�

���

 , to 

determine the probability of getting x or more patients without 

documentation given a hypothesized background rate of no 

documentation. In this equation n = number of HIV patients, k 

= number of patients without documentation, and p = estimated 

background documentation rate. In other words, we compared 

the proportion of observed patients without keywords to the 

proportion expected in to determine if additional keywords 

were potentially needed. Expected background rate in this 

context refers to the number of patients that would have sexual 

orientation documented had the rates of sexual orientation and 

disclosure been equal to documented prevalence. For example, 

if we assumed that 68% of HIV patients are homosexual, 60% 

disclose and 90% that disclose are documented we expect to see 

≥36% of the HIV cohort with ≥1 keyword (64% without a 

keyword). Vocabulary expansion is the first of multiple steps 

needed to develop and deploy an accurate NLP system. As we 

formally incorporate exclusionary rules that consider 

surrounding context the number of relative instances of LGB 

will decrease. Assuming an accurate background rate, 

observing more patients without documentation than expected, 

may indicate that our vocabulary is inadequate and additional 

work is needed. 

Results 

Our initial set of five keywords was found among 441,870 of 

the 8.5 million patients across 1,100,737 documents. The 

literature review added 6 terms (His husband, Her wife, His 

boyfriend, Her girlfriend, Queer, and Same-sex). The full text 

index search identified 8 misspellings and 1 additional term. 

We assessed five bigrams/trigrams (“sexuality:”, “sexual 

preference:”, “orientation:”, “identifies as”, “came out as”) and 

no additional terms were found. The lexicon discovery tool 

identified 11 misspellings and 5 new terms, of which one was 

also found in the literature review (same-sex) and the full text 

index search (lesbianism). Our final vocabulary consisted of 28 

distinct words including misspellings. A sample list of the most 

common terms is presented in Table 1.  

We found 28,437 patients with a diagnosis of HIV. Before 

including additional terms found through our four approaches 

we found 11,550 patients (126,559 documents) of the HIV 

cohort with at least one instance of any of the five initial 

keywords. After re-processing using our expanded list of new 

and misspelled terms, the number of HIV patients with a 

keyword increased to 12,051 patients (42%) across 146,689 

documents. Assuming 64% Veterans diagnosed with HIV will 

not have LGB documentation, the probability of getting 58% of 

HIV patients without documentation in a sample of 28,437 is 

0.98, suggesting that our vocabulary is an adequate starting 

point. 

After all documents from the 8.5 million Veterans were passed 

through the entire expanded vocabulary, we identified an 

additional 19,543 (+4.4%) and 49,716 (+4.5%) potentially 

relevant patients and documents, respectively, beyond what 

was found with the initial five term set. 

Conclusions  

We demonstrate that using enriched cohorts is advantageous for 

two reasons. First, the approach resulted in an expanded 

vocabulary that identifies additional patients and documents 

that may be relevant but otherwise been overlooked. Second, 

enriched cohorts can lend insight into whether the vocabulary 

will capture all instances of the event by comparing observed 

rates to expected rates. We will use the expanded vocabulary to 

further develop a validated NLP system to identify instances 

where sexual orientation is documented. We demonstrated our 

approach using sexual orientation documentation, but it can be 

tailored to any scenario in which instances are expected to be 

rare and precise structured data is unavailable to aid the 

construction of a comprehensive concept lexicon. 

Table 1. Keywords by document and patient count 
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Rank Keyword Document count Patient count 

1 Gay 708,341 292,726

2 Bisexual 270,866 167,589

3 Homosexual 240,585 139,970

4 Lesbian 151,151 87,939

5 LGBT 58,734 15,274

6 Same-sex 37,637 12,622

7 LGB 26,789 12,476

8 Queer 8,584 3,992

9 Homosexual-lesbian 3,668 8,014

10 Homosexual-gay 684 759
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Abstract 

As translated education resource plays an important role in 

healthcare providers’ training and medical knowledge 

dissemination, we proposed a method to manage cross-lingual 

education resources with the goal of  facilitating the medical 

education and physician training. We created an English-

Chinese cancer knowledge base including bilingual description 

on cancer diagnosis, prevention, screening, treatments, etc. We 

developed a workflow to create the bilingual corpus, and 

applied it to six cancer monographs in PDQ (Physician Data 

Query).  
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Introduction 

Multi-lingual resources promote knowledge dissemination and 

communication. Many efforts have been made for the 

construction from expert translation, machine translation, 

crowd-sourcing (e.g., Wikipedia [1]), etc. In this field,  

literatures are still mainly recorded in English, however, health 

professionals often need to learn those written in native 

languages. Local languages are most common with least 

difficulty, which will naturally lead to the highly requirement 

of processing and transformation among various languages. 

Since manual translation will not meet the requirements of mass 

data, automatic machine translation will be an irresistible trend. 

Based on multi-languages similarities and ambiguities, an 

acceptable translation is supposed to be both correct with 

analyzing and generating, and to be humanlike where a great 

amount of processing and understanding are completed [2]. 

Still, medical field can be much different for its own 

professional knowledge, which may lead to higher-level 

difficulty, and may require a better quality of translation where 

high-quality parallel corpus are intensely needed. A good 

parallel corpus has high demand for content, either in specific 

realm or aligned pattern. 

In this paper, we constructed an English-Chinese cancer 

parallel corpus using Physician Data Query (PDQ). Up to now, 

no English-Chinese parallel corpus of cancer subject in the 

same type has been established yet, which is quite substantial 

for data collection, analysis, and dissemination. We used the 

Physician Data Query (PDQ) as the original corpus, which was 

NCI’s comprehensive source of cancer information, for its 

authoritativeness, specialty and leading role in cancer 

information. For better reuse and redistribution of PDQ 

information, NCI encourages the translation in different 

language. As Chinese translated version of PDQ was rigorously 

translated by experienced clinicians and experts in both Chinese 

and English in a recognized cancer hospital, responsible for 

cancer patients, the dataset was greatly precious for its golden 

standard. The format of original data is XML, which is open 

accessible. PDQ English version (PDQEN) describes 

information ranged from cancer, drug, genetic terms, and other 

related knowledge [3] with its own presence entrance, so is the 

Chinese version (PDQCH) [4]. Since the corpora was translated 

at different time, in this paper, The PDQEN and PDQCH we use 

were from 2013 edited in XML.   

We selected education monographs related to six cancers as our 

data set, including liver cancer, colorectal cancer, breast cancer, 

lung cancer, stomach cancer and esophageal cancer. Inside 

these cancers, there were various themes including prevention, 

screening, diagnosis and treatment. In this corpus, there were 

22 pairs of file, each containing different content from others, 

either in cancer type or in cancer theme. Every file in PDQ was 

stored in XML format structure, which had many elements 

embedded in other elements. The total numbers of English 

sentences, Chinese sentences, English words, Chinese words 

are respectively 22091, 12365, 291095, and 170688. 

Despite PDQCH came from manual translation of PDQEN, 

layers, elements and even the whole structure were not always 

the same. Some of translation were lost, some paragraphs had 

not yet been translated, and some elements had been deleted 

from PDQCH, which led to a major difficulty when trying to 

make the corpus parallel. Nesting elements are quite common 

in original corpus, while there was only one element possessing 

ID that can help with the alignment and location of two corpus. 

The other great difficulty was that appearance times of the same 

element can be quite different, thus, we could not make sure 

which two paragraphs or sentences should be aligned.   

Methods 

Following the framework shown in Figure 1, the construction 

contained three stages: cancer resource parsing, data processing 

and parallel corpus release. In the first stage, we examined the 

similarities and differences of the two PDQ corpora in structure 

features and possible alignment anchors. Next come to the 

 

Figure 1 – The Workflow of  Parallel Corpus Construction. 
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second stage where extraction of content in elements that occur 

in both corpora were completed, which brought a large amount 

of paragraphs. It was followed by the alignment strategies 

setting, alignment of paragraphs and sentences, and duplicate 

sentence removal. Then it enters into the third stage where we 

defined the corpus schema, controlled the corpus quality and 

evaluated the corpus.  

We set a rule that text should be classified into words, phrases, 

and sentences. Words were mostly professional terms that 

could help us just like a dictionary. Phrases were not same with 

sentences, they had smaller numbers of words and may not 

expressed an integrated meaning. The rule could be 

summarized through length, those with 1-2 words should be 

sorted into ‘Word’, those with 3-7 words should be sorted to 

‘Phrase’, and those over 7 words should be sorted to ‘Sentence’. 

We used the sentence alignment ratio as a metric to evaluate the 

parallel corpus quality. To ensure the quality of our corpus, we 

mannualy assessed the corpus sentence by sentence. The 

criteria could be categorized as: correct, incorrect and partially 

correct, where partially correct means one sentence was 

partially aligned to the counterpart but still there was some part 

unaligned. The evaluation formula is as follows, where �, β, 

and γ respectively represent the numbers of correct, partially 

correct, and incorrect alignments: 

Ratio =100%*

�����������

�����

 

Results 

We constructed the parallel corpus where PDQEN and PDQCH 

were separated apart but combined with the same ID. It formed 

a 23-pair parallel corpus focused on medical cancer information 

with words, phrases and sentences. Finally, we constructed a 

parallel corpus of 7188 pairs consisting of 514 words, 1236 

phrases and 5438 sentences involving information of six 

cancers and 23 detailed groups including the newly-created 

group. The whole corpus contained 7026 one-to-one corpus 

pairs, 160 one-to-many corpus pairs and two many-to-many 

corpus pairs. The statistics was shown in Figure 2. After 

checking, the number of partially correct alignments is 47 and 

the number of incorrect alignments is 23, where we could get 

the alignment ratio 99.35%. 

 

Figure 2 – Statistics of Sentence Pairs in English-Chinese PDQ 

Parallel Corpus. 

Discussion 

This corpus was constructed to provide the original prerequisite 

resouce data for real medical needs not limited to as follows: 

Decision Making 

Staff like medical researchers and doctors need an updated, 

authorized, and reliable medical knowledge base on cancer to 

efficiently assist them with  decision making and problem 

solving. 

Knowledge Dissemination 

More people and patients are eager to learn professional 

knowledge about cancer, a knowledge base with cancer theme 

can satisfy these needs, and can help public education.  

Cross-lingual Scenario 

Parallel corpus, as a prerequisite resource, can help with 

machine reading, machine translation and machine 

understanding, which exactly matches the crucial requirement 

of those using different languages such as Chinese.  

Conclusion 

To help medical domain machine reading, understanding, and 

generating for possible smart question and answering systems, 

we have created a cancer focused multilingual parallel corpus 

of 7,188 pairs using the peculiar XML corpus, containing 5,438 

pairs of English-Chinese sentences, 1,236 pairs of phrases and 

514 pairs of words involving information of six cancers and 23 

detailed groups through steps of corpus research, data 

processing, and corpus construction, which can be clarified into 

comparison between elements, analysis on parallel anchor, 

element alignment, sentence splitting, sentence alignment, 

design and analysis on data processing steps, design of parallel 

corpus construction strategy, and the final evaluation for the 

whole corpus.  

In summary, the corpus we constructed is a deep-level 

knowledge Chinese-English corpus on medical domain, 

specifically, cancer information. General corpus is mostly 

sentence-level, we decided to make it a hybrid. To our 

knowledge, there is no similar or comparable resource like the 

corpus we presented in this paper.  Our future work will keep 

on deeper research of better applications including machine 

translation on cancer knowledge, automatic information 

retrieval to achieve automatic update, automatic question and 

answer system based on this corpus.  
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Abstract 

Creation of networks such as clinical data centers within the 

hospital enables efficient exploitation of clinical data from a 

local to an inter-regional scope. This work present the 

structuration of the French Western Clinical Data Center 

Network (FWCDCN) conducted between 2016 and 2018. As of 

November 2018, FWCDCD is compounded with 7 institutions. 

CDW of the combinded Clinical Data Centers (CDC) contains 

the data of over 4 million patients followed since 2000. 

Keywords:  

Clinical Data Warehouse, Health Information System, Health 

Big Data 

Introduction 

Among strategic data sets, those produced at the hospital 

during patient care are already bringing new knowledge and 

technological innovations, from whom society and patients 

will benefit [1]. 

A CDC is an organization dedicated to exploit health bigdata 

for the hospital.  The main IT infrastructure of a CDC relies 

on a cutting edge Clinical Data Warehouse technology called 

eHOP,  developed by the academic hospital of Rennes. 

The deployment of a such system in hospital institutions 

supposes to set up 3 main works: technical, functional and 

organizational. 

Methods 

Technical work 

eHOP is an indoor development of Rennes University 

Hospital, using up-to-date  technologies and  compatible to the 

open-source platforms such as i2b2 and SHRINE 

The system encompasses:  

• Libraries : R 

• Database management system : Oracle & MySQL 

• Web servers used : Apache PHP (application server) 

and Java (database server) 

• ETL : ENOVACOM Suite V2 

• Interoperability standards : HL7, HPRIM, PN13, RSS 

• Reference terminologies and mapping managed from 

UMLS 

Functional work 

Data flows have been chosen by each institution among all the 

data sources provided by the hospital (biology, drugs…). Data 

flows regarding the patient master index and hospital 

structures were mandatory to enable  any clinical data flows . 

Data integration procedures were the following : 

• Real-time data integration : batches of dataset 

• Takeover of the existing system  

 

Every center has set up the request circuit with user and 

profile management. eHOP is only accessible on the center 

internal network from a web browser. Access is secured using 

the HTTPS protocol and traceability of requests and studies is 

ensured.  

 

Figure 1 - eHOP data integration process 

Organizational work 

This work contents : 

• CNIL (the French supervisory authority) formalities 

• Reglementary procedure : patient information, patient 

opposition, user charters… 

• Human resources assignation for project 

• Creation of the corresponding structures : 

• An administrative structure to set up strategic 

orientations of the CDC 
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• A regulatory structure to validate the access and 

exploitation policy of the CDW 

• An operational structure for data processing. It 

undertakes to respect the following principles: 

• Neutrality: No particular interest in the exploitation of 

data 

• Confidentiality - Security: Exclusive and secure 

access to all (sensitive) data entrusted to it. 

• Transparency: Carries out processing operations only 

if they are subject to agreement with the organizations 

and actors providing the data. 

• Multidisciplinary medical (Methodological, IT and 

statistical), regulatory (Data Protection) and technical 

expertise. 

eHOP CDW projects typologies 

• Non-interventional data research: ex : 

epidemiological studies 

• Vigilance studies: ex:  therapeutic follow-up in real 

life 

• Support to health professionals: ex: assistance in 

signal interpretation  

• Evaluation of practices: ex: analysis of health 

trajectories 

Results 

The FWCDCN is now compounded with the following 

institutions : Angers University Hospital, Brest Regional 

University Hospital, West Cancerology Institute, Nantes 

University Hospital, Poitiers University Hospital, Rennes 

University Hospital, Tours University Hospital.  

These institutions represent almost 4 million hospitalizations 

and consultations per year, with a total of 13 000 beds and a 

budget of almost 4 m€.  

Table 1– eHOP documents by flows (mn) with historical 

depth-example of Rennes University Hospital  (as of 

November 14, 2018) 

Type of data flow 2010 2015 2018 

medical surveys  - 1.1 3.5 

PMSI 2.7 6.3 7.1 

emergency report 0.3 0.7 1.8 

medical report & doc 0.6 2.6 6.1 

biology 0.4 4.9 8.3 

anapath 0.1 0.2 0.3 

drugs - 1.2 22.1 

Total  4.1 17 49.2 

Conclusions 

The FWCDCN structuring network makes it possible to share 

both an organizational model and good practices for the ex-

ploitation of data, and innovative tools designed to accelerate 

research. It creates the conditions to integrate and securely 

exploit other data sources such as registers epidemiological,  

Table 2– aggregated content of FWCDCN (as of November 

14, 2018) 

Historical 
Depth 

Number of 
patients 
(mn) 

Number of 
documents 
(mn) 

Number of 
structured data 
(mn) 

2000  0.1 - - 

2006 0.7 3 16 

2009 1.4 12 109 

2015  3.1 57 610 

2018 4.3 102 1067 

 

Figure 2– Clinical services requesting by number of studies-

Rennes University Hospital CDC (From January 2014 to July 

2017) 

 

Figure 3– Type of studies at Rennes University Hospital CDC 

(From January 2014 to July 2017) 

administrative database data, and connected objects.  

The main objective for the network for 2019 will be to posi-

tion itself as a local node for the French national Health Data 

Hub.  
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Abstract 

In hospital management, health technology assessment tech-

niques are being increasingly developed. This paper presents a 

comparison of the results obtained using two models for re-

placement priority value calculation applied to the Galliera 

hospital in Genoa (Italy). One the models was developed at the 

Galliera Hospital along the lines of the model by Fennigkoh 

and addresses four primary replacement issues: equipment ser-

vice and support, equipment function, cost benefits and clinical 

efficacy, by a “yes-no” scheme. This model is compared with a 

model based on fuzzy logic. The comparison between the two 

models shows a conservative behaviour by the Galliera model, 

according to which 77.4% of the analysed instrumentation is 

maintained, whereas the classification by the fuzzy model al-

lows for a better discrimination among the devices. 

Keywords:  

Fuzzy Logic, Health technology assessment model 

 

Introduction 

In the last few years, very fast health technology changes have 

taken place, but they have not been paralleled by progress in 

management. Medical equipment requires very time-consum-

ing and costly maintenance, which makes it crucial to introduce 

innovative technology management strategies focused on ap-

propriateness, efficiency and cost effectiveness. Many health 

technology assessment (HTA) procedure have been proposed, 

often identifying mathematical models which require mostly 

subjective parameters. Many hospitals are carrying out research 

on models that objectively express obsolescence. 

A linear multiparametric model for medical equipment replace-

ment has been proposed by Fennigkoh [3]. This model can be 

adapted to each specific hospital by changes in the parameters 

and has often been used. A model based on this approach has 

been developed for the Busto Arsizio hospital (Northern Italy) 

[2] and has subsequently been adapted to meet the needs of the 

Galliera hospital in Genoa (Italy). Subsequently, a model based 

on fuzzy logic has been developed. A comparison of the two 

models is presented. 

Methods 

The model based on the Fennigkoh approach follows the one 

which has been adopted by Caimmi et al. [2] for the Busto Ar-

sizio hospital, but it is simpler. In the first place some difficul-

ties deriving from the retrieval of data such as maintenance cost 

for individual devices have been avoided. Secondly, the model 

by Fennigkoh requires choices as to which parameters should 

be regarded as relevant for decisions about substitutions. In this 

respect, some of these choices may not be generally valid and 

may not be the most appropriate in different contexts. Moreo-

ver, obtaining subjective opinion of medical users about the 

equipment in use and/or to be purchased is difficult. Therefore, 

the procedure for calculating the replacement priority value 

(RPV) has been divided into two phases. In the first phase 

(RPV1) only objective parameters are considered – and only if 

they exceed a threshold. Subjective data are considered in the 

second phase (RPV2). This allows to reduce the overall work-

load and the dependence on subjective factors. RPV2 is calcu-

lated only if RPV1 is above a predetermined threshold.  

The following parameters have been taken into account. 

● Age (x1) – It is calculated by the following  

 

1

current year  year of purchase

0,    0

functional age

1,   

if

x

otherwise

−⎧
<⎪

= ⎨

⎪
⎩

  (1) 

identifying if a device is over its functional age. The functional 

age is indicated by the manufacturer of the equipment and may 

also vary among devices belonging to the same group. 

● Downtime (x2) – A threshold value of 6 days was set up as 

indicated by the hospital. x2 takes the value of 0 if it is below 

the threshold and 1 if it is above the threshold. 

● Equipment function (x3) – Same as in BA model (1 to 4). 

● Manufacturer support, maintenance service, and availability 

of parts (x4) – As in Fennigkoh’s model, x4 = 0 if parts, consum-

ables, maintenance service, or manufacturer support are availa-

ble or adequate (availability is guaranteed by law for 10 years 

after purchase); otherwise x4 = 1. 

RVP1 has been calculated as linear combination of these pa-

rameters according to the following 

 
1 431 2

( )9 7.5 25RPV x xx x= + + +
  (2) 

Ranking of the result is the same as in BA Model. Specifically: 

RPV1 < 40 � good conditions, no need to proceed, 40 ≤ RPV1 

≤ 60 � critical device, enter the second step, RPV1 > 60 � 

very critical device, replacement suggested as soon as possible. 

If RPV1 is between 40 and 60, it enters the second assessment 

phase, as in the BA model. 

Fuzzy logic-based systems have been developed in hospital 

management only recently even though for analogue qualitative 

reasoning approaches has already been applied many years ago 

in bioengineering [1; 4; 5; 7; 8], where the problem of uncertain 

values of variables has similar effects. The limited availability 

of financial resources and of qualified personnel are among the 
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causes of improper and incorrect management of biomedical in-

strumentation. This has inspired some work [9] and the set up a 

fuzzy model for the classification of biomedical instrumenta-

tion according to the risk level [10]. Moreover, an inferential 

fuzzy model has been proposed [6]. 

Biomedical equipment can be classified by type of device (life 

support, therapeutics, diagnostics and others). Moreover, all in-

struments in the same class of equipment may not have the 

same functional age. In this respect, different fuzzy models 

have been produced which differ as relates to two features: rules 

(which allow a stricter assessment for life support or therapeutic 

equipment than for diagnostic or other devices) and age-related 

membership function. The variables that have been chosen are 

the same as for the GA model. 

The model that has been developed is a fuzzy mamdani model 

in which preamble and conclusions are linguistic concepts 

(model with set of inferential rules). The model has the four 

variables (corresponding to the variables used in RPV1) and 

provides an output that suggests whether a device should be re-

placed. Specifically, the variable can give four suggestions: 

maintain, maintain over the functional age, re-evaluate (second 

phase), replace. The Fuzzy model presented here aims to re-

place the first phase of the GA model. The model has been im-

plemented using the MATLAB Fuzzy Logic Toolbox. 

For each input and output variable, the corresponding member-

ship functions have been created. The membership functions 

define how each input (or output) value is mapped between 0 

and 1. For each input, the degree of membership in fuzzy sets 

has been calculated by the application of IF-THEN type rules 

which have been set up on the basis of the suggestions by the 

Galliera Hospital. The fuzzified inputs have been applied to the 

antecedents: since the rules used have more than one anteced-

ent, the AND intersection operator has been used to obtain the 

result of the antecedents. This operator provides the minimum 

degree of belonging among those present. The result of the an-

tecedents has been applied to the function of membership of the 

consequent one according to the Clipping method, which 

simply cuts the consequent at the level of membership of the 

antecedent. The aggregation has allowed the unification of the 

consequent of all rules. The fuzzy set for the output variable has 

been obtained from this process. The last step is defuzzification, 

transforming the aggregates fuzzy set into RPV1. 

Results and discussion 

This work focuses on the analysis of six categories of instru-

mentation: electro-controlled bed for intensive care (BED), pa-

tient monitors (MON), biological refrigerators (BIR), surgical 

lights (SUL), ultrasound machines (USM), armchairs for ther-

apy and blood samples (ARC). Both the GA model and the 

fuzzy model have been tested on the same equipment classes. 

Although most of the instrumentation has been analysed, for 

each class there is a number of biomedical equipment "not 

found" or for which it has not been possible to find the data 

necessary to calculate the RPV. The reasons for this are a num-

ber of factors, including problems in the outsourced service of 

management and monitoring of the technological park, difficul-

ties in obtaining direct feedback from suppliers and/or techni-

cians and equipment ageing. 

The two models have been defined on the basis of different 

logics, but they do not differ greatly as relates to identification 

of the instrument RPV classes. The GA model has a tendency 

towards a more conservative behaviour, about 78.2% of the an-

alysed instrumentation is maintained, 22% pass to the second 

phase of evaluation and suggests replacement only for 0.6%. 

The Fuzzy model suggests maintenance of the devices analysed 

for 70.8%. It also further specifies that 58.3% of the instruments 

are certainly to be maintained and that 12.6% of the instruments 

at this time are not a source of concern, but that their age or 

functional state could cause a significant increase in RPV in the 

future. This model also identifies the need for re-evaluation for 

25.1% of the instrumentation analysed and 4% of the total rec-

ommends replacement without further evaluation. 

The two largest differences between the models are found for 

ultrasound machines (USMs) and patient monitors (MON). 

Specifically, it is suggested to maintain 83.3% of the total 

USMs analysed according to the GA model and 58.3% accord-

ing to the Fuzzy model, while for MON, the GA model identi-

fies 36.7% of instruments to be maintained, 57.6% to be reval-

ued and no instruments to be replaced immediately. The Fuzzy 

model identifies 15.1% of MON to be replaced. 

At this initial stage, both models have been validated on a lim-

ited number of equipment classes. This is the basis of a much 

broader analysis. The Galliera Hospital showed interest in the 

Fuzzy model, whose results have been regarded as more satis-

factory than those obtained by the GA model. Exploiting the 

uncertainty elements, as allowed by the fuzzy model, could be 

an advantage for the evaluation of the future availability of 

spare parts for each specific instrument.  

In this respect, the Galliera Hospital intends to extend the ap-

plication of the fuzzy model to the its entire technology park. 
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Abstract 

We studied methods to convert medical prescriptions in free 

text to a structured form for pharmacy insructions and 

planning nursing activities in hospitalized patients. We 

compared Natural Language Processing (NLP) with Parsing 

Process (PP), both for the Spanish language. We studied 

87,750 and processed 65,000 prescriptions and recovered 

62% and 65% with NLP and PP to a structured format 

respectively. The difference between the methods is significant 

(p < 0.001) and further work is needed to determine if 

combining them will have higher performance. 

Keywords:  

Natural Language Processing, Prescriptions, Medical Order 

Entry Systems 

Introduction 

Physicians usually prescribe medications in free text, 

however, computer systems need this information in a 

structured way to organize the data so that the pharmacy can 

deliver the medications and nurses can organize their tasks [1]. 

Computerized Provider Order Entry (CPOE) can reduce 

medication errors; but, its benefits are only achieved when 

data is entered in a structured format and entries are properly 

coded [2]. 

To process the information by computer, the system extracts 

the data from many fields. The system analyzes the following 

information: generic drug name, dose, strength, posology, 

route of administration, care and recommendations that are 

required to comply with the medication.[3].  

FHIR standard (Fast Healthcare Interoperability Resources) 

has resources to manage pharmaceutical orders but it needs 

this information to be structured. Thus it is fundamental to 

perform the data extraction in different fields to match the 

FHIR interoperability standard [4]. 

Automated dispensing cabinets for pharmacies use HL7 and 

the information to construct the messages needed in a 

structured way [5] [6] . 

A prescription is an order for medication which is dispensed to 

a patient. The medical prescription is not enough for the 

pharmacy to deliver the medication of the day to different 

departments. It requires prior processing so that the 

pharmacist knows the daily amount of each drug to deliver 

[7]. The pharmacist verifies the legality, safety and 

appropriateness of the prescription order, checks the patient 

medication record before dispensing the prescription (when 

such records are kept in the pharmacy), ensures that the 

quantities of medication are dispensed accurately and decides 

whether the medication should be handed to the patient, with 

appropriate counselling, by a pharmacist [8]. 

Even if doctors are becoming more accustomed to entering 

data in a structured way using CPOE, there are prescriptions 

in free text form that need to be processed.  

Our question is: “How good can the medical prescription 

extraction process be when using a free text input for Spanish 

language?” 

We studied Natural Language Processing (NLP) and Parsing 

Process (PP) as two possible methods to process unstructured 

text. 

Methods 

The objective of this work is to demonstrate that it is possible 

to recover information about medications in a structured 

format. Passing the narrative medical prescription through 

NLP is a helpful tool for doctors to better transform it in 

structured format for hospitalized patients.  

We build the NLP routine for this study in C# .net using the 

Stanford CoreNLP technology tools. 

The PP routine was developed by our programmers. Since the 

data we have uses a fixed pattern, we use the regular 

expression technique to extract and control its elements.  

A retrospective,,observational, cross-sectional, descriptive 

study was designed. The sample consisted of 87,750 medical 

prescriptions collected consecutively during March 1
th

, 2017 

and March 1
th

, 2018. The medical prescriptions were made by 

the institution's staff and independent external physicians who 

assist patients within the institution. 

We used the following criteria for the study inclusion: 

• Adults pharmacological prescriptions 

• Singular generic drugs (for example, Losacor®", that 

has only one drug (Losartan) but not "Losacor D®" 

that has two drugs Losartan and Hydrochlorothiazide) 

• Commercial names where used (for example, 

"Losacor®" is acceptable for Losartan) 

• One prescription (100 characters per line or field) and 

one drug per line 

• Spelling mistakes and different ways of writing each 

prescription elements that we analyzed 

We used the following criteria for the study exclusion: 

• Non-pharmacological prescriptions such as 

prescription for nutrition, vital signs, studies or any 

other type of indication that is not pharmacological. 

• Pediatric medication 
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• Parenteral hydration plans 

• Medications with more than one drug 

• Multiple line medications 

We included 65,000 and excluded 22,750 medical 

prescriptions collected consecutively with this process.The 

medical prescriptions that met the inclusion criteria were 

processed by the two algorithms. 

The average age of the study population of the samples was 67 

years old, with the maximum age of 96 and the minimum age 

of 22 years. The percentage of males participating in the study 

was 45.3% and the female participation was 54.7%.  

In this study we tested two algorithms: 

1. The PP method 

2. The NLP algorithm 

We considered it a success when the algorithm could complete 

the five fields and the pharmacist confirmed that it was 

correct. 

Results 

The results were the following: we were able to recover 62% 

and 65% with the NLP and the PP method respectively to a 

structured format that could be processed by computer 

systems. Please see tables 1 and 2. 

The difference between the two methods was statistically 

significant when calculated using the Z-test with p < 0.001. 

 

Table 1 – Results in Absolute Values 

  NLP PP 

Correct 40,300 42,250 

Incorrect 24,700 22,750 

 

Table 2 – Results in Percentage 

  NLP PP 

Correct 62% 65% 

Incorrect 38% 35% 

Discussion 

The PP routine used the regular expression technique to 

extract data (i.e., narrative text or speech data) in the context 

of a specific task. Our results have shown that both algorithms 

are capable of detecting more than 60% of the medical 

prescriptions made with free text. However, there is a 

significant difference between the two methods. 

The NLP method has the possibility to learn and improve over 

time, while the PP cannot improve by itself. It requires more 

expressions to be loaded by manual programming.  

Conclusions 

It remains to be seen if these methods can achieve higher 

performance in future. It is possible to make the system learn 

from medical prescriptions through a knowledge thesaurus. 

We will work to incorporate these challenges in future work. 
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Abstract 

The CrowdHEALTH project intends to integrate high volumes 

of health-related heterogeneous data from multiple sources 

with the aim of supporting policy making decisions. The 

European Federation of Medical Informatics supports the 

development of an effective Communication and 

Collaboration Plan.A dissemination strategy has been applied 

for this purpose considering appropriate messages, target 

audience, tools, and channels to achieve the highest impact 

and the first results of social media dissemination are 

presented here. 

Keywords:  

Social Media, Policy Making, Intention  

Introduction 

The CrowdHEALTH project intends to integrate high volumes 

of health-related heterogeneous data from multiple sources 

with the aim of supporting policy-making decisions. The 

CrowdHEALTH is delivering a secure ICT platform that 

seamlessly integrates Big Data technologies, providing Data 

as a Service (DaaS) and a Data Analysis Toolkit. The transi-

tion from patient health records towards the Holistic Health 

Records (HHRs) and Social HHR is also proposed. Analysis 

Toolkit. The transition from Patient Health  

The European Federation of Medical Informatics (EFMI) sup-

ports the development of an effective Communication and 

Collaboration Plan identifying the messages and the tools and 

channels in disseminating the project and its outcomes to the 

target audience based on the McGuire approach. The main 

objective of the strategy envisioned is to engage and inform 

the target audience about the CrowdHEALTH project and its 

outcomes [1]. It is important that a large number of audience 

is addressed through appropriate means in order to be engaged 

with the progress of the project and raise its awareness about 

the project and the deliverable outcomes. Each applied tool 

has different strengths and weaknesses in reaching the audi-

ence and therefore by using more than one tool, they comple-

ment one another to produce a strong dissemination plan [2]. 

Social media can play a significant role in all phases of the 

research lifecycle, from identifying research opportunities to 

disseminating findings. Scientific journals, conferences, and 

edited books remain the core traditional means of disseminat-

ing research, but social media has become an important chan-

nel for disseminating research [3]. 

 

In the CrowdHEALTH project a cyclical process was devel-

oped. In the cyclical models, individual components are 

linked, and the process is depicted as interactive and ongoing. 

This is the case with Graham et al’s knowledge to action mod-

el
 

where aspects of the research, context, knowledge transfer 

intervention, and evaluation lead to the identification of new 

opportunities [4]. Researchers need to adopt a theory-informed 

approach to their research dissemination [5]. 

Methods 

Dissemination strategy is defined through a cyclical process. 

The McGuire Persuasive communication approach was 

implemented for the development of an effective 

Collaboration and Communication plan, figuring out the 

dissemination objective, the message to be communicated, the 

tools and channels of communication, and the target audience. 

The statistics of the CrowdHEALTH Facebook page are 

monitored to give first evidence of audience engagement in 

social media and the published material. 

Results 

Defining a Dissemination Strategy Through a Cyclic 

Process 

Defining the CrowdHEALTH dissemination strategy is an 

ongoing cyclic process as shown in Figure1. Past or published 

ongoing dissemination efforts are reviewed, the available 

resources are identified, the momentum and opportunities are 

considered and the four dimensions of the dissemination 

strategy consisting of the objective of the dissemination, the 

key messages to be communicated, the appropriate 

dissemination tools and channels, and the target audience are 

defined (Figure2). KPIs are monitored in order to evaluate 

dissemination efforts. 

 

Figure 1 – The Cyclical Process of a Dissemination Strategy  
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Figure 2 – The Four Dimensions of the Dissemination 

Strategy 

 

 Monitoring Efforts of Social Media Dissemination 

 

Data regarding the people reached, the post clicks, and reac-

tions (shares, likes, comments) are collected from 28 Decem-

ber 2017 to 24 November 2018 from the CrowdHEALTH 

Facebook page as illustrated in Figure 3. 

 

Figure 3 – The Impact of Blog Posts and Other Published 

Material on the CrowdHEALTH Facebook Page 

Discussion 

The CrowdHEALTH project implemented a cyclical process 

for defining the dissemination strategy consisting of five steps. 

Taking into consideration this framework , the four pillars of 

the dissemination strategy were described, defining the 

dissemination objective, the message to be communicated, the 

tools and channels of communication, and the target audience. 

Early evidence from the CrowdHEALTH social page on 

Facebook suggests that audience is more engaged to articles, 

demos, videos, and photos from events and conferences and 

less on blog posts.  

Conclusions 

The implemented framework identified a dissemination 

strategy to better communicate project’s findings. Optimal 

communication and dissemination would also facilitate 

interaction with the target groups. It is important that a large 

number of audience be addressed through appropriate means 

in order to be engaged with the progress of the project and 

raise their awareness about the project and its deliverable 

outcomes. Social media can play a significant role in all 

phases of the research lifecycle indluding the dissemination of 

research findings. Scientific journals, conferences, and edited 

books remain the core traditional means of disseminating 

research, although social media has become an important 

channel for disseminating research. Each applied tool has 

different strengths and weaknesses in reaching the audience 

and therefore by using more than one tool, they complement 

one another. First evidence of the CrowdHEALTH project 

suggests that press releases connected with social media pages 

of the project can engage audience in social media. Visual 

materials such as demos, videos, pictures, and photos can 

highly engage audience in social media. 
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Abstract 

Pragmatic randomized trials are essential to improve 

knowledge of real world clinical practice. Pragmatic trials  

design reflect routine clinical care, which have advantages to 

initiate and conduct, compared to classical clinical trials. 

Trials help to: engage bedside clinicians, increase efficiency of 

patient recruitment and follow up, minimize loss to follow up 

and include technological patient reported outcomes. The 

objective is to describe the opportunities and challenges 

designing a specialized software to administrate pragmatic 

randomized trials.  

 

Keywords:  

Research Design, Patient Selection, Software Design  

Introduction 

A randomized controlled trial (RCT) is considered the best 

method to evaluate therapeutic efficacy. In a RCT, one or more 

groups of patients receive different treatments in order to 

compare the results across the different groups with minimal 

bias. Ideally, RCTs should apply interventions that resemble 

actual clinical practice and enroll representative samples of 

clinicians and patients. However, they are generally very 

expensive, time consuming, and are complex to carry out [1]; 

consequently, they are not accessible to most physicians and 

patients.  

The objective of these trials (also known as explanatory trials) 

is to test the superiority, equivalence, or non-inferiority of the 

new treatment being tested [2]. Clinical trials also commonly 

require the collection of highly detailed patient data. This 

necessitates onsite staff training regarding data collection and 

management, which presents a burden to study sites, interferes 

with usual care, and presents a barrier which often excludes 

research-native practitioners and sites from participation [3-4].  

A different type of trial, known as a pragmatic trial, aims to 

identify the best choice between clinical decisions which are 

usually made in real practice or which answer important 

questions about whether a practice is beneficial. Pragmatic 

trials need to closely align all study-related interventions with 

routine clinical practice so as to minimize interference with 

routine care and enhance the generalizability of the results to 

the real-word setting [5]. 

Our objective was to create an application to serve as a clinical 

trials platform which overcomes many of the barriers and 

methodological challenges to designing, administering, 

conducting, monitoring, and analyzing pragmatic clinical trials.  

This platform was designed to be independent from the EMR 

to allow participation in many centers independent of their 

underlying system and to include, from the beginning, a patient 

voice in terms of patient reported outcomes. The software seeks 

to do all of this while maintaining the highest methodological 

rigor for the study and minimizing the administrative and 

human resource costs of participation.  

Methods 

This article uses a methodology that assesses and describes 

obstacles in the conduct of pragmatic randomized trials as well 

as avenues for future developments of software-based 

solutions.  

Setting 

The McGill Clinical and Health Informatics (MCHI) is a 

research group in the Faculty of Medicine whose research 

activities focus on the development and evaluation of health 

software and the analysis of data generated by these systems. 

Challenge 

When interference with usual care or the administrative and/or 

data collection burden for physicians is too high, many 

physicians will not participate. By contrast, if the data 

collection is incomplete or not standardized, the entire 

methodology of the study can be called into question. A 

strategy that aims to collect information through an EHR has 

the advantage of not interfering with routine clinical care, 

however, it may not have the data quality needed [6]. 

Results 

CloudTrials components 

Establishing common structures across different clinical trials 

allows for the design of a scalable software which could 

facilitate multiple trials. 

User administration  

The development of methods of user registration and validation 

was essential. A user signs up by filling in their basic 

professional information with a system verification of their 

email account, and, in this case, a manual verification by an 

administrator who confirms identity with provincial provider 

databases and again via direct communication and the 
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completion of any legal contracts and agreements necessary in 

that jurisdiction.  

Patient enrollment 

Each doctor is responsible for the recruitment and enrollment 

of their patients in the system. For that a 5-step wizard was 

designed, with the minimum requirements to incorporate a 

patient in the study: Patient profile, Eligibility by Clinical 

Information, Verbal Consent. Follow Up, Summary. 

Randomization 

At the end of patient enrollment, the system assigns the patient 

to an intervention group using a pre-prepared lookup table 

which has been previously produced for the study in question 

using proper statistical methods for the question being 

investigated.  

Patient list 

To allow for management of their enrolled patients and to 

identify tasks remaining to be performed, a list of patients had 

to be developed.  

Follow up 

Following a pre-designed schedule which is customized for 

each trial, this module allows for documentation of follow up 

visits and tests during the period of observation.  

Data monitoring 

An administrator view is necessary for the supervision of any 

RCT. This user is required to oversee the study progress to 

apply corrections early on when the study is deviating from the 

planned course.  

Privacy and security  

The biggest concern while developing the application was the 

safety of patients’ identities. Outside of important security 

features employed at the server levels, several additional 

measures were put in place: 

Ethical and regulatory challenges 

While somewhat outside of the scope of a document discussing 

the software development of a clinical trials platform, it is 

relevant to consider the challenges of performing crowd 

sourced clinical trials.  Namely, such studies need to be 

mindfully designed such that they allow clinicians to enroll 

patients ethically within their own practice drawing upon the 

pre-existing informed consent process and professional code of 

conduct.  

Discussion 

This article describes the issues and challenges we faced in the 

design of our software which allows for the administration of 

PRTs. The incorporation or creation of a module for the 

generation of new structured clinical trials by end users is a key 

step in our future to allow for maximal reuse of existing code 

prior to launching a new trial. We are excited to see our first 

two trials, involving hundreds of patients, enrolled in 2019.  

Conclusions 

This article describes the design of a software which allows for 

the administration of PRTs. 
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Abstract 

In this study, we aim to develop an automatic pipeline to iden-

tify clinical findings in the unstructured text of radiology re-

ports that necessitate communications between radiologists 

and referring physicians. Our approach identified 20 distinct 

clinical concepts and highlighted statistically significant con-

cepts with strong associations to cases that require prompt 

communication.  

Keywords:  

Natural language processing, communication, radiology. 

Introduction 

It is well understood in clinical practice that lapses in 

communication, either due to delays or a lack of 

communication altogether, increase the likelihood of adverse 

patient outcomes. In radiology, high case volumes and the 

expectation of timely clinical interpretation present challenges 

in identifying and communicating cases that require urgent 

management on the part of the referring physician. In this study, 

we developed a pipeline for the identification of critical clinical 

concepts that are the most likely to appear in patient cases 

requiring prompt communication between a radiologist and a 

referring physician.  

Related Work 

There are many examples of previous uses of automatic 

information extraction from medical records, particularly with 

radiology report text analysis [1]. MetaMap has been developed 

and utilized to map radiology reports and other clinical note 

texts to concepts in the Unified Medical Language System 

(UMLS) Metathesaurus [2]. Apache clinical Text Analysis and 

Knowledge Extraction System (cTAKES) is a system to 

analyze clinical notes and annotate UMLS concepts in free text  

[3], which is utilized in this project and will be further discussed 

in the following sections. Of note, this study is built on our 

previous work to use machine learning to identify urgent cases 

for prompt communication in radiology reporting [4]. 

Methods 

We developed a natural language processing (NLP) pipeline to 

extract clinical findings from a corpus of free-text radiology 

reports at our institution that required prompt communication 

between radiologists and referring physicians. We then 

compared these clinical findings to the extracted findings from 

regular radiology reports. We used a statistical test of 

significance to identify critical findings in these reports that are 

associated with prompt communication. The overview of our 

pipeline is shown in Figure 1. 

Dataset 

We took a retrospective approach in this research, starting with 

1,460 radiology reports extracted from electronic medical 

records within the years of 2010 – 2018 from Dartmouth-

Hitchcock Medical Center (DHMC). These reports came from 

a mixture of three imaging modalities: (1) computed 

tomography (CT); (2) magnetic resonance imaging (MRI); and 

(3) X-ray. Two radiologists manually annotated each of these 

reports, adding a binary label, either “this report requires 

prompt communication to referring physician” or “this report 

does not require prompt communication.” In order to minimize 

the errors, reports that received the same label from both 

radiologists were included in the analysis and those that did not 

were excluded. Our final data set included 1,389 radiology 

reports. 1,057 of these were interpreted by both radiologists as 

requiring urgent communication to a referring physician, while 

332 were interpreted as not requiring urgent communication.  

NLP Pipeline 

Parsing of Radiology Reports 

We focused only on analyzing the text that appears in the 

“impression” sections of radiology reports. This is because the 

impression section contains information about diagnosis and 

follow-up recommendations. 

UMLS Concept Annotation 

We applied Apache clinical Text Analysis and Knowledge 

Extraction System (cTAKES), which identifies nouns and noun 

phrases in clinical text that correspond to UMLS concepts.  

Using cTAKES, we identified the concepts in radiology reports 

that are classified in 5 high level classes based on a subset of 

UMLS semantic types: (1) disorders/diseases, (2) 

signs/symptoms, (3) procedures, (4) anatomy, and (5) drugs. 

cTAKES also provides preferred names from UMLS for 

extracted concepts to facilitate a standard representation. In 

Figure 1– An Overview of Our Framework to Identify Statistically 

Significant Clinical Findings Requiring Prompt Communication 

with Referring Physicians Based on Radiology Reports 
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addition, this pipeline incorporates NegEx [5] to identify the 

concepts that are used in a negative context in the radiology 

report. We mapped all the medical terms and phrases that 

appeared in the impression section to UMLS concepts, exclud-

ing those that were negated.  

Semantic Types Filtering 

The identified UMLS concepts were aggregated according to 

the five high level semantic type classes. Using the full list of 

concepts identified by cTAKES, we found that the aggregated 

concepts helped to narrow down a list of potential concepts 

associated with the need for prompt communication with 

referring physicians. After consultation with the domain-expert 

clinicians involved in our study, we focused solely on UMLS 

concepts belonging to the diseases/disorders class in our 

analysis from the five aforementioned UMLS classes returned 

by cTAKES. 

Concepts Identified by Frequency-Based Filtering 

The identified UMLS concepts found in the reports were also 

filtered by frequency, including those that were only found in 

2% or greater of reports. This frequency-based filtering reduced 

the noise in our analysis and directed our focus to reasonably 

common findings in radiology reports that encompass the 

majority of cases requiring prompt communication. The 

concept frequencies were further analyzed in the following 

statistical analysis steps to differentiate reports requiring 

prompt communication from those not requiring prompt 

communication. 

Statistical Analysis 

We used Fisher’s exact test to find statistically significant 

associations between identified UMLS concepts and the 

radiology reports that require prompt communication. The 

concepts with a P-value < 0.05 are considered strongly 

associated with necessary prompt communication with 

referring physicians. 

We addressed the multiple comparisons problem in evaluating 

the significance of extracted UMLS concepts. The false 

discovery rate provides a complementary measure to positive 

predictive value, which indicates the probability of a positive 

test result being accurate. In order to identify truly significant 

UMLS concepts while still maintaining a low false positive 

rate, we adjusted the P-values calculated by Fisher’s exact test. 

To adjust the P-values, we utilized the Benjamini-Hochberg 

method, which is a powerful method to address the multiple 

comparisons problem through false discovery rate. 

Results 

The described NLP pipeline identified 580 UMLS concepts. 

Table 1 shows the extracted concepts with adjusted P-values     

less than 0.5 from radiology reports that are associated with 

reports requiring prompt communication. The most commonly 

identified UMLS concepts in radiology reports that required 

prompt communication with referring physicians are shown in 

Table 2. 

Conclusions 

We developed an automatic pipeline to identify clinical 

concepts that are statistically significant for radiology reports 

requiring prompt communication with referring physicians. 

However, our imbalanced dataset containing urgent and non-

urgent cases for prompt communication is a potential limitation 

of this study. We plan to address this limitation by extending 

our dataset in our future work. 
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Table 1– Frequency of Selected UMLS Concepts in Radiology Reports 

that Require Prompt Communication 

P = Occurrences with Prompt Communication 

N = Occurrences without Prompt Communication 

UMLS 

Concept 

Semantic 

Type 

P N 

Odds 

Ratio 

P-value 

Adjusted 

P-value 

Pneumothorax 
Disease or 

Syndrome 
33 0 � 2.25E-04 4.19E-02

Malignant 

Neoplasms 

Neoplastic 

Process 
73 3 8.05 2.66E-06 7.72E-04

Fracture 
Injury or 

Poisoning 
127 7 6.27 3.34E-09 1.94E-06

Nodule 
Acquired 

Abnormality 
107 13 2.73 2.89E-04 4.19E-02

Table 2– Most Frequency UMLS Concepts in Impression 

Sections of Radiology Reports that Require Prompt 

Communication 

P = Positive for Occurrences�N = Negative for Occurrences 

UMLS Concept Semantic Type P N  

Fracture Injury or Poisoning 127 7

Nodule Acquired Abnormality 107 13

Malignant Neoplasms Neoplastic Process 73 3

Communicable Diseases Disease or Syndrome 62 6

Neoplasms Neoplastic Process 53 8

Pleural effusion disorder Disease or Syndrome 50 5

Traumatic injury Injury or Poisoning 49 5

Cyst Disease or Syndrome 43 6

Disorder of skeletal system Disease or Syndrome 42 16

Protrusion Anatomical Abnormality 39 15

Intervertebral Disc  

Degeneration

Disease or Syndrome 39 11 

Pneumothorax Disease or Syndrome 33 0

Abscess Disease or Syndrome 29 2

Pneumonia Disease or Syndrome 28 3

Squamous  

intraepithelial lesion

Neoplastic Process 26 13 

Laceration Injury or Poisoning 23 14

Arthropathy Disease or Syndrome 22 4
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Abstract 

The purpose of this study is to describe the design and 

development of the first release of the West African Herbal 

based Traditional Medicine Knowledge Graph (WATRIMed). It 

is a resource containing Traditional Medicine (TM) related  

entities  and linked with publicly available knowledge bases in 

order to facilitate bringing West African TM into the digital 

world. The core model comprises currently 556 concepts 

including 143 identified West African medicinal plants and 108 

recipes used by tradi-practitioners to treat 110 diseases and 

symptoms which are commonly encountered in this part of the 

world. 

 

Keywords:  

African Traditional Medicine, Knowledge Bases; Phytotherapy 

Introduction 

For many people in Africa, Traditional Medicine (TM) is either 

the first line of treatment or is used as a last resort when all the 

available possibilities in the conventional medicine are 

exploited. Although its affordability, it comes with various 

issues, in particular due to the oral transmission of knowledge 

and lack of digitized resources that could contributed to making 

gathered experiences sustainable. 

The high usage of TM is often driven by the inaccessibility, 

unaffordability or unavailability of conventional health care 

services and medicines in socioeconomic settings that are 

characterised by a high rate of poverty and a lack of suitable 

and affordable conventional medicine services and drugs, like 

in West Africa. That underserved and mostly illiterate, rural 

people account for the majority of the population, is an 

additional barrier to access healthcare. In response to the 

growing recognition of the potential of TM, the supra-national 

West African Health Organisation (WAHO)
1

 has given priority 

to TM in 2007, with the objective of supporting the 

institutionalization of African Traditional Medicine (ATM) in 

member countries’ health systems, followed up by WAHO’s 

2016-2020 Strategic Plan. Within this plan, an important action 

item is the standardisation of descriptions of herbal and TM. 

Together with the lack of computable TM data, it is difficult to 

take benefit from them for primary and secondary use cases 

including patient follow-up and public health statistics or 

phytovigilance about available herbal medications. An 

important step was the launch of the first edition of the West 

African pharmacopeia in 2013, with inputs from ATM experts 

                                                           

1

 http://www.wahooas.org/index3.php?lang=en 

coming from different member states [1]. This step is a good 

asset towards the West African TM standardisation. 

In this study, we aim at relying on this endeavor in order to 

design and develop the first release of the West African Herbal 

Traditional Medicine (WATRIMed) Knowledge Graph (KG), 

with the objective of helping to preserve TM knowledge and for 

bringing West Africa TM to the digital world using a state-of-

the-art, flexible and shareable knowledge representation 

approach. Further, helping to establish bridges with 

conventional medicine, similarly to previous attempts of 

digitizing Chinese TM [2] and more general African TM [3,4]. 

Methods 

The West African Herbal Pharmacopeia ( aka WAHO herbal 

pharmacopeia) gathers information on medicinal plants used in 

West Africa, building on a first African Pharmacopeia 

including 105 plants created  in 1985, followed by a book on 

medicinal plant analysis in 1986 [1]. It describes every plant by 

the following features: a summary description of the plant, its 

ethno-medicinal usage, related clinical information and safety, 

its chemical constitution, contraindications, the regions where 

the plant grows, a photograph, information on biological and 

pharmacological activity, and possible dosages and mode of 

administration. 

The workflow to build the WATRIMed KG comprises three 

main components: 

1. Designing and feeding the TM relational database 

(TradiMed) from the WAHO Herbal Pharmacopeia 

resources;  

2. Designing the Herbal-based TM (HTM) Ontology, and 

establish links between TM and conventional medicine 

entities. This is particularly relevant for supporting 

phytovigilance activities and taking benefit from the 

advances in terms of pharmacovigilance and drug usage 

assessment in conventional medicine; 

3.  Mapping TradiMed and HTM Ontology and linking them 

to the external publicly available Knowledge Bases (KB) 

relevant to the domain.  

We identified a set of publicly available KBs, which allow to 

enrich the core information of West African TM and to widen 

its scope while opening up the perspective of wide-scale 

integration: Therefore, the following KBs are considered: 

 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190528

1548



DBpedia
2

 for plants and diseases; STITCH
3

 and PubChem for 

chemical compounds; IPNI for plants names and bibliographic 

references; GeoNames for information about countries and 

regions; Wikidata and Yago for local dialects and vernacular 

names of plants and recipes. 

The OpenRefine tool
4

 is used to query these external KBs and 

to perform the mapping with the core WATRIMed model.  

Results 

The TradiMed Database 

The database comprises of 25 relational tables which  total 3544 

tuples. It is hosted in a PostGreSQL server and the schema is 

available online
5

. Table 1 indicates the statistics about the main 

entities of TradiMed. As can be seen, 143 plants are identified 

and documented from the WA countries members. 

The Herbal based Traditional Medicine Knowledge Model 

The Herbal-based TM knowledge model, referred as HTM 

comprises 556 main Concepts and 75 Properties. The latter are 

subdivided into 18 Datatype Properties and 57 Object 

Properties. The main component is MedicinalPlant. It is linked 

with the ChemicalCompound entity by the object property 

HasChemicalComponent. A MedicinalPlant has a 

BotanicalName (which is a Datatype Property). The 

PlantInRecipe entity illustrates the n-ary relationship pattern. A 

PlantInRecipe defines the plant part components which 

constitute a given Recipe. Thus, two property restrictions are 

used to link PlantInRecipe respectively to Recipe and Plant-

Part. For example, let’s take as an illustration the 1.Rx recipe of 

TradiMed, which is a treatment for Malaria. For 100g dosage, 

it is composed of 40g of the root of the Cryotolepsis 

sanguinolenta, 20g of Moringa oleifera leaves, 20g of 

Cymbopogon citratus leaves and 20g of Khaya senegalensis 

stem barks. 

Table 1. Current Statistics of the Main Entities of the 

TradiMed Database 

Component Size (#tuples) 

West African Plants 143 

Countries 16 

Therapeutic Indications 110 

Contraindications 148 

Local Dialects 122 

Traditional Medicine Recipes 108 

Chemical Compounds 179 

Plant Parts 34 

 

The WATRIMed Knowledge Graph 

The following entities of the HTM Ontology have been linked 

to external resources identified among the publicly available 

external KBs: MedicinalPlant, TheurapeuticIndication, 

ContraIndication, ChemicalComponent and Dialect. 

There are 143 MedicinalPlant respectively linked to 143 

DBpedia entities and 143 IPNI resources. With setting up these 

external links we were able to enrich the description of the 

plants, because the information provided by the two KBs is 

complementary. IPNI references the bibliographic information 

about the first scientific publication that references a given 

                                                           

2

 https://wiki.dbpedia.org 

3

 http://stitch.embl.de/ 

plant; while DBpedia provides, among others, information 

including species, fat and fibre content of a given plant. For 

TherapeuticIndication, about 40% of them are linked to 

DBpedia entities (42 out of 110). However, only 6 out of 110 

could be linked to some Yago entity. 

Eighteen ContraIndication entities have been linked to Yago 

(12%). All the ChemicalComponent entities have been linked 

to external resources by fetching URLs from STITCH and 

PubChem. We ensured that any ChemicalCompound is 

consistent and correctly labelled. 

For Dialect, we have identified 13 out of 122 links with Yago 

entities and 46% (56 out of 122) links with Wikidata. 

Conclusion 

We have briefly described the West African Herbal-based TM 

KG, which is made available to the community at 

www.watrimed.org together with a SPARQL endpoint. It could 

therefore be processed both by human and machines. It 

comprises 556 Concepts and 75 Properties. It is further mapped 

to a set of external KBs including DBpedia, PubChem and 

GeoNames. It has been built from the core component of the 

WAHO’s Herbal Pharmacopeia resource and linked to publicly 

available KBs about plants, diseases and drugs. It is ongoing 

work which describes 143 plants and 108 traditional recipes 

identified as treatments of common diseases in West Africa. 

Future work includes further validation of WATRIMed with 

ATM experts and enriching the current graph with resources 

from  additional external KBs. 
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Abstract 

We report on the pilot evaluation of an experimental query-

based search functionality that enables phrase-level query 

rewriting in an unsupervised way. It is intended for supporting 

search in clinical text. Qualitative evaluation is done by three 

clinicans using a prototype search tool. They report that they 

find the tested search functionality to be beneficial for making 

query-based searching in clinical text more efficient. 

Keywords: 

Natural Language Processing, Information Storage and 

Retrieval, Electronic Health Records. 

Introduction 

Query-based searching for information in clinical free text, 

such as information about a specific health-related phenomena 

or concept, can be challenging as the same concept can be 

described in many different ways. An important job for a search 

engine is to try to bridge the gap between user queries and how 

associated phrases of similar meaning (semantics) are 

documented in the targeted text. The aim of the presented work 

is to test an experimental search functionality that aims to find, 

suggest and highlight phrases which have similar meaning and 

length as queries provided by the user. Intended users of a 

search engine with this functionality are clinicans who are 

looking for previously documented information in a patient’s 

electronic health record (EHR). One example could be a 

clinician who is interested in reading what, if any, information 

concerning confusion symptoms has been documented by 

searching with queries similar to how he/she would typically 

document such symptoms.  

Unlike traditional information retrieval that focuses on 

retrieving relevant documents, paragraphs or sentences, we are 

focusing on phrase-level matching and highlighting. Labeled 

training data, e.g. in the form of search history logs (see e.g. 

[1]) for enabling supervised query rewriting and expansion 

techniques, is typically not readily available from EHR 

systems. Thus, our approach relies primarily on un-labeled free 

text for training. We are not aware of related works that have 

proposed suitable, unsupervised approaches/methods for 

enabling the search functionality that we are aiming for. 

The two main challenges in the identified scenario are:  

1) Individual words may have several synonyms, near 

synonyms, and/or closely related words which refers to the 

same or similar underlying concept (e.g., “oxygen” vs. “SaO2” 

(oxygen saturation)); 2) When using multiple words, more 

complex concepts may be expressed and there are typically a 

greater number of ways to describe a single concept with 

variations in the choice of words, compositionality and length 

(e.g., “DM II” vs. “type 2 diabetes mellitus,” see also Table 1). 

Our approach/method is based on unsupervised machine 

learning and uses primarily three components: A statistical 

language model (KenLM toolkit [2]); an off-the-shelf search 

engine (Apache Solr search platform); and a semantic model of 

word n-gram vectors (or embeddings) trained with the 

Word2Vec toolkit [3] – which learns semantics from word co-

occurrence statistics in a large text corpora in an unsupervised 

way. Such models of distributional semantics have been shown 

to capture word synonymy and relatedness. Similar to Zhao et 

al. [4], we combine co-occurrence statistics from word n-grams 

of two different sizes: unigrams (single words) and bigrams 

(word pairs) when training a single semantic model. One 

motivation for doing this is that we want to be able to map from 

unigrams to semantically similar bigrams and vice versa. 

Another motivation is that Zhao et al. [4] found this to produce 

improved word representations compared to only using 

unigram co-occurrence statistics.  

We hypothesize that the proposed search functionality 

(described in the Methods section) can be beneficial to 

clinicians for saving time and effort when seeking for 

information of interest in clinical free text. Evaluation of the 

search functionality is enabled and tested through a prototype 

query-based search tool/interface. We report on a pilot 

evaluation performed by three domain experts. The evaluation 

provides qualitative feedback on how the search functionality 

performs, and highlights strengths and weaknesses as seen by 

the evaluators. 

Methods 

The data set we use is a relatively large corpus of clinical text 

consisting of physician notes and nursing shift notes from 

patients admitted to a Finnish hospital. It consists of 136 million 

tokens (1.5 million unique tokens). For training the semantic 

model, we first preprocess a version of the corpus with 

lowercasing, tokenization and stemming (Snowball stemmer 

for Finnish). We decided to use stemming primarily to reduce 

the vocabulary size. Next, the text is converted into uni- and bi-

grams. As an example, the sentence “a nice flower” becomes: 

“a a_nice nice nice_flower flower”. We train the semantic 

model with Word2Vec using the SkipGram architecture and 

hierarchical softmax. We use a dimensionality of 300 and a 

window size of 6. To train the statistical langauge, we use a 

version of the corpus only containing stemmed and lowercased 

unigrams. 

Briefly explained, the way we generate rewritten candidate 

suggestions for a given query is as follows. First, we create two 

query vectors by splitting the query into uni- and bi-grams 

before summing the associated vectors (normalized) from the 

semantic model. If, let us say, the query is: “this is a query”, we 

create two query vectors as follows:  

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190529

1550



���������������������������
�	��������	����	��	
�����������������

����	�������������
����������������
�	���
����������	��
�	
���������������������

Next, these are both used to extract the semantically most 

similar unigrams and bigrams using the semantic model and 

cosine similarty (���) as vector distance measure. In addition 

to forming individual candidate suggestions, we use them to 

generate multi-word phrase candidates. For bigrams, this is 

done by iteratively combining bigrams that have one 

overlapping word in order to create longer phrases (e.g., “is_a” 

and “a_solution” is combined to “is_a_solution”). To reduce 

the number of nonsensical phrases being generated, we use the 

statistical language model to iteratively assess whether or not a 

potential phrase candidate is likely to exist in the corpus. If no 

additional n-grams can be added to any of the phrase 

candidates, the process stops. Another stopping criteria we 

introduce is a max length relative to the length of the query. 

Next, we again use the semantic model, this time to create 

phrase vectors (�����) for each phrase candidate in the same 

way as we did with the query (i.e., ������������ and �����	�����). 

Then, we calculate a similarity score between the query and 

each of the phrases before sorting them according to their 

similarity score. As similarity function between a query (	) and 

a phrase candidate (��) we use: 

��
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As a final step, we use the search engine (Apache Solr search 

platform) where we have indexed the clinical notes in the care 

episodes to search in. We use a filter that enables matching 

stemmed queries with their inflected forms in the indexed text. 

Finally, the search engine is used to find and highlight the top 

n phrase candidates that actually occur in the targeted care 

episode. Candidates not found are discarded. 

Prototype Search tool and Experimental Setup 

We asked three domain experts with a background as a hospital 

nurse to test the search functionality through a prototype query-

based search tool/interface. The purpose was to have them 

evaluate how well the (rewrite) suggestions by the tool helps 

them to better find the information that they are searching for 

(if it exist at all), compared to only the exact matches of the 

query. When searching with a query, the tool highlights in the 

clinical notes/documents exact matches (if any) and additional 

rewritten phrase suggestions found with unique colors. Each 

unique match/suggestion are also listed in a separate table 

showing their similarity score to the query and occurrence 

count in the targeted care episode. The evaluators were given a 

set of patient phenomena to search for, including state of mind, 

smoking status, secretion and activity level. They were also 

encouraged to search for other phenomena of interest. We also 

encouraged them to use multi-word queries when searching. 20 

different care episodes (i.e. all physician and nursing notes from 

20 patients’ hospital stays) were indexed and searchable (one at 

a time). The evaluators were given a set of questions to consider 

and comment on while they were doing the testing. These were 

questions about whether or not the tool made it easier and faster 

to find the information they were looking for (compared to only 

relying on the exact matches), weaknesses, strengths, problems 

and suggestions for improvements. Finally, their answers and 

comments formed the basis of a joint feedback meeting. 

Results 

All three evaluators reported that the suggestions provided by 

the tool makes it easier and faster to search for and find 

information in clinical text. Since the way clinicans document 

various phenomena can vary greatly, the rewrite suggestions 

help to identify potential words and phrases that are 

semantically related to the search query but written with 

different words. Even though some of the suggestions by the 

tool were not relevant, they reported that it was easy to simply 

ignore these. As problems, they reported that it can be difficult 

to know that something is not present in a care episode even if 

it is not found by the tool (false negatives). Also, they noticed 

that the use of stemming was not optimal as different inflections 

of the same word were not always connected and found. 

Examples of rewrite suggestions provided by the tool for a few 

queries can be seen in Table 1. 

Table 1– Example of Query Rewrite Suggestions Found by the 

Tool. Translated from Finnish to English. 

Query Rewrite suggestions 

“runs daily” “exercise a lot”

“speaks funny things” “speaks nonsense” 

“speaks delirious” 

“speaks by himself”

“patient sees small green men” “sees a lot of things” 

“sees things that are not there”

“sees illusions”

Conclusions 

We present our ongoing work toward enabling unsupervised 

phrase-level query rewriting to support searching in clinical 

text. The evaluators report that they find the prototype search 

tool, with the underlying query rewrite functionality, to be 

beneficial for making searching and finding information in 

clinical text faster and easier compared to only exact query 

matching. As future work we plan to perform a quantitative 

evaluation. We also aim to test using this search functionality 

to supporting manual annotation of clinical text. Additional 

plans include looking into alternatives to stemming, the 

inclusion of trigrams in the semantic model(s), other similarity 

measures, query segmentation and algorithm optimization.  
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Abstract  

This study describes MappICNP, an automatic method for 

mapping between Brazilian Portuguese clinical narratives in 

free text and International Classification for Nursing Practice 

(ICNP) concepts. It’s composed of six natural language 

processing rules, related to terms comparison. A set of 2,638 

terms extracted from hospitals nursing notes was mapped. 

MappICNP helps to map 1,607 terms, 113 less than a manual 

approach. The results demostrate its advantages in 

minimizing the time spent and reducing the scope of analysis 

through candidate terms of ICNP. 
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Introduction 

Most of Electronic Health Record (EHR)’s data is represented 
as free text. It’s necessary to map natural language text to a 
standard terminology, i.e., terminological mapping, to 
improve their reusability[1; 2]. International Classification for 
Nursing Practice (ICNP) is one of the clinical standard 
terminologies which allows nominating and documenting the 
elements of nursing practice. It is used for nursing diagnosis, 
outcomes, and, interventions standardization [3]. It’s 
developed by International Council of Nurses, and has a 
translation to Brazilian Portuguese (pt-br). The 2017 version 
of the ICNP contains 4,326 concepts and 2,401 of them are  
primitive. 

There are previous studies focusing on cross-mapping from 
clinical narrative terms to ICNP [4]. However, no existing 
studies or tools to automatically map terms in pt-br to ICNP 
concepts were identified. The objective of this study was to 
propose an automatic method, MappICNP, to support 
mapping between pt-br terms in free text and ICNP concepts. 

Method 

MappICNP method was developed by applying natural 
language processing (NLP) techniques and focuses on ICNP 
primitive concepts. It was structured in two phases.  

The first phase performs normalization of terms in nurse notes 
and ICNP (2.401 primitive) concepts: accentuation, special 
characters and stopwords removal; and lowercasing. In the 
second phase, six NLP rules were created to perform terms 
comparison between an input term (nurse note term) and 
ICNP concepts. Except for the first rule, all input and ICNP 

terms are modified to cover orthographic variants possibilities. 
For each rule, the comparison between terms is carried out 
through Levenshtein's distance-editing algorithm.  

Terms Comparison is the first rule. Each input term is 
compared to all ICNP terms until 100% of similarity is met. If 
the similarity is above 90%, the ICNP term is added to a list of 
candidate terms that represented the input term. Even if a 
candidate term is identified, the input term is compared to the 
next term of ICNP, until the end of ICNP list. So, in the end 
this rule is possible to have an ICNP term with 100% of 
similarity with the input term or a list of candidate terms. 
When this rule achieved 100% of similarity, the other rules are 
not executed. Otherwise, it goes to the second rule, trying to 
find more candidate terms.   

In the second to sixth rules, all similar ICNP terms (from 90% 
to 100%) are registered in a list of candidate terms. These all 
five rules are executed even many candidate terms were met 
before. Stemming is applied as the second rule. Input terms 
are transformed into its orthographic root. The third rule 
applies a pt-br lemmatizer that transforms each input term and 
ICNP term into their motto, before comparing them. The 
fourth rule uses an orthographic synonyms dictionary to find a 
set of different terms that may represent the input term. Then, 
these synonyms are compared to ICNP terms applying the 
previous rules. The fifth rule aims to find an ICNP term with a 
semantic meaning encompassed by the input term. If this 
occurs, the concept is added to the list of candidate terms. 
Terms are separated into words and using the first 3 rules is 
checked if the ICNP concepts content all the words of the 
input term. The goal of Rule 6 is to find an ICNP concept with 
a semantic meaning that encompasses the input term, which 
are separated into words, and applied the first 3 rules to verify 
if all the words of the ICNP concept are present in the input 
term, adding the concept to the list of candidate terms. 

A set of 2,638 most frequent terms extracted from 148,299 pt-
br nursing notes created as free text generated in a period of 2 
years, from a university hospital in south of Brazil. This set 
was also used to a manual mapping describes by Cubas et. al 
[5]. 

Results 

MappICNP enable to identify ICNP candidates’ concepts for 
the 1,607 input terms (�62%). From these, 556 (� 21% of 
input terms) were associated with a single ICNP concept by 
rule 1 (100% of similarity). The rest of the terms (1,051) were 
mapped by rules 2 to 6, generating a set of candidate concepts. 
Figure 1 shows examples of all six rules results.  
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Figure 1– MappICNP rules results examples. 

Discussion 

The results applying MappICNP are similar to manual map-

ping described by Cubas et al. [5], MappICNP mapped 1607 

input terms and in Cubas et al.  were identified 1720 (4% of 

difference). The difference of 113 terms between the results 

can be explained by the fact that in manual approach 443 

terms were found in the definition of another term, a strategy 

that could be considered as future work. Where found 556 

terms identical to the ICNP concepts, in the manual mapping 

655 were considered identical. Rule 1 presented the best 

results, as it does not make changes in the structure of the 

terms, improving the accuracy of the mapping. It may 

introduce some errors when similarity is below 100%. Rules 2 

and 3 results need analysis, as often they do not represent the 

correct semantic meaning of the term. The fourth rule can 

approximate the semantic equivalence of the mapped terms or 

indicate semantically distinct terms. It may be improved by 

using a synonyms dictionary specific to clinical or health 

domain. The fifth and sixth rules do not find equivalent 

concepts for the input terms, their goal, however, is to find 

terms with near meaning. 

Conclusions 

The method proposed in this study helps to map the terms of 

nursing notes to a standardized terminology; minimizing the 

time spent searching for identical terms and reducing the 

scope of analysis through candidate terms. 

 

 

 

Table 1-- Mapping rules results 

Terms covered Candidate Terms Rule Similarity 

568 

556 1 100%

13 1 >90% e <100%

122 

129 2 100%

10 2 >90% e <100%

140 

144 3 100%

4 3 >90% e <100%

598 

593 4 100%

14 4 >90% e <100%

540 

1867 5 100%

59 5 >90% e <100%

90 

109 6 100%

10 6 >90% e <100%
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Portuguese Term Term CIPE Term ICNP Term ICNP Code Rule perc

abdome abdomen Abdome Abdomen 10000023 1 100%

salivar salivary 
Salivação Salivation 10017460 3 100%

glândula salivar Salivary gland 10017456 5 100%

alimentar-se feed his/her self 

Alimentar Feed 10007786 2 100%
Alimento Food 10008089 2 100%

capacidade para 
alimentar-se

Ability to feed 
His/Her Self

10000166 5 100% 

audição 
prejudicada 

impaired hearing Audição Hearing 10008814 6 100%
 Prejudicado Impaired 10012938 6 90%

bactéria bacterium Microrganismo Microorganism 10012014 4 100%
hemático hematic 0 0%
fragilidade fragility Fraqueza Weakness 10024897 4 100%

morder to bite Dente Tooth 10019830 4 100%

Table 2– Examples mapping results. 
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Abstract 

This study used descriptive statistical analyses to investigate 

the payment characteristics and to discuss the regularity of 

highest paying industries. Payments by 4.70% of highest paying 

industries (N=446) accounted for 85% of the total (US 

$72,458,304) in 2014-2016. A tiny minority of highest paying 

industries control the majority of payments. Large payments 

from these industries are highly associated with few specific 

products. Furthermore, payment patterns among the industries 

include concentration and diversification. 

Keywords:  

Health expenditures, drug industry, medical informatics. 

Introduction 

Industry transactions to surgeons have become transparent and 

publicly accessible under the Open Payments program (OPP), 

a national financial disclosure program in healthcare systems in 

the U.S. OPP has been viewed as the most potent antidote for 

potential conflicts of interest engendered by financial 

interactions between industry and the health care delivery 

enterprise. Therefore, speaking with authority on the regularity 

from these transactions recorded in the OPP database becomes 

important in the open data science and medical informatics 

studies. Several studies have been conducted for analyzing the 

open payment. Piller found a pattern of after-the-fact 

compensation by industry to those advising the US government 

on drug approvals [1]. Na et al. discovered the massive transfer 

from industries to thoracic surgeons has a strong “apical 

dominance” and excludability [2].  

In the case of thoracic surgery, we aimed to investigate the 

product associated payment pattern and discuss the regularity 

of industries who transfer large payments to surgeons. 

Methods 

We accessed the general payments in 2014-2016 focusing on 

the non-research and non-ownership payments, which are 

publicly accessible. We limited physician specialty to thoracic 

surgery (cardiothoracic vascular surgery) and excluded 

payments for current or prospective ownership or investment 

interest or valued $0. The final cohort included 197,592 

payments transferred by 446 industries to 4552 surgeons in 

three-year period. 

All analyses were performed with R 3.4.1. The pareto 

distribution was used to show the distribution of payments 

transferred by pharmaceutical industries in three years. 

Descriptive statistics were calculated to analyze the distribution 

of the highest annual payment associated with a specific 

product made by the tiny minority of highest paying industries. 

Results 

Distribution of payments transferred by pharmaceutical 

industries  

Payments transferred by 4.70% (n=21) of highest paying 

pharmaceutical industries accounted for 85% of the total 

payments (72,458,304) in thoracic surgery in 2014-2016. The 

cumulative percentage of payments transferred by 10% of 

highest paying industries was 94.44%. Specifically, the highest 

paying industry transferred cumulative payments totaling 

$20662039, accounting for 28.52% of the total. 14 industries 

transferred cumulative payments more than one million in 3 

years (see Figure 1). The result illustrated that distribution of 

payments shows a great discrepancy in pharmaceutical 

industries. 

 

Figure 1– Pareto Distribution of Payments Transferred by 

Pharmaceutical Industries in 2014-2016 

Distribution of the highest annual payment associated with 

specific product by the 21 highest paying industries 

The percentage of the highest paying product transferred by 15, 

15 and 13 manufacturers were more than 50% of total, among 

which 9,9 and 7 were approximately 90% in the three-year 

period, respectively. Furthermore, the highest annual payment 

transferred by 16 industries were associated with certain 

product in each of 3 years; meanwhile, 6 transferred more than 

80% of the total (see Figure 2). The result reflected that 

payments transferred by these highest paying industries are 

specifically targeted to certain products. The payments pattern 

vary greatly in different industries. 
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Figure 2– Proportion of the Highest Annual Payment Made by  

Industries Associated with Specific Product in 2014-2016 

Discussion 

The tiny minority of highest paying industries controlling 

the vast majority of payment 

Our study indicated that there was significant difference in the 

distribution of payment made by pharmaceutical industries, 

with only 4.70% of highest paying industries controlling as high 

as 85.00% of the total payment. The pareto distribution is a 

power-law probability distribution that is originally applied to 

describing the distribution of wealth in a society, fitting the 

trend that a large portion of wealth is held by a small fraction 

of the population. This distribution gave the inequality of 

payment a very comprehensible and visible display that the tiny 

minority of industries determine the vast majority of payment 

in our research. In addition, we found that 3.14% of total 

industries transferred cumulative payments more than one 

million in 3 years, among which the highest paying industry 

accounted for approximately 30% of the total. The highly skew 

distribution of payments remain signification among the critical 

minority. Therefore, we focused on analyzing the payments 

pattern made by the tiny minority of highest paying industries. 

Characteristic of payments pattern among the tiny 

minority of highest paying industries 

Our research showed that the most majority of annual payment 

transferred by the tiny minority of highest paying industries 

were highly associated with their specific products. Nearly half 

of these highest paying industries transferred more than 50% of 

the total targeting to certain product in each of 3 years. 

Moreover, 28.57% of the industries transferred as high as four-

fifths of the total. It indicated that these industries are strongly 

inclined to centralize the annual payment to one specific 

product. Conversely, others are more likely to pay for 

diversification. The implication is that there exists a great 

discrepancy in the payments patterns among the tiny minority 

of industries. 

Modern portfolio theory assumes that investors are risk averse, 

meaning that when given two portfolios that offer the same 

expected return, investors will prefer the less risky one to lower 

the uncertainty. For this reason, an investor will only take on 

increased risk in return for higher expected returns. Industries 

will evaluate the trade-off differently in order to make the 

decision of benefit maximization, based on their individual risk 

aversion characteristics.  

For the centralized paying industries, concentration means they 

may receive the maximum expected returns by using minimum 

payment in the certain period. In the meantime, these industries 

have to accept the high-risk that come with the high returns. 

Therefore, industries transferred almost all of the annual 

payments targeted to the potentially most valuable product after 

the analysis and assessment of potential risks and benefits. For 

the diversified paying industries, diversification may allow for 

the same expected returns with reduced risk. Due to the 

unpredictability of the market, industries can decrease the 

exposure to individual product risk by paying a diversified 

portfolio of the most valuable products.  

Conclusions 

There exists a great discrepancy in the distribution of payments 

transferred by pharmaceutical industries to healthcare 

professionals. The tiny minority of highest paying industries 

controlling the vast majority of payment. The largest majority 

of payments from these top-paying industries are mainly 

associated with few specific products. Furthermore, payments 

pattern among the tiny minority of industries include 

concentration and diversification. In future, we will attempt to 

investigate the driving factors of the concentration of certain 

pharmaceutical products via integrating more open datasets 

such as clinical trials and FDA approval documents. 
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Abstract 

The demand for AI to improve patients outcome has been 
increased; we, therefore, aim to establish the diagnostic values 
of AI in diabetic retinopathy by pooling the published studies of 
deep learning on this subject. A total of eight studies included 
which evaluated deep learning in a total of 706,922 retinal 
images. The overall pooled area under receiver operating curve 
(AUROC) was 98.93% (95%CI:98.37%-99.49%). However, the 
overall pooled sensitivity and specificity for detecting referable 
diabetic retinopathy (RDR) was 74% (95% CI: 73%-74%), and 
95% (95% CI: 95%-95%). The findings of this study show that 
deep learning had high sensitivity and specificity for identifying 
diabetic retinopathy.  

Keywords: 

artificial intelligence, deep learning, diabetic retinopathy  

Introduction 

Artificial intelligence (AI) is a machine intelligence that is  

meant to mimic human cognitive functions [1]. A deep learning 

system (DLS) is an advanced form of artificial intelligence  

allow an algorithm to program itself by learning from a large  

set of data. With rapid advances in technology, AI has recently 

been applied to many areas in healthcare due to paramount 

significant to enable early disease detection, and diagnosis 

decision. AI has already been created an opportunity to improve 

productivity in several areas of the economy, whereas in the 

healthcare need AI to improve efficiency, affordability, and 

accessibility [2].  

The prevalence of diabetic retinopathy (DR) has been increasing. 

It is estimated that the number will be approximately 600 million 

by 2040 with one-third expected to have DR [2]. Retinopathy 

remains a leading cause of blindness globally. Therefore,  

timely screening for DR has accepted strategy for blindness 

prevention and proper treatment. However, there are several 

challenges to delivery of care: (1) clinical diagnosis is highly 

subjective; (2) lack of human assessors; and (3) long-term 

financial sustainability. Automated grading of DR indeed  

has potential benefits of increasing efficiency, reproducibility, 

and large-scale screening program. AI system would help to 

improve the quality of care by providing early diagnosis and 

treatment. Deep learning has had a profound impact on detecting 

DR from retinal photographs. We, therefore, evaluated the 

performance of deep learning in detecting DR by pooling the 

published literature. 

Methods 

This systematic review and meta-analysis were conducted in 

accordance with the Preferred Reporting Items for Systematic 

Reviews and Meta-Analyses (PRISMA). A review written 

protocol was not drafted. 

We performed a comprehensive search of electronic databases, 

such as PubMed, Embase, Web of Science, Scopus, Google 

Scholar, Cochrane, and IEEE between 2000 and 2018. These 

databases provide a useful source of relevant and potential 

information as the subject of this study encompassed with two 

contexts including artificial intelligence and diabetic retinopathy. 

We used various keywords to search for most potential relevant 

studies. Keywords, synonyms of keywords, specific characters, 

and the Boolean operators are used in the search strategies as 

follows: “deep learning”, OR “artificial intelligence”, OR 

“automated computerized system”, OR “DL”, OR “CBIA”, 

AND “diabetic retinopathy”.  

We carefully screened all the studies in the initial search and 

checked their relevant titles and abstracts. Two authors (MMI, 

TNP) examined these studies independently. To be included, all 

the studies had to fulfill the following criteria: (1) articles 

published in English and be peer-reviewed, (2) articles that 

provided an outcome diabetic retinopathy, (3) articles that 

provided information regarding evaluation measurements like 

receiver operating curve (ROC), accuracy, sensitivity, 

specificity, (4) articles that provided total number of DR patients 

(5) provided clear definition of DR, (6) articles that clearly 

described deep learning models and full information of dataset,  

(7) articles that provided explicit overview of DR image 

information. We excluded studies if they published in the form 

of editorials, letter to editor, review. All disagreement between 

two authors for selecting potential studies were then resolved by 

the chief investigator (YC, L).  

Data extraction was conducted by the same two authors who used 

a predefined, standardized protocol, and data collection 

instrument. However, data were entered into Review Manager 

software (RevMan-5) and checked for accuracy. All information 

regarding extracted data were (a) title (b) method: study design, 

data source, number of image, number of study centers, and 

location, study setting, date of data analysis, process of data 

analysis, (c) participants: number     of patients with diabetes, 

patients’ age, patients’ gender, age range, percentage of gender, 

diagnostic criteria, (d) outcome: primary and secondary outcome. 

We used the Quality Assessment of Diagnostic Accuracy Studies 

(QUADAS) tool-2 to assess the quality of the included studies in 

terms of risk of bias and concerns regarding applicability over 

four domains.  
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We calculated the sensitivity, specificity, and ROC value with 

95% confidence interval (CI) for detecting diabetic retinopathy. 

A ROC curve is plotted the true positive rate (TPR) against the 

false positive rate (FPR) at various threshold settings. The values 

of the ROC curve 0.9-1, 0.8-0.9, 0.7-0.8, 0.6-0.7, 0.5-0.6 are 

defined as excellent, good, fair, poor and fail, respectively. The 

values of ROC, sensitivity, and specificity were measured with 

95% CI in the final analysis. Every analysis was carried out in 

the random effect model. However, We used MetaDiSc (version 

1.4) for the pooled estimate of AUROC, sensitivity, specificity, 

and diagnostic odds ratio. 

Results 

Through the initial searches of the electronic bibliographic 

databases, we identified 125 original articles. One author (HC,  

-Y) carried out additional searches of trial registers, commercial 

websites, conference proceedings, and reference lists of included 

studies; we identified one further study for inclusion. Therefore, 

the total number of records identified was 135. We then removed 

87 duplicate studies. Furthermore, two authors (MMI, TNP) 

assessed 48 unique abstracts and eliminated obviously irrelevant 

studies from the titles and abstract alone. Of which, 12 articles 

went through full-text evaluation. Finally, 8 unique articles were 

eligible for the final meta-analysis [3-10]. 

Eight studies measured the performance of deep learning 

algorithms to detect referable diabetic retinopathy correctly and 

accurately from the retinal fundus photograph. The pooled 

AUROC of the deep learning model for diabetic retinopathy was 

98.93% (95%CI:98.37%-99.49%), sensitivity was 74% (95%CI: 

73%-74%), and specificity was 95% (95%CI:95%-95%). 

However, the diagnostic odds ratio was 250.83 (95%CI: 77.72-

809.49). Three studies evaluated the performance of the deep 

learning algorithms to detect vision threating diabetic 

retinopathy. The overall pooled AUROC was 99.46% (95%CI: 

99.27%-99.65%). However, sensitivity and specificity was 98% 

(95%CI: 97%-99%), 92% (95%CI: 92%-92%) respectively. In 

addition, positive likelihood ratio, negative likelihood ratio, and  

the diagnostic odds ratio was 25.08(95%CI: 11.36-55.39), 

0.02(95%CI: 0.00-0.43), and 1316.41(95%CI:110.91-1562.29), 

respectively. 

Conclusion  

This systematic review and meta-analysis demonstrated that deep 

learning algorithms are highly accurate for the detection of 

referable diabetic retinopathy, with 74% sensitivity and 95% 

specificity. These results may change the way diabetic 

retinopathy is being diagnosed and would be helpful to 

implement AI in low resource areas. However, one of the key 

findings is that a deep learning system can detect DR with 

comparable or better performance than experts. The deep 

learning algorithm outperformed not only the most expert but 

also other traditional systems used previously. Overall, our study 

demonstrated that deep learning model has an acceptable degree 

of sensitivity and specificity for detecting diabetic retinopathy. 

The excellent likelihood and diagnostic odds ratio suggest that 

deep learning may be useful in the real-world clinical setting. 

However, deep learning algorithms would diagnose diabetic 

retinopathy better than human experts. In fact, it has potential 

applications in disease detection, monitoring, and prognosis in 

patients at risk of diabetic retinopathy. 
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Abstract 

We explore the impact of data source on word representations 

for different NLP tasks in the clinical domain in French 

(natural language understanding and text classification). We 

compared word embeddings (Fasttext) and language models 

(ELMo), learned either on the general domain (Wikipedia) or 

on specialized data (electronic health records, EHR). The best 

results were obtained with ELMo representations learned on 

EHR data for one of the two tasks(+7% and +8% of gain in F1-

score).  

Keywords:  

Natural language processing, electronic health records. 

Introduction 

State of the art methods in natural language processing (NLP) 

usually include learning a statistical representation of the 

vocabulary such as word embedding (e.g., word2vec, Glove, 

Fasttext [1]) or language models (e.g. ELMo [2]). One of the 

advantages of these approaches is that they are unsupervised: 

they do not require the learning datasets to be manually 

annotated with a ground truth. However, in the biomedical 

domain, the vocabulary is very specific. Would the 

representations learned from general domain corpus be usable 

for NLP tasks in the biomedical domain? Wang et al. [3] 

showed that learning embeddings using clinical notes from 

EHRs increased the performances. Nonetheless, it may be 

challenging to have access to the large number of documents 

requested (e.g., more than 100k patients in the study of Wang 

et al.) or even have access to embedding matrices learned on 

such corpus, due to privacy issues.  

This work explores the impact of the method and data source of 

embeddings on different tasks. We compared the performances 

of two types of word representations: Fasttext and ELMo. We 

also compared two different learning sets in French: Wikipedia 

or a set of 1M clinical notes from our local EHR. We evaluated 

the performances of these approaches on two different NLP 

tasks in French: natural language understanding and text 

classification. 

Methods 

Embeddings 

We compared two types of embeddings: 1) continuous skip-

gram model with sub-word information (i.e., each word is 

represented as a bag of character n-grams), as implemented in 

fastText[1] and 2) embeddings from language models (ELMo) 

where the vectors are learned from the internal states of a deep 

bidirectional language model as described in [2]. As a baseline, 

we use a continuous skip-gram model learned only on the 

training set (no external dataset). We also compared the 

performances of these methods when learned on either a 

general domain dataset (French Wikipedia, Wiki) or a 

specialized dataset (1m clinical notes from a French AP-HP 

childrens hospital in Paris, EHR).  

Tasks  

Natural language understanding in a virtual assistant (VA 

task) This task aims to provide natural language 

understanding (NLU) in a virtual assistant for clinicians to 

explore biological tests results information in the patient’s 

record in natural language (e.g., Donne moi le dernier 

résultat de créatinine ‘Give me the last result of creatinin’, 

Comment a évolué l’hémoglobine depuis 2 ans ‘How has the 

hemoglobin evolved for the last 2 years’ ). The set of queries 

that a physician may have about characteristics and results 

of a patient is broad and diverse. Therefore, enabling 

queries in natural language may help access information 

more efficiently.  

Given that no public dataset is available for this task in French, 

we generated a training set of 16,000 questions from templates, 

terminologies and paraphrases as described in a previous work 

[4]. This dataset contains 144k words (mean length of a 

question is 9). We also generated a development set of 4,000 

questions for the tuning of the models. For the evaluation, we 

collected from physicians in our hospital, a set of 178 questions 

that they would like to ask in such a system.  

For this study, we focused on the slot filling task (VA-

sequence) consisting of a sequence labeling task aiming at 
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identifying whithin the question the lab test mention (e.g., 

créatinine ‘creatinin’) and the date-related information (e.g., 

22/04/2012, depuis 4 semaines ‘for 4 weeks’). In the training 

set, the number of distinct lab mentions was 336 with a length 

ranging from 1 to 11 tokens and a median length of 2.  

Text classification of absconding behaviour in nurses’ notes 

(ABS-task)  Absconding, where a patient leaves the hospital 

without informing staff, is a rare but serious adverse event 

that can affect the safety of both the patient and people 

outside the hospital. Identifying hospital encounters with 

absconding patients can be challenging in most hospital 

information systems, given that those events are not 

systematically collected in a structured format.  

We collected nurses’ notes from the clinical data warehouse of 

the European Hospital Georges Pompidou, an AP-HP hospital 

located in Paris. We collected a set of 2,605 notes that were 

manually classified by two experts by whether it mentions an 

actual absconding or not.  

Models  

As we aim to evaluate the impact of embeddings methods and 

data sources, we fixed the model used for the tasks and only let 

vary the embeddings.  

We evaluated 5 different configurations of embeddings: a 

continuous skip-gram model of 300 dimensions learned on the 

training set; a fasttext embedding of 300 dimensions learned on 

the Wiki; a fasttext embedding of 300 dimensions learned on 

EHR; a ELMo embedding of 1024 dimensions learned on Wiki; 

and a ELMo embedding of 1024 dimensions learned on EHR. 

Sequence Labeling task (VA-sequence) For the sequence 

labeling task (VA-sequence), we used a recurrent neural 

network (RNN) based on long short term memory units 

(LSTM). The architecture is based on a 2 layers bidirectional 

LSTM of 256 units.  

CNN for Text Classification (ABS-task) For the classification 

tasks we used a convolutional neural network (CNN). After the 

embedding layer, the model contains a 1 dimensional 

convolutional layer of 250 units, kernel size of 3, ReLU 

activation, followed by a max pooling layer and a dense fully 

connected layer with softmax or sigmoid activation depending 

on the number of classes to predict.  

We used a weighted F1-score to evaluate the results of the 

different models with 5 fold cross-validation.  

Results 

Sequence labeling task (VA-sequence) All the results for this 

task are presented in Table 1. The best results are obtained with 

ELMo learned on EHR with a F1-score of 0.76 (95%CI [0.74-

77]) compared to Fasttext on EHR (0.67, 95%CI [0.61-0.73]). 

Interestingly, we show similar results between ELMo on Wiki 

(0.69,  95%CI [0.67-0.70]) and Fasttext on EHR (0.67, 95%CI 

[0.61-0.73]).  

Text classification On this task, all the models give similar 

results with a low variation around the baseline (F1-score of 

0.89 (95%CI [0.88-0.90])) as shown in Table 2.  

Table 1 – Results for the NLU task for the virtual assistant: 

sequence labeling (Bi-LSTM) 

Method F1-score [95%CI] 

Baseline (only training set) 0.62 [0.61-0.64]

Fasttext on Wiki 0.69 [0.67-0.70]

Fasttext on EHR 0.67 [0.61-0.73]

ELMo on Wiki 0.69 [0.67-0.70]

ELMo on EHR 0.76 [0.74-0.77]

Table 2 – Results for the classification of absconding in 

nurses’ notes (CNN) 

Method F1-score [95%CI] 

Baseline (only training set) 0.88 [0.87-0.89]

Fasttext on Wiki 0.85 [0.84-0.86]

Fasttext on EHR 0.87 [0.86-0.88]

ELMo on Wiki 0.89 [0.88-0.90] 

ELMo on EHR 0.84 [0.83-0.85]

Conclusions 

Depending on the task, embeddings learned on large corpora 

can have a significant impact on NLP tasks in the biomedical 

domain in French. Moreover, learning these embeddings on 

clinical notes will increase the performances compared to 

general domain. As it may not be feasible to access a large 

corpus of clinical notes, it is still profitable to use advanced 

methods such as ELMo learned on general domain and obtain 

reasonable results. When the task does not rely on a large 

specialized vocabulary, the impact of external embeddings 

might be reduced.   

References 

[1] P. Bojanowski, E. Grave, A. Joulin, and T. Mikolov, En-

riching word vectors with subword information, ArXiv 

Preprint ArXiv:1607.04606. (2016). 

https://arxiv.org/abs/1607.04606 (accessed February 14, 

2017). 

[2] M. Peters, M. Neumann, M. Iyyer, M. Gardner, C. Clark, 

K. Lee, and L. Zettlemoyer, Deep Contextualized Word 

Representations, in: Proceedings of the 2018 Conference 

of the North American Chapter of the Association for 

Computational Linguistics: Human Language Technolo-

gies, Volume 1 (Long Papers), Association for Computa-

tional Linguistics, New Orleans, Louisiana, 2018: pp. 

2227–2237. doi:10.18653/v1/N18-1202. 

[3] Y. Wang, S. Liu, N. Afzal, M. Rastegar-Mojarad, L. 

Wang, F. Shen, P. Kingsbury, and H. Liu, A comparison 

of word embeddings for the biomedical natural language 

processing, Journal of Biomedical Informatics. 87 (2018) 

12–20. doi:10.1016/j.jbi.2018.09.008. 

[4] A. Neuraz, A. Burgun, L.C. Llanos, and S. Rosset, Natural 

language understanding for task oriented dialog in the bio-

medical domain in a low resources context, Machine Learn-

ing for Health (ML4H) Workshop at NeurIPS 2018. (2018). 

 

Address for correspondence 

Antoine Neuraz, antoine.neuraz@aphp.fr 

A. Neuraz et al. / Massive Specialized Corpus for Your Clinical Natural Language Processing Task 1559



Rapid-Cycle Implementation of a Multi-Organization Registry for Heart Failure with 

Preserved Ejection Fraction Using Health Information Exchange Standards 

Ambarish Pandey
a
, James MacNamara

a
, Satyam Sarma

a,b
, Ferdinand Velasco

b
, Vaishnavi Kannan

a
, 

John Willard
b
, Cheryl Skinner

b
, Tony Keller

b
, Mujeeb Basit

a
, Benjamin Levine

a,b
, Duwayne Willett

a 

a 
Department of Internal Medicine, University of Texas Southwestern Medical Center, Dallas, Texas, U.S.A.,  

b 
Texas Health Resources, Arlington, Texas, U.S.A. 

 

Abstract 

Constructing multi-site specialty registries typically proves 

time-consuming. Electronic health record (EHR) data collected 

during clinical care affords a pragmatic approach to 

accelerating registry implementation. Heart failure with 

preserved ejection fraction (HFpEF) is an increasingly 

common and morbid condition. Building a multi-site registry 

for HFpEF proved feasible using EHR data coded in standard 

terminologies (SNOMED CT, LOINC) and shared via Health 

Information Exchanges.  

Keywords:  

Registries; Health Information Exchange; Heart Failure, 

Diastolic 

Introduction 

After the major investment in migration to electronic health 

records in the U.S. [1], how can we leverage now-adopted EHR 

terminology standards for practical clinical benefit? Identifying 

and following patients with a specialized and/or rare condition 

across multiple centers/sites can help in better understanding 

the natural history of the condition, developing optimized 

diagnostic and management algorithms, and improving care. 

However, setting up multi-site specialty registries typically 

proves laborious and time-consuming. Agile development of 

EHR-based specialty registries leveraging data collected during 

clinical care shortens the development cycle time[2]. 

Additionally, shared definitions of conditions across multiple 

sites are now practical using standard terminologies for 

exchange of EHR data, such as SNOMED CT (Systematized 

Nomenclature of Medicine-Clinical Terms). SNOMED CT 

enables more focused condition definitions than possible with 

ICD (International Classification of Diseases) alone[3]. 

Heart failure with preserved ejection fraction (HFpEF, also 

termed "diastolic heart failure") is common, increasing in 

prevalence, and associated with a high burden of morbidity, 

mortality, and healthcare system expense[4]. Several 

cardioprotective pharmacotherapies have failed to improve 

clinical outcomes in patients with HFpEF largely due to the 

underlying heterogeneity in the disease pathophysiology, lack 

of uniform diagnostic criteria, and existence of clinically 

diverse phenotypes of the disease. Thus, there is an unmet need 

to better characterize patients with clinical HFpEF and develop 

targeted therapeutic strategies for their management. However, 

this information is not collected in standard cardiovascular 

registries. Accordingly, our institutions—an urban academic 

medical center, a large community hospital network, and an 

affiliated network of primary care physicians on disparate 

EHRs—wanted to create a pragmatic shared EHR-based 

registry of HFpEF patients for population health, quality 

improvement, and clinical research. Given that standard 

terminologies enable semantic interoperability between 

certified EHRs, we wanted to validate that leveraging those 

standards, specifically SNOMED CT and LOINC (Logical 

Observation Identifiers Names and Codes), would be helpful. 

Methods 

Software 

The authors' institutions each separately employ Epic (Verona, 

WI, USA) as their EHR. Community physicians in our network 

are on a variety of EHRs (Allscripts, eClinicalWorks, NextGen, 

others). EHR diagnoses are recorded with clinical terms pre-

mapped to SNOMED CT. Continuity of Care Documents 

(CCDs) conforming to U.S. standards were exchanged among 

EHRs via several health information exchanges (HIEs), both 

public and private: Carequality, eHealth Exchange, Epic's Care 

Everywhere, and our network’s HIE (dbMotion, Pittsburgh, 

PA, USA). Diagnoses received via HIE are stored as “external 

problems.” In 2017, UT Southwestern exchanged 7.3 million 

patient documents with other institutions’ EHRs via HIEs.  

Procedures 

The HFpEF registry was constructed during two-week 

iterations, as previously described[2]. Both a broad (sensitive) 

and a narrower (specific) inclusion rule were constructed. The 

full registry was based on the broad rule, with the narrower 

definition applied as a report filter. Both inclusion rules were 

articulated initially during conference calls with cardiologists, 

captured as textual Boolean logic statements, then created 

within the EHR. Following medical record review of a sample 

of included patients by an expert clinician, the inclusion rules 

were further refined. Diagnosis groupers (value sets) for both 

HFpEF and co-morbid conditions were constructed using 

SNOMED CT concept hierarchies combined with boolean 

logic, and clinically vetted[2,3]. Existing SNOMED CT 

groupers for co-morbid conditions were re-used. LOINC codes 

were identified using the LOINC search browser. 

Results 

The broad (case-finding) registry inclusion rule employed five 

SNOMED CT condition-defining groupers (value sets) as 

inclusion or exclusion criteria. Two LOINC value sets were 

used, for left ventricular ejection fraction (LVEF) and estimated 

glomeular filtration rate (eGFR). The more specific inclusion 

rule added six SNOMED CT groupers defining exclusionary 

conditions (Table 1). An additional fifteen co-morbid 

conditions (e.g. diabetes, atrial fibrillation, etc.) employ 

SNOMED CT condition definitions (not shown). 
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Table 1 – Conditions Evaluated in Registry Inclusion Rules, 

Defined with SNOMED CT Concept Hierarchies 

Role Condition Broad Narrow 

Inclusion HFpEF-Diastolic Heart 

Failure 

Yes Yes 

Inclusion Congestive Heart Failure 

(with LVEF >=50%) 

Yes Yes 

Exclusion Systolic Heart Failure Yes Yes

Exclusion CKD-5 (chronic kidney 

disease – stage 5) 

Yes Yes 

Exclusion On Renal Dialysis Yes Yes

Exclusion CKD-4  No Yes

Exclusion Amyloidosis No Yes

Exclusion Carcinoid Heart Disease No Yes

Exclusion Cardiac Sarcoidosis No Yes

Exclusion Hemochromatosis No Yes

Exclusion Mitral Valve 

Replacement 

No Yes 

SNOMED CT-defined conditions and LOINC-defined results 

were combined by boolean logic to form the registry inclusion 

rule, following the decision tree vetted with cardiologists 

(Figure 1). 

 

Figure 1 – Decision Tree for HFpEF Registry Inclusion Rule 

(Dx: diagnosis; CHF: congestive heart failure) 

Registry Patient Characteristics 

3,758 living patients are currently in the broad registry. 83% 

(3,111) also meet the more specific “primary” HFpEF inclusion 

rule. The population was primarily elderly, with the largest 10-

year age band 70-79 (Figure 2). Female preponderance was 

seen in all age bands (overall 64% female, 36% male).  

 

Figure 2 – Age-Sex Distribution of HFpEF Registry Patients 

40% of registry patients had HFpEF on their external problem 

list data received via a CCD. Most of these (36% of registry 

patients) were included on the broad registry solely based on 

external data received via an HIE (Figure 3).  

Figure 3 – Source of Information Placing Patient on Registry 

Conclusions 

Some specialized conditions such as heart failure with 

preserved ejection fraction (HFpEF) require complex inclusion 

rules evaluating both diagnosis and test result data. Even so, 

construction of a pragmatic multi-site EHR-based registry for 

HFpEF proved feasible using EHR data coded in standard 

terminologies. 36% of registry members were identified solely 

by clinical data received via an HIE. Sharing SNOMED CT 

rule-based value sets for computable clinical phenotype 

definitions, e.g. via the U.S. National Library of Medicine’s 

Value Set Authority Center, would further expedite 

construction of such registries across multiple organizations 

using disparate EHRs. For specialized and/or rare conditions, 

using SNOMED CT-encoded EHR data has particular potential 

to help advance collaborative population health initiatives and 

to conduct multi-site pragmatic clinical research.  
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Abstract 

Data standardiztion an important aspect to ensure data quality 

for utilizing large-scale, medical information databases such as 

the Medical Information Database Network (MID-NET) 

Project in Japan. We established a governance center to assess 

the consistency of standard codes across MID-NET-

cooperating medical institutions. Moreover, we developed a 

real-time validation tool and determined its effect in improving 

data quality in medical institutions by providing a central 

feedback on the detected differences in standard disease-name 

codes. 

Keywords:  

Medical Information Database; Governance; Standardization   

Introduction 

The Medical Information Database Network (MID-NET) 

project (previously known as the “Japanese Sentinel Project”) 

is establishing new “real-world data” (RWD) from multiple 

medical institutions in Japan. This project was established by 

the Ministry of Health, Labor, and Welfare, Japan, as a 

scientific approach to opt safety measures for adverse drug 

reactions to pharmaceuticals. The full-scale operation of the 

project was inititaed in FY2018 by the Pharmaceuticals and 

Medical Devices Agency (PMDA). The MID-NET database 

comprises RWD collected from approximately 4 million 

patients and consists of 10 medical institutions, including 23 

hospitals in Japan. The project aimed to promote effective 

safety measures for drugs through pharmacoepidemiological 

methods using RWD. One of the most important factors for 

appropriately conducting pharmacoepidemiological research 

using medical information from multiple medical institutions is 

to systematically evaluate the quality of the data provided. 

However, the MID-NET Validation Project observed that, 

prioritized the management of medical institutions local codes 

associated to medical services, resulting in delays in clinical 

coding or omissions in standardized data [1]. As these factors 

are temporary, and continuously and unexpectedly occur at 

each institution, integrated management is extremely difficult 

and results in poor data quality. Therefore, our research group 

received support from the Japan Agency for Medical Research 

and Development (AMED) to establish an experimental 

“Governance Center” at the Kyushu University Hospital for the 

maintanence and management of the standard codes of the 

MID-NET project-cooperating medical institutions. Moreover, 

we developed a “real-time validation tool (Version 1)” for the 

management of standard codes and introduced this tool in two 

MID-NET project-cooperating medical institutions. Thus, the 

present study aimed to evaluate the standardization of codes 

across cooperating medical institutions and analyze the effect 

of this real-time validation tool in data standardization. 

Methods 

In this project, medical information from cooperating medical 

institutions was stored in the MID-NET integrated data source 

system from the Hospital Information System (HIS) via the 

Standardized Structured Medical Information eXchange Ver-

sion 2 (SS-MIX2) [2]. This integrated data source system is 

used to network and comprises standardized database systems 

retrieved from electronic health records of cooperating institu-

tions for the analysis and evaluation of adverse drug reactions. 

The MID-NET integrated data source system includes 11 types 

of currently available standard codes, such as the International 

Classification of Diseases 10th Revision (ICD10), Pharmaceu-

tical Standard Code (HOT, YJ) and Laboratory Test Standard 

Code based (JLAC10) on SS-MIX2 standard storage. The table 

that was used while saving to a MID-NET integrated data 

source system was referred to as the “mapping table.” The con-

sistency of the standard codes from each cooperating medical 

institution that as extracted from the database of the Govern-

ance Center of the Kyushu University Hospital was evaluated 

using the mapping table (Fig. 1). 

 

 

Figure 1–Configuration of the storage and real-time 

validation tool of the Governance Center  

 

We evaluated the impact of the initial introduction of the real-

time validation tool in two medical institutions for identifying 

differences in the standard disease-name codes from June 2018 

to September 2018. The real-time validation tool automatically 

provided differential information on a monthly, weekly, and 

daily basis for 11 types of standard codes. Here, differential im-

plies the addition of or change in the standard disease-manage-

ment number and the standard disease name that matched with 
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the standard disease-name code in ICD10 as per the local code 

unique to that particular medical institution. We used the table 

for standard disease-name codes (v4.95 6/1 revised version) de-

veloped by the Medical Information System Development Cen-

ter (MEDIS) as the key table (Fig. 2) to evaluate the accuracy 

of the difference detected by the real-time validation tool. 

Moreover, in an effort to determine the factors affecting the dif-

ference, we conducted an interview survey on the registration 

status of the standard disease names in the Electronic Health 

Records Management Department of medical institution A.   

 

 

Figure 2–Flow of the procedure to detect differences in 

standard disease-name codes 

Results  

In total, 83 differences were detected by the real-time validation 

tool in medical institution A. Of these 83 differences, medical 

institution A showed a variation in the matching rate of the 

standard disease-name codes corresponding to 19 records in 

terms of consistency with the MEDIS key table. In medical 

institution B, 68 differences detected, which were consistent in 

the MEDIS key table (Table 1). Moreover, we confirmed three 

issues that were identified by an interview survey that assessed 

the flow of the registration of disease-name codes in the 

medical record management department. 

1. 1. Medical records management department requested 

the registered, changed, and deleted disease-name 

codes from the medical information management 

department and were reflected in HIS. 

2. 2. When registering the disease-name code in HIS, the 

codes were not evaluated for consistency with those in 

the MEDIS key table. 

3. 3. When registering a disease-name code in HIS, the 

medical information department registered the medical 

institution unique disease-name code to the HIS when 

no suitable corresponding code was available in the 

MEDIS key table. 

Table 1–Results of differential aggregation using MEDIS 

standard disease-name code 

Time of 

Extraction  

Medical  

Institution A (n=83) 

Medical  

Institution B (n=68) 

Month Match Mismatch Match Mismatch 

2018/6 0 4 20 0 

2018/7 0 5 48 0 

2018/8 0 5 0 0 

2018/9 64 5 0 0 

Total 64 19 68 0 

Conclusions 

The results of the present study indicate that the consistency 

between standard disease-name codes in the mapping table 

differed across  medical institutions. At the clinical site, as only 

the institution unique code can be used, it is necessary to have 

a system that simultaneously, automatically, and correctly 

assigns corresponding standard codes. Moreover, using the 

real-time validation tool, we were able to visualize situations 

where large differences were noted in standard disease-name 

codes; these corresponded to differences detected by additions 

and changes at the clinical site. This may be attributed to the 

update of the MEDIS key table, which is conducted twice a 

year. Thus, it is presumed that the consistency may be affected 

following the update. Conversely, medical institution B showed 

a high consistency between and accuracy of disease-name 

codes regardless of the timing of the update of the MEDIS key 

table. Thus, these results indicate the following three reasons 

for the differences obseved in disease-name codes. First, while 

registering disease-name codes in HIS, if no code corresponded 

to those in the MEDIS key table, there was a high tendency to 

register a disease-name code unique to the medical institution. 

Second, when codes were stored in the mapping table in the SS-

MIX2-standardized storage device, there was no real-time 

validation with the MEDIS key table. Third, coding errors and 

mistakes of the medical records management department were 

not evaluated when registering disease-name code in HIS. This 

study shows that consistency in standard disease-name codes 

by governance was effective in improving the data quality 

management system by detecting and unifying the mapping 

situation of standard disease-name codes in the MID-NET 

project. Taken together, our findings reinforce the importance 

of real-time management of standardized data and show that it 

is possible and feasible to improve data quality management by 

integrating and managing standard codes using a central 

governance method. While data inconsistencies were observed 

in the initial stage, the data quality dramatically improved 

following collaborative efforts between hospitals and PMDA. 

The MID-NET project is thus successfully progressing for full-

scale implementation in FY2018.  
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Abstract 

ICD-10 (International Classification of Diseases 10th 

revision) is a classification code for diseases, signs and 

symptoms, abnormal findings, complaints, social 

circumstances, and external causes of injury or diseases.  This 

paper describes an automatic information retrieval approach 

to map free-text disease descriptions to ICD-10 codes. We use 

the Hospital Italiano de Buenos Aires (HIBA) terminology 

data mapped to ICD-10 codes as indexed data to find an 

appropriate ICD-10 code using search engine similarity 

metrics. 
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Clinical Coding, International Classification of Diseases, 

Natural Language Processing 

Introduction 

The International Classification of Diseases code [1] is a very 

useful tool in a wide range of medical processes including 

statistical analysis of morbidity rate and mortality rate, 

medical reimbursement and resource allocation [2]. The 

registry by medical practitioners needs additional training time 

and manual encoding is not a simple task because not every 

health professional records in the same way [3]. 

Automated coding of ICD-10 is not an easy string matching 

work due to patient context’s dependency [4]. There are two 

approaches to automated coding of medical texts to ICD-10:   

dictionary projection and supervised machine learning 

methods or the combination of both [3,4,5,7,8,9,10]. 

Dictionary projection methods use string matching techniques: 

n-grams, edit-distance, synonyms and abbreviations 

expansion, stop-word elimination, frequency of use, spell 

checkers and stemming. Machine learning methods include 

Support Vector Machine (SVM), Naive Bayes, Maximum 

Entropy Modeling (MaxEnt) and Gradient Boosting 

(XGBoost) [6].  

The Hospital Italiano de Buenos Aires (HIBA) has a Spanish 

interface vocabulary where each term is mapped to SNOMED 

CT as its reference vocabulary. It has 207,000 post-

coordinated concepts in its terminology system. This system 

provides services to the Hospital Italiano healthcare facilities 

as well as other healthcare institutions in Argentina, Uruguay, 

and Chile. 

A major benefit of the local interface vocabulary is its size and 

coverage. Two previous works at HIBA are relevant to the 

work presented here. First, string similarity approaches [6] are 

used to map new description terms to existing terms in the 

interface vocabulary. Second, a terminology search-engine 

server was implemented [12]. We used a similar information 

retrieval approach to map a description term to the 

corresponding ICD-10 code. We constructed an ICD-10 

search-engine that given a description term as a query, it finds 

the most similar existing term with an ICD-10 code and 

reports the corresponding ICD-10 code. We used the HIBA 

terminology data mapped to ICD-10 and the Spanish 2014 

version of ICD-10 data. We also used HIBA terms frequency, 

stopwords, synonyms, collocations, abbreviations and frequent 

typographical errors term expansion. The ICD-10 data has 

14,359 codes but HIBA mapping has 343,072 distinct terms 

that match only 8,537 codes (59.45%). We also added all the 

description terms corresponding to ICD-10 codes. We 

discovered a performance of 66.35% of recall @1, as an 

automated process [11,12]. We also evaluated recall @3, @5, 

@10. It should be noted that we obtained more than 80% with 

recall @5. These values are relevant for interactive 

approaches, where a health-care professional uses keywords or 

description terms to find the appropriate ICD-10 code for a 

given situation. 

Methods 

In this study, we constructed several indices using 

Elasticsearch to evaluate several alternative configurations. 

We used a dataset consisting of 6,787 distinct terms provided 

by an external institution that has been encoded by HIBA 

terminologists. Each electronic health record term can be 

codified to one or more ICD-10 codes, for example: 

“insuficiencia respiratoria con requerimiento alto de oxígeno”  

(“respiratory failure with high oxygen requirement”) codes are 

J969 and R068. 

Index Construction 

The following parameters were used in each index 

construction with Elasticsearch:  

1. Each data-set was indexed using Elasticsearch search 

engine using both n-gram and word analyzers. 

2. For each concept in the HIBA terminology, we used 

its frequency to rank relevant concepts for a given 

mapping. 

3. Mapping from HIBA terminology to ICD-10 

concepts is a many-to-many mapping. We 

implemented these strategies using concept 

frequency: 

a) Maximum frequency of a HIBA concept mapped 

to an ICD-10 code. 

b) Minimum frequency of a HIBA concept. 

c) Average frequency of all HIBA concepts 

mapped to an ICD-10 code. 

4.  If a description term is mapped to more than one 

ICD-10 codes, if there is a more general term it is 

preferred (e.g. Z88 vs. Z889). At evaluation time, 

more general matches were considered correct. 
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5. Synonyms, collocations, abbreviations and frequent 

typographical errors term replacement. [6]. 

To construct the index, we evaluated 3 alternative data-sets: 

I. The Spanish 2014 version of ICD-10 data.  

II. The HIBA terminology.  

III. The combination of both. 

Results 

We used several alternative configurations to construct the 

search-engine index.  We used n-grams combined with word 

analyzers (1) and the term expansion (5) as the baseline 

approach. We used first only the Spanish 2014 version of 

ICD-10 data as the dictionary corpus (I), HIBA terminology 

frequency, and a general response as a valid match. This 

configuration resulted in 41.12 % recall @1. 

Using the HIBA terminology as the dictionary corpus (II), we 

obtained a recall @1 of 62.84% improving the performance, 

without considering HIBA concept weights in ICD-10 codes. 

Using the two-dictionary corpus (III) provides a similar result, 

recall @1 62.9%.  

The best result, recall @1 of 66.35, was obtained using 

minimum frequency strategy (3.b) stopwords and considering 

general codes as valid compared to a more specific one. 

To be sure that the results returned by the search engine have 

better quality, a threshold can be used. We are considering a 

valid match only when the score is greater than the threshold. 

In other words, the search engine will not return a result under 

the confidence value. Using the score threshold of 6,000 we 

have a good balance, providing a better precision without 

losing too much recall. In Figure 1, we show the results of 

recall at more than one result for interactive choose. 

  

Figure 1. Recall   @1, @3, @5, @10, @15, @20, @30 

Discussion 

We can see that the HIBA terminology to ICD-10 code 

mapping terms corpus, provides the best performance. The 

HIBA terminology covers only 59.45% of the ICD-10 codes 

but the richness in synonyms and frequent typographical 

errors enable a good result. We are using a combination of 

HIBA mapping to ICD-10 and the ICD-10 to complete all the 

ICD-10 codes but this addition doesn’t provide a significant 

improvement. 

The selection of the strategy (3.b) above, which uses the 

minimal frequency produces a better result than using the 

maximal, or the average frequency, which is somewhat 

surprising. 

In the context of a health-care professional recording using an 

EHR, the system can provide the possibility of choosing the 

appropriate ICD-10 code from the list that returns the search 

engine, and as we have shown, recall @5 and @10 are very 

good, in the mid-80s. 

Conclusions 

In this work we showed several alternatives to construct an 

index for automatic ICD-10 term codification. We obtained a 

very reasonable performance. Some limitations of the current 

approach may be related to the differences on the corpus of 

the HIBA terminology data compared to the external 

institution data. Our approach is a dictionary projection 

method. A hybrid approach using supervised machine learning 

techniques may improve the performance. 
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Abstract 

With the vast increase of digital healthcare data, there is an 

opportunity to mine the data for understanding inherent health 

patterns. Although machine-learning techniques demonstrated 

their applications in healthcare to answer several questions, 

there is still room for improvement in every aspect. In this 

paper, we are demonstrating a method that improves the 

performance of a delirium prediction model using random 

forest in combination with logistic regression. 

Keywords:  

Algorithms, Delirium, Logistic Models 

Introduction 

With the increase in the rate of generation and collection of 

digital healthcare data, there is the need to mine the data for the 

extraction of knowledge. In the context of secondary use of 

health care data, the question arises if the large set of health care 

data can prevent some unwanted events during the health care 

process [1]. 

Predicting Delirium in Hospitalized Patients 

Delirium is a neuro psychiatric syndrome which is very 

common in the elderly and is prevalent in the hospital setting. 

~Up to 60% of elderly patients develop delirium during 

hospitalization and are often under diagnosed [2]. ~30-40% of 

such cases can be prevented with an intervention [2]. Delirium 

can cause further morbidities and may lead to death [2]. Thus, 

delirium is being recognized as a hospital quality measure [3]. 

Recent publications dealing with delirium prediction were 

based on delirium assessment tests and some selected features 

[2]. The idea was to identify patients who are at risk of 

developing delirium during their stay at the point of 

hospitalization using electronic medical records (EMR). 

Related work has been presented in previous publications, in 

which we have selected Random Forest (RF) to predict delirium 

as it is transparent to explain the decisions when compared to 

its counterparts [4]. 

Classification with Random Forest 

Predicting delirium is a binary classification problem (either 

delirium or not). The present work was motivated to find ways 

to further improve the performance of classification, by 

combining RF with other algorithms. 

RF is an ensemble of a set of decision trees, where each decision 

tree is a weak learner as only a subset of the data is used. Figure 

1 shows a forest of n decision trees where the labeled nodes are 

the leaves where the decisions of the observations of the data 

took place. In prediction step, for an observation of the test set, 

data traverses through the tree and lands in only one of the 

leaves in each tree of the forest (red node). The corresponding 

decision of the selected leaf is considered for the prediction. 

Figure 1– For prediction, each observation lands in one of the 

leaves (Decision leaf is red coloured node) in each tree of RF. 

Objectives 

The aim of this work was to present a method that would assign 

weights to each leaf (terminal node) in each tree of the RF, 

which would, subsequently improve the performance of the 

delirium prediction model and provide a transparent way of 

explaining the decisions. 

Methods 

Data, Sample Selection and Featureset 

The data includes patients’ demographical data, diagnoses, 

procedures, laboratory results, nursing assessment, etc. These 

data are partly based on international standards such as ICD -

10, ICPM, LOINC, etc. (see [4]). The data was provided by 

Steiermärkische Krankenanstaltengesellschaft m.b.H (KAGes). 

After administering a set of criteria (see [4]), the delirium 

cohort consisted of 4,596 patients. 25,000 patients were 

selected randomly as control group in which 24,972 patients 

were considered for the analysis. After a systematic feature 

selection and engineering (see [4]), the final featureset 

consisted of 500 features with purely numerical values. 

Algorithm 

The algorithm described in this paper is based on an example 

published by Tim Head [5]. Initially, the given dataset was 

divided into three subsets with a ratio of 35%, 35%, and 30%. 

These datasets were used for training RF, Logistic Regression 

(LR), and evaluation, respectively. Figure 2 shows training set 

one, training set two and test set along with corresponding 

response variables	���_� , ���_�  and , ����� respectively 

(ground truth). 
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Step 1: Training the RF (turquoise): The training set one along 

with the corresponding response were used to train RF model. 

The leaves of individual weak learners of the RF model were 

transformed into a new feature matrix using One Hot Encoding 

[5]. 

 

Figure 2– Overview of the algorithm, consisting of 1) training 

a random forest from training set one, two) deriving a new 

feature matrix, and 3) testing the final model with the test set. 

Step 2: Training the LR model (purple): The training set two 

was applied to the RF model. Each observation in training set 

two leads to one leaf in each tree of the forest. The leaf 

indentifiers (IDs) of the corresponding decision leaves of each 

tree were fitted to the columns of the new feature matrix. The 

purple new feature matrix ���
�

 was considered as a training set 

along with a corresponding response variable �����
�

, ���
�

�	 to 

train a LR, with regularisation. Step 3: Evaluation: the test set 

was fed into the RF model; the leaves of the decisions in the 

forest were fitted to the columns of the new feature matrix, 

which was used for prediction by the LR model. The 

predictions were then compared with the response variable 

����� for evaluation. In this algorithm, we consider the IDs of 

decision leaves instead of the decision itself. 

The length (number of columns) of the new feature matrix is 

denoted by	
 � 	 ∑ 
	


	�� , where,		� is number of trees and 
	 is 

number of leaves of the �
��

 tree. The coefficients (�	
) that are 

derived from learning LR act as the weights of corresponding 

leaves in the trees of RF. The estimated outcome ��� is derived 

from the formula given below. 

��� � 	 �� � ∑ ∑ �	
 . ��	

�	

��



	��  (1) 

Where ��	
	 � 1 when the decision for patient � lands in �
��

 

node of the �
��

 tree, otherwise ��	
	 � 0. The classification will 

be obtained based on the selected threshold over the ���. 

Evaluation 

We evaluated our approach by comparing the area under the 

receiver operating characteristic (AUROC) with that of LR, RF 

with majority voting and RF with weighted averaging. The 

results presented were obtained from built in functions of 

MATLAB for RF weighted average and LR. We have 

implemented proposed feature transformation method and RF 

Majority voting as described in evaluation in MATLAB. All 

RFs were trained with 1,000 trees, classification method with 

out of bag (OOB) prediction ‘on’ and without pruning and 

minimum leaf size selection. 

Results 

Figure 3 shows the AUROC of the four methods listed above. 

The AUROC of RF alone was 90.20%. With introduction of 

logistic regression, the performance increased by 1.17%. 

 

Figure 3 – AUROC of proposed method along with RF 

weighted average, majority voting and LR 

Conclusions 

The proposed method has outperformed the classical selected 

algorithms. However, there is a need for detailed investigation  

for real time health care applications. The merger of RF and LR 

has potential to find a reasonable way to explain the decisions. 
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Abstract  

In this study, we sought to develop an automatic parser tool 

for unstructured free-text electronic prescriptions, focusing 

specifically on defining the daily dose. We manually coded a 

set of electronic discharge prescriptions and established the 

most reliable rules to structure the medication data. A named-

entity recognition (NER) parser tool was implemented, which 

was capable of identifying 90% of the doses and 86% of the 

frequencies from 255 dosage instructions.  

Keywords:  

Electronic Prescribing, Natural Language Processing, 

Prescription Drugs 

Introduction 

Electronic prescription technology is a digital health solution 

that seeks to improve the productivity of prescription filling, 

reduce the number of prescription errors in traditional 

prescription script writing, and optimize the appropriate use of 

drugs. Currently, in Quebec, electronic prescribing systems 

within electronic medical records normally allow prescribers 

to input either structured or free-text drug dosage instructions, 

the latter which precludes the systematic application of 

computer algorithms for further analysis (e.g., for 

pharmacoepidemiology studies or clinical decision tools). In 

order to maximize the potential of electronic prescription 

technologies, it is essential to have access to structured and 

standard drug dosage instructions. This study seeks to develop 

an automatic parser for unstructured electronic instructions. 

Several studies have presented methods to extract medication 

data. Most notably in the literature, the third i2b2 Workshop 

on Natural Language Processing promoted research in 

medication data extraction from discharge summary [1]. For 

example, Xu et al. developed a natural language processing 

(NLP)-based parser to capture signature information (e.g., 

strength, route, frequency) and discussed the potential of NLP 

technologies to extract contextual information (“start”, “stop”, 

“increase”) [2]. Based on previous designed models, we 

decided to build a parser adapted to Quebec’s prescribing 

practice using real-life e-prescriptions.  

In this study, we developed an NLP-based parser for 

structuring the dose and frequency data from free-text 

electronic discharge prescriptions in Quebec, and compared its 

performance with a baseline using only regular expression. 

Methods 

Data Sources, Data Analysis, and Semantic Categories 

The hospital discharge data originated from a previous study 

on medication reconciliation at the MUHC [3]. Between 

October 2014 and November 2016, the study collected 

131,336 hospital discharge prescriptions written in English by 

202 physicians. We manually structured the dose and 

frequency data to establish the reference standard. 

Opioids (oral form) were targeted given their high level of 

risk, variability in dose and frequency instructions, which are 

prone to parsing errors. ATC codes were used to identify and 

filter the opioid therapeutic class of drugs (ATC code starting 

with N02A), resulting in a total of 925 free-text opioid 

prescriptions.  

Based on the available data for the input fields (Table 1), we 

established our desired output fields (Table 2) to determine the 

daily dose (daily drug exposure). For reference standard, the 

dose and frequency could either be fixed (one value) or 

variable (dose range per day with one minimum and one 

maximum value). To provide a better context of the daily drug 

exposure, we defined contextual tags (e.g., if the drug is 

“taken if needed”, a “combination drug” or “variable dose 

over time”). The ultimate goal of this study is to define the 

daily dose, which could then be used to evaluate patient drug 

exposure on a daily basis and then applied to population-level 

data. We manually entered the dosage instruction in the 

appropriate fields according to our established reference 

standard, which was later compared with the results generated 

by the parser tool. 

Implementation of a Natural Language Processing Tool 

We compared two approaches to structuring the prescription 

data: regular expressions and an NLP-based approach. 

Although relatively simple to implement, regular expressions 

can only detect specific words or pattern of letters in a fairly 

rigid framework. Consequently, they could fail at any little 

divergence from the specific patterns defined. To produce a 

more robust parser, we used named-entity recognition (NER), 

an advanced natural language processing technique, for a 
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more generalized pattern recognition. NER is applied to detect 

different parts of a prescription such as the dosage or 

frequency. We implemented this method in SpaCy, a open-

source NLP library that does NER [4]. The results were 

compared with the manually coded reference standard. Errors 

(e.g., not a perfect match) were then manually reviewed by the 

pharmacy intern (MQL), who analyzed their cause and 

provided feedback. 

Table 1- Data source available for input for the parser tool 

Input source Examples

Generated by the prescriber 

Generic name HYDROMORPHONE 

Free text posology 1–2mg po q4-6h PRN for 2 weeks

DIN 885444 

Generated through a look-up table with Vigilance (via DIN)

Pharmaceutical form TABLET

Strength 1MG 

ATC code N02AA03

Table 2- Desired output source for the parser tool 

Example: 1–2mg po q4-6h PRN for 2 weeks 

Output field Desired output 

Dose information  

Dose range tag 1 

Fixed dose  

Minimum dose 1 

Maximum dose 2 

Dose unit mg 

Frequency information  

Variable frequency 1 

Fixed frequency  

Minimum frequency 4 

Maximum frequency 6 

Other qualifiers  

If needed (PRN) 1 

Variable dose over time 0 

Combination medication 0 

Daily dose  

Minimum daily dose 4 

Maximum daily dose 12 

ResultsOverall, the NLP-based parser achieved a similar 

recognition success rate as the regular expression baseline. 

Both methods had similar frequency detection rate (91%). The 

dosage detection was better in the SpaCy-based parser (90%) 

than the baseline (86%) (Table 3). However, regular 

expressions had a better perfect match rate (84%) than NER-

based approach (79%). The errors were analyzed to determine 

the cause. The main cause of errors was associated with 

combination medications (e.g., two or more active ingredients 

contained in a single pharmaceutical form), as the parsers had 

not been trained to detect those patterns yet. During parsing, 

the dose obtained was expressed in unit (e.g., number of tabs) 

instead of the dose per intake (in mg), which mislead the 

calculation of the daily dose. The daily dose was calculated 

according to the strength of each ingredient contained in the 

combined medication multiplied by the unit. Alternate doses 

in a single instruction also caused confusion during parsing. 

Lastly, the prescriber could prescribe either by product 

strength (e.g. tablets of 5mg) or dose (2.5 mg). When 

prescribed by product strength the parser had difficulty 

recognizing the difference between the dose per intake and the 

dose per tablet. 

 

 

Table 3- Success rate for the extraction of unstructured 

dosage instructions  

Match Type Regular expressions 

(230 samples) 

NLP-based parser 

(225 samples) 

Fixed dose 86.5% 89.8% 

Dose range N/A 86.3%

Dose units N/A 85.5%

Number of tabs N/A 79.2%

Number of tabs 

range

N/A 81.2% 

Strength N/A 74.9%

Fixed frequency 91.7% 90.2%

Frequency range N/A 80.8%

Taken if needed N/A 94.1%

Variable dose 

over time 

N/A 58.4% 

Perfect match 83.9% 79.6%

Conclusions 

In this study, we demonstrated that unstructured dosage 

instructions can be accurately extracted from hospital opioid 

prescriptions using standard NLP techniques. With promising 

results at an early development stage, it is reasonable to 

assume that the parser will have the potential to detect 

particular context cues and calculate the appropriate daily drug 

exposure. We can hope that future pharmacoepidemiology 

studies can benefit from this tool by extracting a variety of 

dosage instruction information, including the unstructured 

data without proper standardized fields. The ability to 

structure free-text opioid dosage instructions can be used to 

detect particular prescribing behaviors and resulting 

consequences, which are particularly relevant in the current 

context of opioid epidemic and misusage.  
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Abstract 

Advanced chronic kidney disease (CKD) requires routine renal 
replacement therapy (RRT) that involves hemodialysis (HD) 
which may cause increased risk of muscle spasms, 
cardiovascular events, and death. We used Artificial Neural 
Network (ANN) method to predict clinical events during the HD 
sessions. The vital signs, captured using a non-contact bed-
sensor, and demographic information from the electronic 
medical records for 109 patients enrolled in the study was used. 
Weka Workbench software was used to train and validate the 
ANN model. The prediction model was built using a Multilayer 
perceptron (MLP) algorithm as part of the ANN with 10-fold 
cross-validation. The model showed mean precision and recall 
of 93.45% and AUC of 96.7%. Age was the most important 
variable for static feature and heart rate for dynamic feature. 
This model can be used to predict the risk of clinical events 
among HD patients and can support decision-making for 
healthcare professionals. 
 
Keywords:  
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Introduction 

Taiwan  reached peak incidence of chronic kidney disease 
(CKD) in 2014. CKD could advance into end stage renal 
disease (ESRD) which can be mentally and financially 
burdening. ESRD requires renal replacement therapy (RRT) to 
maintain quality of life and extend life expectancy among 
ESRD patients [1]. Hemodialysis is considered as treatment of 
choice for renal CKD and ESRD [2]. Despite its benefits, the 
procedure comes with risk of muscle spasms, cardiovascular 
events, and even death [3]. 
Artificial neural networks (ANN) have been known to provide 
state-of-the-art results for most of the classification tasks [4]. 
Despite its limitation to handle imbalanced data, recent 
oversampling method could overcome the problem correctly 
[5]. In this study, we aimed to predict clinical events during 
hemodialysis session using Multilayer Perceptron (MLP) 
algorithm. 

Methods 

In this study, the vital parameters were monitored and recorded 
for 109 patients during their HD session at Taipei Medical 
Hospital, Taipei, Taiwan. The data were collected using non-
contact piezoelectric sensor which can be placed under the 
mattress. Total 3,237 HD sessions were observed in 23 weeks. 
During each session the data captured included: heart rates 

(HR), respiration rates (RR) and movement data (MD). In 
addition, the demographic details of patients such as gender, 
age, height, and weight, were also obtained. Following data 
collection, data cleaning and preparation procedures were 
conducted, using the synthetic minority over-sampling 
technique (SMOTE) [6] to handle unbalanced data between 
classes. Patients who reported emergency visit (ER), muscle 
spasm (MS), inpatient (IP), emergency visit and inpatient 
(ERIP) or sudden death (SD) during observation were classified 
in the class-event, and not reported clinical events as no-event. 
Weka Workbench software was used to train and validate the 
ANN model [7]. We performed 10-fold cross validation to 
evalute the model.  

Results 

The performance of the model developed in this study  as 
shown in Table 1, showed an ROC of 0.96 (Figure 1) with False 
Positive Rate (FPR) and True Positive Rate (TPR).  
 

Table 1 – Weighted Average Performance Model Result 

 
 Precision Recall ROC 

MLP 0.93 0.93 0.96 
 

 
Figure 1 – ROC Curve   

(TPR: True Positive Rate, FPR: False Positive Rate) 

6 nodes in hidden layer MLP model showed top 5 significant 
variables (Table 2) as following: Heart Rate First Five Minutes 
(HR_FFM), Respiration Rate First Five Minutes (RR_FFM), 
Age, Respiration Rate Last Five Minutes (RR_LFM), and Heart 
Rate Last Five Minutes (HR_LFM) (Table 2).  
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Table 2 – Total weight variable in hidden layer MLP 

No Variable 
Total 

Weight 
1 HR_FFM 51.65743 
2 RR_FFM 27.29772 
3 Age 18.02295 
4 RR_LFM 9.87849 
5 HR_LFM 6.46442 

Discussion 

Our study indicated that ANN approach when applied to the 
classification task, performed with an ROC curve of 0.96 %. A 
study conducted by Barbieri et. al used AI to improve anaemia 
management during HD [8]. Our previous study [9] applied 
commonly known statistical learning methods such as k-
Nearest Neighbour (kNN) and Support Vector Machine 
(SVM). In our study, MLP, as a feature selection algorithm, 
extracted HR_FFM as the most important variable for static 
feature and age for dynamic feature, which indicated that the 
model used the non-contact sensor to come up for clinical 
suggestions determine event or non-event patient. These 
suggestions could be sent to physicians to assist with their 
clinical decision making. Feedback about the suggestions 
(correct or wrong) would be collected, and as feedback into the 
AI system so that it can keep improving accuracy. 

Conclusions 

Our study demonstrated a new approach using non-contact 
sensor data and demographic data of  HD patients,  MLP being 
the proposed prediction model. MLP algorithm shows better 
performance than commonly known statistical learning 
methods. Our model could be used to predict the risk of clinical 
events among HD patients to support decision for healthcare 
professionals.  
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Abstract 

We propose the design of a system of systems (SoS) called 

Seniors Guardian as an integrated environment for healthcare 

monitoring, in which several non-invasive sensors coexist to 

monitor falls, nocturia, perseverant behaviors, air quality 

(carbon monoxide), humidity, and temperature in real time. 

The modular architecture also allows the integration of new 

components. This research adheres to the use of Internet of 

Things to develop ambient assisted living in smart homes. 

Keywords: 

Frail elderly, Homes for the Aged, Environment, Internet 

Introduction 

A permanent risk in older adults is falls. Around one-third of 

adults older than 65 suffer a fall each year, and only half can 

get back on their own after they fall [1]. This can lead to fear, 

pressure ulcers, osteopenia, loss of muscle mass, dehydration, 

hypothermia, pneumonia, and even death [2]. The financial 

costs that countries pay to cover injuries caused by falls in 

adults over 65 are substantial and sometimes unsustainable 

over time [3]. Other risky event that may occur inside homes 

of the elderly is nocturia – the need to wake up at night many 

times to go to the bathroom. Nocturia is associated with sleep 

disorders that can lead to reduced concentration, cognitive 

decline, poor levels of energy, and overall, negative effects on 

the quality of life [4]. 

To deal with these issues, a patient-centered care model is 

recommended, where not only emergency cases are accepted, 

but also patients are actively committed to their care and 

therapeutic processes [5]. The advances in information 

technology (IT) and the reduction in hardware costs favor a 

preventive and proactive healthcare experience. Non-invasive 

monitoring of elderly allows for this experience and takes care 

of early symptoms of neurodegenerative diseases and the 

generation of treatments, plans, and programs geared towards 

the needs of this age group. In this context, smart homes quip 

homes with technology elements (such as sensors, 

microcontrollers) to monitor actions or events of the residents, 

as well as environmental conditions at the location, in order to 

detect emergencies early and reduce the times in making 

subsequent decisions [6,7]. 

There are several recent advances in low-cost devices to detect 

falls [7,8] and nocturia [9] in older people. It is known that 

people with nocturia are exposed to falls, due to the state of 

drowsiness at night [10]. However, there are no long-term 

measures to determine what percentage of falls in older adults 

are caused by nocturia. To solve this problem, the 

interoperability of monitoring systems would be necessary. 

Methods 

The goal is to develop a platform for continuous monitoring of 

the adult’s daily activities to detect risk events both inside and 

outside of home. The key is to provide them with tools while 

safeguarding their autonomy and independence. The System 

of Systems (SoS) should contain software and hardware 

(sensor network) components. The monitoring systems 

considered are the following: 

Actimetry (M1): To classify the daily activities of the elderly 

through infrared sensors of low resolution (for privacy). This 

will allow generating patterns of daily behavior. After the 

elderly activity profile is created, a probabilistic model 

based on Markov chains can determine abnormal behaviors. 

This module will be used to detect falls with an accuracy of 

90%, by means of AI algorithms already in use [8]. 

Harmful gases detector (M2): To detect abnormal 

concentrations in environment and thus prevent accidents 

(such as explosions, inhalation of carbon monoxide) from 

sources of emission of gases (such as kitchen, stove, heater). 

Temperature and humidity sensors (M3): To measure 

environment indicators that could negatively affect the 

health of the elderly. 

Alert module (M4): To receive alerts generated by the 

elderly out of home through a 3G key chain with a panic 

button. Alerts are sent together with the elderly location to 

his/her contacts and emergencies. 

Wandering analysis module (M5): To detect the wandering 

of the elderly. A mathematical model on the key chain of 

M4 monitor elderly trajectory and determines if she/he is 

lost. 

With the data collected by the sensors, daily, monthly, and 

annual reports on the activities of the patient will be made. By 

unifying information from several patients, it will be possible 

to perform advanced analysis through data mining, to find 

non-trivial patterns: characteristics of the evolution of old age, 

disability, dependency, and more in order to guide treatments, 

plans, programs, and policies. 

Results 

We propose Seniors Guardian, an integrated environment for 

healthcare monitoring (Figure 1). The modularity approach 

allows the integration of new components. If one module stops 
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working, the others can continue to work. Data access will be 

given by two types of interfaces: a web application, for 

healthcare staff and decision makers that displays data about 

follow-up of the elderly, alerts issued, and descriptive 

statistics of their evolution; and a mobile application that 

receives the alerts and displays them in the cell phones of the 

contacts (user's family/caregiver) and the physician in charge. 

The hardware drivers consist of a Local Processing Unit 

(LPU) to process the signals captured by the sensors, and a 

Remote Supervision Unir (RSU) to receive and manage the 

information sent from the LPU or the 3G key chain. The 

thermal sensor-actimetry is an AMG8833 (Figure 2) with 8x8 

resolution pixels (viewing angle of 60°x60°). Information is 

processed by an ODROID-C1+ minicomputer connected to 

the sensors by an ATMEGA328P microcontroller (Figure 3). 

The key chain 3G uses a wireless button with 3G connection, 

3.7V 800mAh battery, GPS and will allow calls. A DHT22 

sensor detects humidity between 0-100% RH with 5% 

accuracy and temperature from -40°C to 125°C with 0.5°C of 

precision. It has a sampling rate of 0.5 [Hz] (it measures every 

2 seconds). The MQ-9 sensor can detect concentrations of 

harmful gases from 100-10000ppm. 

 

Figure 1 – The Proposed Solution 

 

Figure 2 – Thermal Sensor Diagram 

 

Figure 3 – Older Adult Detection and Sensor Coverage Area 

Conclusions 

Nowadays, the patient-centered care model is fundamental to 

improve the quality of life of the elderly people. In this work, 

we proposed a SoS that allows the interoperability of all these 

systems in a modular way, favoring the crossing of 

information to improve patient care, detect emerging risks 

more quickly, and respond more efficiently when a fall or 

some other problem occurs. Once the system is implemented, 

it will be validated by patients in a real-world environment. 
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Abstract 

Infections are a global public health concern. For coordinated 
actions against infectious diseases, semantic interoperability 
between infection control systems is crucial. This requires a 
consistent use of standard terminologies such as SNOMED CT. 
Here, we compare two value sets of infectious agents annotated 
with SNOMED CT (WHONET 2018 vs. pathogens reported 
under the German Protection against Infection Act). Our 
comparison revealed several inconsistencies, highlighting the 
importance of the consistent and coordinated use of standard 
terminologies. 
Keywords:  

Infection control, SNOMED CT, Standardization 

Introduction 

Infections are among the leading causes of death worldwide [1]. 
As communicable diseases, infections can lead to dangerous 
outbreaks, claiming a high number of victims (recall, for 
example, the 2013-2016 Ebola epidemic in West Africa, which 
killed over 60% of the patients infected [2]). Multidrug-
resistant organisms exacerbate the danger of infectious diseases 
and are especially challenging for hospitals, in which the total 
burden of hospital-acquired infections largely exceeds other 
communicable diseases [3]. Improving our understanding of 
infections and developing effective surveillance, treatment and 
prevention programs are therefore high-priority public health 
concerns, which can save lives and mitigate the risk of local and 
global epidemics. 
Establishing effective infection control programs requires a 
common language—a standard terminology—for infectious 
organisms. Such a standard terminology can ensure that, once 
detected, infectious agents are documented in a systematic way 
so that different institutions or systems can easily exchange 
information. This semantic interoperability can enable large-
scale analyses across different hospitals, institutions and 
countries leading to better prediction, early intervention and, 
ultimately, prevention of infectious diseases. 
SNOMED CT (www.snomed.org) is a powerful terminology of 
medical concepts that provides a possible solution for 
developing standardized value sets of infectious agents. The 
top-level concept “Organism” that is part of SNOMED CT 
includes 34,405 subconcepts, among them a multitude of 
bacteria, viruses, prions, fungi, nematodes and others. This 
makes SNOMED CT a suitable terminology for defining 
comprehensive value sets of infectious agents. 
The clinical concepts included in SNOMED CT have been used 
to generate standardized value sets for infectious organisms. 

For example, WHONET 2018 [4], a microbiology laboratory 
database software developed for the surveillance of infectious 
diseases, includes a list of 2,551 infectious agents annotated 
with SNOMED CT. Similarly, a German project annotated a 
list of infectious organisms with SNOMED CT to improve the 
communication between laboratories and public health 
authorities [5]. This list comprises the notifiable infectious 
organisms that have to be reported to the Robert Koch Institut 
(RKI) under the German Protection against Infection Act 
(Infektionsschutzgesetz, IfSG) [6]. 
However, to ensure semantic interoperability between different 
value sets (such as the two described above), standard 
terminologies have to be applied consistently. If different value 
sets use different codes for the same organism—even if they 
originate from the same terminology—interoperability is not 
eventually achieved. 
This study aims to evaluate the consistency between two value 
sets that use SNOMED CT as a standard terminology for 
infectious agents. Using the value sets from WHONET 2018 
and the RKI list of infectious agents annotated with SNOMED 
CT, we compare the agreement between concepts in the two 
value sets. 

Table 1 – Example of infectious organisms reported under the 
German Protection against Infection Act (FSN: Fully 

specified name). 

Organism SNOMED CT 
identifier 

SNOMED CT 
FSN 

Adenovirus 74871001 Human adenovirus 
(organism) 

Bacillus 
anthracis 

21927003 Bacillus anthracis 
(organism) 

Bordetella 
parapertussis 

26183002 Bordetella 
parapertussis 
(organism) 

Bordetella 
pertussis 

5247005 Bordetella pertussis 
(organism) 

Borrelia 
recurrentis 

34726005 Borrelia recurrentis 
(organism) 

Brucella sp. 26250004 Genus Brucella 
(organism) 

Campylobacter   35408001 Genus 
Campylobacter 
(organism) 

Chlamydia 
psittaci 

14590003 Chlamydiophila 
psittaci (organism) 
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Methods 

The starting point of this analysis is the list of microorganisms 
included in the WHONET 2018 software [4], which 
additionally contains a map to SNOMED CT identifiers for 
each of its organisms. A second list of 55 organisms is provided 
by the Robert Koch Institut (RKI) under the German Protection 
against Infection Act [6]. This set of notifiable pathogens was 
annotated with SNOMED CT as part of a project in the German 
federal state of North Rhine-Westphalia aimed at modernizing 
the reporting system between laboratories and health authorities 
[5]. Table 1 shows an excerpt of the organisms included in the 
RKI list. Initially, this analysis tested, how many of the 55 
microorganisms from the RKI set were included in the 
WHONET set. In a second step, as illustrated in table 2, we 
compared if SNOMED CT identifiers for organisms in one set 
matched the identifiers of equivalent organisms in the other set.  

Table 2 – Example comparison of agreement between 
organisms mapped to SNOMED CT from WHONET and RKI  

WHO 
organism 

SNOMED 
CT identifier 

RKI 
organism 

SNOMED  
CT identifier 

Adenovirus 74871001 Adenovirus 74871001 

Campylo-
bacter sp. 

116457002 
(deprecated) 

Campylo-
bacter   

35408001 

Varicella 
zoster virus 

80298008 Varicella-
Zoster Virus 

19551004 

Results 

Of the 55 pathogens listed in the RKI value set, 49 (89.1%) 
could also be identified in the WHONET value set. Of these, 32 
(58.2%) were annotated with the same SNOMED CT identifier; 
12 (21.8%) were annotated with different, sometimes more 
specific SNOMED CT identifiers; 2 (3.6%) were annotated 
with inactive identifiers; 3 (5.5%) did not have identifiers in the 
WHONET list (Figure 1).  

Conclusions 

The comparison between both sets of microorganisms 
annotated with SNOMED CT presented several 
inconsistencies. For example, semantically equal concepts did 
not have identical identifiers or matched just narrowly in 
subtype relationships. Note that with 2,551 organisms, the 
WHONET value set is much larger than the RKI value set and 
therefore can use a more fine-grained classification of 
organisms. This could explain why, for some organisms in the 
RKI value set, no direct matches were found in the WHONET 
value set. Furthermore, WHONET contains some deprecated 
codes, which by now have been replaced by active SNOMED 
CT concepts. This analysis highlights that, to achieve semantic 
interoperability between systems, coordinated efforts with 
regular updates, consistency checks and quality assurance are 
necessary. For terminology services it should be considerd to 
cluster subspecies of organisms, if reasonable, for example 
through SNOMED Expression Constraint Language (ECL). 
Algorithms for infection control systems may then be able to 
detect outbreaks where hospital information systems report 
organisms in varying granularity. 
 

 
Figure 1 – Agreement between the infectious organisms 

reported under the German Protection against Infection Act 
compared with the WHONET 2018 value set (SCTID: 

SNOMED CT identifier). 
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Abstract 

Cerebrovascular and hypertensive diseases are among the 

leading causes of death in the world. This study was 

developed in two stages: the development of a dashboard with 

specific reports of cerebrovascular diseases and applied a 

preliminary predictive analysis model for cerebrovascular 

diseases. The results demonstrate the abitity to predict a 

citizen's chance acquiring a cerebrovascular disease. 

Keywords: 

Data Mining, Primary Health Care, Cerebrovascular Diseases. 

Introduction 

The Ministry of Health (MS) is working on the guidelines on 

e-Health, inline with the principles of the Unified Health 

System (SUS) and the e-Government policies (e-Gov). The e- 

Health Strategy document for Brazil is targeting 2020 in order 

to increase the quality and the access for health care, as well 

as consolidate e-Health as a relevant State Policy for SUS [1].  

Health organizations around the world are generating large 

amounts of data. Thus, organizations throughout the world 

face dilemmas due to the growth and volume of health data. 

Making decisions based on facts is not dependent on the 

amount of data you have. According to the SAS Institute [2], 

working with so much data can be scary. In this sense, success 

in decision making will depend on how quickly information is 

discovered and how this information are used to generate best 

practices in the organization. The SAS Institute also 

emphasizes that data visualization showing important metrics 

and indicators can help facilitate the understanding of health 

information via dashboards. Predictive analysis, data mining, 

machine learning and decision management will be key to 

assessing and predicting some behavior based of that data. 

Thus using it to transform data into proactive ideas with 

actions that are used in operational processes. This is a key 

interest of this study. The ability to store this data enhances 

both learning and the ability to develop knowledge that 

promotes improvements in health outcomes. In this way, it is 

fundamental to understanding the behavior of a disease and 

improving its clinical outcomes [3]. The objectives of this 

study were to develop a georeferenced map of cerebrovascular 

diseases in primary health care as support for decision-making 

to sensitive health conditions from integrated e-SUS AB data 

in Brazil; and to present a preliminary model predictive report 

of citizens at risk of cerebrovascular diseases for possible 

integration with e-SUS primary care in Brazil.  

Methods 

The study was divided into two stages. The first was the 

development of a dashboard with specific reports of 

cerebrovascular diseases in primary health care, presenting 

individual citizens who either had or have a cerebrovascular 

disease. Another report presented the indicators of each 

ICD10 in the cerebrovascular disease group, with the number 

of cases, grouped by sex, mean age and distribution per 

period. Also, in the dashboard, the cases of citizens who have 

already been affected by this disease were presented 

georeferenced on a map. The second stage was the 

development of a preliminary predictive analysis model, based 

on logistic regression, where an algorithm learns from 

historical data on characteristics and risk factors for 

cerebrovascular diseases with people who already have a 

group disease and predicts a citizen's chance to have, for 

example, a stroke. 

The predictive model used in the study was a regression 

optimized by an optimization algorithm, Stochastic 

Descending Gradient (SGD) in which the stochastic 

downward gradient does not use all the data but a fraction of 

the data. For the tool developed, data was randomly generated 

from 170,567 citizens. These people served as reference for 

the algorithm to learn the patterns and relationships in which 

the citizen develops a cerebrovascular disease. The variables 

that served as analysis for this preliminary model were age, 

sex, race-color, obese, ex-obese, smoker and ex-smoker, 

hypertension, diabetes, pregnant women, alcohol and ex-

alcohol, drugs and ex-drugs, among others. The results of this 

predictive analysis model are presented in the dashboard in the 

form of a report. 

The tool has been developed according to software 

engineering tools, from prototyping, database modeling, 

migration process, tool construction and predictive analytics 

using free technologies.  

The distribution of Cerebrovascular Disease functionality was 

divided into three tabs: a general Dashboard, a Heat Map and 

a Georeferenced Map. The georeferenced map shows the 

residences of people with cerebrovascular diseases identified 

by a point on the map (Figures 1). 

To view or apply the preliminary model, the tool has a screen 

to show the chance of an individual getting a cerebrovascular 

disease in percent. The name of the functionality in the system 

is Risk of Cerebrovascular Diseases (Predictive) Analyze. 

(Figure 2) 
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Figure 1: Distribution of Cerebrovascular Diseases – Heat 

Map. 

 

 

Figure 2: Risk of Cerebrovascular Diseases (Predictive 

Analysis) 

Results 

After structuring the database in PostgreSQL®, 5.3 the data 

and consolidated information is presented ina dashboard built 

with JAVA using Spring. Next, the data and information is 

analyzed on a map with geoprocessing technique from the 

Google® Geocoding API tool, and the database addresses 

were converted by geographic coordinates in a process called 

geocoding. Thus the citizens who have had or have 

cerebrovascular diseases for monitoring and management of 

health care are identified. Another important report was the 

presentation of the indicators of cerebrovascular diseases.  

For the preliminary predictive analysis with citizens who have 

risks of developing cerebrovascular diseases to health 

professionals, an algorithm using Python v3.7.0 was applied. 

Initially, we exported the prediction table that was based off 

data from the e-SUS (system) basic care for cerebrovascular 

diseases. In the preparation to receive the source data, the 

input columns were defined, that is, the variables that the 

prediction algorithm would use to learn the pattern and to 

generate the probabilities. It was necessary to normalize age 

using Fuzzy Sets. For the execution of the algorithm, the 

prepared data were converted to X_train and X_test and 

executed using logistic regression optimized by an 

optimization algorithm, Stochastic Descending Gradient 

(SGD). It was possible to observe the correlation between the 

training and test variables to discover data failures, because if 

they differ greatly, it would be a problem for the algorithm, 

but in this case, they are similar. Heat maps of this correlation 

in algorithm model learning (Figure 3) showed the negative 

relationship between males and females, which validates that 

the data has no error in relation to these columns. On the other  

 

Figure 3: Heat map of correlation in learning 

hand, cerebrovascular disease showed a positive correlation 

with hypertension, so it is expected that these two variables 

will similarly affect the outcome for both males and females. 

Finally, the trained algorithm was prepared to execute on the 

whole set of data and obtain the probability result. The report 

of Cerebral Vascular Diseases (Predictive Analysis) shows a 

list of all citizens of the base, after applying the preliminary 

predictive algorithm, ordered by the highest probability of 

acquiring the disease. 

Conclusions 

The development of the present study offered to the health 

professionals and health managers’ geo-referenced 

demographic reports to visualize the health conditions in the 

territory, as well as to have follow-up reports of citizens with 

diseases and visualize indicators of each disease in your health 

region. The report of Risk of Cerebrovascular Diseases by the 

predictive analysis, although still preliminary, presents to the 

citizen the chance of the person being surprised by the disease 

according to its parameters of health risks. In addition, a risk 

assessment of cerebrovascular diseases will enable preventive 

actions to be performed before the clinical condition occurs, 

with the purpose of reducing costs of hospital admission, 

providing subsidies for health professionals to take decision-

making and planning. 
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Abstract 

Medical insurance claims are useful data to offer a big-picture 

view and insight of a nation-wide healthcare system. Yet, 

formal description of the logic to analyze the claims has not 

been established. So far, we proposed a description scheme of 

analytics logic over claims database. In this paper, we propose 

a novel analytics framework based on the description scheme. 

By showing a case study, we demonstrate the effectiveness of 

the framework. 

Keywords:  

Analytic Data, Insurance Claims Analysis, Logic.  

Introduction 

Japan’s Ministry of Health, Labour and Welfare (MHLW) has 

continuously collected anonymized insurance claims data from 

all the insurers throughout Japan since April 2009 to build 

National Database of Health Insurance Claims and Specific 

Health Checkups of Japan (a.k.a. NDB) [1]. All medical 

services in Japan are basically covered under the universal 

health insurance system. The database potentially offers great 

opportunities to analyze all the medical services provided in the 

country. The database holds more than 14.8 billion claims as of 

March 2018 [1], which is one of the largest big data in the field 

of healthcare. To facilitate the intensive and extensive 

utilization of this database, we have formed a research team 

comprising researchers from both healthcare and informatics 

and built a home-grown analytics platform that accommodates 

6-year claims data (provided by MHLW) to offer analytics 

services to healthcare researchers and practitioners [2].  

So far, several analytics tools were developed to specific 

purposes [3]. Similar to big data analytics in other fields, most 

of the analytics on insurance claims database are basically ad-

hoc and wide-range. Yet, a method to formally describe the 

analytics logic of insurance claims has not been established. 

Healthcare researchers and practitioners often have difficulties 

to discuss and share their analytics ideas since they have no 

common language or scheme to clearly describe the analytics 

logic. To solve this problem, we proposed a description scheme 

of analytics logic for claims data in our previous study [4]. In 

this paper, we present a novel analytics framework that we 

developed based on the description scheme. By presenting a 

typical case study that we observed on the prototype system, we 

demonstrate the effectiveness of the framework. 

Methods 

Scheme for describing analytics logics 

So far, we have defined domain-specific data types and 

functional operator types that are typically utilized for 

insurance claims data processing. One can formally define an 

analytics logic as a functional operator or its combination by 

instantiating the defined data types and functional operator 

types. Suppose a typical analytics logic composed of three 

steps: (1) selecting claims from the database based on a certain 

condition, (2) performing a certain arithmetic calculation on the 

claim attributes, and (3) summarizing them in a spreadsheet. 

For such a specific logic, we have defined frez_to_tup that inputs a 

claim set, applies selection, conversion and extraction 

operations and then outputs the results into a spreadsheet. In 

this way, we have finally defined six different functional 

operator types indicated in Figure 1, which are good enough for 

describing most of analytics logics that the healthcare 

reasearchers and practitioners need in our experience. 

 

Figure 1 – Typical fucntional operator types 

Implementation of analytics framework 

We have newly prototyped an analytics framework, which is 

capable of accepting an analytics logic that a user describes 

based on the above noted description scheme, compiling the 

logic into database queries, executing the queries and then 

answering an execution result to the user. The framework offers 

a visual user interface (UI) to help the user to easily and 

intuitively describe an analytics logic and interprete the 

execution result (Figure 2). 

Case Study 

We have demonstrated dozens of analytics on the framework. 

In this paper, we present one representative case (nation-wide 

medical expenditure analysis). 
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Figure 2 – User interface 

Results 

Figure 3 denotes an analytics logic defined for the study. 

Insurance claims are to be categorized by their medical service 

types: fee-for-service (MED_out-patinet, MED_in-patinet), 

diagnosis procedure combination (DPC), dental clinic (DEN) 

and pharmacy (PHA). The analytics logic is composed of two 

functional operator types: frez_to_tup and ftup_to_tup. (1) frez_to_tup is 

defined to select only claims that were generated in 2014 and 

later (fiscal year based), extract patient ID, medical service 

type, patient age category, gender and medical expenditures and 

then summarize them into a spreadsheet. (2) ftup_to_tup is defined 

to aggregate average medical expenditures per capita for each 

age group, gender and medical service type. Figure 4 illustrates 

how a user can input the analytics logic into the framework and 

confirm its execution result. Figure 5 presents the analytics 

result of nation-scale medical expenditure breakdowns. This 

case study indicates that the proposed framework allows the 

user to perform a nation-scale analytics only by specifying the 

logic on the visual user interface without writing any 

programming language. 

 

Figure 3 – Example analytics logic 

 

 

Figure 4 – User input and output 

 

Figure 5 – Analytics result: male (upper), female (lower) 

Conclusions 

We have developed a novel analytics framework based on the 

formal description scheme that is useful to analyze nation-scale 

medical insurance claims database. The presented case study 

indicates that the framework helps the user to easily and 

intuitively describe an analytics logic and interprete the 

execution result. 
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Abstract 

Clinical Decision Support Systems (CDSS) are promising to 

support physicians in finding the right diagnosis of patients 

with rare diseases (RD). The MIRACUM consortium, which 

includes ten university hospitals in Germany, will establish a 

diagnosis support system for RD. This system conducts a 

similarity analysis on distributed clinical data with the aim to 

identify similar patient cases at each MIRACUM site to offer 

the physician a hint to a possible diagnosis.  

Keywords:  

Rare Diseases, Clinical Decision Support, Data Science 

Introduction 

A big challenge with rare diseases (RD) is to find the correct 

diagnosis for a patient. A study by the EU showed that 25 % of 

the patients waited between 5 and 30 years for the correct 

diagnosis. In Europe, a disease is declared as “rare" if less than 

5 out of 10.000 people are affected [1]. To tackle the problem 

of undiagnosed patients with RD, Clinical Decision Support 

Systems (CDSS) are promising. CDSSs provide clinically 

prepared and filtered information with the aim of achieving 

better health processes [2]. This paper focuses on a CDSS for 

RD based on distributed clinical data from ten university 

hospitals in Germany. The concept and the development of this 

system are part of the Medical Informatics for Research and 

Care for University Medicine consortium (MIRACUM), which 

is funded within the Medical Informatics Funding Scheme by 

the German Federal Ministry of Education and Research 

(BMBF) [3,4]. Within MIRACUM the university hospitals will 

establish Data Integration Centers (DIC) with the goal to 

improve collaborative research as well as clinical processes. A 

DIC will be established in the IT-infrastructure of each hospital 

which enables to exchange data among the partners in 

MIRACUM based on the principle of data federation. For query 

and analysis, the data of each hospital remains at the respective 

locations. To demonstrate the benefit of the evolving IT 

infrastructure, different use cases will be developed, including 

a use case about the diagnosis support for patients with RD [4]. 

In this use case, a similarity analysis on distributed clinical data 

is performed with the aim to identify similar patient cases at 

each hospital, which in turn can give the physician a hint to a 

possible diagnosis. In this paper we present a software-

architecture based on distributed clinical data that can be 

devised in a CDSS for RD. The functionality of how similar 

patients are found in the data is not covered in this paper. 

Methods 

To perform a data analysis at each MIRACUM site, the data of 

each site needs to be harmonized. Harmonizing a very large 

amount of data from different previously established resources 

is a significant challenge [5]. To formally describe all data 

elements used for a similarity analysis, a meta data repository 

(MDR) is used, which is based on the international meta data 

standard ISO 11179 [6]. The description of data elements is 

moderated by clinical researchers and clinicians to define 

medical concepts based on meta data. All data in the DIC will 

be described at each site with their MDR. Used data elements 

will be mapped to a common dataset, which is available in the 

local databases [5]. The common dataset will be based on 

Common Data Models (CDM) such as the OMOP CDM, which 

includes a standard representation of common vocabularies for 

coding clinical concepts and allows to perform comparable 

analysis via different databases [7]. OMOP includes 

standardized vocabularies for representing data in the CDM 
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(e.g. SNOMED-CT) [8]. For data exchange between sites, 

HL7-FHIR-is used [9].  

Results 

The result of this work is a system architecture for a CDSS 

based on distributed clinical data (seen in Figure 1).  

A physician formulates a query for similarity analysis to find 

similar patients. The web application DISERDIS (Diagnosis 

Support in Rare Diseases) will be available at each site. The 

application makes it possible to view the data of the 

undiagnosed patient and to perform a similarity analysis based 

on local data or other MIRACUM locations at one once. The 

patient data is stored in a OMOP database which is periodically 

updated with data from the respective hospital information 

system of the site. This involves the establishment of ETL-

processes for mapping the data to the OMOP-CDM. When a 

similarity analysis is triggered at one site, a request is sent to 

the central MIRACUM search-broker which provides the 

request to the respective local FHIR server. The clinical 

hospital IT networks usually block external access to the data. 

Therefore, the search-broker is designed as a central request 

point allowing to forward the search request to the FHIR-Server 

which manages access to the data. The FHIR-Server is a REST 

API that can retrieve requests via corresponding FHIR 

resources. It retrieves the query from the search-broker and 

submits it to the similarity engine which performs the similarity 

analysis on the database. The data is available in the OMOP-

CDM and must be transformed to the FHIR resources. The 

result is returned to the FHIR-Server which sends the result of 

the similarity analysis to the search-broker. 

 

Figure 1 − Detailed Architecture of Diagnosis Support 

Conclusions 

This paper demonstrates a concept of a system-architecture 

establishing a diagnosis support system for RD based on 

distributed clinical data.  
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Abstract 

This research looked into the possibility of using the number of 
Nursing Interventions as a measure of Nurses workload in a 
Surgical ward setting. The quantification of the number of 
interventions was done using the Nursing Interventions 
Classification (NIC). This strategy could generate the average 
number of interventions required per patient and per shift as 
well as could assess the variation of the number of interventions 
under different factors. 
Keywords:  

Nursing Informatics, NIC Terminology, Workload  

Introduction 

Assessment of Nurses workload has been a challenging task in 
Sri Lanka as well as in hospitals worldwide. Nurses often 
complain of being overworked and declair work-related 
dissatisfaction. However, allocating nurses to wards as well as 
the assessmsnet of workload are done using indirect and crude 
measurements in Sri Lanka. The proper assessment of workload 
can have an added advantage of being able to quantify the need 
of physical resources necessary to carry out Nursing duties, in 
addition to better Human Resource Management.  
The main share of work done by nurses in patient care is via 
Nursing Interventions. Therefore it is interesting to see how 
Nursing Interventions could be used as a direct scientific 
measure of quantifying the Nurses workload [1]. A standard 
approach in this regard would be to use the International 
Classification of Nursing Practices (ICNP), where Nursing 
Interventions are classified as NIC – Nursing Interventions 
Classification, along with the North American Nursing 
Diagnosis Association (NANDA)  and Nursing Outcomes 
Classifications (NOC) [2].  
However the use of a system such as ICNP is quite challenging 
in a setting like Sri Lanka, where the standard Nursing process 
or the use of care plans are not practiced in routine patient care. 
Therefore firstly the use of nursing care plans has to be 
established, where Nursing Interventions would then be a 
standard part of patient care. This should be done without 
disturbing the routine patientcare in a hospital setting [3]. For 
this purpose a General Surgical ward would be ideal out of the 
main specialities, because it is less complicated than a Medical 
or a Pediatric setup and will have a better variety than an 
Obstetrics and Gynaecology setting.  
The main research question in this study was therefore to assess 
whether quantification of Nursing Interventions could be used 
as an indicator of Nurses workload. 

The objectives of this study was therefore to assess the number 
of Nursing Interventions required per patient in a Surigal ward 
at the National Hospital of Sri Lanka and to describe the 
variability of it depending on some selected factors.  

Methods 

The project was carried out in the Surgical section of the 
National Hospital of Sri Lanka, the largest teaching hospital in 
the country. The hospital gets direct admissions as well as 
referals from all over the country. Therefore it has the widest 
range of General Surgical cases in a given ward in Sri Lanka. 
As the first phase of the study, Nursing care plans were 
implemented in 6 typical surgical wards over a period of 4 
weeks in January 2018. The nurses were given a training by 
experienced tutors 2 weeks before the implementation. Special 
documentation files were provided with stuctured templates for 
care plans. Additional data such as medical complications and 
duration of stay were also collected. Reference documents were 
also provided to each ward. Third year Nursing students who 
are in their Surgical placement were used to assist the nurses 
during busy shifts.  
Out of the 6 wards where the first phases were completed, two 
were selected where the implementation was most successful. 
Out of the 4 weeks, the best week was selected where nearly all 
of the presented patients had a care plan prepared for them. This 
resulted in a total of 131 care plans. The care plans were then 
coded according to the North American Nursing Diagnosis 
Association (NANDA) Taxonomy 1, Nursing Interventions 
Classification (NIC), and Nursing Outcomes Classifications 
(NOC) by 3 trained nurses who weren’t involved in data 
collection. The paper based coded data were analysed using 
descriptive and inferential statistics.  

Results 

There were 131 completed and coded care plans for 131 
patients. The mean age of a patient was 48.02 years. 45 had 
Diabetes, 38 had Hypertension and 14 had Ischemic Heart 
Disease. 81 were Emergency (Casualty) admissions and 49 
were Elective admissions. These 131 patients had a total of 93 
Nursing Diagnoses, 103 Nursing Observations and 1822 
Nursing interventions. 
The average number of Nursing Interventions performed per 
patient were 13.87 (SD 4.52). The table below shows the 
number of interventions categorized in to 5 groups and the 
number of patients who belonged to those categories. 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190545

1582



Table 1– Number of patients under each Interventions group 

Number of 
Interventions 
Group Number of Patients Percentage 
Less than 5 3 2.3% 
6-10 29 22.1% 
11-15 55 42% 
16-20 33 25.2% 
More than 21 11 8.4% 

The Average number of Nursing Interventions were most for 
those who had Diabetes at 15.25 on average and were 14.5 for 
those with Hypertension and 14.43 for those with Ischaemic 
Heart Disease. Those with Diabetes had a statistically 
significantly different mean number of Nursing Interventions 
than for those who did not (p=0.009). There seemed to be no 
statistically significant difference in the number of 
Interventions required by those with Hypertension compared to 
those without (p=0.31) and for those with Ischaemic Heart 
Disease, compared to those without (p=0,627).  
Further, there seemed to be no statistically significant 
difference between the number of Nursing Interventions 
required by those admitted as Emergency admissions compared 
to the Elective admissions (p=0.121). 
Increased length of stay does not necessarily seem to increase 
the average number of interventions required.  
 

 

Figure 1– Average Number of Nursing Interventions required 
ccording to the Length of Stay in the Hospital 

 
In total, there were 1822 Nursing Interventions practiced in 
these two wards during these two days. A rough assessment of 
the workload per nurse per shift could be made using this 
number. A ward would typically have 13 six hour shifts per day 
(6 in the morning, 5 in the afternoon and 2 in the night). 
Therefore the total number of shifts would be 182. This means 
per 6 hour shift a nurse would have to perform approximately 
at least 10 Nursing Interventions. 

Discussion 

The results seem to indicate that the Nursing Interventions 
Classification could be used well for approximating the Nursing 
work load under various situations.  
Out of the Medical conditions concerned, Diabetes Mellitus 
seems to have a significant impact on the Number of 
Interventions required for a Surgical Patient rather than 
Hypertension or Ischaemic Heart Disease. However this 
situation is probably applicable only to a Surgical ward setting. 

In a Medical ward, other co-morbidities could increase the 
number of Nursing Interventions required. Emergency 
admissions doesn’t seem to require more number of 
interventions than routine elective admissions. Therefore these 
results bring to question some of the parameters used when 
deciding the number of shifts and when allocating staff in 
Surgical wards. Further evaluation of other factors using ‘the 
Number of Nursing Interventions required’ as the decisive 
indicator, could therefore reveal useful inteligence for Nurse 
Managers to allocate their staff in a more productive manner. 
Similar studies could be done in all main sections of a Hospital 
such as Medical, Obstetrics and Gynecology, Pediatrics and 
Psychiatry. Unique patterns and factors that influence the 
number of Nursing Interventions required could then be 
identified. Such factors then should be considered alongside the 
different patient presentation patterns and seasonal variations 
before optimal staffing and shift allocations can be decided. 
There are a few limitations of this study. The period concerned 
is not adequate to cover some patients who are in Surgical 
Wards. Therefore data collected over at least 4 weeks would 
produce far more accurate results. This study did not consider 
the number of Nursing Interventions according to the medical 
diagnosis, under a standard nomenclature or a classification. 
Such an addition would provide a more direct predictive ability 
of the work load required as per the seasonal pattners of patient 
presentations.  

Conclusions 

The study provides a very promising insight to scientifically 
validating and predicting the Nursing Work load using Nursing 
Interventions Classification. The use of “Number of Nursing 
Interventions Required” as the main indicator, with the 
consideration of its variation according to other confounding 
factors could provide a more scientific guideline to allocate 
Nursing Staff to meet the varying demands of each Surgical 
ward. 
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Abstract 

This paper described the implementation of a terminology  

server performed at a health institution in Uruguay, whose 

architecture is based on SNOMED CT using graph databases 

(NoSQL). The aim of this development was to create an intuitive 

terminological service, making the most of SNOMED CT's 

ontology, and which can be used from a clinical, statistical, 

management, decision support and research point of view, 

among others, with good performance. 

 

Keywords:  
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Introduction 

Terminological services (TS) are essential components in the 

development of an Electronic Health Record (EHR), since their 

implementation strengthens the semantic quality of the data 

recorded during the care act. These services are fundamental 

tools for the management of controlled vocabularies in different 

instances of clinical events, whether for use in statistical data, 

management, decision support and research, or other areas. 

SNOMED CT is a global clinical terminology that covers a  

wide range of specialties, disciplines, and medical and care 

requirements. With SNOMED CT, clinical information is 

recorded with identifiers that refer to formally defined concepts 

as part of the terminology [1]. SNOMED CT allows the 

recording of clinical information with appropriate levels of  

detail through the use of relevant clinical concepts. This 

terminology structure allows information to be entered using 

synonyms that adapt to local preferences, while recording 

information in a consistent and comparable manner. SNOMED 

CT is also an ontology, which contains a poly-hierarchy model, 

meaning that a code can be grouped into different categories, 

forming directed acyclic graphs (DAG). Nonetheless, these 

graphs are difficult to implement in their entirety using  

relational or object-oriented databases, resulting in a loss of a 

wealth of information. SNOMED CT’s continued expansion  

will make it more complex and model consistency will be more 

difficult to assure. Moreover, consumers of data will  

increasingly demand improvements to query functionality to 

accommodate additional granularity of clinical concepts  

without sacrificing speed. The above information and 

comparative retrieval characteristics of relational databases, 

triplestores, and general graph databases [9] determined the use 

of a graph database. 

The emergence of Big Data has spurred development of new 

technologies and platforms, for example, Neo4j [2] which is a 

high-performance NoSQL database. We chose Neo4j because  

it had the best score of the graph databases [8]. This platform  

has already been used in different industries such as financial  

[3], social networks [4], in health [5], among others. Neo4j is a 

graphics database whose basic structure is composed of nodes, 

relationships and attributes. The nodes are designated as  

starting nodes and termination nodes, and two such nodes are 

connected by a relationship (edge). This database allows the 

representation of the SNOMED CT ontology, without loss of 

information, which makes it one of the most suitable platforms 

for this type of work. SNOMED CT has already been used in 

different works in conjunction with Neo4j [6] [7], but it has  

never been used as a terminology server to support clinical 

history in real time. Concretely, the objective of this work is the 

implementation of a terminology server in a health institution  

in Uruguay, using SNOMED CT on a graph-oriented database, 

in order to create an intuitive TS, making maximum use of the 

characteristics of the SNOMED CT ontology, and also to  

ensure usability from a clinical point of view. 

Methods 

In the first step, a graph database containing the SNOMED CT 

concept model was created. The implementation of the TS was 

done using the RF2 files of the International Release, Spanish 

Edition and the Uruguay extension. Currently, the TS is running 

with the Release International 2018-04-34. In terms of the  

graph database, the Neo4j Desktop Version 1.0.22 is used.  

Neo4j is a graph database platform based on Java that supports 

transactions with ACID (atomicity, coherence, isolation, and 

durability) properties. The content of SNOMED CT was 

extracted from the RF2 files and loaded into Neo4j using a  

series of scripts that were written in Python.  The scripts  

extracted the following information from the RF2 files to create 

the nodes: "id", "term", and descType. For the creation of 

relationships, the following data is used: "sourceId", 

"destinationId", "relLabel", "typeId", "term", "descType." The 

nodes were created for all the basic SNOMED CT concepts,  

and the edges were created for all IS_A relationships, which is  

a relationship from a child concept to a parent concept. All  

nodes contain every aspect of a SNOMED CT concept such as 

concept ID, status, and the description of the concept. Queries  

on the terminology server are made using the declarative 

language of Neo4j (Cypher). In this language the query defined 

makes a lexicographical search using the descriptions (without 

accents and in minuscule) stored in the nodes, then a recursive 

search is made through the edges, using the IS_A relations (see 

Figure 1) but in the opposite direction (from parent to child). 

Finally, as a result of the query, the description and the ID of the 

obtained concepts is returned. 
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Figure 1 - (SNOMED IS_A Relationship) Obtained from 

https://confluence.ihtsdotools.org/ 

The Terminology Server is accessed by clients through a 

Glassfish application server that uses SOAP or REST protocols 

depending on the web services invoked. The server consults a 

Lexicon (under development) in the first instance (a linguistic 

tool with the morphological variations and grammatical uses of 

words), subsequently accessing the Terminology Server the Bolt 

protocol (see Figure 2). 

 

 

 Figure 2 - Architecture 

Figure 3 below shows the record form of the EHR, in which the 

TS is accessed through a web service to obtain terms associated 

with findings that will be linked to the patient as personal or 

family background. At present the TS is in production for use  

by internal medicine physicians. 

 

 

Figure 3 - Background Record Form of the EHR 

Terminology Server Features 

 

In the present example (Figure 3), the query to the TS is made 

from the EHR and includes the following features: 

• Analysis of the text entered (diabetes mellitus) by the 

lexicon. 

• Search the set obtained from the lexicon in the  

database. 

• Return of the found terms and the associated coding  

that was requested when making the query. 

Conclusions 

The development of a TS with a graph database architecture 

using SNOMED CT as the basis of the data model allows more 

comprehensive queries navigating through the database in a 

hierarchical manner than a relational database. We can navigate 

through the ontology choosing the levels of specificity in the 

terms retrievals, and the integration of extensions for use in a 

particular country can be included thanks to the characteristics  

of SNOMED CT. It is also noteworthy that the response times  

to the information are adequate, with an average of 500 

milliseconds for the visualization of the collection of terms in  

the user interface of the EHR.  
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Abstract 

Natural language processing (NLP) methods would improve 

outcomes in the area of prehospital Emergency Medical 

Services (EMS) data collection and abstraction. This study 

evaluated off-the-shelf solutions for automating labelling of 

clinically relevant data from EMS reports. A qualitative 

approach for choosing the best possible ensemble of pretrained 

NLP systems was developed and validated  along with a feature 

using word embeddings to test phrase synonymy. The ensemble 

showed increased performance over individual systems. 

Keywords:  

Emergency medical services, Labeling, Natural language 

processing  

Introduction 

More people die each year from trauma (10% of all deaths) than 

from malaria, tuberculosis and HIV/AIDs combined [1]. 

Inappropriate prehospital care is one of the largest contributors 

to preventable trauma mortality in the United States [2]. The 

use of natural language processing (NLP) named entity (NE) 

recognition (NER) for performance monitoring and quality 

improvement is a novel approach to bridge this gap. Early 

studies published in 2019 have begun utilizing NLP for 

prehospital stroke notes [3]. However, NLP for prehospital 

trauma notes represents a new domain of inquiry.  

NLP techniques hold promise for circumventing current 

limitations of discrete element documentation of EMS reports 

by reducing the effort of manual data abstraction [4]. The 

efficacy of how existing systems can best be utilized for notes 

with specific sublanguage characteristics of prehospital trauma 

is not well characterized and is the subject of this study. 

We leveraged a small corpus of EMS reports of motor vehicle 

collisions (MVC) to develop an objective measure for creating 

an optimized NLP ensemble as discussed by Finley, et al. [5].  

We also used word embeddings as a feature, as discussed by 

Turian, et al. [6]; and applied methods as discussed by 

Pakhomov, et al. [7], and  Meng and Morioka [8] to use this 

feature as a test for phrase  synonymy.  

Methods 

This study was a pilot to classify clinically relevant phrases 

related to prehospital trauma care using NER. Results were 

derived through an evaluation of four clinical NLP annotation 

systems, on their own, and as an optimized ensemble. 

Data Sources 

This study utilized de-identified North Memorial Health 

Hospital prehospital EMS MVC reports.  

Creation of a Gold Standard Corpus  

The development of a gold standard corpus consisted of two 

main parts: (1) schema creation, and (2) manual text annotation.  

37 entities were identified based on clinical guidelines and the 

NEMSIS 3 standards [9] and iteratively incorporated into an 

annotation schema. Three trained annotators individually 

annotated 25 reports  to establish inter-rater agreement (0.89 

kappa, 99% agreement). Following this step, the remaining 

reports used for this study were manually annotated.   

Creation of System Generated Annotations           

Given the paucity of manual annotations for use in supervised 

training of a statistical model, we utilized  the Artifact 

Discovery and Preparation Toolkit (NLP-ADAPT) [10], which 

included the clinical NLP annotator systems: cTAKES, 

CLAMP, BioMediCUS and MetaMap [11:14],  to annotate our 

corpus of EMS MVC reports.   

Evaluation Methods 

We partitioned the gold standard annotations into a set of 10 

reports to determine the best-at-task system annotation types. 

The remaining 112 reports were used for evaluation of the 

selected best-at-task system annotation types.  

Matches between manual and system annotated reports were 

determined using a relaxed rule as noted by Finley, et al. [7].  

Precision, recall, and F
1

 score for each entity and system 

annotation pairing were calculated based on matches. 

Best-at-task Evaluation 

To compare NLP systems with respect to NE capture, we 

ranked each system annotation types for each entity using the 

three measures of NER performance shown in Figure 1.  The 

geometric mean of the  rankings was calculated to classify the 

best-at-task system annotation type. The annotation type with 

the lowest geometric mean (GM) was deemed best-at-task. 

 

                      

Figure 1– NER Performance Measures; Abbreviations: TP, 

true positive; FN, false negative; nsys, total system annotations 

For validation of best-at-task systems, we analyzed the entity 

Procedure Indication using the remaining 112 EMS reports by 

comparing them to their corresponding manually annotated 

reports. We then combined best-at-task systems as an ensemble 
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to evaluate performance and further test how a word2phrase 

model as an additional feature affected recall [6:8].  

A threshold of cosine distance of 0.5 was chosen after 

qualitatively evaluating several terms (e.g., “unresponsive,” 

“unconscious,” “agonal,” and “tachycardic”) and their resultant 

set when processed through the word2vec distance function [7]. 

Using string alignment methods [8], we used the Levenshtein 

edit distance (LD) to estimate degree of synonymy by 

identifying system and manual  annotation match pairs on the 

resultant set with the lowest LD value.  

Results 

42 manual annotations pertained to the Procedure Indication 

entity in the set of 10 notes. Three best-at-task system 

annotation types were identified for this entity (Table 1).  

Table 1-Best-at-task Annotation Types for Procedure 

Indication; Abbreviation: GM, Geometric Mean 

System/Type F1  Precision Recall GM 

CLAMP/Sentence 0.03 0.01 0.50 1.59

cTAKES/Sentence 0.02 0.01 0.52 2.15

MetaMap/Phrase 0.01 0.00 0.60 2.30

 

931 manual annotations pertaining to Procedure Indication 

were noted in the 112 notes. Individually, the three systems 

performed similarly with respect to recall and precision 

compared to the gold standard. The union ensemble resulted in 

significant improved coverage (87%) (Table 2).  

Table 2- Best-at-task Validation for Procedure Indication 

Compared to Gold Standard with Final Rank 

System/Type F1  Precision Recall    Rank 

CLAMP/Sentence 0.04 0.02 0.53       1

cTAKES/Sentence 0.03 0.02 0.54       2

MetaMap/Phrase 0.02 0.01 0.54       4

Ensemble 0.11 0.06 0.87  

 

The top 2 best-at-task rankings were consistent during 

validation (Rank). As anticipated, the  ensemble performed 

very well with respect to recall, but precision was still poor due 

to a high false positive rate. Also, the ensemble did not account 

for matching on synonymous phrases. For example, patients 

that are unconscious and have agonal respirations meet the 

procedural indication for intubation. Using our word2phrase 

resultant set, phrases identified in system and manual 

annotations were matched for synonymy (Table 3). We were 

able to identify 93% (104 of 112 notes) coverage (match)  with 

mean LD value of 2.5 (range 0-19). 

Table 3- Word2phrase and System Annotations; 

Abbreviation: w2p, word2phrase 

Note 

w2p 

phrases 

w2p common 

token 

Synonymous best-

at-task annotation 

1 agonal shallow tachypnic shallow 

2 tachycardic sbp 80's sbp. 

3 tachycardic lungs lungs clear bilat

4 unconscious scene alert on-scene

 

Conclusions 

The present work represents one of the earliest NLP studies 

conducted in the prehospital trauma domain. Here we describe 

an approach to create an optimized NLP ensemble that when 

supplemented  with a word2phrase model allows for over 90% 

NE capture. While these results are encouraging, the 

development of an extensive prehospital trauma corpus is 

paramount to facilitate development of models with improved 

precision, and  further validation and extension of our methods. 
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Abstract 

The study was to develop the lung cancer patients’ prediction 

model for predicting 5-year survival after completion of 

treatment by using Machine Learning Technology (MLT), 

adding patient reporting (PRO) measurements of lung cancer 

survivors to a variety of clinical parameters. Finally, the 

survival prediction models with the addition of lung cancer 

survivors’ PRO measurements to the well-known clinical 

variables, based on diverse MLT, improved the predictive 

performance that explains 5-year disease-free lung cancer 

survival. 

Keywords:  

Machine Learning, Cancer Survivors, Lung Neoplasms 

Introduction 

As the number of cancer survivor increases [1, 2], one of the 

major challenges in surviving lung cancer is to predict the 

survival of lung cancer after the completion of treatment based 

on diverse patients’ information.  

In general, statistical approaches focused on inferring the 

characteristics of a population from sample data[3], MLTs are 

more suitable to develop the prediction model with dozens of 

parameters when more prognostic variables are included 

because standard statistics do not generally work in this 

situation [4].  

In fact, many recent studies have suggested that patient-

reported outcome (PRO) measurements can provide distinct 

prognostic information [5, 6], PROs may be utilized as 

predictive tools for cancer survival. Even a variety of prediction 

models for cancer mortality have been developed in the clinical 

setting based on the MLTs [7-9], there were fewer studies 

developing survival prediction model with PRO factors based 

on MLTs. 

Therefore, we evaluated the predictive performances of the 

developed mathematical models, multiple survival prediction 

models with the combination of lung cancer survivors’ well-

known clinical variables and PRO measurements, based on 

diverse MLTs compared with the well-known traditional 

prediction model only constructed based on the clinical and 

demographic variables. 

Methods 

Data Acquisition 

For this supervised learning, regular follow-ups were 

undertaken for the patients based on each hospital’s registry 

after the completion of treatment after surgery. Among finally 

contacted 836 patients, excluded 27 subjects whose survival 

status was censored until December 31, 2011. Thus, a total of 

809 patients were included in this study.  

Candidate Variables for Predictive Model 

The candidate variables for our model included demographics 

(age and sex), socio-economic status (marital status, 

educational level, monthly family income), and clinical data 

(cancer stage, local invasion of a tumor, regional lymph node 

metastasis, recurrence, number of comorbidities, treatment 

type, time since diagnosis). In addition, patient lifestyle such as 

Body Mass Index (BMI), and metabolic equivalents of task 

(MET)-hours per week for Physical activity (PA) were 

included. Baseline PRO measurements were taken in this 

modeling process.  

Data Preprocessing 

As most machine learning algorithms strictly induce knowledge 

from data, the quality of the knowledge extracted is largely 

determined by the quality of the underlying data[10]. Therefore, 

we first attempted to apply the missing values imputation based 

on some important candidate information available in the data 

set.  

Then, we grouped the candidate prognostic factors (variables 

form socio-demographic, clinical factors and PRO factors) for 

the modeling process. Before the model construction, we 

elected over-sampling producer to reduce the error costs for the 

whole imbalanced data.[11] Therefore, we balanced the number 

of ‘dead’ and ‘alive’ cases by over-sampling 617 ‘dead’ cases 

to make equivalent 713 ‘alive’ and ‘dead’ cases.  

Finally, data splitting was employed to avoid over-fitting in the 

model and to derive reliable estimates of the model 

performance.[12, 13] The holdout method randomly splits the 

whole data sample into two mutually exclusive training (80%) 

and testing (20%) sets. The training set was utilized to generate 

the prediction model and the remaining data was employed as 

a testing set to evaluate the model’s predictive performance. We 

compared demographic and clinical characteristics between 

train and test set using Chi-square and t-test.  

Machine Learning Algorithms 

Five supervised MLTs based classification model were 

employed to build each multivariate model to predict 5-year 

survival rates for Korean lung cancer survivors in training set. 

Decision Tree (DT), Logistic Regression (LR), Random Forest 

(RF) and Ensemble learnings such as Bagging or AdaBoost 

were selected for the prediction modeling process. The 

performance of the derived predictive models based on MLTs 

were also internally validated by 5-fold cross-validation. 

Model Validation and Comparison 

Each of predictive performance was assessed by the area 

(AUC) under the receiver operating characteristic curve (ROC). 

AUCs with 95% Confidence Interval (CI) were calculated for 

performance comparison between proposed five MLT based 

models.  
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Results 

Data proportions after data up-sampling, splitting 

After missing imputation was conducted, not statistically 

significant difference between the training and test data set 

were found.  

Comparisons of MLT based models’ performance 

Among the overall model performances, DT showed the lowest 

performance, RF showed the highest in accuracy (76.30% and 

82.30%, respectively), while DT showed the lowest AUC and 

RF showed the highest AUC in models (0.800 and 0.918 

respectively).  

Conclusions 

In conclusion, we found that the same proposed feature set can 

be applied into ensemble MLT algorithms (particularly random 

forest or Adaboost algorithms) to predict disease-free lung 

cancer survival.  

Table 1. Performance comparison of data mining algorithms 

based on the MLTs (cross-validation) 

Feature 

Set 

Machine learning 

algorithm 

Train  

Accuracy 

(N=912) 

Test   

Accuracy 

(M=286)

1 DT 0.625 0.692

LR 0.657 0.632

Bagging 0.655 0.706

RF 0.675 0.692

AdaBoost 0.642 0.713

2 DT 0.758 0.745

LR 0.814 0.825

Bagging 0.783 0.773

RF 0.918 0.941

AdaBoost 0.932 0.948

 

 
 

Figure 1. AUC curves comparison of models based on five 

MLTs using validation set (Model from the feature set 1) 
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Figure 2. AUC curves comparison of models based on five 

MLTs using validation set (Model from the feature set 2) 
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Abstract 

Epilepsy is a serious neurological disorder that affects nearly 

60 million individuals worldwide and it is characterized by 

repeated seizures. Graph theoretic approaches have been 

developed to analyze functional brain networks that underpin 

epileptogenic network. We have developed a Web-based 

application that enables neuroscientists to process high 

resolution Stereotactic Electroencephalogram (SEEG) signal 

data and compute various kinds of signal coupling measures 

using an intuitive user interface for study of epilepsy seizure 

networks. Results of a systematic evaluation of this new 

application show that it scales with increasing volume of 

signal data.  

Keywords:  

Electroencephalography, Workflow, Epilepsy 

Introduction 

Epilepsy is a serious neurological disorder marked by repeated 

seizures and it affects nearly 60 million individuals worldwide 

across racial, gender, and geographic boundaries [1]. More 

than 20% of these patients are refractory to anti-epileptic 

medication [2]. These patients are often considered for surgery 

for seizure freedom, which involves analysis of 

electroencephalogram (EEG) data for accurate 

characterization of the epileptogenic zone. Various measures 

for brain connectivity measures have been developed to 

provide new insights into the mechanism that underpins 

seizure onset and propagation. Many of these brain functional 

connectivity measures are derived from high-resolution EEG 

data, for example, signal data recorded from intracranial 

electrodes implanted using stereotactic techniques (also called 

SEEG signal data). The increasing availability of digital-era 

SEEG signal data from multi-institutional research studies 

requires the development of efficient data processing and 

analysis techniques that can effectively leverage the large 

volume of signal data for advancing brain connectivity 

research. 

The European Data Format (EDF) is a widely used signal data 

format that was originally designed for recording of 

polysomnography signal data [3]. However, there are several 

challenges that impede the use of EDF for large-scale signal 

data analysis especially in the context of brain functional 

connectivity studies. In our previous work, we had developed 

a new model for signal data called the Cloudwave Signal 

Format (CSF) that addressed many of the limitations of EDF 

model [4], including the support for random read access to 

specific channels. In this abstract, we describe our work that 

builds on the CSF model to implement a Web-based workflow 

platform that allows users to process and analyze SEEG data 

to compute multiple measures of brain functional connectivity. 

Related work. There has been a significant amount of work in 

the domain of brain connectivity [5]. Complex network 

analysis focus on computing graph theory-based measures, 

such as centrality and the detection of subgraph motifs, from 

network models of brain connectivity. For example, brain 

structural connectivity is used to study anatomical 

connectivity representing physical connections between brain 

regions whereas functional connectivity measures are used to 

determine functional coupling between brain regions [6]. 

These measures are used to analyze brain connectivity 

networks in healthy as well as persons suffering from 

neurological disorders such as epilepsy.  

Method 

There are three core components of our software tool, 

including: (1) a Representational State Transfer (REST) 

Application Programming Interface (API) for data processing; 

(2) a scientific workflow to integrate the API components as 

well as record metadata information; and (3) an intuitive Web-

based user interface.  

Component 1: RESTful Web Services 

We developed a Java-based RESTful API for the conversion 

of EDF files to CSF files and computation of functional 

Figure 1 – User interface with visualization of the workflow 

module status. Light blue boxes are inputs, dark blue are 

REST calls, and brown are BeanShell scripts.  
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connectivity measures. Once CSF files are created, users are 

able to calculate channel-wise correlation values. Three 

correlation measures that have demonstrated efficacy in 

determining functional connectivity between brain regions 

have been implemented: Pearson’s linear regression 

coefficient [7], a non-linear regression coefficient by Pijn [8], 

and a non-linear frequency-based measure called mean phase 

coherence [9]. The produced correlation matrices can be used 

to create adjacency matrices that describe a network graph.   

Component 2: Scientific Workflow Tool 

We used the open-source Taverna scientific workflow system 

to support large scale signal processing task and also allow 

users to visually track the entire signal processing pipeline 

[10]. Using the Taverna Workbench, we defined two 

workflow modules that take parameters as user inputs, which 

are invoked by the workflow module as REST calls. Figure 1 

shows a screenshot of the user interface with a visualization of 

the workflow execution in the Taverna Workbench. We also 

use Taverna to record workflow provenance, including inputs, 

outputs, and intermediate results to support reproducibility of 

the data processing as well as analysis tasks.   

Component 3: Intuitive User Interface 

The user interface (UI) is designed using Python Django and 

Bootstrap. The UI has been designed to be intuitive and allow 

users to execute, validate, and monitor their workflow tasks. 

The UI consists of two forms to record user input for both data 

processing and data analysis. For example, the EDF-to-CSF 

data processing form allows users to specify input as well as 

output directories, epoch duration, and the number of epochs. 

On the backend, the server makes API calls to the various 

Taverna Server endpoints to start the workflow, and takes the 

user to a status page, with a real-time updating image of the 

workflow (Figure 1).  

Results 

In order to evaluate the scalability of the tool, we conducted a 

comparative analysis of the execution of the workflow on 

datasets with different sizes of signal data. We used de-

identified data from two patients. The size of data from Patient 

1 was 4.4 gigabytes (GB), and 122GB from Patient 2. The 

results of the comparative analysis are shown in Figure 2a and 

2b for different input parameters to the data processing 

module, such as epoch duration and number of epochs per 

CSF file. Figure 2c shows the time taken to compute all three 

functional connectivity measures for different parameter 

values, including the length of the ictal event and number of 

channels analyzed.  

Conclusions 

In this paper, we describe the development of a Web-based 

user friendly software tool for large-scale signal analysis in 

epilepsy cohort studies to analyze functional brain networks. 

In future work, we plan to visualize network graphs and 

integrate computation of additional network connectivity 

measures, such as degree distribution and global as well as 

local efficiency measures.  
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Abstract 

An electronic health record (EHR) contains various clinical 

information for pharmacovigilance studies, but they remain 

difficult to use.. From 2016 to 2018, the ministry of food and 

drug safety and Korea institute of drug safety & risk 

management (KIDS) converted the EHRs of more than 9 million 

patients to a MOA common data model (CDM). KIDS 

developed the Medical record observation and assessment for 

drug safety network (MOA-Net), a web portal site to build a 

network between CDM data partners. Through MOA-Net, 

hospitals participated in pharmacovigilance studies and 

confirmed the usability and adequacy of the CDM.  

Keywords:  

Electronic health record, pharmacoepidemiology, 

pharmacovigilance 

Introduction 

Recent advances in health informatics has led to an increased 

interest in a new type of distributed database system known as 

a common data model (CDM). CDM is a database model with 

a standardized schema and vocabulary system. By using CDM, 

it became possible to perform simultaneous multi-center 

analysis using a reusable, parametrized query tool without 

exposing any kind of private information out of the medical 

institutes. In the Republic of Korea, the Ministry of Food and 

Drug Safety (MFDS) and the Korea Institute of Drug Safety & 

Risk Management (KIDS) developed an active 

pharmacovigilance system using CDM based on electronic 

health records (EHRs) since 2016. KIDS named this 

customized Korean model MOA (Medical record observation 

and assessment for drug safety)-CDM. During 2016-2017, 

MFDS constructed MOA-CDM at 9 hospitals in Korea. In 

2018, KIDS selected five major hospitals including local 

representative drug safety centers as an attempt to expand the 

CDM. Also, KIDS developed MOA-Net, a web-based, multi-

directional portal service to network government and data 

partners. Through MOA-Net, hospitals participated in 

pharmaco-vigilance studies and confirmed the usability and 

adequacy of the CDM. 

Methods 

Building MOA-CDM requires several steps such as extracting 

raw data from EHR, transforming the database schema and 

vocabularies into a common format, and loading. The standard 

schema of MOA-CDM includes essential parts of Sentinel 

CDM from the United States Food and Drug Administration 

(U.S. FDA)[1; 2] and the observational medical outcomes 

partnership (OMOP) CDM from observational health data 

science and informatics (OHDSI)[3; 4]. Since Korean hospitals 

mostly use Korean electronic data interchange (EDI) code and 

Korean standard classification of diseases (KCD) code in the 

National health insurance system, we mapped the local 

vocabularies into standard vocabularies. Local vocabularies are 

saved as source_value in OMOP CDM tables [4]. The standard 

vocabularies that we selected are as shown  below [5; 6; 7; 8]: 

Table 1. Vocabulary Mapping 

Category 

Local vocabulary 

(before mapping) 

Standard vocabulary 

(after mapping) 

Drug EDI code RxNorm

Condition KCD-7 SNOMED-CT

Procedure EDI code EDI code

Measurement Vary by hospital  LOINC

*  SNOMED-CT: Systematized nomenclature of medicine-clinical terms, EDI: 

Korean electronic data interchange, LOINC: Logical observation identifiers 

names and codes 

 

We designed the workflow of the Korean active 

pharmacovigilance system based on the CDM as follows: first, 

MFDS requests the analysis of domestic status to KIDS when a 

drug safety issue occurs. KIDS designs the analysisby  referring 

to the literature review and experts advice. Next, KIDS 

distributes the analysis module through the MOA-Net and 

invites data partners to research. Participated data partners run 

the module using their own data and provide results to KIDS 

through the portal. Finally, KIDS integrates the results from the 

data partners and suggests answers for MFDS’ safety concern. 

 

We checked the adequacy and efficiency of the pharmaco-

vigilance system based on CDM as follows. First, we 

performed abnormality detection and logical error test to 

enhance the quality of CDM data. We applied the Achilles heel 

rules from OMOP CDM [3; 4] as a standard of logical error test. 

We also checked the rate of concepts that are mapped into 

standardized vocabularies successfully. Second, we designed 

three nested, case-control studies about current pharmaco-

vigilance issues in Korea - (1) Diclofenac beta di-methyl-

aminoethanol & angioedema, (2) Clazpine & pleurisy, and (3) 

Allopurinol & thyroid stimulating hormone (TSH) increase. 

For every case, we randomly selected four controls by 

incidence density sampling method. We matched them for age, 

sex, and cohort-in-date. We aimed to calculate descriptive 

statistics of subjects, and unadjusted odds ratio (crude OR) as a 

signal statistics of adverse drug reaction. We developed 

analysis tools using structured query language (SQL) and R. 

Then, we distributed the tools and collected analysis  of results 

from data partners through MOA-Net. 

Results 

In Korea, more than 9 million patient information records from 

14 national representative hospitals were acquired to construct 
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a CDM database. The database converting EHR to CDM 

includes more than 127 kinds of clinical laboratory tests, and 

more than 5,000 drugs available in Korea. Every database 

entered the logical error test by the Achilles heel rule 

successfully. In the mapping rate test, we found some unusual 

concepts were not mapped into standard vocabularies. Most of 

the unmapped concepts turned out to be old drugs that are not 

currently used, or very new drugs in clinical trials. Continuous 

review and examination in mapping are still in progress to 

improve the quality of vocabularies by experts. 

 

A total of 6 hospitals participated in three phamacovigilance 

studies. Among the three studies, we found two significant 

adverse drug reaction signals – clozpine & pleurisy, and 

allopurinol & TSH increase. For clozapine and pleurisy, we 

identified 81 cases of pleurisy and 308 matched controls. When 

all non-users were compared with users of clozapine, the risk 

of pleurisy (unadjusted OR) was increased by 8.46 fold (95% 

CI: 1.4-51.28). For allopurinol and TSH increase, we identified 

10,663 cases of TSH increase and 42,631 matched controls. 

When all non-users were compared with users of allopurinol, 

the risk of TSH increase (unadjusted OR) was increased 3.52 

fold (95% CI: 2.96-4.20). Although these statistics are not 

enough to conclude the relationship between drug use and 

adverse effect in the way that it is an unadjusted result, it still 

implies considerable association as a signal statistics. For 

diclofenac dimethylaminoethanol and angioedema, we couldn’t 

assess the relationship because diclofenac use was considerably 

rare in our subjects. However, we identified significant 

differences in Non Steriod Anti Infammatory Drugs (NSAIDs), 

antibiotics use and history of  urticaria which are all well-

known risk factors in angioedema. The analysis result is as 

follow: 

Table 2. Pharmacovigilance Results 

Subject 

Case 

(N) 

Control

(N) 

OR 95% C.I. 

Diclofenac-

angioedema 
1,719 6,876 1.33 0.14-12.85 

Clozapine-

pleurisy 
81 308 8.46 1.4-51.28 

Allopurinol-

TSH increase 
10,663 42,631 3.52 2.96-4.20 

Conclusions 

The Korean pharmacovigilance system based on MOA-CDM  

promises for active drug safety surveillance. As a result of 

performing several projects via MOA-CDM 

pharmacovigilance system, we found that the CDM system is 

faster and more efficient than analyzing health claims data to 

answer drug safety concerns. Also, it was possible to elaborate 

on research designs for adverse drug reaction using clinical 

information such as laboratory test results.  

However, we need to overcome some difficulties in using 

CDM. First, we should consistently improve quality of data and 

vocabulary mapping. Also, hospitals should update their data 

periodically to assess the safety of new drugs. Therefore, 

automatic, real-time ETL (extraction-transformation-loading) 

and mapping engines should be developed by hospitals. 

Second, there is a risk of serious underestimation in 

pharmacovigilance studies using CDM because interhospital 

data sharing is impossible. For example, if a patient was 

prescribed medication elsewhere first and visited the hospital 

after they noticed an  adverse drug reaction, an algorithm would 

classify him as a non-exposed case. On the other hand, if a 

patient was prescribed medication in a hospital and visited the 

hospital again when they noticed adverse drug reaction, an 

algorithm would classify him as an exposed control. Thus, 

researchers should be aware of the risk of bias and carefully 

interpret analysis result from CDM. Also, more medical 

institutional participation is requisite to enhance the 

effectiveness of this network. 
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Abstract 

A diagnostic model of general diseases could help general 
practitioners to decrease misdiagnoses and reduce workload. 
In this paper, we developed a neural network model that can 
classify potential diagnoses among 100 selected common 
diseases based on ambulatory health care data. We propose a 
novel approach to integrate domain knowledge into neural 
network training. The evaluation results show our model 
outperforming the baseline model in terms of knowledge 
consistency and model generalization. 
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Introduction 

Community hospital centers (CHCs) are primary clinical 
institutions in which general practitioners (GPs) provide 
services to people nearby. Diagnosing patients with various 
types of diseases requires GPs to grasp a wide range of clinical 
knowledge. However, CHCs in China are facing a severe 
shortage of skilled GPs, resulting in a considerable number of 
misdiagnoses [1,2]. To reduce the misdiagnoses and workload 
for GPs, a practical solution is to provide an auxiliary diagnosis 
service. There are two main types of diagnostic models in 
clinical practice: knowledge-driven models and data-driven 
models. Knowledge-driven models depend on domain 
knowledge and usually provide reliable recommendations. 
However, medical knowledge is hard to acquire and often too 
general to address individual cases. Alternately, data-driven 
models can extract finer hidden patterns or relationships from 
many patients’ records and achieve a wide coverage of diseases. 
However, due to the overall optimization goal in the model 
building process,  diagnoses provided by data-driven models 
could be unreasonable for some individual cases. 

In this paper, we developed a diagnostic model that consists of 
both data and knowledge to address the specificity of individual 
patients and the use of general diagnoses. We build a data-
driven neural network model as the baseline model based on the 
Centers for Disease Control and Prevention’s (CDC) 
ambulatory health care data [3]. Then we integrate domain 
knowledge including a knowledge graph, hierarchy 
information, and symptom frequency into the neural network 
training by applying an iterative training method, doing 
multitask learning, and modifying neural network structures. 

Methods 

We extracted ambulatory health care data from the National 
Hospital Ambulatory Medical Care Survey (NHAMCS) and the 
National Ambulatory Medical Care Survey (NAMCS) 

provided by the CDC. We obtained over 2 million records from 
1995 to 2015. The dataset contained patient information such 
as demographics (sex, age), medical history, symptoms, and 
diagnoses. Table 1 shows the feature vector of patient 
information extracted from the dataset. Diagnoses are indicated 
by international classification of disease 9th version (ICD-9) 
codes in the dataset. We filtered the diagnosis list and selected 
the top 100 common diseases as our target diseases. 

Table 1- Input features. 

Feature Description 
age age of patient, integer 
sex sex of patient, dummy variable 

Symptom 
(1-798) 

the symptoms that the patient report, 
corresponding to 798 columns, with each 
being a dummy variable 

past medical 
history 
(1-72) 

24 kinds of disease history of the patient. 
Each disease history corresponds to 3 
columns, with each represents 'yes', 'no', 
and 'NA', respectively 

We considered the following types of domain knowledge. 

1. Knowledge graph: The typical symptoms of diseases. 
We collect information on relations between diseases 
and symptoms from sources like OMAHA 
(http://www.omaha.org. cn/),Wanfang 
(http://www.wanfangdata.com.cn/index. html), and 
SNOMED CT (http://www.snomed.org/) to construct 
our knowledge graph. 

2. Hierarchy information: The additional labels of 
diseases from different dimensions. We obtain the 
clinical departments of the target diseases by 
consulting qualified physicians. 

3. Symptom frequency: Conditional probabilities of each 
symptom given diseases. 

Figure 1 shows the final model on which we applied all domain 
knowledge including knowledge graph, department 
information, and symptom frequency to the baseline model. For 
the baseline model, inputs are feature vectors of patient 
information. The output gives confidence for each potential 
disease. The input layer and output layer are connected by two 
fully connected hidden layers. Hyperbolic tangent is used as the 
activation function for all the connections. Cross entropy loss is 
used for optimization. 

To add knowledge to our data-based models, we first added the 
knowledge graph to the training procedure using an iterative 
training method. We defined two types of training steps. The 
first one is training steps on the training dataset. The second one 
is training steps on the knowledge graph. During the first type 
of training steps, all parameters would be optimized. During the 
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second type of training steps, we only trained the parameters 
related to symptoms covered in the knowledge graph. These are 
marked as blue nodes in Figure 1. This prevents other 
parameters from being misadjusted. In addition, we performed 
training steps on the knowledge graph for every 10 iterations of 
training steps on the training dataset.  

 

Figure 1 - Neural network Integrating all three types of 
domain knowledge. 

Secondly, we made use of clinical department information. The 
green nodes represent the network for department prediction. 
The model for disease prediction shares nodes of the model for 
department prediction through the last hidden layer of the latter. 
During model training, the training step for the department 
prediction model is executed once after every training step for 
the disease prediction model to maintain the functionality of the 
hidden nodes for department prediction. 

Finally, we added symptom frequency into the input layer. 
Aside from external informational like the knowledge graph 
and hierarchy information, there is information inside the data 
itself that can contribute to the classification model. The 
conditional probability of a symptom given each disease 
(referred to as symptom frequency) is such information inside 
the data that we can extract before training the neural network. 
We added that information into the input of the neural network, 
which is represented by the red node in Figure 1. 

Results 

The CDC dataset was randomly split into training and test 
datasets with a ratio of 8 to 2. We also retrieved data from Ping 
An Good Doctor, one of the largest disease diagnostic 
consulting online platforms providing real time connections 
between patients and doctors, as an additional test set to check 
model generalization [4]. We used metrics of micro and macro 
AUC [5], and accuracy on the test dataset, knowledge graph, 
and Ping An Good Doctor dataset as criteria to evaluate our five 
models. Accuracy at X (accu@X) is calculated as the ratio that 
the top X output diagnoses cover the true label.  
Models 1-5 represent, respectively, the baseline model, model 
integrating the knowledge graph, department information, and 
symptom frequency, and the final model integrating all three 
above. As shown in Table 2, Model 4 achieved the best 
performance. It also can be seen that the five models didn’t 
outperform each other significantly on the test dataset, which 
means that all five models fit the CDC dataset well. Table 3 
shows the model performance of the Ping An Good Doctor 
dataset and knowledge graph. Model 2 and Model 5 were much 
more consistent with the knowledge graph compared to the 
other three models. It indicates that our method of iterative 
training on data and knowledge can successfully improve 
model consistency with the knowledge graph without 
sacrificing accuracy on the CDC test data. As for the accuracy 
of the Ping An Good Doctor dataset, all the modified models 
outperformed baseline Model 1. Among the modified models, 

Model 2 presented better generalization and higher accuracy on 
the Ping An Good Doctor dataset compared to the other models. 
Taking all results into consideration, Model 5, the model that 
integrated all the three types of domain knowledge, provides 
good knowledge consistency and high accuracy on both the 
CDC test data and Ping An Good Doctor dataset. 

Table 2- Performance on test dataset. 

Mode
l 

micro 
AUC 

macro 
AUC accu@1 accu@3 accu@5 

1 97.09% 95.46% 47.93% 72.19% 81.24% 
2 96.95% 95.10% 47.27% 71.66% 89.83% 
3 97.28% 95.71% 48.38% 72.90% 81.79% 
4 97.34% 95.82% 48.38% 72.98% 81.71% 
5 97.22% 95.71% 47.38% 71.97% 81.14% 

Table 3- Performance of the Ping An Good Doctor and 
knowledge graph datasets. 

 Accuracy on Ping An Good 
Doctor data 

Accuracy on 
knowledge graph 

Model accu@1 accu@3 accu@5 accu@3 
1 21.16% 36.65% 45.31% 34.81% 
2 23.30% 41.05% 50.57% 84.65% 
3 23.30% 37.78% 47.44% 34.85% 
4 22.87% 39.49% 49.29% 38.15% 
5 21.31% 38.92% 50.85% 81.20% 

Conclusions 

In this study, we introduced an approach to integrate domain 
knowledge into a neural network for general disease diagnosis. 
The evaluation results showed that compared with the pure 
data-driven approach, our approach can lead to better 
performance in terms of knowledge consistency and model 
generalization on other data without sacrificing accuracy on the 
test data. 
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Abstract 

Nephrosis is disease characterized by abnormal protein loss 
from impaired kidney. We constructed early prediction model 
using machine learning from clinical time series data, that can 
predict onset of nephrosis for more than one month. Long short-
term memory capable of recognizing temporal sequential data 
patterns, was adopted as early prediction model for nephrosis. 
We verified our proposed prediction model has higher accuracy 
compared with those of baseline classifiers by 5-fold cross 
validation. 
Keywords:
Decision support techniques, supervised machine learning, ne-
phrosis 

Introduction 

Nephrosis is disease characterized by abnormal protein loss 
from impaired kidney. The disease sometimes results in acute 
kidney injury, venous thrombosis, or severe infection due to 
lowered oncotic pressure and immunoglobulin loss. Therefore, 
early detection is beneficial for patients.  
In this research, we aimed to develop early prediction model 
using machine learning from clinical time series data that can 
predict rise of nephrosis. There were several issues to tackle 
when constructing the nephrosis prediction model, including 
selection of interpolation and classifier methodologies. As for 
interpolation, clinical time series data were sometimes partially 
collected, we must compensate missing values with 
consideration of temporal transitions. Selection of classifier 
also must consider temporal relationship of clinical time-series 
data. 
To solve these problems, we adopted Recurrent Neural 
Network Model (RNN), which can recognize sequential data 
patterns, to deal with time series information. Subject 
examination data covered in this study was multi-dimensional, 
and number of examinations varied among patients. RNN is 
suitable for these kinds of data [1]. Unlike ordinary neural 
networks such as Multi-Layer Perceptron (MLP), RNN learns 
with consideration for relationship of continuous data by 
constructing weighted join that loops to hidden layer. In RNN 
architecture (simple RNN) composed only of simple weighted 
connections, vanishing gradient problem occurs at time of 
updating weights, and learning taking long-term time-series 
information into account is not guaranteed. To tackle this 
problem, Long Short-Term Memory (LSTM) had been 
proposed [2]. LSTM networks are well-suited to classifying, 
processing, and predicting based on time series data, since there 
can be lags of unknown duration between important events in a 
time series. In this study, LSTM was adopted as early pre- 
diction model, and results of prediction using simple RNN and 
LSTM model were compared. 

As for interpolation methods, we selected basic mean-value 
interpolation and linear interpolation methods, and adopted the 
most accurate method. 
 

 

Figure 1 – Process of nephrosis prediction 

Methods

Figure 1 illustrates steps of nephrosis prediction. The process 
of prediction can be divided into preprocessing and 
classification. In preprocessing, system first interpolates them 
with either mean-value interpolation or linear interpolation and 
then normalizes clinical time-series data with z-score 
normalization. After preprocessing, data is given to the 
classifier and acquire positive/negative value, meaning that 
patient may become nephrotic or not. 
The prediction model was implemented with Python 3 and 
conventional classifiers, Support Vector Machine (SVM) [3] 
and Random Forest [4] were implemented with scikit-learn 
package; while simple RNN and LSTM were implemented with 
keras package (tensorflow backend). RNN and LSTM used in 
this experiment only had one hidden layer and number of units 
was 10. To prevent over-fitting, we added a dropout layer and 
set its probability as 0.3. Finally, softmax layer was applied to 
classify the positive/negative of future rise of nephrosis. The 
error function was categorical cross entropy, optimization 
method was Adam. The mini batch size was 16, and learning 
epoch was 50.  
The clinical time-series data was collected from anonymous 
dataset of patients who visited Kyoto University Hospital over 
more than four times. Approximately 50,000 samples of 2,700 
patients (377 patients were positive and rest negative) for five 
years were collected for the experiment. In addition, with 
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reference to opinion of the internal medicine kidney doctor, 12 
examination items; ALB, BUN, CRE, CRP, Ca, Cl, IP, K, Na, 
T-CHO, PCR and TP, were extracted as values to be correlated 
with nephrosis.  

Results 

To verify our proposed early prediction model, we conducted 
two types of experiments, comparison with baseline methods 
and verification of the proposed model in temporal domain. 
As for comparison with baseline methods, we verified the 
proposed nephrosis prediction model with combinations of two 
types of interpolation, which were mean-value interpolation 
and linear interpolation, and four types of classifiers, which 
were SVM, Random Forest, simple RNN, and LSTM. In total, 
we verified accuracies of eight kinds of identification methods 
by 5-fold cross validation (80% for training, 20% for 
validation). Figure 2 shows comparison of prediction accuracy 
of each method. LSTM had highest accuracy among prediction 
models. In comparing interpolation methods between RNN and 
LSTM, mean-value interpolation was more accurate than linear 
interpolation. 
As for verification of proposed model in temporal domain, we 
collected another dataset 1, 2, 3, and 4 months respectively 
before detection of nephrosis and fed each ranged data to the 
LSTM classifier with mean-value interpolation. Figure 3 
illustrates transition of accuracies of the proposed prediction 
model.  From Fig. 3, we can see that the shorter the term, the 
more accurate the prediction was with the proposed model. 
Meanwhile, accuracy was not drastically decreased, even with 
the test-set from the entries of four months before.

Discussion 

The comparison of baseline methods (Fig. 2) revealed that 
combinations of mean-value interpolation and LSTM has a 
higher performance with the experimental data. The results that 
mean-value interpolation has higher performance than linear 
interpolation indicate that transition of clinical data is non-
linearly distributed and mean-value interpolation could be 

relatively better for the clinical time-series data. To apply more 
appropriate method to compensate for missing values, such as 
[5], would be future work. 
 
Verification of the proposed prediction method with temporal 
domain (Fig.3) reveals that even with clinical time-series data 
that is collected four months before the detection of nephrosis, 
our proposed method has a good performance. This indicates 
that our proposed prediction model is suitable for early 
detection of nephrosis. 

Conclusions 

In this study, we aimed to develop a prediction model based on 
LSTM that enables early detection of nephrosis. Experimental 
results showed that the prediction model using LSTM with 
mean-value interpolation had the best performance among the 
comparison of two interpolation methods and four types of 
classifiers. The experimental results with temporal domain 
comparison reveals that the proposed prediction model could 
have a stable prediction rate even with the clinical data that was 
collected four months or less from the detection of nephrosis. 
The experimental results indicate that our proposed nephrosis 
prediction model is effective for the early detection of nephrosis 
both for accuracy and foresight.  
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Abstract 

This work describes the design and building of a Chinese 
clinical terminology (called CCTS). The terminology is similar 
to an ontology, and will promote the use of Chinese clinical 
data, such as indexing, retrieval and exchange. The 
terminology is a TOPL concept framework, which integrates 
hierarchical structures of Chinese and interenational reference 
terminology standards for health. Our framework includes 14 
subtrees, 2286 classes and 65 relationships. 

Keywords:  

Vocabulary, Electronic Health Records, Reference Standards 

Introduction 

Wide implementation of electronic health record systems in 
China has made clinical data available electronically. However, 
little effort has been devoted to building a national clinical 
terminolgy, limiting the use of clinical data for indexing, 
retrieval, and exchange. Motivated by this, we developed a 
Chinese clinical terminology, named Chinese Clinical 
Terminology System (CCTS). We divided this work into two 
phases: the first phase is the top-level design, constructing the 
top concept framework of CCTS; the second phase is the 
refinement and expansion, collection and organization of more 
terms and concepts according the top concept framework. In 
this paper we introduce the top-level design. 

Methods 

First, we analyzed main knowledge types in Electronic Medical 
Records (EMR) according to the Specification for Sharing 
Document of Electronic Medical Record and Basic Dataset of 
Electronic Medical Record released by National Health 
Commission of the People’s Republic of China (NHCPRC). 
This analysis indicated the scope of the terminology. Domain 
experts then manually selected the 14 top classes. 

 Then, we extracted the top 5 level concepts from terminologies 
and code systems (Table 1). These concepts are recommended 
in Chinese and international health information standards. The 
5 level concepts were extracted in the following steps:  

1. Manually determine the best reference subtree for 
different classes by evaluating and ranking them for 
different classes  

2. Merge other related subtrees by string matching and 
rules 

3. Recommend preferred term for classes according to 
reference books published by the China National 
Committee for Terms in Sciences and Technologies 
(CNCTST) 

4. Inspect hierarchical relationship manually  

5. Define other medical semantic relationships among the 
first 5 level classes referring to semantic relationships 
in the Unified Medical Language System (UMLS) 

Results 

Our top-level design phase produced 2369 high level concept 
classes, organized into 14 subtrees (Table 2) with 65 kinds of 
semantic relationships. We recommend 136 core reference 
sources for lower subtrees. We are in the process of extracting 
and fusing lower subtrees from those sources.   

Discussion 

This paper describes the development of CCTS through a top-
level concept framework that integrates hierarchical structures 
of Chinese and international reference standards for health 
terminology, as well as expert knowledge. Reference sources 
for each subtree to build lower subtrees were also 
recommended, which will be used to guide the construction of 
the terminology system.  

Information model design for different concept classes and 
extracting Out-of-Vocabulary words from EMRs using medical 
natural language processing (MedNLP) technology will be used 
in future work. We anticipate that CCTS will cover common 
medical terms and concepts in various EMR systems in China, 
and can be used to greatly facilitate EMR searching, retrieval, 
clustering, and reasoning, by providing rich sets of synonyms 
and various clinical relationships. Correspondingly, it also can 
promote the  interoperability of EMRs by intergating Chinese 
and international health reference standards. 

Conclusions 

Design of the top concept framework is the first step towards 
building a domain terminology system or ontology. Integrating 
multiple resources is an efficient way to achieve this goal, and 
domain experts are indispensable. We envision the top concept 
framework will be used to guide the next phase of CCTS. 
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Table 1– Some Core References for The 14 Subtrees 

Top Classes Core References 
(Disease 

Diagnosis) 

Disease Classification 
and Code (GB/T14396, 
China); ICD 10, 
SNOMED CT, Disease 
Ontology  

(Organism) MeSH 

(Anatomy) FMA, MeSH 

(Observable and 
Examinable Object) 

SNOMED CT  

(Clinical 
Manifestation) 

Health Information Data 
Metadata Catalogue Part 
6: Chief Complaints and 
Symptoms (WS 363.6, , 
China); SNOMED CT, 
HPO 

(Diagnosis and Treatment 
Item, Technique and 
Method) 

Clinical test item 
classification and code 
(WS/T102, China), 
Health information 
data element catalogue 
Part 9: Laboratory 
examination (WS 
363.9, China), ICD-9-
CM-3, LOINC 

 

(Chemical Drug and 
Biological Product) 

ATC, Chinese 
Pharmacopoeia 2015 

(Medical Equipment, 
Instrument and Material) 

Social Insurance Medical 
Service Classification 
and Code (LD/T01-2017, 
China), Health 
information data element 
value code Part 16: 
Drugs, equipment and 
materials (WS 364.16, 
China) 

(Substance) SNOMED CT 

(Psychology and 
Behavior) 

SNOMED CT 

(Environment 
and Geography) 

World and Region Name 
Codes (GB/T2659-2000, 
China) 

(Event, Accident and 
Disaster) 

ICD-10, MeSH, 
SNOMED CT 

(Demographic and 
Socioeconomic 
Characteristic) 

Health Information Data 
Metadata Catalogue Part 
3: Demographic and 
socioeconomic 
characteristics (WS 
363.3-2011, China), 
Health information data 
element value code Part 
3: Demographic and 
socioeconomic 
characteristics (WS 
364,3-2011, China) 

(Qualifier) SNOMED CT 

 

 Table 2– The Number of First 5 Level Classes 

Subtrees 
Level 
2 

Level 
3 

Level 
4 

Level 
5 

Disease Diagnosis 24 145 434 183 
Organism 4 13 83 9 
Anatomy 18 78 45 6 
Observable and 
Examinable Object 

27 - - - 

Clinical 
Manifestation 

5 38 54 1 

Diagnosis and 
Treatment Item, 
Technique and 
Method 

14 86 258 232 

Chemical Drug and 
Biological Product 

25 98 98 - 

Medical 
Equipment, 
Instrument and 
Material 

11 40 149 - 

 Substance 9 36 26 7 
Psychology and 
Behavior 

3    

 Environment and 
Geography 

7 4 10 2 

Event, Accident and 
Disaster 

3 25 - - 

Demographic and 
Socioeconomic 
Characteristic 

2 27 6 - 

Qualifier 24 - - - 

Acknowledgements 

This paper was funded by The Chinese Academy of Medical 
Sciences (Grant No. 2017-I2M-3-014) 

References 

[1] Fisher H M, Hoehndorf R, Bazelato B S, et al., DermO; an 
ontology for the description of dermatologic disease, 
Journal of Biomedical Semantics 7 (2016), 38-46. 

[2] Dramé K, Diallo G, Delva F, Dartigues JF, Mouillet E, 
Salamon R, Mougin F, Reuse of termino-ontological 
resources and text corpora for building a multilingual 
domain ontology: an application to Alzheimer’s disease. J 
Biomed Inform 48 (2014), 171-82. 

[3] Malhotra A, Younesi E, Gündel, Michaela, et al., ADO: A 
disease ontology representing the domain knowledge 
specific to Alzheimer’s disease, Alzheimer’s and Dementia 
10.2 (2014), 238-246. 

 
Address for correspondence 
Corresponding author : Haixia Sun 
Email: sun.haixia@imicams.ac.cn  

H. Sun et al. / Top-Level Design of a Normalized Chinese Clinical Terminology 1599



The Acquisition of Structured Clinical Data  

from a Document-Based Electronic Medical Record System 

Toshihiro Takeda
a

, Dongyao Zhang
a

, Shoya Wada
a

, Akito Nakagawa
a

,  

Kento Sugimoto
a

, Shirou Manabe
a

, Yasushi Matsumura
a

 

a 

Department of Medical Informatics, Osaka University Graduate School of Medicine, Suita, Japan 

 

 
Abstract 

Our hospital stores all clinical records as Portable Document 

Formats (PDFs). These PDFs are delivered by each system 

with a document profile XML file. Using this interface, the items 

thought to be important for clinical studies are described in the 

document profile XML and delivered to the data warehouse 

(DWH). In case clinical data not stored in the DWH are needed, 

we extract the data from PDF documents. Even from scanned 

PDFs, the data can be extracted with high accuracy.  

Keywords:  

Electronic Health Records, Data Warehousing, Information 

Storage and Retrieval 

Introduction 

In parallel with the normal electronic medical record (EMR) 

system, our hospital operates a document-based EMR system 

called the Document Archiving and Communication System 

(DACS) [1]. With the DACS, the printed images of all medical 

records stored as Portable Document Formats (PDFs) are 

delivered to the DACS database with its document profile XML 

file. The DACS has a mechanism for promoting the secondary 

use of EMR data, especially those from departmental systems. 

In this paper, we outline the methods of transferring clinical 

data to the data warehouse (DWH) using the DACS. 

Clinical data not stored as structured data are often needed in 

clinical retrospective studies. Since examination reports tend to 

be described in the same fixed format at each hospital, the data 

may be extracted from PDF documents. For the data extraction, 

Ortigosa et al. [2] tried to extract data from electrocardiograms. 

However, no other studies have evaluated the ease of extracting 

data from PDF examination reports, especially from scanned 

reports stored as PDFs. The secondary purpose of our study was 

therefore to verify the accuracy of the values extracted from 

examination reports stored as PDFs. 

Methods 

The Collection of Clinical Data from Departmental 

Systems 

The DACS is configured with a document generator, deliverer, 

archiver and viewer. The document deliverer transfers the 

document profile XML to the document archiver. Using this 

interface, the items thought to be important for clinical studies 

(important items) are selected beforehand, described in the 

document profile XML and delivered to the DWH. To assess 

the current status of data stored through the document deliverer, 

we analyzed how many records are stored in our DWH in a one-

month period (August 1-31, 2018). 

Acquisition of Data from Examination Reports by 

Analyzing the Contents of PDF Files 

In case clinical data not stored in the DWH are needed, the 

contents of the PDF files must be analyzed in order to acquire 

the data. Since examination reports often have characteristic 

layouts for each type of examination, the target result values 

can be identified by the fixed expression described in the 

examination report. 

System Overview 

We used the programming language Python to develop our 

program. From the Python library, we used pdfminer.six for 

operations involving the PDF contents. In the PDF file, the 

contents are defined by character strings and the coordinates of 

their four corners. Our program performs the following 

processes: identification of the target page, identification and 

acquisition of the target data, accuracy management of the 

acquired data, and writing out the acquired data.  

Identification of the Target Page 

In order to identify the target page in which the target data is 

described from multi-page reports, we used the character string 

existing only on the target page as a marker.  

If there was no single marker that existed only on the target 

page, pages were identified based on multiple markers or 

markers and their coordinate values. 

Identification and Acquisition of the Target Data 

If the target data is in the form of a character string in which the 

descriptions of the same column are invariant is used as a 

marker. For example, using "patient ID:" as a marker, the 

program searches for the target character string on the page, and 

the subsequent numerical value is acquired as the patient ID. If 

the target data are described in tabular form, a character string 

in the first column (title column) and in the first row (title row) 

are set as markers to determine the coordinate at which the 

target data are described.  

 

Figure 1 – Explanation of the method for acquiring  

tabular data. 

Figure 1 shows a sample attempt at acquiring data using this 

method. The target value was the average bone mineral density 

(BMD) (target value = 1.141). We set “Total” in the first 
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column and “BMD” in the first row as markers. “Total” defines 

the coordinate of the Y-axis (Y1 and Y2), and “BMD” defines 

the coordinate of the X-axis (X1 and X2). The target data point 

is defined as the value from (X1, Y1) to (X2, Y2). 

Data Acquisition from Scanned PDF Documents 

For the scanned PDF documents, we used the optical character 

recognition (OCR) software program, the ABBYY Fine Reader 

14 (developed by ABYY Company). The function ABBYY Hot 

Folder can convert images of printed text to machine-encoded 

text. In order to acquire the target data from scanned PDF 

documents, the device for marker selection, the setting of the 

acceptable range of coordinate values, and the accuracy 

management are needed due to the scanning condition and OCR 

accuracy.  

Validation Target 

In this study, we focused on a respiratory function test report 

and an X-ray BMD measurement report. 

The respiratory function test report consists of a single page. 

The target data were the forced vital capacity percent (FVC(%)) 

and forced expiratory volume one second percent (FEV1.0%). 

The markers we set were “FVC” and “Ps/Pr” for the FVC(%) 

and “zissoku (described in Japanese kanji characters)” for the 

FEV1.0%. 

The X-ray BMD measurement report is scanned document, so 

OCR must be used to acquire the target data. We attempted to 

acquire the BMD values of lumbar spine and femur and their 

peak reference (PR) values. The target data were the report 

name, patient ID, examination date, BMD and PR. The X-ray 

BMD measurement report consists of several pages. To identify 

the target page, we searched for the character string “f Lumber 

Spine”, “f Left Hip” and “f Right Hip”, all of which indicate the 

examination region, and “Total” with its coordinate. The target 

data of the report name, patient ID and examination date are 

described in the form of character strings, so we set the fixed 

characters “Scan Type”, “Patient ID” and “Scan Da” as 

markers. The target data of the BMD and PR are described in 

tabular form, so we set “Total”, “BMD” and “PR” as markers. 

To ensure the accurate management, we defined the “BMD” as 

a 5-digit number over 0.1 and “PR” as an integer over 10. 

Results 

The Current Status of Data Storage through the DACS 

On August 31, 2018, the main system and 21 departmental 

systems were connected to the DACS, and 1,614 document 

types totaling 484,479 documents were registered to the DACS 

from August 1-31, 2018. A total of 9,291 kinds of important 

items were set in 697 documents from 13 departmental systems. 

From August 1-31, 2018, a total of 4,636,976 important items 

from 44,818 documents were stored on the data sharing server 

and in the DWH. 

Acquisition of Data from Examination Reports by 

Analyzing the Contents of PDF Files 

The Analysis of the Respiratory Function Test Report 

We analyzed 147 respiratory function reports stored as PDFs. 

Our system was able to acquire the FVC(%) and FEV1.0% 

values from every report. We visually confirmed that all values 

had been accurately acquired. 

The Analysis of the BMD Measurement Report 

We analyzed the X-ray BMD measurement reports of 598 pa-

tients. A total of 2,735 pages were analyzed, with target data 

written on 1,057 pages. If all target data could not be obtained 

from the target pages, these pages were treated as errors by our 

system. The number of such pages that the system treated as 

error was 165; the reasons for the errors are misidentification of 

the target page (misrecognition of the marker used to identify 

the target page, 62 pages), misidentification of the target data 

(misrecognition of the marker used to identify the target data or 

of the entire character string of the target data, 73 pages) and 

the errors by the accuracy management (misreading of the 

target data by the program, 30 pages). These errors occurred 

mainly because the OCR software program misread the charac-

ter string. We confirmed that the values obtained from the re-

maining 892 reports are all accurate. 

Discussion 

The EMR system must be designed to accumulate structured 

data in the DWH for the secondary use of clinical data. It is 

difficult to store data from every departmental system because 

of the increased costs. The infrastructure of the DACS to 

deliver PDF clinical documents from departmental systems to 

the DACS server with their respective document profile XML 

files could be used to store such clinical data in the DWH. 

Despite our efforts to accumulate a substantial amount of data 

in the DWH, some clinical data are still not stored in the DWH 

because of the difficulty of the setting due to manufacturer's 

technical reasons. The findings of the present study concerning 

the acquisition of data from PDF reports show that our approach 

can be used to obtain data for clinical research. 

However, markers for each kind of report must still be manually 

set using our system. Multicenter clinical studies will likely 

include data in different formats for each facility involved, and 

marker setting will be required for each format. If markers 

could be automatically set based on marked target values by 

machine learning, our program could be applied more widely.  

Conclusions 

Important items can be stored in our DWH from various 

departmental EMR systems using a document profile XML file 

based on the infrastructure of our document-based EMR 

system. Even data not directly stored in the DWH can be 

extracted by analyzing the clinical document PDF with high 

accuracy. The combination of these methods can promote the 

secondary use of clinical data. 
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Abstract 

The objective of this study was to determine how well a subset 

of SNODENT, specifically designed for general dentistry, 

meets the needs of dental practitioners. Participants were 

asked to locate their written diagnosis for tooth conditions 

among the SNODENT terminology uploaded into an 

electronic dental record.   Investigators found that 65% of 

providers’ original written diagnoses were in “agreement” 

with their selected SNODENT dental diagnostic subset 

concept(s).  

Keywords:  

Electronic Health Record; Electronic Dental Records; 

SNOMED-CT 

Introduction 

Recently, SNODENT (a subset of SNOMED CT since 2013) 

and DDS (an interface dental terminology) were harmonized 

[1-3]. The combination of these two terminologies led to the 

2017 accreditation of SNODENT, a dental diagnostic 

terminology as the standard by the American National 

Standard Institute (ANSI) and the American Dental 

Association (ADA), and the creation of two subsets, SNO-

DDS and SNO-DDS General Dentistry [2,3].  To date, 

SNODENT, a dental diagnostic terminology, or any of its 

subsets, have yet to be thoroughly evaluated for content 

coverage and completeness.  The ADA Practice Institute 

developed a subset through expert opinion and consensus for 

use in the dental clinics of the School of Dentistry, University 

of Detroit Mercy, MI. The subset was developed to facilitate 

efficient documentation of common dental conditions seen in 

a general dentistry setting. Therefore, the objective of this 

study was to determine how well this subset of SNODENT 

met the needs of dental practitioners.  

Methods 

A subset of the SNODENT terminology (410 unique 

concepts), was uploaded into the training module of axiUm 

6.x (Exan corporation, Vancouver, BC, Canada), the Indiana 

University School of Dentistry’s electronic dental record 

(EDR).  

We recruited a convenience sample of 20 participants, 

consisting of six faculty and fourteen third-year and fourth-

year dental students. Participants were either full-time clinical 

faculty or third-year or fourth-year dental students to ensure 

they were familiar with documenting patient care in the EDR 

system.   

Investigators selected a record describing a dental case-patient 

(herein referred to as “case-patient”), originally explained in a 

previous study [4]. The record included the case patient’s 

health history information and oral findings related to 

periodontal disease and caries. Specifically, the case-patient 

had poor oral hygiene, generalized gingival inflammation, 

mesial and distal primary caries on anterior teeth, cracked 

teeth, secondary caries, extensive decay with pulp exposure, 

and a periapical radiolucency. 

Upon enrollment into the study, participants were asked to 

review the record and to “think aloud” as they examined the 

case patient’s medical history, dental findings, clinical 

photographs, and radiographs. The “think aloud” method 

includes the participant verbalizing their thoughts and actions 

as they carry out tasks [5-7] The entire session was audio-and 

video-recorded to capture participants’ interactions and 

thoughts. Each participant thought aloud while reviewing the 

case-patient record and while writing dental diagnoses for 

eight teeth and the overall gingival health of the case-patient 

on a paper form. 

Continuing to “think aloud,” participants next worked within 

the treatment planning module of the EDR to locate and select 

the “best” SNODENT diagnostic terminology(s) for each of 

their written diagnoses. Afterward, participants rated their 

satisfaction on their selected SNODENT concept and its 

ability to represent their original written diagnosis. 

Specifically, each participant was asked to determine if they 

were “completely,” “partially,” or “not at all” satisfied with 

each SNODENT concept selected within the EDR.    

In addition to participant observation, we recorded 

participants’ interactions with the EDR using screen and voice 

capturing software Camtasia® (TechSmith Corporation, 

Okemos, MI, USA). At the end of the study session, each 

participant completed a questionnaire consisting of four Likert 

scale questions as well as two open-ended questions. The 

questionnaire was designed to assess the participants’ opinions 

on the use and clinical value of the subset presented to them in 

the EDR. 

Data Analysis 

Two investigators (HT & ZS) independently compared each 

participants’ written diagnoses and the corresponding 

SNODENT concept selected from the subset of SNODENT 

concepts uploaded into the EDR. Written diagnoses and 

selected SNODENT concepts were considered in “agreement” 

if they represented analogous clinical meanings. Conversely, 

if the written diagnosis and the selected SNODENT concept 

were different in meaning or intent, the match was labeled as 

“non-agreement” by investigators. Differences between the 
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two investigators’ classification of “agreement” and “non-

agreement” cases were resolved through discussion with a 

third investigator (TT). Inter-rater reliability between the two 

investigators was calculated using Cohen’s Kappa coefficient. 

Further, the percentage of SNODENT concept selections 

deemed in “agreement” with the participant’s written 

diagnoses was calculated.  In addition, the percentage of 

agreement among subgroups (students versus faculty) was 

compared using a generalized estimating equation (GEE) 

model for logistic regression. 

We calculated the overall percentage of participant 

satisfaction with their selected SNODENT concept. Students’ 

satisfaction with their selections was compared to faculty’ 

satisfaction using a GEE model for ordinal logistic regression. 

Regressions were performed with a 95% confidence interval at 

a p-value of 0.05. The software IBM SPSS Statistics Version 

23 (SPSS, Inc., Chicago, IL, USA) was used to perform 

statistical analysis. Descriptive statistics were utilized to 

evaluate the Likert scale questions of the end questionnaire. 

Qualitative content analysis was used to determine any 

recurring themes in the open-ended responses of the end 

questionnaire. The recordings were evaluated to determine 

what barriers, if any, limited the participant’s experience using 

the subset of SNODENT concepts within the EDR.  

Results 

Twenty participants selected a total of 251 SNODENT 

concepts (42 unique codes) to diagnose the specified dental 

conditions of the case-patient. Study investigators compared 

participants’ written diagnosis and the selected SNODENT 

subset concept(s) for similarity in conceptual 

representation.  Inter-rater reliability between the two 

investigators was 89%.  

Investigators found that 162 (64.5%) of the written diagnostic 

concepts were in “agreement,” and 89 concepts (35.5%) were 

in “non-agreement” with the participants’ corresponding 

selected SNODENT concept(s). 

The subgroup analysis revealed that students selected a total 

of 169 diagnostic concepts and had 75% “agreement” between 

their written diagnoses and their selected SNODENT subset 

concepts, whereas faculty selected a total of 82 diagnostic 

concepts and had 44% “agreement.”  The percentage of 

concept “agreement” among students was significantly higher 

than faculty (p=0.0270, odds ratio 3.1).  

Participants’ were asked to subjectively report their 

satisfaction with the SNODENT concept(s) and its 

representation of their original diagnosis. They reported 

“completely” satisfied with 155 (62%) of their selected 

SNODENT subset concepts, “partially” satisfied with 82 (32.5 

%) and “not at all” satisfied with 14 (5.5%) of their selections. 

No significant differences were observed in satisfaction levels 

between students and faculty (p=0.54, odds ratio 1.5). Our end 

study questionnaire revealed that participants perceived value 

in this particular subset of the SNODENT terminology.  

Analysis of the participants’ open-ended responses to the end 

questionnaire revealed issues with the subset of SNODENT 

concepts and the EDR interface. Participants who were 

frustrated with the terminology reported that there were too 

many concepts to search through, too many options with 

similar meanings, and concepts missing. Regarding the EDR 

interface, participants noted their frustration with the 

categorization of certain concepts, the necessity to search for 

the “exact” concept with correct spelling (the EDR search 

toolbox offered no suggestions for misspelled words), and the 

time required to locate concepts.   

Video analyses revealed that 75% (15) of participants 

experienced difficulty finding all of their written diagnoses 

within the subset of SNODENT concepts. To compensate, 

participants found substitute diagnostic concepts for the 

majority of their original diagnoses.  For 11 searches, 

participants were not able to locate a substitute.  Both students 

and faculty had difficulty in determining which SNODENT 

concept within the subset was the “best” selection, especially 

among concepts with similar meaning.  

Conclusions 

The majority of participants in this study agreed that a subset 

of SNODENT concepts within the EDR could add value to 

patient care and treatment planning. Investigators found that 

65% of providers’ original written diagnoses were in 

“agreement” with their selected SNODENT dental diagnostic 

subset concept(s). Our findings illuminate the need for 

continual improvement of dental diagnostic terminologies 

through revisions and updates. We recommend training on the 

use of dental diagnostic terminologies for documentation of 

dental diagnoses, and findings for all dental providers.  In 

addition, an intuitive user interface has a major role in 

supporting accurate and complete documentation of diagnosis 

and findings using controlled terminologies. 
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Abstract 

Assigning ICD-10 code of sepsis in regard of a pathogenic 

bacterium found in an haemoculture requires knowledge of 

microbiology because of the difference of granularity. The aim 

of this paper is to automate this coding thanks to the use of 

SNOMED-CT. A dichotomous classification of bacteria 

causing sepsis has been generated in respect of ICD-10. Our 

algorithm follows this and explores SNOMED-CT to assign 

the right ICD-10 code of the sepsis. Applied to a list of 164 

bacteria, the system has an error rate of 1.22 %.  

Keywords:  

Medical coding, International Classification of Diseases, 

Systematized Nomenclature of Medicine 

Introduction 

Using medical terminologies to code health care data is an 

essential process, it allows the standardisation of this data, 

which is a necessary condition of their re-use in computer 

processings. The coding procedure is complex and it is 

difficult to achieve proper coding in terms of completeness or 

accuracy [1].  

The cognitive process to code often implies to conciliate 

natural language data in clinical documentation and 

terminology concepts. It requires medical knowledge to find 

synonyms, to infer aggregation or specialization reasonings, 

and to get acquainted with the terminology usage rules [2,3].  

In the field of infectiology, the available data is often a precise 

and textual description of the infection, with the identification 

of the pathogenic agent, easily trackable in lab results. In order 

to match this description into ICD-10 codes, there is a 

necessary operation to switch from a thin granularity (bacteria 

name) to a larger granularity (bacteria group). 

To infer this transformation, a knowledge mobilization is 

necessary. This knowledge may be unavailable, or forgotten.  

In the domain of microbiology, a reasonning mediator may 

help to achieve this task [4] . For exemple, to assign the ICD-

10 code A415 (Gram negative sepsis) from the result of a 

positive blood-culture containing Escherichia coli, knowledge 

about gram coloration is needed. 

Systematized Nomenclature of Medicine - Clinical Terms 

(SNOMED-CT) terminology covers every field of medicine 

and depicts bacteria into multi point-of-view hierarchies 

(cultural characteristic, taxonomy…). The hypothesis is that 

SNOMED-CT can create the necessary pivot to infer the 

correct affiliation to a bacteria to a more generic group as 

described in ICD-10.  

The aim of this study is to developp a method to assign the 

right ICD-10 code for a sepsis, based on the name of the 

bacteria that caused it, found in the bacteriological results.  

Methods 

Constitution of a Gold Standard 

A list of bacteria was created using an anonymous and 

agregated collection of positive blood-cultures extracted from 

the microbiological lab of Avicenne Hospital between January 

and July 2018. The positive blood-cultures not associated with 

any antibiotic resistance testing has been excluded. The list is 

composed of 164 distinct bacteria.  

For each bacteria, two microbiologists gave an ICD-10 code 

for the potentially associated sepsis. The coding was later 

checked by a specialist in medical information coding. The 

discrepancies have been jointly corrected. This final list of 

ICD-10 codes constitutes the Gold Standard.  

Construction of a classification of bacteria causing a sepsis 

according to ICD-10 

The classification of spesis causing bacteria follows the logic 

behind the ICD-10 classification of sepsis. The two ICD-10 

classes of interest are A40 (Streptococcal septicaemia) and 

A41 (Others septicaemia). They describe most cases of sepsis, 

except some exclusions.  

The ICD-10 classification of these two categories have been 

studied, along with all the exclusions in order to build a 

dichotomous decision tree for the speis causing bacteria. 

Every leaf of the tree correspond to a ICD-10 code. This 

dichotomization allows to push as the last class the unprecise 

codes (A 408 : “Other streptococcal sepsis” or A418 : “Other 

specified sepsis”). Furthermore, the code A419 : “Sepsis,  

unspecified” is excluded because in our study the bacteria are 

identified from the blood sample, thus the “unspecified” code 

doesn’t apply here.  

ICD-10 sespsis coding algorithm 

The principle is to find for each bacteria found in blood 

cultures sufficient information to map to the bacterial point of 

view of ICD-10 previously described.  

For each bacteria tested, the algorithm (developed in Python) 

browses the preceding tree by verifying the matching with the 

leaf. There are three different situations.  
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Codes mentioning a bacteria defined by its species 

The leaf describes a named bacteria. For instance, the code 

A410 is sepsis due to staphylococcus aureus. When the 

algorithm comes to the leaf “Staphylococcus aureus”, it 

checks if the bacteria is a staphylococcus aureus, and assigns 

the code A410 if it is the case. This situation is the simplest, 

the assignation of the code is direct. 

Codes mentioning a disease  

The exclusions of the classes A40 and A41 can mention 

diseases associated with sepsis without the name of 

pathogenic bacteria (e.g. “Sepsis in tularemia”). SNOMED-

CT is here used to find the causative agents of diseases. The 

PyMedTermino [5] module allows to explore these 

relationships. When the bacteria tested is part of the causative 

agents, the ICD-10 code is attributed. 

Codes mentioning a bacteria defined by a grouping (genus, 

resiratory mode, etc.)  

The leaf describes a group of bacteria. For instance, the code 

A415 is sepsis due to gram-negative bacteria. In order to 

check if the bacteria is a gram-negative bacillus, the algorithm 

exploration is managed with the PyMedTermino module.   

First, the SNOMED-CT concept associated with the bacteria 

tested is retrieved. Then, the list of the parents of this concept 

is searched. The algorithm verifies the presence of the name of 

name of the group (e.g. “gram-negative”) is found, the 

algorithm stops at this leaf. Else, the algorithm goes to the 

next leaf.  

Evaluation 

The results of the algorithm for the 164 bacteria have been 

confronted to the Gold Standard. Any difference of coding is a 

wrong assignation of the code by the algorithm.  

Results 

The 164 bacteria of the Gold Standard are split into 14 ICD-10 

codes. 7 codes are represented by only one bacteria. The code 

A418 (“Other specified sepsis”) contains 42 bacteria and 

A415 (“Other Gram-negative sepsis”) contains 47.   

A code has been found for each the bacteria in the list 

extracted from the lab. Only 2 bacteria were in the category 

“wrongly assigned code” : Actinobaculum schaalii and 

Sutterella wadsworthensis. The algorithm has an error rate of 

1.22 %.  

Sepsis caused by Actinobaculum schaalii was coded A414 by 

the algorithm, as a sepsis caused by an anaerobic bacteria. The 

Gold Standard says A418, which describes sepsis caused by 

gram-positive and not strictly anaerobic bacteria. No 

information about the aerobic status of this bacteria was found 

in SNOMED-CT. Sepsis caused by Sutterella wadsworthensis 

was coded A415 by the algorithm (gram-negative and aerobic 

bacteria), instead of A414 in the Gold Standard. No 

information about the respiratory status either anaerobic ou 

aerobic was found in SNOMED-CT.  

Assignation mistakes are due to the absence of essential 

characeristics in SNOMED-CT for the classification. 

Furthermore, the concept of anaerobia is not clear and hard to 

discriminate from aerobia in some cases. For instance, the 

bacteria “Suterella wadsworthensis” is identified as a micro-

aerophilic [6], and thus a sepsis would have been coded A415, 

like the algorithm returned but was classed as an anaerobic 

bacteria by the two microbiologists.  

Conclusion 

We developed a method allowing the coding of a sepsis from  

to the bacteria found in the haemoculture. This will dispense 

the coder to search the category of the bacteria and mobilize 

microbiology knowledge. A study of the impact on the 

precision of the coding has to be lead to verify the interest of 

the method, and its eventual scalability in other domains, 

presenting other caterogies of structured data (drugs treating a 

disease, procedures to treat a traumatism, etc.).  
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Abstract 

Data quality assessments (DQA) reveal quality problems in 

electronic medical records (EHR) data. Generally, DQA 

methods describe quality rules in programming languages 

through hard-coding, which limits the implementation of DQA 

between heterogeneous systems and the interoperability of 

quality rules. To cover this gap, we conducted a case study 

applying Guideline Definition Language (GDL) in DQA to 

assess the quality of patient admission data in an EHR system 

of a hospital in China.  

Keywords:   

Data accuracy, electronic health records, programming 

languages 

Introduction 

Since electronic health record (EHR) data provide numerous 

opportunities for clinical research and decision-making, 

governments and experts advocate for the reuse of EHR data in 

such practices [1]. Unfortunately, the growing availability of 

EHR data is accompanied by a growing concern about 

the quality of EHR data [2]. Data quality assessments (DQA) 

are able to reveal data quality problems and indicate the level 

of data quality. Assessing the quality of EHR data is necessary 

before using such data in research and clinical practices. 

Currently, hard-coding data quality rules and accessing data 

with query languages such as Structured Query Language 

(SQL) is the general way to evaluate data quality. However, to 

implement the rules corresponding to DQA requirements the 

evaluators must know the system’s programming. Moreover, 

since EHR data structures are usually heterogeneous among 

different scenarios, the interoperability of DQA is difficult to 

achieve. 

OpenEHR is an international health information standard 

focused on facilitating the universal interoperability of clinical 

data from EHRs and related systems [3]. The openEHR 

Guideline Definition Language (GDL) [4] is a language 

proposed by the openEHR community and used to represent 

clinical knowledge in clinical decision-making. As GDL is 

based on the openEHR archetype, a clinical concept model with 

standard clinical semantics, assessing data quality in GDL is a 

potentially promising means to facilitate semantic 

interoperability between different clinical scenarios. The 

feasibility of applying GDL in DQA, however, has not been 

investigated. To cover this gap, we conducted a case study 

applying openEHR GDL to represent the data quality 

constraints in DQA to assess the quality of patient admission 

data from an EHR database in China. 

Methods 

We initially analyzed the data quality requirements from a well-

known DQA framework [5] and aligned it with the GDL to 

identify deficiencies to assessing data quality. Three 

deficiencies were identified and we extended the original GDL 

definition to address these deficiencies. First, we introduced 

new operators since the express operators in GDL were not 

adequate to describe data quality constraints. Second, new 

keywords were established in GDL to sufficiently describe data 

relationship such as distinct, dependency, and the coding 

system of an attribute. Third, the relationships of data records 

and data sets are inadequately expressed in GDL. For this 

deficiency, we defined new keywords to describe constraints of 

data sets, such as count and sum. The details of these extensions 

are shown in Table 1.  

Since SQL is a widely-used query language which operates on 

data efficiently, we parsed the GDL data quality rules and 

converted them into SQL to obtain the target data. The 

workflow of parsing data quality rule is shown in Figure 1: 

 

Figure 1. The workflow of parsing data quality rules. 

For one data quality rule condition, we first divided it into three 

parts which are archetype or attribute name, keyword, and 

arithmetic expression including operator and numbers. 

Secondly, we mapped the archetype name and attribute name 

to the corresponding database table name and column name. At 

the same time, the keyword was converted into a corresponding 

incomplete SQL string. Finally, we assembled these parsed 

parts as a complete data query string to retrieve the satisfactory 

data records and calculate the counts of those records. 

Results 

The extending of GDL 

The operators and keywords related in this case are shown 

below in Table 1. 
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Table 1– Instructions of operators and keywords  

Type 

Operator/

Keywords Example Description 

Logical || RecorderName 

is not null ll 

RecorderCode 

is not null 

Or 

Logical Not   Weight is not 

null 

Not 

Relational == / is WeightUnit is 

“cm” 

Equal 

Relational < Height < 200 Less than 

Relational <= Height <= 200 Less than or 

equal 

Relational > Heartrate > 0 Greater than 

    

Relational >= Height >= 0 Greater than or 

equal 

Keyword Null Weight is not 

null 

Incomplete 

value or data 

value is null

Keyword Unique Entrynumber is 

unique 

Not duplicate  

Keyword Exists in Weight exists 

in Patient 

Dependency of 

concepts.

Keyword Code by  Gender is 

coded by T120 

Assigning cod-

ing system of 

an attribute.

Keyword Count Count of pa-

tient >2000 

Counts of the 

attributes 

Keyword Sum Sum of cost 

<2000 

Sum the values 

of an attribute

 

Assessing data quality of EHR in a hospital of China 

We deployed the extended GDL to evaluate the patient 

admission data of an EHR database in a Chinese hospital. More 

than 88,000 person-time visits and 120,445 records of patient 

diagnosis are included in the extracted data. We evaluated 10 

key data fields. The data quality rules and assessment results 

are showed in Table 2. 

Table 2– the details of rules and executed results 

Data field or 

data records  Rule description Result(%) 

Name  Name is not null  99.91

Patient ID Patientid is not null 100 

 Patientid is unique 100 

Gender Gender is not null 99.90

 Gender is coded by 100 

Birthdate  Brithdate is not null 99.9 

Date of visit Adimit date/time is not null 100 

Visit ID Encounter identifiers is not 

null 

100 

Department 

of visit 

Department is not null 93.94 

 Department is coded by 99.9 

Type of visit Admission type is not null 100 

 Admission type is coded by 100 

Attending 

doctor 

Attending doctor is not null  85.36 

Date time of 

diagnosis 

Date of diagnosis is not null 99.99 

 Date of diagnosis > Adimit 

date/time 

97.67 

Content of 

diagnosis

Description is not null 97.29 

Type of diag-

nosis

Class of diagnosis is not 

null

100 

 Type of diagnosis is coded 

by

100 

Patient 

demo-

graphics

Patient Demographics is 

unique 

100 

Admission Admission is exists in 

Patient demographics 

99.41 

Diagnosis Diagnosis is exists in 

Admission 

99.56 

Discussion 

Assessing data quality with hard-coding in a programing 

language limits the interoperability of data quality rules. The 

GDL is based on openEHR, an international health information 

standard, which could promote the semantic interoperability of 

quality rules. Since the syntax is similar to natural language, 

GDL is also more readable to clinicians than professional 

programming languages. This case study shows that GDL is 

able to assess data quality in clinical practice. However, the 

quality requirements of this study are limited and this approach 

should be tested in other clinical scenarios. 

Conclusions 

In this study, we implemented an extended version of GDL 

successfully to assess the quality of patient admission data in a 

Chinese hospital EHR system. Future work should foucs on 

developing a systematic and professional domain-specific 

language for describing data quality constraints in clinical 

DQA. 
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Abstract 

This demonstration showcase will present a novel open access 

text mining application called NimbleMiner. NimbleMiner’s 

architecture is language agnostic and it can be potentially 

applied in multiple languages. The system was applied in a 

series of recent studies in several languages, including 

English and Hebrew. The system showed good results in terms 

of text classification performance when compared to other 

natural language processing approaches. 
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Introduction 

Natural language processing (NLP), is an important set of 

techniques aimed at extracting insignias from narrative health 

data. However, the vast majority of published NLP studies and 

existing NLP systems focus on processing information in 

English, while most of the languages around the world are 

described as low-resource languages in terms of NLP. More 

tools and approaches are urgently needed to overcome the 

resource barrier so advances in NLP can deliver more 

widespread benefits to health providers, researchers and 

patients.  

Through this poster we will present a novel open access text 

mining application called NimbleMiner. NimbleMiner’s 

architecture is language agnostic and can be potentially 

applied in multiple languages. So far, the system was applied 

in a series of studies in several languages. Examples include 

identifying fall in formation in clinical notes in English [1] 

and finding diabetes in clinical documents in Hebrew [2]. The 

system showed good results in terms of text classification 

performance when compared to other natural language 

processing rule-based or machine learning approaches. We 

will present the system and demonstrate the necessary steps in 

applying our pipeline. Examples in English and Hebrew will 

be provided throughout the presentation.  

NimbleMiner's Architecture Overview 

In general, NimbleMiner 's workflow is as follows (see Figure 

1 for graphical depiction): Stage 1- Language model 

creation (Word embedding): The user selects a large corpus 

of clinical notes and defines word embedding model 

parameters including word window width (ranges between 1- 

10) and how many similar terms to present for every term 

entered by the user (ranges between 5-200). Stage 2- 

Interactive rapid vocabulary explorer:  The user provides a 

query of terms of interest, and the system returns a list of 

similar terms identified as relevant (based on a combination of 

a cosine and Levenshtein distances) [1,2]. The user selects and 

saves the relevant terms. Stage 3 - Labels assignment and 

review: The system uses previously discovered similar terms 

to assign labels to narrative documents (while excluding notes 

with negations and other irrelevant terms). The user reviews 

and updates, when needed, lists of negated similar terms and 

other irrelevant similar terms. The user reviews the narrative 

documents with assigned labels for accuracy. Stage 4 - 

Machine learning: The user choses a machine learning 

algorithm that will be applied to create a predictive model. 

The model is then applied to predict which narrative document 

might contain the concept of interest. The user reviews the 

predicted documents and can repeat stages 2-4 to add new 

labels. 

  

Figure 1– NimbleMiner's Architecture Overview 

Follwing are further details on the system’s architecture. 

Throughout the system description, we provide examples of 

words and phrases indicating patient's fall history, in 

accordance with a recent case-study [1]. The case-study aimed 

at identifying whether patients who received treatments from 

nurses in their homes had a history of falls. The narrative 

documents were nurses’ clinical notes from each patient visit.    

Stage 1: Language Model Creation (Word Embedding) 

To prepare clinical notes for the word embedding model 

training, NimbleMiner pre-processes the notes to remove 

punctuation and lower-case all letters. Additionally, we 

convert frequently co-occurring words in the clinical notes 

into phrases with lengths of up to four words (4-grams). Next, 

NimbleMiner's workflow continues with generating a word 

embedding vector for all the clinical notes in the corpus. We 

use a skip-gram model (specifically the word2vec 
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implementation) to provide NimbleMiner users with an 

interactive way to rapidly identify words similar to the 

concepts they want to find in the text.  

Stage 2: Interactive Rapid Vocabulary Explorer   

The interactive rapid vocabulary explorer process consists of 

four steps. 

Step 1: The user starts with inputting one or more keywords to 

the system, for example "fell" and "fall". The system suggests 

the most similar terms that appear in the same context, for 

example "tripped", "fell down", "had fallen", etc. In our 

approach, part of the potential similar terms are identified 

automatically based on the cosine similarity. Cosine similarity 

ranges between 0-1, with higher similarity being indicative of 

terms that are more similar. Terms are sorted based on the 

largest cosine similarity and a list of similar terms for each 

target word is generated. In our approach, the similar terms are 

called "simclins" (SIMilar CLINical terms). Simclins are 

defined as “words or phrases that have high positive predictive 

value in identifying the concept of interest”. If a simclin is 

present, then the patient should almost always have the 

condition or a problem we are trying to find. For example, 

phrases like "pt collapsed" or "she fell down" are considered 

simclins indicating the presence of fall history. Steps 2-3: 

NimbleMiner suggests potentially similar terms and the user 

selects simclins. We ask the user to choose only definite 

synonyms (simclins) from the list of similar terms. For each 

simclin chosen by the user, the system presents the user with 

random sentences including this specific simclin.     

For each chosen simclin, NimbleMiner presents users with a 

list of additional 50 terms and asks to iteratively choose new 

simclins until the system cannot suggest any more new 

potentially similar terms. Step 4: Steps 2-3 are repeated until 

(1) the user cannot identify any additional simclins based on 

expertise or literature, and (2) the user finished reviewing all 

system suggested potential new similar terms. The process of 

simclin discovery stops at this point.  

In summary, NimbleMiner’s interactive rapid vocabulary 

explorer allows users to create large vocabularies of simclins 

in a very short time. The output of this stage includes a list of 

simclins curated and selected by the user.  

Stage 3: Labels Assignment and Review 

Next, NimbleMiner implements the positive-only labels 

learning framework to prepare the data for the machine 

learning stage. Previously discovered simclins are treated as 

positive labels. NimbleMiner uses simclins to identify and 

label all the clinical notes where the phenomenon of interest is 

described. Regular expressions are applied to identify 

vocabulary terms in the notes, labeling cases as “positive” 

when the term is present, and “unknown” when the term is 

absent. Negated simclins are labeled as “unknown” using the 

Negex vocabulary (e.g., notes with expressions like "no 

falls"). NimbleMiner allows users to add new negations 

beyond the exiting vocabulary and specify whether the 

negation should be searched for before or after the term (or 

both).  

Finally, the user can review information and examples of all 

the clinical notes with simclins and negations. NimbleMiner 

also offers a summary statistics, including frequencies and 

percentages of each type of notes. The output of this stage is a 

list of clinical notes labeled as either positive or unknown. 

Based on the the positive-only labels learning framework, 

unknown narrative notes might contain negated simclins.    

To create a full training set for machine learning, 

NimbleMiner extracts all positively-labeled clinical notes and 

an additional randomly selected corpus of clinical notes 

without the positive labels (labeled as “unknown”). Both 

positive-labeled and unknown-labeled corpora are then 

combined to create a training set that is processed by a 

machine learning classification algorithm of the user's choice. 

The output of this stage is a trained machine learning model 

that can be used to predict weather a narrative document, such 

as a clinical note, has a phenomenon of interest, for example 

information about patient's fall history. 

Based on the resulting machine learning model, the system 

generates predictions for the remaining (“unknown”) notes 

and the user can review the notes predicted as “positive” to 

identify additional simclins and then specify them using the 

interactive rapid vocabulary explorer (stage 2). New 

positively-labeled cases (if any) are added to the previous 

positively-labeled cases and the system goes through another 

machine learning step with an updated positively-labeled 

corpus. Users can decide to go through vocabulary explorer 

and machine learning phases until saturation is achieved (i.e., 

no additional training is needed, as perceived by the user). 

When learning is completed, the user can export the positively 

predicted/labeled cases for further research or clinical 

purposes. 

Method Validation   

NimbleMiner was validated and compared against other 

natural language processing approaches in a series of recent 

experiments.  For example, NimbleMiner outperformed a well 

performing rule-based system in fall-related information 

classification tasks. NimbleMiner’s overall F- score was 

85.8% compared to 81% by the rule based-system [1]. In an 

additional ongoing project NimbleMiner was applied on a 

large sample of inpatient clinical notes in Hebrew to identify 

instances of diabetes mellitus (both insulin dependent type I 

diabetes and insulin resistant type II diabetes). NimbleMiner 

achieved high performance measures (average F-score = 

.94)[2].    
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Abstract 

Recently, there has been an increasing interest in mining time 

series databases with a focus on data representation. We propose 

a hybrid statistical and temporal logic model to yield search 

pattern that can be used for pattern matching and database 

search to identify novel and common patterns in temporal 

expression experiments. The method accounts for various 

challenges that can be found in publicly available gene 

expression databases. 
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Introduction 

Public gene expression databases make enormous amounts of 

transcriptomic data available to researchers through the Internet. 

The most popular databases are GEO (Gene Expression Omni-

bus) at the NCBI and ArrayExpress at the EBI. NCBI GEO con-

tains more than 105,000 series of gene-expression data collected 

from over 2.7 million samples and over 19,000 platforms (as of 

November 2018) and ArrayExpress over 2.3 million assays and 

some 71,500 experiments. Researchers attempt to translate the 

wealth of information captured in these rapidly growing biomed-

ical and genomic databases into actionable data for health care or 

prevention, however the proper treatment of temporal data re-

mains a challenge.  

Biologists typically rely on statistical measures to determine 

trends. Time-course experiments allow them to study the dynam-

ics of transcriptomic changes in cells exposed to different stimuli 

by investigating pathways or "curated gene sets". Those can be 

found in the Gene Ontology (http://www.geneontology.org), a 

framework defining concepts to describe gene function and their 

relationships, and the Kyoto Encyclopedia of Genes and Ge-

nomes (http://www.genome.jp/kegg/), a database integrating in-

formation on genomic and systemic function.  

Traditional approaches to find gene pattern across studies are 

clustering and meta-analysis. Clustering approaches typically are 

based on GLM and splines to model profiles [1], while a meta-

analysis attempts to either analyzing pooled data sets or aggre-

gating p-values (see, e.g., [2]. One popular clustering approach 

for temporal data is statistical model-based clustering as 

describes for instance in [1] assumes that data is generated from 

a mixture model of probability distributions or spline 

approximations of the data. The mixture parameters can be 

estimated by maximum likelihood estimation.  

A different approach used to model complex time pattern in pa-

tient records is Knowledge Based Temporal Abstraction (KBTA) 

to transform the raw data into a qualitative representation of tem-

poral change based on time intervals, not discrete temporal data. 

KBTA is the task of summarizing large amounts of time-oriented 

data using domain-specific knowledge. For KBTA genomic 

clustering see [2]. 

The goal of our study is to enable the user to compare his/her own 

data to public datasets, regardless of the platform used.  

Methods 

Finding patterns of interest in time series databases (Query by 

Content) can be described as follows: Given query time series 

and some similarity measure, find the most similar time series in 

a given database. The two primary difficulties in this kind of sim-

ilarity search are time complexity and defining a similarity meas-

ure.  

Time complexity refers to efficiently finding a sub pattern in a 

larger pattern sequence. The approach in this paper is based on 

temporal logic. Finding sequential patterns in a database is im-

plemented through Horn-like rules that can be expressed in terms 

of Web Ontology Language (OWL) concepts and that can reason 

about OWL individuals. A query is represented in a logical clause 

structure and a pattern matcher is used to search for complex se-

quence patterns of interest in a given database. This could include 

logical interdependencies between the elements of a sequential 

pattern including potential constraints as combining individual 

profiles in pathway or integrative genomics, e.g., genome-wide 

microarray expression signatures.  

With our approach there are some similarities between clustering 

and database search. A database search for similar temporal pat-

tern can be viewed as finding a temporal cluster that includes the 

query sequence. The key difference is here the variety of data 

sources. While clustering is typically applied to data from one 

experiment and one single platform, the queries under consider-

ation here might include data from different, for example, Affy-

metrix platforms. While genes from different species can be com-

pared using ortholog databases like PANTHER (pantherdb.org), 

the data (expression profiles) itself most likely won’t fit the same 

statistical model due to different measurement techniques. The 

problem exacerbates if we compare profiles stemming from dif-

ferent manufacturers like Ilumina, or even microarray and next 

generation sequence data. 

For our method, in order to increase the signal-to-noise ratio, the 

first step is signal averaging, i.e., averaging a set of replicate 

measurements of gene expression values. After averaging and 

piecewise linear approximation, temporal modeling through 

KBTA allows for conversion of expression values into an inter-

val-based qualitative representation in a similar way as the well-

known SAX method [4]. Change in the proposed method is de-

termined by statistical significance of the paired t-test in consec-

utive time points. If the difference is significant, the interval is 

labeled as increasing or decreasing depending on the direction of 

change. Therefore, for the proposed method the p-values and the 

direction of the change inform the temporal abstraction. Time 
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points in temporal gene expression data are not standardized but 

change from experiment to experiment. If a biological signal is 

present, it is assumed not to depend on the interval length. Our 

method allows to compare studies independently from time 

points or scaling in the time axis or amplitude.  

Since gene expression studies measure up to 40K genes or gene 

products on a single array with very few replicates two issues are 

critical for our implementation, first, to increase the power of the 

statistical tests (paired t-test) by empirical Bayes methods, and 

second, p-value adjustment. A moderated t-statistic shrinks the 

polled variance by borrowing information across all genes of the 

particular chip. Since a multitude of genes has to be tested for 

differential expression on the same data set, the p-value has to be 

adjusted. We use the False Discovery Rate. 

The voom transformation RNA-seq data to be handled the same 

way as microarray data.  

Implementation 

Most of the data are preprocessed and stored in a MySQL data-

base for performance reasons. Our plan is to migrate to an 

Apache Hadoop environment using Apache Hive when the num-

bers of the available time series data increases significantly. As 

of November 2018, we found in NCBI GEO 4357 microarray 

data sets (or 21,320 arrays) and 323 RNA-seq datasets (or 15,539 

arrays). We use the GDS format with annotation files, which are 

normalized, and then extract the data matrix for microarray data. 

For high throughput sequencing RNA-seq studies data are pre-

processed and normalized using standard procedures. We use R 

Bioconductor (BioC - bioconductor.org) with limma throughout 

and additionally the voom transformation for RNA-seq data. The 

necessary databases are accessed using standard BioC tools like 

GEOmetadb. This implementation has been integrated into the 

SPOT web application via HTML, JavaScript and PHP that feeds 

into Protégé. For modelling complex time patterns, we use Pro-

tégé (http://protege.stanford.edu) with the help of Allen’s tem-

poral logic as has been described in an earlier publication. We 

used as an example a microarray study with differentially ex-

pressed genes grouped into three peak clusters.  

Discussion and Conclusions 

Our model differs from statistical model-based clustering as it 

only assumes the general linear model, but does not model the 

time courses explicitly. This approach allows to cluster gene 

expression profiles that stem from different platforms, even 

microarray and nextgen sequencing RNA-seq data sets while still 

taking the temporal information into account. Our approach also 

borrows from KBTA. One of the weaknesses of the KBTA 

approach is that arbitrary (“knowledge based”) thresholds have 

to be determined. In our application thresholds would need to be 

determined for each platform, manufacturer and technology. The 

key advantage of our approach is that it implicitly estimates the 

thresholds from the data itself and uses statistical significance to 

generate biologically meaningful clusters. The temporal 

relationship is represented by comparing the means in each pair 

of groups.  

Due to the complexity of the transcriptome and the limited 

knowledge so far, there are two main approaches to evaluate  

the feasibility of our method. The first is to rely on existing  

across platform studies especially with known homologous genes 

and use the results and determine some form of recall and 

precision. The second is to perform a simulation study and 

generate artificial gene expression sets with realistic features. 

There are a variety of cautionary points: Besides limma, there are 

other common algorithms to determine significance in time-

series gene expression data, as for instance SAM, EDGE or 

BETR. Typically, a p-value is assigned to an entire gene set or 

time series, often incorporating a sophisticated weighting 

schema [4-7] Our approach could be adapted. 

If a microarray study or RNA-seq study finds significant gene 

expression changes, those typically are verified through fluores-

cent, one-step reverse transcription-polymerase chain reaction 

(RT-PCR) or quantitative polymerase chain reaction (qPCR). 

Since so far there are several viable alternative approaches (esp. 

for RNA-seq data), each study potentially uses a different method 

to identify differentially expressed genes and similarly for clus-

tering the gene sets as for example STEM, GQL [4-7] or Time-

Clust [2], the significant genes that our algorithm finds, may not 

be verified. One solution could be implementing different stand-

ard pipelines and giving the user the choice. Given, that we de-

scribe an exploratory and not modelling approach, we face the 

same challenges as other search tools in bioinformatics in terms 

of how to implement biological knowledge in a computer system. 

We will compare ours to those published results and continue to 

evaluate our program on a representative set of sample studies.  
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Abstract 

To implement personalized medicine effectively at 

organizational level, it is vital to identify, organize, integrate 

and leverage multi-dimensional patient data from 

heterogeneous and distributed resources within an 

organization. This paper presents the design of a novel 

informatics framework, to identify, organize and integrate 

patient's clinical, genomics and environmental data from 

existing clinical and biomedical resources, and to explore 

how this patient’s data can be leveraged by informatics tools 

to achieve the goal of personalized medicine. 

Keywords:   
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Introduction  

The new era of life sciences has brought many promising 

innovations to improve healthcare and personalized medicine 

is one of them. It is an advancing field of healthcare that is 

based on each patient’s unique clinical, genomics and 

environmental profiles; thus providing individualized care and 

treatment using integrated, coordinated and evidence based 

approach. Using a case study of a hospital and research center, 

preliminary requirement analysis was performed. The needs of 

utilizing latest approaches of translational and personalized 

medicine were observed for the hospital to improve quality of 

patient care services; and the needs of improved biomedical 

data storage, analysis and interpretation methods were 

observed for the research center to develop a centralized 

biomedical research data platform. Based on these 

requirements, this paper presents the design of a novel 

biomedical informatics framework for Integrating Clinical, 

Genomics and Environmental Data (ICGED), which provides 

a roadmap for personalized medicine by integrating and 

utilizing patient's data from existing clinical and biomedical 

resources in an organization.  

Framework 

Objectives 

Our framework is aimed to serve the following purposes: 

• Identification, organization and integration of 

patient's data from diverse organizational resources 

• Development of a centralized platform for data 

provision 

• Data analytics, mining and interpretation 

• Transformation of existing data into meaningful 

information 

• Knowledge extraction from the available  

information 

This framework is targeted for the following stakeholders:  

• Healthcare professionals for finding patient's 

information to be used for individualized and  

tailored care and treatment. 

• Biomedical researchers and investigators for  

utilizing existing information and using it for further 

research studies. 

Information Resources Used by Framework 

Our framework is built on holistic approach of utilizing and 

integrating following existing clinical and biomedical 

information resources within the organizational structure (see 

Figure 1). Some main resources identified using our case 

study includes, but are not only limited to, the following: 

electronic health records (EHR) / clinical information  

systems (CIS), ancillary / auxiliary information systems, 

disease registries, biobank, and bioinformatics research 

databases. 

Categories of Patient's Data Used in Framework 

Using available resources, our framework aims to extract 

following patient's data: clinical, demographics, lifestyle, 

phenotype and -omics ( Figure 1). 

Design of Tools Provided by Framework 

Our framework suggests the following tools that can  

integrate and leverage multi-dimensional patient's data from 

various resources to provide approach of personalized 

medicine. 

Data Integration and Analysis Tools (DIAT) 

To implement the DIAT, Informatics for Integrating Biology 

and the Bedside (i2b2) [1] data warehouse (star schema) can 

be built by extracting and integrating the clinical and 

genomics data from different resources, such as clinical 

information system, biobank and disease registries (see 

Figure 1).  
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Risk Assessment and Prediction Tools (RAPT) 

To implement the RAPT, data can be extracted from  

different resources, e.g. EHR and existing patient's disease 

and genetic registries, (see Figure 1). Using the machine 

learning algorithms [2], models for disease prediction can be 

constructed.      

 

Figure 1 − Design of Informatics Framework for Integrating 

Clinical, Genomics and Environmental Data (ICGED) 

Clinical Decision Support Systems (CDSS) 

Using EHR, applications like SMART [3] and customized 

RAPT (see Figure 1), the decision support features can be 

implemented and used in the clinical practices.  

Bioinformatics Data Warehouse (BDW)  

The literature contains several examples of biological data 

warehouses, e.g. InterMine [4] that can be implemented by 

integrating various heterogeneous biomedical data formats. 

Discussion 

Though the future of personalized medicine is promising, but 

there are several challenges and barriers associated with it. In 

terms of implementation, there are always challenges of data 

standardization, quality, accuracy and ownership. Also, the 

technical issues must be dealt for data implementation aspects, 

such as extract, transform and load (ETL) process, data 

interoperability and data governance associated with data 

warehouses and analysis tools [5]. The revolution of big data 

is continuously changing the ways of analyzing and 

interpreting the data in precision medicine [6] that must be 

considered. In addition, the challenges of data interoperability, 

data harmonization and fine-grained data access are some 

other important aspects for future precision medicine [7]. In 

terms of economics, risk assessment, cost-benefit analysis, 

insurance policies and reimbursement issues should also be 

carefully weighed [8]. The consideration of ethical aspects 

[9], such as security, privacy and confidentiality related to the 

use of multi-dimensional patient's data is a sine qua non; 

moreover social and legal questions [9] in using genomic 

information in patient care practices are still a big challenge 

for personalized medicine and must be addressed by the future 

research. 

Conclusions 

This paper presented a biomedical informatics framework that 

utilizes and integrates patient's data from existing clinical and 

biomedical resources in an organizational setting. It provided 

a novel approach for identification of various patient 

information resources, extraction of different types of patient's 

data from these resources, and leveraging the patient's 

combined profiles through the DIAT, RAPT, CDSS and BDW 

tools in order to achieve the goal of personalized medicine. 
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Abstract  

In 2015, the VA Informatics and Computing Infrastructure, a 

resource center of the Department of Veterans Affairs, began 

to transform parts of its Corporate Data Warehouse (CDW) 

into the Observational Medical Outcomes Partnership) 

Common Data Model for use by its research and operations 

communities. Using the hierarchical relationships within the 

clinical vocabularies in OMOP we found differences in visits, 

disease prevalence, and medications prescribed between male 

and female veterans seen between VA fiscal years 2000-17..  

Keywords:  

Electronic health ecords; systematized nomenclature of 

medicine; veterans 

Introduction 

The development and implementation of common data models 

(CDMs) address some of the logistical challenges of 

performing research on data generated from disparate 

healthcare systems by using standardized terminology to 

express clinical information unambiguously.[1] Even within a 

single healthcare system, a CDM can be advantageous as the 

standard representation of clinical concepts improves data 

quality, allows for rapid and reproducible execution of data 

management and analysis, and reduces barriers to entry for 

new researchers to complicated data systems such as 

electronic health records (EHR). The Veterans’ Affairs (VA) 

is the largest integrated healthcare system in the United States 

and its EHR is especially complex, with data being sourced 

from what is analogous to >130 distinct medical systems. 

Theoretically, the same clinical concept (e.g., blood glucose 

lab test) may be represented more than 130 different ways, to 

represent  each distinct VA medical facility.  

In 2015, the VA Informatics and Computing Infrastructure 

(VINCI) begain transforming parts of the VA’s Corporate 

Data Warehouse (CDW) into the Observational Medical 

Outcomes Partnership (OMOP) CDM (hereinafter referred to 

as VA OMOP).  VA OMOP version 5.2 contains a large 

portion of the CDW and allows for less complex, high-level 

views of many parts of the VA healthcare system. While 

OMOP is available to VA researchers, to date no one has 

provided a comprehensive clinical characterization of the VA 

population using OMOP. Thus, we sought to complete a 

characterization of veterans who utilize the VA for healthcare 

services using VA OMOP.  

Methods 

We compared male and female veterans with respect to  

visits, conditions, and medications. We utilized the 

Visit_Occurrence, Drug_Exposure, Condition_Occurrence, 

Death, and Person fact tables of the OMOP CDM for this 

analysis. Comparatively, these 5 OMOP tables comprised data 

transformed from >14 patient level fact tables and a large 

number of meta-data tables from the CDW data model. 

Inclusion Criteria 

Using the Visit_Occurrence table, we required patients to have 

an outpatient visit between fiscal years (FY) 2000 to 2017. 

Although VA enrollment data was not yet available in VA 

OMOP, we required patients to have been enrolled in the VA 

after 10-01-1999 (FY 2000) to ensure that we were only 

analyzing patients whose VA medical history began during 

our study period. Patients had to have a valid birthdate (i.e., be 

18-114 years of age on the first day of the FY of their first 

visit), have a defined gender (male or female), and a date of 

death, if applicable, within or after the FY of their first visit.  

Person and Visit Characteristics 

We assessed basic patient characteristics using the Person 

table, a one row per patient table that contains information on 

demographic factors. We described the VA population using 

data representing characteristics of race, ethnicity, and deaths. 

Using the Visit_Occurrence table we calculated the number of 

outpatient visits, counts of new patients, and counts of 

returning patients, each overall and by year. The 

Visit_Occurrence table specified inpatient, outpatient, and 

emergency room visit types, and for this analysis, outpatient 

and emergency room visits were combined as outpatient visits.   

To understand the difference between genders, we compared 

mean visits per year by gender, percent of all new patients by 

year and gender, and percent of all patients who are returning 

patients by year and gender. Finally, we adjusted the mean 

visits per year per patient by creating rules for patient activity. 

Assuming that patient activity required constant system use, 

and based on distributions of visits, a FY was counted as 

active for a patient if a visit occurred during the year and there 

was no 1 year no gap preceding a year of no visits. 

Condition Occurrence 

We extracted the most common conditions by Systematized 

Nomenclature of Medicine—Clinical Terms (SNOMED CT) 
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classifications, OMOP’s standard vocabulary for conditions. 

Within the SNOMED hierarchy, many levels were available to  

potentially evaluate the clinical concepts that described 

records in the OMOP Condition_Occurrence table. After 

identifying the most common overall SNOMED concepts in 

the Condition_Occurrence table, it was determined that the 

SNOMED ‘Disease’ concept (i.e., SNOMED code 64572001) 

and its related descendants was an optimal method for 

evaluating the burden of different diseases in the VA. This 

approach created disease classifications with minimal 

deviation from the standard mappings of International 

Classification of Disease diagnostic codes, the VA’s condition 

vocabulary, to SNOMED. There were 89 immediate 

descendants, of the SNOMED disease hierarchy, of which 

only 74 had been observed in VA from FY 2000-2017. These 

74 descendants helped to organize the 13,922 descendant 

concepts that described diagnoses in the VA OMOP.  

We created a frequency table of the SNOMED disease child 

(e.g., mental disorder), the disease descendant (e.g. depressive 

disorder), and assessed differences between genders.  The 

most prevalent diseases were then organized by overall patient 

prevalence during the study period, the most prevalent by each 

gender, and the comparative rankings for the opposite gender 

for highly prevalent diseases among each.  

Drug exposure 

RxNorm is the standard vocabulary to represent drug 

exposures. We used the RxNorm hierarchy that has been pre-

processed and built into the OMOP Concept_Ancestor table to 

describe outpatient prescriptions at the level of ingredient. The 

ingredient can be derived from any RxNorm clinical drug 

form through the hierarchy of the RxNorm vocabulary. Of 

7,612 unique RxNorm ingredient values present in the OMOP 

Concept table, 1,688 RxNorm ingredients had been prescribed 

in the VA with 1.1 million clinical drug descendants.For the 

most common prescribed ingredients, we assessed the patient 

frequency of prescription ingredients and gender differences.  

Results 

After applying our inclusion criteria, our final analytic sample 

contained 8,401,080 distinct Person_IDs with at least one 

outpatient visit from FY 2000-17. The majority (93%) were 

male, white (65%), and not Hispanic/Latino (77%). For the 

male population, 66.2% identified as white, and 10.9% 

identified as black. For the female population, 54.4% 

identified as white and 24.8% identified as black. Females 

were statistically significantly younger at age of first visit 

(39.75) compared to men (56.28). During the 18-year study 

period, 27% of males died compared to 7% of women.  

The most common conditions as defined by SNOMED disease 

descendants were hypertension and hyperlipidemia with over 

50% of all veterans having a recorded diagnosis (see Table 1 

for comparison of conditions  between genders).The order of 

most prevalent conditions in women (highest to lowest) was  

depressive disorder (32.9%), anxiety disorder (28.7%), 

hyperlipidemia and hypertension.  Of the top ten prescribed 

medications, five were for pain management, two for blood 

pressure, one for cholesterol, one was an antibiotic, and one 

for gastroesophageal reflux disease (see Table 2). Female 

veterans had lower prevalence of many of the most commonly 

prescribed medications for chronic diseases. This makes sense 

intuitively due to the fact that on average VA women are 

younger than men and have lower prevalence of hypertension 

and diabetes. The top three drugs for women were for pain. 

Aside from aspirin, men had lower rates of prescription for all 

pain medications in the top ten.  

Table 2. Ten Most Common RxNorm Drug Ingredents and 

Corresponding Rank and Percentage by Gender, VA 2000-17 

 

Outpatient visits increased over time from FY 2000-17. This 

occurred for both genders, but for women, the number of visits 

had a higher rate of increase than men. In 2000, patients had 

an average of 4.84 visits per year with little difference 

between men and women. By FY 2017, that average had 

increased to 13.31 visits with women averaging almost three 

more visits per year than men. Although the majority of new 

patients each year were male, the relative proportion of new 

women veterans increased from 5% in 2000 to 9.4% in 2017. 

Conclusions 

A characterization analysis of VA users is important to best 

align research questions and methodological approaches to the 

VA EMR data, and aligns with the educational mission of 

VINCI. Additionally, by leveraging the hierarchical features 

of the OMOP CDM, we were able to understand gender 

differences in ways that would have been more difficult with 

VA CDW. 
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Table 1. Ten Most Common SNOMED Diseases and 

Corresponding Rank and Percentage by Gender, VA 2000-17

Disease concept Percent Male  Female 

1. Hypertension 53.3 1 (55.1)  4 (28.3)

2. Hyperlipidemia 47.9 2 (49.3)   3 (28.4)

3. Presbyopia 

4. Sensorineural hearing    loss, ilateral 

5. Obesity 

6. Type 2 diabetes  

7. Gastroesophageal reflux disease 

8.Tobacco dependence  syndrome 

9. Depressive disorder 

10. Nuclear senile cataract  

25.3  

22.5      

22.6 

20.9 

21.4 

20.9 

21.9 

17.2 

3 (25.7) 

4 (23.8) 

5 (22.2) 

6 (21.8) 

7 (21.7) 

8 (21.1) 

9 (21.1) 

10 (17.9) 

8 (19.6) 

62 (6.5) 

5 (27.3) 

42 (8.8) 

9 (18.5) 

11 (17.4) 

1 (32.9) 

43 (8.6) 

Ingredient Percent Male  Female  

1.Acetaminophen 33.9 1 (33.5) 1 (39.0)

2.Simvastatin 30.3 2 (31.5) 33 (13.9)

3.Lisinopril 

4.Omeprazole 

5.Hydrocodone 

6.Hydrochlorothiazide 

7.Ibuprofen 

8.Amoxicillin 

9.Aspirin 

10.Naproxen 

29.8 

26.2 

22.6 

22.3 

18.4 

17.5 

16.8 

16.5 

3 (31.0) 

4 (26.3) 

6 (22.3) 

5 (22.8) 

7 (17.5) 

9 (17.1) 

8 (17.4) 

11 (16.0) 

35 (13.4) 

4 (24.7) 

3 (25.4) 

25 (14.8) 

2 (28.8) 

7 (22.4) 

62 (8.8) 

6 (23.3) 
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Abstract 

To explore the current trends and future directions of data 
mining in nursing, we systematically searched English and 
Chinese databases (from 1990 to 2017) with data mining and 
nursing related keywords. We found 407 papers,  which 
increased rapidly in the recent five years. Data mining was the 
most widely used in clinical nursing (50.6%). Chinese papers 
focused on exploring new nursing knowledge and rules, while 
English papers focused on promoting nursing practice by data 
mining. 

Keywords:  

Bibliometric analysis, Data mining, Nursing informatics 

Introduction 

Data mining is the process of unearthing information from large 
datasets using methods at the intersection of machine learning 
and statistics [1]. Data mining has become useful in assisting 
the discovery of nursing knowledge from big nursing data and 
transforming it into an understandable structure for further use 
[2]. This study aims to explore the current trends and future 
directions of data mining in nursing.  

Methods 

We systematically searched English databases (including 
Pubmed, Embase, and CINAHL), and Chinese databases 
(including China Biology Medicine, China National 
Knowledge Infrastructure and Wan Fang Database) with data 
mining and nursing related keywords. The database search 
covered the papers published between 1990 and 2017. 

We analyzed the changing trend of literature, the main 
application areas of data mining in nursing, and the comparison 
between Chinese and international literature using 
bibliometrics analysis. 

Results 

We selected 407 papers, of which 112 (27.5%) were Chinese 
papers and 295 (72.5%) were English papers. The development 
of the literature presented an increasing trend annually, 
especially in the past five years (Figure 1). The number of 
papers from 2013 to 2017 accounted for 50.6% of the total 
papers. Data mining was the most widely used in clinical 
nursing (218, 53.6%), followed by community nursing and 
health management (61, 15.0%), nursing management (50, 
12.2%), nursing education (37, 9.1%), and other aspects (41, 
10.1%). The comparisons of the top 10 most cited articles 
showed that Chinese literature focused on exploring the new 

nursing knowledge and rules, while the English literature 
focused on promoting nursing practice by data mining. Table 1 
lists the high frequency keywords of data mining in nursing. 

 

Figure 1– The trends of data mining papers published in 
English and Chinese databases 

Table 1– The top ten high frequency keywords of data mining 
in nursing 

No. Chinese literatures  International 
literatures 

Keywords Frequency 
n (%) 

 Keywords Frequency 
n (%) 

1 Data 
mining 

112(100.0)  Data 
mining 

295(100.0) 

2 Nursing 98(87.5)  Nursing 233(79.0) 
3 Medical  

informatics 
52(46.4)  Nursing 

records 
102(34.6) 

4 Decision-
making 

43(38.4)  Decision-
making 

77(26.1) 

5 Predictive 
model 

36(32.1)  Nursing  
care 

72(24.4) 

6 Artificial  
intelligence 

33(29.5)  Nursing 
informatics 

70(23.7) 

7 Nursing 
records 

27(24.1)  Risk 
assessment 

53(18.0) 

8 Health  
policy  

22(19.6)  Predictive 
model 

51(17.3) 

9 Knowledge
 discovery 

17(15.2)  Elderly  
care 

32(10.8) 

10 Elderly  
care 

13(11.6)  Nursing 
practice 

11(3.7) 

A
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Discussion 

The results are discussed in the context of data mining in 
clinical nursing. The authors offer their perspectives and 
insights on the results in this section. Potential impacts, plans, 
and recommendations for future work may also be presented 
here. It is important for authors to include a discussion of the 
limitations of their work and potential pitfalls in the 
interpretation of their results.  

Conclusions 

The data mining has penetrated different clinical nursing 
branches and has received attention progressively. The data 
mining concept is spread and accepted, and more efforts should 
be initiated to further strengthen the application of data mining 
in nursing. 
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Abstract 

By the use of SPSS software and computer programs, this pa-

per gives a co-word clustering analysis of the articles on edu-

cation and management of childhood asthma worldwide pub-

lished in the Web of Science before September 2018. Correla-

tion and dissimilarity matrix and hierarchical clustering were 

constructed. Finally, 66 high-frequency keywords of 6147 

papers were included, 9 hotspots in this field emerged by clus-

ter analysis, which could provide some valuable information 

of hot research on this field. 

Keywords:  

Asthma; Co-word analysis; Cluster analysis 

Introduction 

Asthma is the most common chronic respiratory disease in 

children, affecting 1-18% of the population worldwide [1]. 

Recurrent attacks of asthma may lead to irreversible lung 

function damage and poor quality of life, causing substantial 

social and economic burden to the whole society [2].  

Asthma can be controlled well through effective management 

and education, although it cannot be cured. However, uptake 

of treatment and management for childhood asthma remains 

disappointing, only 14.2% of patients were well controlled 

according to the Global Initiative for Asthma (GINA) criteria 

in major cities of China [3]. Suboptimal management and edu-

cation are vital to asthma control for children. 

The co-word analysis method is a form of content analysis 

technique in bibliometrics, with original information like 

keywords to include all published articles and produce a good 

sight into the development of scientific fields. It could reveal 

the co-occurrence relationships between a pair of keywords in 

the same context. The more similar the keywords are, the 

closer the distance [4]. This method was used to analyze the 

research hotspots and inner construction in the field of educa-

tion and management of childhood asthma.  

Methods 

The articles about education and management of childhood 

asthma were retrieved from Web of Science database before 

September 2018, by using the subject term (Education OR 

management) AND (children OR pediatric OR adolescent OR 

infant OR childhood) AND asthma. As a result, a total of 6357 

records were retrieved. After the removal of records of no 

keywords and abnormal data, 6147 papers were finally includ-

ed. 

Excel, computer program and SPSS 18.0 statistical software 

were mainly used to process and analyze the data below. In 

the first step, keywords frequency were counted by computer 

programs, some general keywords with no practical meaning 

such as asthma, education, etc. were removed to get more pre-

cise results; secondly, a series of mapping rules were formu-

lated to merge the synonyms manually; thirdly, the keywords 

were replaced according to the above rules, and frequency of 

keywords were counted once more. 

Next, high-frequency keywords were identified to yield the 

co-occurrence matrix. The value of the matrix represents the 

co-occurrence of a pair of keywords. Ochiia-coefficient was 

used to transform the co-occurrence matrix into the correlation 

matrix. Then, the dissimilarity matrix was constructed by sub-

tracting the value of each element in the correlation matrix 

from 1. Finally, dissimilarity matrix was imported into 

SPSS18.0 software to perform hierarchical clustering analysis, 

a tree diagram was plotted. 

Results 

In total, 66 high-frequency keywords with frequencies ≥35 

were identified after screening (Table 1).  Based on character-

istics of keywords, 66 high-frequency keywords were extract-

ed for clustering and 9 clusters were formed at last (Figure 1).  

Table 1– High Frequency Keywords of Literature�Part� 

Keywords  Frequency  Keywords Frequency 

prevalence 

794 

self-

management 331 

adolescent 641 health 328 

quality of life 638 risk 326 

randomized 

controlled trial 527 guidelines 309 

care 502 impact 301 

united-states 442 diagnosis 297 

symptoms 428 risk-factors 292 

outcomes 366 severity 291 

adherence 361 lung-function 290 
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Figure 1–Clustering Results of High Frequency Keywords of 

Literature (Part)  

Discussion 

We summed up nine main research subjects in the field of 

education and management of childhood asthma worldwide, 

as shown below: epidemiology of allergic diseases in children, 

maternal obesity in pregnancy and the risk of asthma for off-

spring, burden of asthma, lung function in infants and pre-

school children, corticosteroid therapy for childhood asthma, 

development and validation of asthma related questionnaires, 

asthma morbidity for inner city children, self-management in 

adolescent and medication adherence, and food allergy man-

agement in children with asthma. 

This field covers a wide range of sub-directions of research, 

involving the epidemiology, prevention, burden, lung function 

test, medication and food management of childhood asthma. 

Future research is required to investigate specific directions 

more deeply and guide the development of nursing practice 

and disease management. 

Conclusions 

In conclusion, this paper explored nine research hotspots in 

the field of education and management of childhood asthma 

by using co-word clustering analysis method. To some extent, 

these findings may provide new insight for understanding and 

predicting the dynamic directions of childhood asthma and 

could provide some reference and information support for 

clinical practice and theoretical basis for scientific research. 
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Abstract 

The purpose of this study is to extract similar term definitions 

used in the terminology of Japanese medical device adverse 

events. We employed Levenshtein and Jaro–Winkler distances 

as edit distances and Skip-gram, continuous-bag of words, and 

fast text to produce distributed representations in Word2Vec. A 

comparison of the accuracies of the models showed that 

Levenshtein distance had higher specificity whereas Skip-gram 

had higher sensitivity as compared to the other models. 

Keywords: 

Machine Learning; Vocabulary, Controlled; Equipment and 

Supplies, Hospital 

Introduction 

In Japan, medical facilities and medical device manufacturing 

companies are required to submit medical device adverse event 

reports (MDAER) to the Ministry of Health, Labor, and 

Welfare when medical device adverse events (e.g., catheter 

breakage) occur during a medical procedure. Since detailed 

descriptions of adverse events and problems caused to patients 

by medical devices are documented through free-text in 

MDAER, they are hard to categorize and conduct statistical 

analysis. 

Therefore, to standardize the terms in MDEAR, medical device 

adverse event terminology (terminology of Japan Federation of 

Medical Devices Associations: JFMDA terminology) was 

published in March 2015 [1]. This terminology consists of 89 

medical device terminologies developed by 13 industry groups 

that are members of JFMDA. Each terminology has three 

categories: medical device problem, patient problem, and 

component. In addition, each term in “medical device problem” 

and “patient problem” categories have definition sentences, 

synonyms, and FDA code from the Center for Devices and 

Radiological Health (CDRH) Terminology [2] as shown in Fig. 

1. Internationally, between 2009 and 2011, ISO TC 210 worked 

in conjunction with Global Harmonization Task Force (GHTF) 

and FDA to produce ISO/TS 19218 - 1 Medical devices-

Hierarchical coding structure for medical device adverse 

events, including both event codes (part 1) and evaluation codes 

(part 2). In 2011, International Medical Device Regulators 

Forum (IMDRF) was conceived to accelerate international 

medical device regulatory harmonization and convergence [3]. 

The 13 industry groups independently constructed each 

terminology using a bottom-up approach by gathering the terms 

used regularly in medical facilities to facilitate communication 

between medical staff and medical device manufacturers. We 

are now trying to map these terminologies to ensure 

consistency. One problem associated with mapping these 

terminologies includes cases where the notation of terms is 

considered to be the same concept but differed depending on 

the terminologies. Because there are about 3,500 terms related 

to medical device problems, manual verification requires great 

effort. 

Thus, the purpose of this study was to detect synonyms 

automatically using definition sentences of the terms used in 

the JFMDA terminology. 

 

 

Figure 1–Overview of JFMDA terminology 

Methods 

Data 

Terms used for describing medical device problems were the 

focus of this study. At first, we extracted the terms and their 

definition sentences. We made approximately 600,000 

definition sentence pairs, of which 125 pairs were extracted 

arbitrarily. 

Similarity Detection 

We employed edit distance and Word2Vec as similarity 

detection methods. Edit distance is an algorithm for quantifying 

how two dissimilar strings are related to each other by counting 

the minimum number of operations required to transform one 

string into the other. Word2Vec is used to group vectors of 

similar words together into vector space to detect their 

similarities mathematically. 

In this study, we employed Levenshtein [4] and Jaro–Winkler 

distances [5] as the edit distance and Skip-gram, continuous-

bag of words [6], and fast text [7] to produce distributed 

representations in Word2Vec. 

Japanese Wikipedia was used to create a distributed 

representation model of Word2Vec. In each model, the number 

of dimensions of the vector was set to 300. 
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Evaluation 

As a gold standard, 50 similar definition pairs and 75 other 

definitions from the 125 pairs were identified by three experts 

in medical device safety. Receiver operating characteristic 

(ROC) analysis was carried out to evaluate the extraction 

accuracy of similar definition sentences, and area under curve 

(AUC) was calculated. The cutoff value was identified from the 

ROC curve using the Youden Index. Sensitivity and specificity 

were also calculated. ROC analysis was conducted using JMP 

13.2.1. 

Results 

The AUC obtained from the ROC curve analysis and the 

sensitivity and specificity obtained from the cutoff value are 

shown in Table 1. 

In comparing the models, we observed that both editing 

distance algorithms tend to have higher AUC and specificity 

compared to the three Word2Vec models. In particular, the 

AUC and specificity of the Levenshtein distance algorithm 

were highest. In Word2Vec, the sensitivity of Skip-gram had 

the highest score. 

For the Levenshtein distance algorithm, the difference in the 

number of characters of definition sentence pairs was small, and 

the more common characters they had, the higher was the 

similarity between them. However, even though the concepts 

are the same, if the difference in the number of characters of a 

definition sentence pair is large, the similarity becomes low. 

Conversely, the accuracy of Skip-gram in Word2Vec did not 

depend on the number of characters. Therefore, to further 

improve accuracy, we believe that devising a method that is a 

combination of both Skip-gram and Levenshtein distance 

methods is necessary.  

 

 

Figure 2–ROC curve 

Conclusions 

As a result of the experiments performed in this study to extract 

similar words using definition sentences, we drew the following 

conclusions: Skip-gram was the most sensitive and Levenshtein 

distance had the highest specificity and high AUC. To further 

improve accuracy, we suggest that devising a method that is a 

combination of both Skip-gram and Levenshtein distance 

methods is necessary. 

Table 1–Comparison of the accuracy of each algorithm 

Algorithm Sensitivity Specificity AUC 

Edit 

distance 

Levenshtein 

distance 

0.680 0.840 0.821 

Jaro–

Winkler 

distance 

0.780 0.707 0.782 

Word2Vec 

CBOW 0.640 0.707 0.690 

skip-gram 0.860 0.480 0.703 

fast text 0.720 0.693 0.734 
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Abstract 

To facilitate experts to find relevant clinical information 
models, we took a case study of openEHR. We proposed to use 
a  graphical model to represent EHR archetype sets, aiming to 
optimize  clincal information retrieval performance. In this 
study, we applied our graphic model to 523 OpenEHR 
archetypes and represented them as a graph with 5,008 nodes 
and 6,908 edges, which consists of 3,982 term nodes, 504 
concept nodes, and 523 archetype nodes. On basis of the 
graphical model, it improved the performance for retrieving the 
clinical queries.  

Keywords:  

Electronic health record; Computer models; Information 
storage and retrieval 

Introduction 

A key requirement to achieve semantic interoperability is the 
standardization of clinical concept representation within 
electronic health record (EHR) data. The openEHR is a two-
level modeling approach, which separates knowledge from 
information models. It consists of a Reference Model (RM), 
archetypes and templates. Archetypes define real world clinical 
concepts, such as "blood pressure", and concept-related data 
elements at knowledge level. Reuse of these clinical 
information models (archetype) could help interoperable 
information be created and shared in health records in a 
standard manner.  

Archetype modeling methodology (AMM), proposed by Moner 
D[1], shows that searching for reusable archetypes from 
archetype repositories is an essential part throughout the 
development process. The openEHR community provides the 
Clinical Knowledge Manager (CKM)[2] to be a library of 
openEHR archetypes and templates. It supports the retrieval 
based on clinical concepts in different section of archetypes. It 
could help find reusable archetypes[3]. However, experts 
involved in modeling are mainly concerned about whether the 
concept name and core data items are covered[3-4]. For better 
results, end users usually need to do a large amount of 
preparatory work[3-4]. 

Since archetypes usually have their own hierarchical structures, 
and there are semantic relations between them, we considered 
that graphical representation of these potential knowledge may 
support clinical information models retrieval. Previous studies 
show that graphs could efficiently represent clinical 
knowledge[5]. Moreover, retrieval based on a graphical model, 
such as Bayesian networks, have been proved to be efficient 
and reliable[6]. In this paper, we aims to graphical represent of 
openEHR archetype sets to help identify archetypes that are 
relevant to a particular information need. 

Methods 

Archetype feature identification and extraction 

As end users are mainly concerned about whether an archetype 
covers the concept name and core data items, we attempt to use 
clinical concepts and data elements to represent each archetype. 
An archetype is expressed in Archetype Definition Language 
(ADL), and mainly consists of three sections. Header contains 
a unique identifier for the archetype, and includes some 
descriptive information, such as concept name. Definition 
contains the main formal definition of the archetype, including 
all possible data elements that could be relevant for the clinical 
concept. Ontology contains the code that represents the 
meaning of nodes. Moreover, there is a relationship called 
specialization between archetypes. An archetype is a 
specialization of another archetype if it mentions that archetype 
as its parent. Thus, we extracted archetype ID, concept, data 
elements and parent archetype ID based on ADL files parsing 
as features (Table 1). 

Table 1–Examples of Archetype Features 

Archetype 
ID 

openEHR-
DEMOGRAPHIC-
ADDRESS.address-
provider.v1 

openEHR-EHR-
CLUSTER.exam
_urethra.v0 

Concept Healthcare provider 
address 

Examination of 
the urethra 

Data 
elements 

Address lines 
Building/complex 
sub-unit number 
Address site name 
Floor/level number 
…… 

No abnormality 
detected 
Clinical 
description 
…… 

Parent 
archetype ID 

openEHR-
DEMOGRAPHIC-
ADDRESS.address.v1 

Null 

Graphical representation of archetypes 

We used a directed acyclic graph (DAG), which called clinical 
resource graph, to represent the dependences among 
archetypes, clinical concepts, and data elements (Figure 1). 

The clinical resource graph contains three layers. The first is the 
term layer. It contains the set of indexing data elements T = {Ti, 
i = 1. . . M}, M being the number of data elements from a given 
archetype collection. Each term node is linked to its 
corresponding concept node in the clinical concept layer. The 
second is the clinical concept layer. It contains the set of 
indexing concepts C = {Cj, j = 1. . . N}, N being the number of 
concepts. The third layer contains the set of archetypes A = {Ak, 
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k = 1. . . K}, K being the total number of archetypes in the 
collection. If Ak is a specialization of another archetype Ap 
which defines Cj, there is a link joining the concept node Cj and 
the archetype node Ak. 

Thus, this DAG has the set of variables V = T C A. The 
topology avoids connections between nodes in the same layer, 
and facilitates the inference process. 

 
Figure 1–Topology of clinical resources graph 

Data source 

We downloaded 526 archetypes from CKM on August 30th, 
2018. All files were in ADL format. We used the ADL parser 
(https://github.com/openEHR/java-libs/tree/master/adl-parser) 
to extract related features described above. In this collection, 3 
archetypes did not use English as the description language, so 
the total number changed to be 523. 

Results 

Overview of clinical resources graph 

We extracted 6504 object nodes from the collection, including 
5981 data elements and 523 concept nodes. After removing the 
the duplicated ones, we got 3,560 and 504 respectively. 
Besides, there were 31 specialized archetypes, involving 20 
parent archetypes while 8 of them were no longer in CKM. 
Therefore, the clinical resources graph had 5,008 nodes and 
6,908 edges, which consisted of 3,982 term nodes, 504 concept 
nodes, and 523 archetype nodes. And 12 concept nodes had 
specialized relations with archetype nodes.  

Evaluation of the performance 

We formulated two test queries : Q-1 was “admit date/time, 
attending doctor, clinical description, discharge date/time”; and 
Q-2 was “report, test name, test results”. Then, we manually 
annotated all 523 archetypes, according to their relevance to 
each query, as the ground truth. To validate our clinical 
resources graph in supporting retrieval, we used retrieval model 
based on Bayesian Network proposed by Acid S[6]. 
Meanwhile, CKM and BM25F were selected as baseline 
methods. BM25F is an extension of the BM25 ranking function, 
which is applicable to structured documents consisting of 
multiple fields. We supposed that an archetype was 
decomposed into two fields: concept and data elements, and 
used the function proposed by Zaragoza H [7]. 

We evaluated the result in terms of Precision at cut-off points 1 
(P@1) and 3 (P@3), as well as Recall (R). The result (Table 2) 
showed that our method was better than the two other methods. 
For instance, for Q-2, our method, BM25F and CKM achieved 
a P@3 of 1, 0.67 and 0.33, respectively. Besides, our mehtod 
could identified the specialized archetype “openEHR-EHR-
COMPOSITION.report-result.v1”, which BM25F could not 
find. All these indicated that it was effective to use a graphical 

representation of relationships among data elements, concepts 
and archetypes to support search.  

However, there were some important limitations. First, our 
approach could not solve the basic problem of semantic 
interoperability in EHRs, which must be solved from the 
perspective of the business domains the concepts originally 
belong to. Second, it was not clear that whether our method 
could be applied to other clinical information models. Third, 
our method could not find semantic associations when 
archetypes had few data elements, and terms used were totally 
different. 

Table 2– Results of the experiment 

Method 
Q-1 Q-2  

P@1 P@3 R P@1 P@3 R 
CKM 0 0 0 1 0.33 0.89 
BM25F 1 0.67 1 1 0.67 0.16 
Our method 1 0.67 1 1 1 1 

Conclusions 

To facilitate clinicians to find relevant clinical information 
models, we took a case study of openEHR. We tried to 
graphical representation of archetype sets to optimize existing 
retrieval results of CKM. The result showed that our method 
could support efficient search. This is a preliminary study. In 
future work, We will optimize the existing method according to 
its shortcomings, and validate its feasibility on other clinical 
information models. 

Acknowledgements 

This research is supported by Chinese Academy of Medical 
Sciences (Grant No. 2017PT63010, 2018PT33024), the 
National Key R&D Program of China (Grant No. 
2016YFC0901901, 2017YFC0907503). 

References 

[1] Moner D, Maldonado J A, Robles M, Archetype modeling 
methodology. J Biomed Inform 79 (2018), 71-81. 

[2] openEHR clinical Knowledge Manager. 
http://www.openehr.org/ckm/. 

[3] Teodoro D, Sundvall E, João M J, et al, ORBDA: An 
openEHR benchmark dataset for performance assessment 
of electronic health record servers. Plos One 13 (2018), 
e0190028. 

[4] Maranhã£O P A, Bacelar-Silva G M, Dng F, et al, Nutri-
genomic Information in the openEHR Data Set. Appl Clin 
Inform 9 (2018), 221-231. 

[5] Rotmensch M  Halpern Y , Tlimat A , et al, Learning a 
Health Knowledge Graph from Electronic Medical Rec-
ords. Sci Rep 7 (2017), 5994. 

[6] Acid S, Campos L M D, Juan M. Fernández-Luna, et al, 
An information retrieval model based on simple Bayesian 
networks. International Journal of Intelligent Systems 18 
(2003), 251-265. 

[7] Zaragoza H, Craswell N, Taylor M, et al, Microsoft Cam-
bridge at TREC 2004: Web and HARD track. Proceedings 
of TREC-2004 2004. 

Address for correspondence 

Jiao Li, Institute of Medical Information, Chinese Academy of 
Medical Sciences, 3rd Yabao Road, Chaoyang District, Beijing 
100020, China.  Email: li.jiao@imicams.ac.cn 

L. Yang et al. / A Graphical Representation Model for Electronic Health Records: A Preliminary Study 1623



This page intentionally left blank



II. Supporting Care Delivery 

 



This page intentionally left blank



Using Inpatient Portals to Engage Family Caregivers in Acute Care Setting : A Literature 

Review 

Bader Alshoumr, Ping Yu, Tingru Cui, Ting Song 

Centre for IT Enabled Transformation, School of Computing and Information Technology, Faculty of Engineering and Information 

Sciences, University of Wollongong, Wollongong, NSW 2522, Australia 

 

 
Abstract 

This study aims to review the literature evaluating the design, 

acceptance, use and usability of inpatient portals for family 

caregivers. Fourteen articles were included. Information about 

patient medication, lab results and healthcare team was most 

important. Most caregivers were satisified and perceived the 

ease of use and usefulnesss of portals. Further research is 

needed to collect sufficient evidence with regard to the impact 

of inpatient portals on patient engagement and quality of care. 

Keywords:  

Patient portals, caregivers, Quality of Health Care 

Introduction 

An inpatient portal is a secure website application through 

which patients can access the health service information, 

perform online health- and administration-related transactions, 

communicate directly with providers, and access clinical 

information during hosptalization [1]. Family caregivers might 

need to act on behalf of patients during hospitalization due to 

the patient’s disability or very young age. Therefore, they 

should also be offered access to an inpatient portal. In this 

review, we aim to assess the use and usability of the portal for 

family caregivers within an acute care setting. We also explore 

the information and design recommendations needed for 

effective engagement. 

Methods 

PubMed, Scopus, and CINAHL databases were searched for 

articles published between 2008 and 2018. We used three main 

terms to identify eligible articles: 1) engagement, 2) patient 

portal, and 3) acute care or hospital. We followed PRISMA 

guidelines to screen potential articles in the literature. We 

excluded articles which were either not written in English, were 

commentaries, or were disccussion papers.  

Results 

Of the 731 articles identified through database search and 

reference review, 14 articles were found to meet the final 

inclusion criteria (see Fig.1). The study design was a mixture of 

quantitative and qualitative methods. The main outcomes 

reported were family caregivers’ information needs, portal 

design recommendations, acceptance, use and usability. Most 

studies were performed at multiple tertiary teaching hospitals 

while only four studies were performed at children’s hospitals 

[2–5]. 78% of studies were conducted in the United States, two 

studies in Canada [2,6], and one study in South Korea [7]. 

 

Figure 1– Article selection flow chart adapted from Kelly 

MM, Coller RJ, Hoonakker PLT. Inpatient Portals for 

Hospitalized Patients and Caregivers: A Systematic Review. J 

Hosp Med [8] 

Caregivers’ Information Needs 

Three studies reported the desire of family caregivers to be 

offered real-time access to the patient’s clinical information [8–

10]. One study stated the importance of adding the patient’s 

care plan on the portal during hospitalization [9]. Another study 

reported the preference of caregivers to view the health care 

team profiles online [10]. Two studies recommended offering 

detailed information about upcoming trials, uploading signed 

consent forms, and adding general information about the 

patient’s transition to home care [10,11].  

Portal Design Recommendations 

Three studies provided design suggestions and 

recommendations. Caregivers suggested allowing them to 

customize the display of information based on patient’s 

condition, presenting lab results as graphs instead of numbers 

[10] and adding functionality to notify them about upcoming 

clinical events and new lab results [8]. Others recommended to 

use the same themes, designs and functionalities in both, the 

inpatient and outpatient portals [12], to apply the bring your 

own device (BYOD) strategy inside the hospital, and also allow 

out-of-hospital access to the portal [12]. 

Caregivers’ Portal Acceptance  

Generally, family caregivers had positive perceptions toward 

the use of inpatient portal during their family members’ 

hospitalization. They perceived a moderate satisfaction and 
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utility with the use of secure messaging in a rehabilitation care 

setting [6]. Parents of children who were admitted to either a 

medical or surgical unit at a pediatric hospital found the real-

time visualization of the child’s clinical information useful in 

tracking the child’s progress and making critical decisions 

during hospitalization [5,13]. Some parents thought that the use 

of the portal during hospitalization might also enhance patient 

safety [5]. 

Caregivers’ Portal Use  

Three studies provided quantitative data about the use of an 

inpatient portal by caregivers. The first study reported that 90% 

of 300 caregivers at a tertiary children’s hospital accessed the 

portal and used all of its functionalities [5]. Another study 

reported that 84% of 120 caregivers at a tertiary hospital used a 

web-based inpatient portal for less than 4 days, and 16% 

continued to use it for 5 to 10 days [9]. The last study found that 

the average caregivers’ use of the portal was 2.5 times/month 

during 14 months of the study at a children’s rehabilitation 

hospital [6]. 

Portal Usability  

Two studies performed a usability evaluation test for caregivers 

in two different contexts; oncology [2] and neonatal care [9]. 

The tools examined were a web-based toolkit for oncology and 

intensive care [2] and a parent decision support tool for neonatal 

care [9]. Findings from both studies indicated that these tools 

were useful, efficient, and effective for engaging caregivers in 

the patient care process.   

Conclusions 

The overall findings of this review indicate that an inpatient 

portal has a great potential to enhance patient engagement in 

health care during hospitalization. However, study in this area 

is still in its early phases. Previous studies were mainly focused 

on exploring the design requirements or assessing the feasibility 

of the portal. Future work should evaluate the impact of using 

the portal with particular focus on caregiver’s engagement, 

patient safety, and the quality of care.  
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Abstract 

Recent studies have attributed impaired cognitive function in 

cancer patients, or Cancer Related Cognitive Impairment 

(CRCI), to various causes. CRCI screening is vital for guiding 

important decisions about treatment options. This study inves-

tigates the emotional Stroop-test-based CRCI screening, exam-

ining response time when naming the colors of negative emo-

tional words. Cancer patients (n=17) participated in two tests: 

(1) the Stroop task; (2) State-Trait Anxiety Inventory. Results 

suggest that Stroop-based CRCI screening is feasible. 

Keywords:  

Cancer, Cognitive Assessment Screening Instrument, Stroop 

Test 

Introduction 

With advancing technology in the medical field and increasing 

treatment options available, it is important for patients to 

engage in decision making with intact cognitive processes. 

However, recent reports have described Cancer Related 

Cognitive Impairment (CRCI), a phenomenon in which the 

cognitive function of cancer patients might be impaired. The 

risk factors for CRCI remain unclear, but research suggests 

causes such as chemotherapy, surgery, radiotherapy, hormone 

therapy, cancer-related inflammation, physical and mental 

stress, and attentional fatigue [1]. Although various pathways 

have been proposed, little is known about CRCI mechanisms. 

Studies also indicate that the CRCI is a common phenomenon: 

75% of cancer patients potentially have CRCI [1]. 

To elucidate CRCI mechanisms, this study proposes a quick 

measurement based on a Stroop task [2]. A Stroop task is a 

widely known psychological method named after John Ridley 

Stroop. The Stroop phenomenon illustrates the difficulty of 

naming the color of a word when a mismatch exists between the 

color and the word, such as the word GREEN printed in red 

color. Many variations on the Stroop task use stimuli other than 

colored words. One variation applied to clinical areas uses the 

word set related with the anxiety of participants. This Stroop 

task is called an Emotional Stroop task. Such a test works by 

assessment of the response time of the participant when naming 

colors of negative emotional words. For example, depressed 

participants are slower at naming the color of depressing words 

than doing so for non-depressing words. Non-clinical subjects 

have also been shown to name the color of an emotional word 

(e.g., "war," "cancer," "kill") more slowly than when naming 

the color of a neutral word. This effect is called an emotional 

Stroop effect [3-6]�Particularly, the cancer-related emotional 

Stroop effect is called the cancer Stroop effect  [7-9]. 

The proposed quick cognitive impairment screening is based on 

the cancer Stroop effect, specifically, the degree to which a 

small word set can capture the cancer Stroop effect.  

Materials and Methods 

We designed a three-minute screening method using 20 words 

(10 for cancer-related words and 10 for natural words).  

Participants: Cancer patients were recruited at the venue of a 

classical live music concert held at the Osaka International Can-

cer Institute on May 12, 2018. Seventeen completed all the tri-

als and questionnaires before and after the concert. All partici-

pants were Japanese and fluent Japanese language speakers. 

Evaluation Metrics: This study investigated patients to 

ascertain their (1) anxiety and (2) attention. 

• Anxiety: State-Trait Anxiety Inventory: The State-

Trait Anxiety Inventory (STAI) developed by 

Spielberger et al [10] is a broadly used measure to 

assess the states of anxiety (A-State) and trait anxiety 

(A-Trait). Toccafondi et al [11] found that cancer 

patients’ A-State scores in this scale improved after 

attending an hour-long live music concert, although 

A-Trait did not change significantly. For this study, 

A-State, translated into Japanese [12], was used to 

assess participants’ states of anxiety. The 20-item 

questionnaire used 4-point scales (1-4). 

• Attention: Cancer Stroop Task: The Cancer Stroop 

Task consisted of 10 cancer-related words and 10 

neutral words chosen for earlier research  [7] 

investigating attentional biases of women who had a 

family history of breast cancer. This study examines 

patients without specific cancer type. Therefore, 

breast-cancer-specific words used in the earlier study 

were replaced with general cancer-related words. Our 

preliminary experiments found no significant 

difference between word types in terms of word 

length, frequency, or character strokes. A Stroop task 

application was developed (Apple iPad; Apple Corp.). 

The words were presented at the center of a black 

screen in one of four colors: red, blue, green, or 

yellow. While the word was presented, four gray 

boxes at the bottom of the screen displayed the name 

of each color written in black in each box (Figure 1).  

• Participants were instructed to ignore the meaning of 

the displayed words and tap one box that 

corresponded to the color of the word as quickly as 

possible. In addition, to begin each trial at a fixed 

distance to the color options, participants were asked 

to tap a gray circle with the word ‘Next’ appearing at 

the center of the screen after answering each trial. The 

word order of the presentation was randomized. The 

reaction time for each word and incorrect answers 

were recorded and saved in the device as a screenshot 

at the end of each session. 
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Procedure: The Stroop task and STAI A-State questionnaire 

were completed before and after the monthly live music concert 

held at the Osaka International Cancer Institute on May 16, 

2018.  Before the concert, participants completed STAI A-State 

questionnaire after providing written informed consent to 

participate. Then, participants received instruction and 

practiced the Stroop task, doing 20 trials consisting of 10 

practice words. After the practice session, participants 

completed the main trials (80 trials; 20 wrods * 4 times). They 

attended an hour-long classical music concert, after which they 

completed the questionnaire and main Stroop trials again. 

Paired student’s t-tests were used to compare mean STAI A-

State scores before and after the concert. Latency exceeding 3 

SDs from the mean were excluded from analysis. Study 

protocol was approved by the Medical Ethics Committee of 

Osaka International Cancer Institute (#18009) April 27, 2018. 

Results and Discussion 

The participants were all cancer patients (they provided their 

hospital identification numbers). Pparticipants included 2 men 

and 15 women, with ages of 45–65 (mean=69.1, SD =9.23). 

Anxiety before and after (A1 vs. A2): Anxiety after the concert 

(mean=25.5, SD=5.8) was significantly lower than that before 

the concert (mean=33.4, SD=9.1) in t-test. Music concerts 

significantly reduced the patients’ anxiety. We investigated the 

music concert effects and the Stroop effect. Various 

comparisons exist for the Stroop effects (Figure 1). 

Total comparison between results obtained before and after 

(C1+N1 vs. C2+N2): Average latency (or Reaction Time; RT) 

for cancer words was significantly longer (mean=1.14, SD= 

0.28) than that for neutral words (mean=1.04, SD=0.20). The 

Neutral word comparison between results obtained before and 

after (N1 vs. N2): The neutral words RT after the concert 

(mean=1.01, SD=0.18) was significantly shorter than that 

before the concert (mean=1.13, SD=0.26). Comparison 

between after cancer and after neutral (C2 vs. N2): After the 

concert, the cancer word RT (avg.=1.06, SD=0.22) was 

significantly longer than the neutral word RT (mean=1.01, 

SD=0.18) (Figure 1). No other relations were statistically 

significant.  
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Figure 1. Stroop application made for use on an Apple iPad (left) and Interaction 

between word type and time condition (right). 
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Abstract 

Monitoring circadian rhythms of social activity is crucial for 
preserving the health and wellness of ill elderly people. In this 
paper, we assess the ability of phones to be used as a temporal 
and social daily activity sensor from a passive and 
unobstructive measure of phone call activity. To this end, we 
introduce a methodology specifically designed to automatically 
measure both persistence and disruptions in circadian rhythms 
of phone call activity with 26 adults older than 65 years.  

Keywords:  

Circadian Rhythm; Cell Phone; Elderly 

Introduction 

Biologically, circadian rhythms are cyclical processes 
characterized by a near-to-24-hour period according to the 
individual [1]. The analysis of their expression is crucial for 
preserving the daily health and wellness of the older person at 
home by capturing its routines of activity and their probable 
disruptions in order to anticipate potential health issues [2]. 
Unfortunately, it must be acknowledged that, although 
innovative approaches as actigraphy have shown promising 
results for capturing the physical activity of the individual, the 
sensors needed often show limitation for collecting other types 
of data about the individual’s activity as social interactions 
[2,3]. This point is problematic insofar as social disruptions in 
the older person’s habits may directly reflect severe issues 
occurring with the aging process, like social isolation or 
depression for instance.  

Thus, whether and how circadian rhythms of social activity and 
their disruptions could be measured in older adults on a passive 
and unobtrusive way remain to be investigated. The present 
paper is specifically designed to address this issue.  

Methods 

We introduced the phone device as a temporal and social sensor 
of the individual’s daily activity, and we used a passive and 
unobstructive measure of phone call activity. We analysed the 
outgoing phone call detail records (CDRs) of 26 volunteers 
older than 65 years on a period of twelve consecutive months, 
and we focus on two specific phone call parameters, namely (1) 
the date and (2) the hour of call. We further describe a 
methodology specifically designed to automatically assess (1) 
the existence of circadian rhythms in outgoing phone call 
activity by leading persistence analysis that was developed in 
recent system complex literature [4], and (2) the existence of 

significative disruptions in these rhythms by calculating their 
monotony signatures [5].  

Calculating Circadian Rhythms  

We followed the descriptive approach recently proposed in [4] 
for circadian rhythm estimation in phone call activity. This 
approach consists in (1) coarse-graining the time dimension 
into a unique day divided into 24-one-hour time slots, and (2) 
calculating the average phone call frequency for each time slot.  

Assessing the Consistence of Circadian Rhythms  

We followed an analytical approach of persistence [4]. For each 
individual, at each 4-month period of time, T1, T2 and T3 : 

We note  a measure such as: 

 , where  is the discrete 

probability distribution of ego’s i calls ratio at time period T. 

We noted , the average of   such as: 

, where  is the 
number of time periods, here 3. 

Then, we noted the reference scale such as: 

, where is the discrete 

empirical probability distribution of ego’s i calls ratio at time 
period T and  is the discrete probability distribution of ego’s 
j calls ratio at the same time period T with . 

We noted , the average of   such as: 

, where  is the number 
of individuals, here 21. 

Finally, persistence of circadian rhythms of a given ego is 
validated if and only if  /  < 1.  

Assessing the Existence of Disruption in Circadian 
Rhythms 

To assess the existence of disruption(s) in circadian rhythms, 
we used the stochastic monotony signature of a function that 
indicates if the function is increasing-or-constant or decreasing 
through a sequence of, respectively, sign + and sign -. In 
practice, we assessed the existence of a significant disruption 
between two successive, and independent, circadian rhythms X 
and Y after testing the similarity of these signatures due to a 
common causality between X and Y (hypothesis H1) against a 
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random choice of the values of the successive sgnXi’s 
(hypothesis H0) [5]. 

Results 

Existence of persistent circadian rhythms 

The consistence of circadian rhythms was confirmed by a 
persistence analysis (see Methods section). Results stand out all 
the egos have their self-distance lower than their reference 
distance, which means their pattern tends to retain their shape 
through time. Numerically, averaging results for the whole 
egos, < > = 0.24 (± 0.06), whereas < > = 0.38 (± 0.07).  

Disruption in circadian rhythms 

The stochastic monotony signature comparison tests 
highlighted the existence of variations between two successive 
time periods of the year in the way the individual allocates his 
time of communication throughout the day. Figure 1 illustrates 
these results by mapping the monotony signatures variations of 
circadian rhythms in outgoing phone call activity for each 
individual into a heat-map. 

 

 

Figure 1– Existence of disruption(s) between two successive 
circadian rhythm calculated from two successive periods of 

time.  

Discussion 

Our results suggest the persistence of daily social interactions 
in phone communication in the older population, and 
disruption(s). These features could be advantageously used for 
completing traditional health monitoring approaches using 
circadian rhythms analysis by giving daily data of social 
interactivity. However, a number of caveats and limitations 
have to be taken into account.  

First, any rapid generalization of our results might be avoided 
because of rather small sample size (n = 21). Then, we insist on 
the fact that analysed circadian patterns concerns only the 
outgoing phone call activity. It could be relevant to enhance 
robustness of such circadian estimation by combining outgoing 
call pattern with corresponding social interaction data as 
incoming phone calls, text messages, location data and, more 

generally, in leading multi-dimensional analysis based on 
temporal active and passive data from phones [6].  

Conclusions 

In this papier, we assessed the use of phone device as a temporal 
and social sensor of the daily social activity of the elderly 
individual for a health monitoring purpose. To this end, we 
analyzed the outgoing phone call detail records of 26 volunteers 
older than 65 years on a period of twelve consecutive months. 
We give a methodology to automatically assess (1) the 
existence of circadian rhythms in outgoing phone call activity 
by leading persistence analysis, and (2) the existence of 
significant disruptions in these rhythms by calculating their 
monotony signatures. Within our population, we showed that 
older adults have consistent circadian rhythms in phone call 
activity, which is reflected by their ability for persisting in time. 
Then, we demonstrated that, despite this persistence, 
disruptions could occur through time in circadian rhythms of 
outgoing phone call activity by comparing their monotony 
signatures.  
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Abstract 

Clinical evaluation of the patient and the follow-up of the 

rehabilitation process are pillars of physical therapy care. The 

SIAVA-FIS decision support system is presented, which 

accesses graphical evaluation and evolution data, allowing 

physical therapists to follow the results of the therapeutic 

procedures in a mobile and web platform. Results indicate that 

SIAVA-FIS meets physical therapists´ needs and that usability 

presents effectiveness, efficiency and satisfaction in the use of 

tasks evaluated by users. 

Keywords: 

Clinical Decision Support Systems; Rehabilitation; Diagnosis  

Introduction 

The field of health informatics has emerged as an 

interdisciplinary science that evaluates how health information 

and knowledge can be effectively used for clinical decision 

making[1]. Multidisciplinary care is an integrated team 

approach to healthcare and involves different healthcare 

professionals, like physical therapists, that are movement 

experts who provide services that help restore function, 

improve mobility, relieve pain, and prevent or limit permanent 

physical disabilities in patients with injury or disease[2]. 

Physical evaluation, tests and measurements are means for 

collecting information and the physical therapist uses them to 

identify signs or symptoms of changes in health conditions, 

diagnosis, prognosis and treatment decision making[3]. A 

clinical decision support system favors the reduction of costs 

by searching for alternatives for displacement, technological 

resources, information in the diagnosis and evolution of 

conduits[4].�

Methods 

The method used in this study was based on the development 

and evaluation of a web-based system and mobile application 

(app) for physical therapy assessment of outpatients with 

musculoskeletical disorders.  It was composed by two phases. 

The first phase was the development. The system was 

developed using free software, in the PHP language, MySql 

database, with the IONIC framework for the hybrid application, 

and the Angular Material for the web framework. Unified 

Modeling Language (UML) was selected. For the hosting 

services in the cloud, Hostgator  Brazil was used. To capture 

users requirement, we conducted two workshops with 06 

physical therapists from the service. In the first workshop, we 

asked users about specific requirements for the application to 

fit into their practice, including clinical parameters and 

subjective data to be considered for assessment. Participants 

presented their suggestions and discussed in the group. One 

week after the first workshop, the group met again and 

presented a synthesis of previous suggestions along with 

suggestions obtained from review from textbooks, that 

discussed and revised.  

The second phase was usability evaluation. The system was 

evaluated by physical therapy students and professors at a 

private university in Brazil. They answered a questionnaire that 

was developed according to NBR-9244-11, with 17 questions, 

distributed in three criteria: system use (four questions), system 

content (eight questions) and system interface (five questions). 

These criteria were assessed based on a five point Likert scale 

(1-5), with the following response categories: 1 = strongly 

disagree, 2 = disagree; 3 = neutral; 4 = agree, and 5 = strongly 

agree. The top three points (3,4,5) were considered to have 

indicated criteria approval. This study was approved by the 

Research Ethics Committee. 

Results 

The system was named SIAVA-FIS (Assessment and 

Reassessment System in Physical Therapy) and is intended to 

assessment and follow-up of patients through the measurement 

of data collected. SIAVA-FIS decision support system 

comprises 2 modules: the first is a web module, where the data 

is registered and the items collected are configured, as well as 

the possibilities of printing and alerts of the system; the second 

module is a mobile application, that will collect the selected 

information and send it to the web system to generate the 

various types of graphics. As a result, the system presents 

clinical parameters such as vital signs (blood pressure, 

temperature, heart rate and respiratory rate), body mass index 

as well as other assessment measures according to the segment 

assessed, such as goniometry, muscle strength, perimetry, 

muscle tone, and pain, among others. The respective alerts were 

also included when were not in agreement with the current and 

updated reference values. 

The SIAVA-FIS web module has a login screen for each 

registered user and is hosted on a server in the cloud at the URL 

www.siavafis.com.br. As every physical therapist make their 

own planning in consultation with their patients, after the 

identification login, the initial screen presents the patients that 

were already registered in the clinical system by the physical 

therapist, and their respective appointments, or no information 

when no patient has been registered until that moment.  

In addition, through the web system it is possible to visualize 

the data collected by the mobile application and verify in the 

web module its graphical presentation, presenting the data as 

specified by the physical therapist, such as values and 

instructions on clinical parameters. 
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The SIAVA-FIS mobile application is an interface to the web 

module. It does not allow double entry by physical therapists, 

as they do not exchange patients with each other, unless they 

change their working schedule with each other. 

Usability Evaluation 

The system was evaluated in different criteria. In the system use 

criterion, consisting of four items, averages were between 4.27 

(± 0.59) and 4.53 (± 0.74), with an overall mean of 4.4666 and 

the standard deviation 0.677, demonstrating that the evaluators 

agree partially with the use of the system according to the 

application of the concepts defined in the methodology. In 

relation to the system content criterion, composed of 8 items, 

the general average of this criterion was 4.36 and the concept 

was partial agreement in the evaluation. In the system interface 

criterion, the five items were evaluated with averages between 

4.13 (± 0.640) and 4.73 (± 0.210) with an overall mean of 4.51 

and the standard deviation 0.55, demonstrating that the users 

agree fully with the system interface. The average of the 

majority of questions was positive, with a score higher than 4. 

Discussion 

Physical therapists need to manage a vast amount of 

information to make clinical decisions, and the use of 

information technology for systematically processing data and 

supporting information and knowledge[1] can improve their 

practice. Clinical decision systems (CDS) help front-line staff 

to select interventions for patients with musculoskeletal 

disorders, and may be classified into computer-based tools/ 

questionnaires, treatment algorithms/models, and clinical 

prediction rules/classification systems. CDS tools, especially 

those employing rapidly advancing computer technologies, are 

under development and of potential interest to health care 

providers, case management organizations and funders of 

care[5]. The use of a decision support system may also help to 

standardize outcome measures collection, build standardized 

measurement into clinical workflows, and show the process and 

outcome of patient care, and the use of standardized functional 

measurements that can be used across disciplines [6]. Physical 

therapists are fundamental to define specific requirements on 

the practical use of software which cover the administration, 

documentation and evaluation of the entire therapy process, 

adapted individually by the therapists [7,8]. The system was 

developed considering the data that are part of the physical 

therapist assessment, and it was planned so that information can 

also be inserted remotely, at the point of care, allowing the 

graphic visualization of all the consultations. In this way, 

although the use of SIAVA-FIS can make it possible to identify 

patterns and trends of abnormalities, allowing a quick and 

accurate identification so that the physical therapist assessment 

can occur in a more precise way [7], it must be subjected to 

further validation before can be recommended for large-scale 

implementation [8]. 

Conclusions 

The SIAVA-FIS presents good usability, as well as efficiency 

and satisfaction in the use of the tasks and can contribute to the 

evaluation of quality indicators and improvement of the 

physiotherapeutic care.  
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Abstract 

Access to specialized care remains unsolved in Brazil. The 

National Telediagnosis Project was created to expand 

successful telediagnosis experiences nationwide. The  

Telehealth Network of Minas Gerais (TNMG) was selected as  

a reference for tele-electrocardiogram (ECG). We aim to 

describe the experience of TNMG of developing and 

implementing the Brazilian National Service of Telediagnosis  

in Electrocardiography. Implementation planning includes 

discussion of workflows, standard procedures, responsibility 

definition for stakeholders, and adaptation of TNMG 

telediagnosis system. Tele-ECG has been implemented in 79 

municipalities in 5 states. In a survey with 152 health 

professionals, 57% noted that ECG was not available in the 

local public health system before, 63% indicated tele-ECG 

service utilization ≥3 days per week, 96% considered the 

service very useful and 89% were very satisfied with it. In 

conclusion, the service fills a gap in specialized care in the 

public system and can improve access to a basic exam in 

remote and underserved regions. 

Keywords:  

Electrocardiography, Telemedicine, Access to Health Care 

Introduction 

Brazil is a country with continental dimensions, divided into 5 

regions, including 27 states and 5,507 municipalities. There are 

important economic, social and cultural differences among the 

regions. Although the universal public health system, created in 

1988, operates nationwide, with a broad coverage of Primary 

Care, access to specialized care is still an unsolved problem. 

These inequalities made the country a promising field for the 

implementation of telehealth. Therefore, in 2007 the Brazilian 

Ministry of Health (BrMoH) created the Brazilian National 

Telehealth Program, to support family health teams through 

teleconsultation, telediagnosis and teleducation performed by 

Telehealth Centers (TC) established in different states of the 

country. Currently, there are 25 TC in operation at different 

development levels. 

The Telehealth Network of Minas Gerais (TNMG) is a 

collaborative network of seven public universities in the state of 

Minas Gerais, Southeast Brazil, coordinated by the University 

Hospital of Universidade Federal de Minas Gerais [1]. It was 

implemented in 2005 and currently provides telehealth care for 

813 municipalities in Minas Gerais, mainly in primary health 

care (PHC) centers, but also in emergency departments, 

ambulances and hospitals. Being one of the first TC to 

participate in the Brazilian National Telehealth Program, it has a 

long and wide experience in telediagnosis in cardiology. Over 

3.8 million tele-electrocardiogram (ECG) reports and over 

124,000 teleconsultations have already been performed, as well 

as tele-retinography, Holter and tele-education activities, with 

quality assured by regular audits. 

In 2017, the BrMoH established a National Telediagnosis 

Project as part of the Brazilian National Telehealth Program, in 

order to expand successful telediagnosis regional experiences to 

a nationwide scale.  

The preliminary telediagnosis experiences chosen 

comprehended ECG, retinography, dermatology and 

spirometry. The TNMG was chosen to be one of the first 

National Telediagnosis Project participants, helping BrMoH in 

its conception and offering tele-ECG reports. 

The present work describes the experience of developing and 

implementing the Brazilian National Service of Telediagnosis 

in Electrocardiography (BrNSTE) during its first year of 

operation, under the framework of the BrMoH National 

Telediagnosis Project.  

Methods 

The BrMoH National Telediagnosis Project was conceived as 

an innovative process to perform exams using telemedicine 

tools in an organized way, with quality and low cost, to 

significantly improve the availability of certain exams, 

especially to remote regions with low human development 

index (HDI) and restricted access to specialized care. 

The Project consists of a partnership of BrMoH, State Health 

Department, Municipal Health Department, specialized TC and 

regional TC (RTC). The criteria used by the BrMoH to choose a 

specialized TC to offer certain exam are based on the TC 

previous proven experience and capacity to significantly expand 

its offer at low cost. BrMoH only selects states to implement the 

project which have a RTC in operation with ongoing funding by 

BrMoH. 

A National Telediagnosis Platform, developed by BrMoH 

demand to Universidade Federal do Rio Grande do Norte 

(UFRN), was integrated to TNMG telediagnosis system in order 

to manage the project. The TNMG telecardiology service, 

besides performing the ECG reports, also provides synchronous 

teleconsultation to local medical doctors to discuss the severe 

clinical cases. Educational material for tele-education in 

cardiology is available on TNMG website to support local 

health professionals. 

Implementation planning includes flows and standard 

procedures, role and responsibility definition for stakeholders, 

adaptation and customization of TNMG telediagnosis system. 

The implementation process starts with a presencial two-day 

training of the RTC team at TNMG. The two first local 
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implementations are made by RTC team together with the 

TNMG team to guarantee the success of the implementation. 

The impact of implementation of BrNSTE on local healthcare 

was assessed in a survey with health professionals, health unit 

coordinators and health managers from 35 towns in Acre, Bahia 

and Mato Grosso in June and July 2018. A Likert-scale 

questionnaire with 8 questions was developed. Professionals 

were contacted at last 3 times by telephone or email. There were 

attempts to contact 409 professionals, but email addresses and 

telephone numbers were wrong for some of them. We tried to 

get at least one professional of each category (doctors, nursing 

staff, coordinators) in each health unit.  

Results 

In September 2017, the BrNSTE was launched in the remote 

town of Xapuri (state of Acre), in the Amazonian region. Since 

then, the service is being expanded to other Brazilian states, as 

Bahia (November 2017), Mato Grosso (February 2018), Ceará 

and Roraima (October 2018). Other states have been chosen by 

the BrMoH to receive the Project for the next months.  

From September 2017 to October 2018, the BrNSTE delivered 

through the TNMG 33,178 tele-ECGs for 79 municipalities.  

TNMG telecardiology service works 7 days / 24 hours. It has a 

response time below 10 minutes for emergency ECGs and 

between 2 and 4 hours for elective ones. On average, each town 

performs 90 ECGs/month. Utilization ratio (defined as number 

of towns using the system divided by number of towns with the 

system implemented) is monitored monthly, and is always 

above 90%.  

With regards to the questionnaire, from the 152 respondents 

57% informed that, before the implementation, the ECG was 

not available in the local public health system; and even when it 

was available, no standardized report was provided. After 

implementation of BrNSTE, 63% indicated tele-ECG service 

utilization ≥3 days per week; 94% considered as adequate the 

time to receive the report. In addition, 96% of respondents 

reported the tele-ECG service very useful, 98% indicated much 

benefit for patients and 89% were very satisfied with it. There 

were not significant differences in responses according to 

professional category. 

Discussion 

The present study describes the deployment of a large and 

complex telehealth service, developed under the guidelines of a 

national policy with the collaboration of different stakeholders, 

including a TC with expertise in tele-ECG, regional TCs, 

responsible for local implementation, an University (UFRN) 

that provides support for the BrMoH activities and the BrMoH 

itself. The results reported above demonstrated that the project 

was successful, reaching 79 towns in 5 different Brazilian 

states, including some very remote locations, in the Amazon 

region and in the Northeast of the country. A large number of 

ECG from these places have been performed and analyzed, with 

a utilization ratio of more than 90%. For most of these places, 

an ECG service was not available before the implementation of 

the BrNSTE. Health professionals, coordinators and managers 

have shown to be satisfied with the service.  

Cardiovascular diseases are the most important causes of death 

in Brazil and in most developing countries. ECG is a basic 

method of recognition of cardiovascular diseases, useful also for 

risk stratification and evaluation of prognosis. For some cardiac 

diseases, as myocardial infarction and arrhythmia, ECG is the 

basic diagnostic tools and treatment is not possible without 

rapid and immediate availability of the exam. Since BrNSTE 

provides timely and accurate diagnosis 24/7, it has an enormous 

potential of improving the access of patients from these remote 

and resource-constrained localities to adequate health care, 

reducing acute and long-term morbidity and mortality.  

There are other experiences of large tele-ECG services, in 

Brazil [2] and other developing countries [3], but many projects 

are devoted to acute coronary syndrome or have a more 

restricted area of coverage. The present report describes a 

nationwide initiative that seems to be unique, with high 

utilization ratio and excellent satisfaction of the users.  

The study also opens the possibility of universalization of the 

access to medical diagnostic methods through the use of simple, 

low-cost telehealth systems. Indeed, the possibility of scaling-

up the service provided, as well as other diagnostic methods, to 

the whole Brazilian population points out for a solution for 

some of the access barriers that currently hasten the 

effectiveness of the Brazilian Universalized Health System. 

Additional challenges include the full integration of this service 

to the electronic health records provided by the BrMoH and the 

sustainability of the BrNSTE as a permanent policy of the 

country.     

Conclusions 

In conclusion, a Brazilian National Service of Telediagnosis in 

Electrocardiography was implemented in 2017, based in the 

experience of the state of Minas Gerais, and it is now 

established in 5 other Brazilian states, with several other states 

already waiting for implementation.  The service fills a gap in 

specialized care in the Brazilian public health system and can 

improve access to a basic exam in remote and underserved 

regions, with a potential to decrease morbidity and mortality 

related to cardiovascular diseases, the most common cause of 

death in Brazil.   
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Abstract 

Self-reported anthropometric data in web-based weight loss in-

terventions may be inaccurate. We studied the agreement be-

tween online self-reported and measured weight in the course 

of the POEmaS randomized controlled trial. Measured weight 

was not different from reported one (- 0.4 kg; 95%CI -0.93 to 

0.12). 95.6% of the cases were within the limits of agreement 

(Bland-Altman method). Self-reported weight collected online 

was accurate, which suggests that interventions and outcomes 

assessment can rely on these data.  

Keywords:  

Body weight, ehealth, data accuracy 

Introduction 

Delivering weight loss interventions via the web have been 

increasingly more common. Accessibility 24hours/7days, 

anonymity and cost-effectiveness are some of the advantages 

when web-based is compared to face-to-face interventions.   

Weight self-monitoring is one of the key components of weight 

loss interventions. Regular self-monitoring has been associated 

with better outcomes for weight loss and maintenance. 

Accurate and reliable anthropometric data are essential to 

intervention planning and progress monitoring.  Discrepancies 

between measured and self-reported anthropometric data can 

lead to misclassification of weight status and in the context of 

weight loss trials can bias the outcomes. Therefore, it is 

fundamental to have validation studies of self-reported web-

based data.  

The aim of this study was to validate self-reported weight 

collected via a web-platform for weight loss adult participants 

of the POEmaS randomized controlled trial.  

Methods 

POEmaS trial 

 

Students (current and past) and staff of the Federal University 

of Minas Gerais (UFMG), Belo Horizonte, Brazil, were 

recruited from September to October, 2017. Inclusion criteria 

were age between 18 and 60 years, self-reported BMI >=25 

Kg/m
2
, intention to lose weight by changes in lifestyle habits, 

internet access [1]. Subjects who reported comorbidities that 

demanded specific dietary or physical activity 

recommendations participants of other weight loss programs 

were excluded. 

1,298 participants were randomized by a stratified randomized 

block to one of three groups: (1) Minimal intervention for 24 

weeks with subsequent access to the platform; (2) Platform 

group -received the weight loss program delivered by the web-

based platform for 24 weeks; (3) Platform weight loss program 

for 24 weeks plus online dietitian coaching for 12 weeks. 

 

Sample and procedures for the validation study 

 

We randomly selected 12.5% of the POEmaS’ population 

balanced across study groups to guarantee that the validation 

study sample is representative of the study population.  

Participants were contacted by email for the validation study 

and instructed to report weight on the specific questionnaire on 

the web platform. Weight (kg) was measured using calibrated 

Welmy® scales (to the nearest 100 g. Participants were wearing 

light clothes and without shoes during the measurements. A 

minimum 4-hour fasting and voiding 5-10 minutes before the 

measurements were recommended to all participants. 

 

Ethics  

 

All participants signed a specific consent form for the 

validation study. The Federal University of Minas Gerais 

(UFMG) Ethics Research Committee approved the POEmaS 

trial and the validation study (CAAE: 73545717.5.0000.5149). 

 

Statistical analysis 

  

Frequencies and mean (standard deviation) were used to 

describe qualitative and continuous variables, respectively. A 

paired t-test was used to determine the differences between 

reported and measured weight. To evaluate agreement between 

paired anthropometry we applied the Bland–Altman method.  
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Results 

A total of 159 individuals predominantly females (129; 80.1%) 

participated in the validation study. Mean age was 36.5 years 

(11.1). Other characteristics are displayed in Table 1. 

Table 1 Characteristics of the validation study´s participants 

Characteristic Validation study (n=159) 

Gender  

Female 128 (80.5) 

Male 31 (19.5) 

Age, years 36.5 (11.0) 

BMI, kg/m
2

 29.4 (4.1) 

Education  

Undergraduate 39 (24.5) 

Graduated/post graduated 120 (75.2) 

Group  

Minimal intervention 59 (37.0) 

Platform 42 (26.4) 

Platform plus online dietitian 58 (36.6) 

Differences between reported and measured weight were not 

significant (Table 2).  

Table 2 Measured and self-reported weight and difference 

The difference between measured and reported weight plotted 

against their mean stayed within the limits of agreement for 152 

of the 159 cases (95.6%), which shows high agreement between 

measured and reported data (Figure 1). 

 

Figure 1 - Bland Altman plot for self-reported and measured 

weight (in kg)   

Discussion 

In this validation study with participants of a randomized 

controlled trial for weight loss, we found good agreement 

between measured and self-reported weight through the web-

based platform.  

Validation studies of self-reported anthropometric outcomes in 

web-based weight loss interventions are scarce. Contrarily to 

our findings, Harvey-Berino et al. [2] found a significant mean 

difference of -0.86kg, whereas Jerome et al. [3] found a 

progressive underreporting from -0.5kg at 6 months to -1.1kg 

at 24 months. A particular feature of our population that might 

explain this difference is the extremely high education level - 

75.2% were graduated or post-graduated. 

One limitation of our validation study is that, due to 

organizational issues, it was not possible to guarantee weight 

measurement and online reporting at the same time. Weight 

variation during the day under certain conditions, such as 

fasting, might have influenced our results. 

Conclusions 

Weight self-report through web-based questionnaires in weight 

loss interventions can be accurate. This suggests that individual 

interventions planning and outcomes’ assessment can rely on  

these data.   
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Abstract 

A web-based tool is described to store images of ulcers and 

measure ulcer size automatically. The web tool enables doctors 

and caregivers to upload images from any device. The ulcer 

size is automatically extracted using image processing algo-

rithms.  

Keywords:  

Wound size, internet 

Introduction 

Measurements are key to management, especially for long term 

problems like ulcers. Size variation helps, but accuracy of 

measurement has issues related to depth, body, and curvature. 

We hereby describe an open source web application for meas-

urement of ulcer size for consistent and comparative documen-

tation with device and lighting independence. Application fea-

tures and usage methodologies are suitable for standalone, 

team-sharing and tele-monitoring scenarios. 

Prior Methods 

Existing methods of measuring wounds include scale/ruler 

measurements (linear measurements), acetate paper measure-

ments [1,2], depth gauges, and ultrasound imaging. (Figure 1). 

Tracing the wound perimeter with a marker on clear acetate can 

be more accurate but is complicated by condensation related 

fogging and obscuration of wound margins. Contact with the 

wound area can lead to patient discomfort and even infection. 

Automated techniques have been developed [1] to overcome 

these drawbacks. 

Stereophotogrammetry reconstructs a 3D image through twin 

cameras [3]. A variant is to use a single camera with Image J™, 

[4] a target sheet for calibration [5], laser based triangulation 

[6], and structured light [7,8], to map the 3D surface of a wound 

and then segment out the wound region which can be more ac-

curate but expensive. 

Methodology 

Our technique matches [4,5] and involves the following broad 

steps:  

1. User takes image of the wound region, with a known 

scale placed in background,  

2. The scale and wound are extracted from the image.  

3. Measurements on the scale are used to determine how 

many pixels correspond to one mm
2

,  

4. The image is loaded after login on to the free access 

website – http://med.insofe.edu.in:8282/(Username: 

test, Password: testp@ss1234),��

5. At the site, the image becomes visible along with an 

online drawing tool which allows the user to broadly 

mark out the area of interest by drawing two quadrilat-

erals – one outside the wound area, and the other inside 

the wound,  

6. Image processing is used to convert the image to an 

identifiable number of pixels corresponding to this 

marked region which are used to determine the wound 

area in mm
2

.� 

 

Figure 1 - Workflow 

Discussion  

You cannot manage what you cannot measure. Wounds and ul-

cers need daily assessment which includes the size and depth of 

 

 

                   (a) Image of wound with scale 

 

                   (b) Wound and scale extracted 

 

 

 

(c) Extent and size measured using algorithms 
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wounds. We offer an easy method which can be used by clini-

cians. It is currently free for use by anybody.  
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Abstract 

Recent statistics have demonstrated that Emergency 

Departments (EDs) in Greece lack in organization and 

service. In most cases, patient prioritization is not 

automatically implemented. The main objective of this paper 

is to present IntelTriage, a smart triage system, that 

dynamically assigns priorities to patients in an ED and 

monitors their vital signs and location during their stay in the 

clinic through wearable biosensors. Initital scenarios and 

functional requirements are presented as preliminary results.  

Keywords:  

Triage, Clinical Decision Making, Wearable Electronic 

Devices 

Introduction 

Screening and monitoring of patients in Greek hospitals’ EDs 

and clinics is poorly organized and seriously understaffed. An 

exception is the AHEPA General Hospital, which uses a 5-

level triage system, using the ESI (Emergency Severity Index) 

algorithm [1]. This system provides patient priority data 

through monitors which then appear to the corresponding 

doctor, however it does not provide an evaluation based on the 

patient's vital signs. This paper proposes the design of a 

system that i) implements dynamic prioritization of patients 

within EDs and ii) improves the 24-h monitoring efficacy of 

patients in a clinic. The novelty of this approach lies in the 

fact that real-time screening and continuous monitoring of ESI 

level 3 incidents, is automated via intelligent bio-monitoring 

sensors and customized machine learning algorithms. In 

addition, through an appropriate network infrastructure, it is 

possible to trace the patients routes. In this way, 

administrative coordination between individual hospital 

departments is strengthened as it will be possible to extract 

statistical data on patient flows within the hospital. Similar 

attempts have been recently documented in literature [2-3]. 

Methods 

The proposed system, the overall concept of which is shown 

in Figure 1, combines collecting measurements from body 

sensor networks, transferring them to a central point and pro-

cessing these measurements to draw conclusions about the 

severity of the medical incident and the appropriate notifica-

tions for the medical staff. More specifically, IntelTriage con-

sists of the following subsystems: i) Portable Subsystem of 

Biosensors and Tracking Devices, ii) Medical Decision Sup-

port, iii) Interoperability, iv) Networking and v) Security. 

 

Figure 1–Conceptual diagram of IntelTriage solution 

Portable Subsystem of Biosensors and Tracking Devices 

The portable system consists of a Recording Platform with 

Body Sensors. This subsystem will gather information such as 

heart rate, breath rate, oxygen saturation, and transmit them to 

the central system database. In addition, the portable system 

will send beacons, which will be received from fixed 802.11 

Access Points (APs).  

Medical Decision Support Subsystem 

Bio-parameters and Wi-Fi signals will be analyzed to assist 

the physician managing critical patients. The integration of 

machine learning algorithms and statistical models will pro-

vide dynamic monitoring of the progress of patients’ health, 

using time series analysis and real-time changes detection, 

aiming at optimal triage of cases and reprioritization on the 

fly. 

 Interoperability Subsystem 

 While developing the monitoring, processing, and medical 

support subsystems, appropriate user interfaces (APIs) and 

RESTful Web Services will be developed to support the ex-

change of medical data. Based on international e-health stand-

ards, such as Health Level 7 (HL7), ICD-10 and SNOMED, 
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the conceptual interoperability of the end-to-end system will 

be ensured. 

Networking Subsystem 

The use of optic network in the wired section will be studied, 

with Bandwidth Dynamic Assignment and effective handling 

of the different motion priorities. The same priority system 

will be used for the wireless section as well. Parameters such 

as information priority, performance and energy consumption 

will be considered. 

Security 

Regarding data security, the key issues to address are: (a) Pro-

tection of confidentiality in the transmission, storage and pro-

cessing of medical data; (b) Protecting the integrity of data (c) 

Availability of the data to authorized system users and (d) 

Detailed access control based on the need-to-know principle. 

Results 

Scenario 

As an example of the operation of the system, the following 

scenario of use is provided. The patient GV enters the 

specially designed area of ED, where he is assigned to two 

nurses and one doctor. The patient has a symptom of acute 

appendicitis and, based on the ESI, he is categorized as Level 

3 with a surgical need. The supervising physician decides to 

use the IntelTriage system to monitor the patient. The 

information received from the wearable system is available in 

the patient's medical records. As the patient goes through 

laboratory examinations, a significant increase in heart rate (> 

120 / min) and respiratory rate (20% increase beyond normal) 

is observed. The Decision Support System then classifies the 

patient at Level 2, automatically alerting the medical staff 

about the issue and the location of the patient, in order to take 

appropriate actions.  

Initial list of functional requirements 

Based on the scenario provided by clinicians and a literature 

review, the initial list of functional requirements that IntelTri-

age shall meet are listed in Table 1. 

Table 1– IntelTriage functional requirements initial list 

No Requirement Ref. 

1 Recording data from a biosensor device, incl. heart 

rate and oxygen saturation 

[4] 

2 Algorithmic breathing rate calculation [5]

3 Local storage of data in the biosensor device [6]

4 Wearable functionality in case it is out of WiFi 

range 

[6] 

5 Encoding data to be send [7]

6 Data transmission taking into account energy con-

sumption and data loss 

[8] 

7 Patient indoor location tracking [6]

8 Automatic recognition of abnormalities in vital 

signs  

[8] 

9 Set a threshold for acceptable values of vital signs [9]

10 Send notifications to the physician about the pa-

tient under monitoring 

[9] 

11 Visualization of indoor location patterns [8][9]

Discussion & Conclusions 

This paper presents an initial attempt towards the definition of 

functional requirements of the main subcomponents of the 

IntelTriage system, a smart triage and hospital monitoring 

system. However, during the lifetime of the project several  

 

new versions of functional requirements and implementation 

refinements will take place based on the active involvement of 

both clinicians and patients in small scale pilots either in the 

lab or the actual field of application, the ED and the clinics of 

the hospital. The system will be installed at the AHEPA ED 

and 1st Surgical Clinic premises, for a 6-10-month evaluation 

period. The following outcome measures are expected to be 

collected: 

• Reaction times of nursing and medical staff when an 

event occurs 

• Burn-out levels of nurses and doctors after a shift 

• Changes in morbidity and mortality 

• Level of patient satisfaction with the services provided 
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Abstract 

We developed a tool to detect patients possibly elegible for 
clinical studies by analysing the HL7-message-stream of the 
patient management system and notifying study investigators by 
email or a common messenger service via secured 
communication channels. 
Keywords:  

Electronic Health Records, Clinical Trial, Health Level Seven 

Introduction 

Electronic patient charts are a widespread method of clinical 
documentation across hopsitals in Europe and Northern 
America. As documentation is easy configurable in these 
systems it is a great resource for screening hospitalised patients 
for the ability of being included into clinical studies [1-2]. We 
developed a tool for scanning all messages sent by the clinical 
documentation software ICUData to the server. These 
messages are sent as HL7-2. Our tool is adjustable to every 
other patient data management system (PDMS) using this 
international communication standard [3-4]. 

Methods 

Using Java we developed a graphical user interface (GUI) to 
allow setting up screening protocols. Investigators could be 
registered together with their contact information. In this GUI 
elements of interest within the patient chart could be defined. It 
is possible to scan HL7-messages for any item that is available 
in the patient chart and is chosen/filled out or even provisional. 
Furthermore items can be defined to exceed or fall below 
defined cut-offs before raising an alert. Messages from the 
PDMS are read by the StudyAlert-application server and the 
bitestream is analysed to meet any of the defined criteria. If an 
item is found the preferred method of notification is selected 
and the registered investigator is informed about this hit. 
This will be done by either email or the threema(R) messenger 
service. Complying with the strict security measures of a 
university hospital we employed a bridge communication 
between the hospital-IT-infrastructure and the Internet. All 
necessary information about a hit are sent from the StudyAlert-
Server to the StudyAlert-Notifier Server via email from the 
hopsital-network to the university-IT-network where the latter 
server is installed. Using SMTP email communication the 
investigator is informed when chosing email. If the messenger 
service is used we employed the threema-API to send out 
messenger notifications stating patient-id and name of study for 
which this patient might be eligible according to the scanning 
criteria. A third server process receives delivery and read 
notifications using http-POST-requests so that the whole 

process of scanning, hit, sending notification and read status 
can be traced. 

Results 

We developed a fully scalable screening tool for possible study 
patients employing only standard technologies and allowing to 
record a complete tracing protocol. 

Discussion 

Scanning clinical information entered in PDMS or HIS in real-
time to raise alert upon certain conditions is a developing use 
case in these systems [5]. Screening for study patients in large 
university hospitals is often hard to manage because of the 
number of paitents and the various criteria to be met. Analysing 
the complete HL7-Data traffic is a sufficient and time safing 
way, using a common messenger service for notification of the 
study personall allows a complete trace documentation about 
notification process. 
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Abstract  

This study aims to assess the organisational readiness to 
predict the success of telemedicine system implementation in 
Kuwait. Semi-structured interviews were conducted with: (1) IT 
managers to assess the readiness of the technical infrastructure 
of Kuwait health system; and (2) policy makers to assess the 
organisation’s ability to receive telemedicine. A set of policies 
and strategies were developed to demonstrate how the Kuwaiti 
health system could be ready for telemedicine services.  

Keywords:  
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Introduction 

New and significant changes are expected in healthcare 

organisations upon the adoption of telemedicine technology. 

Implementation of information system (IS) in health care sector 

is not easy; it is a multi-dimensional process, wherein the failure 

rate of US projects can reach at least 40% [1, 2]. This failure 

deters managers and policy makers from easily accepting 

change. A literature review showed how the adoption of 

telemedicine depends on acceptance by different stakeholders 

[3]. Therefore, the success of an IS project relies on meeting the 

requirements of the users. The importance of readiness appears 

often in the literature due to the impact that the current abilities 

of an organisation can exert to inhibit or support telemedicine 

adoption. In the Telemedicine Maturity Adoption Model by 

HIMSS, the first level requires providers to have a telemedicine 

strategy in place, with assurances of regulatory compliance and 

security [4]. 

The aim of the research study was to assess the organisational 

readiness to predict the successful implementation of 

telemedicine adoption in Kuwait health care system. The 

research objectives were: (1) To explore and identify the factors 

that support or hinder the adoption of telemedicine systems 

from the perspective of the organisation and the technical 

issues; (2) To develop a policy for overseas referral patients to 

complement the existing policy; (3) To develop a strategy for 

optimum implementation of a telemedicine system in Kuwait. 

Methods  

A qualitative study was used through conducting semi-

structured interviews with: (1) Six information technology (IT) 

managers who were responsible for  Information and 

Communication Technology (ICT) implementation in the six 

health regions at the Ministry of Health; (2) and seven policy 

makers who were responsible for overseeing telemedicine 

adoption.  

Our main thematic groups for the interview questions were 

based on the literature and considered the research setting. Each 

thematic group was sub-divided into sub-topics: (1) Current 

referral abroad system, which included size of budget and 

patients’ issues; (2) ICT and telemedicine context, which 

included ICT use and potential of telemedicine; (3) 

Telemedicine adoption, which included factors of inhibiting 

and supportive, and the impact of culture; and (4) Decision 

makers and organizational readiness, which included existing 

and new polices, and the role of the Ministry of Health.   

Regarding the interviews of IT managers, two main thematic 

groups were identified with associated sub-topics: (1) 

Readiness of ICT infrastructure, which included the currant 

capability of ICT, telemedicine technical requirements, and 

policy of ICT use; and (2) telemedicine adoption, which 

included institutional plans and managerial and cultural factors 

Interviews were 30 minutes in duration. The interviews were 

transcribed manually, and thematic analysis was performed, 

wherein sub-topics were developed and confirmed by the two 

researchers.   

Results  

The demographics of the participants (IT managers and policy 

makers) consisted of all being male and Kuwaitis. All the policy 

makers were physicians with a minimum of ten years of 

administrative experience. IT managers were computer 

engineers and had a minimum experience of five years.    

The policy makers confirmed that the Kuwait Ministry of 

Health had concerns over the size of the budget that had been 

allocated annually to refer Kuwaiti patients abroad for 

treatment. They also stated that there were psychological 

pressures on patients who travelled abroad for treatment, such 

as emotional effects from leaving their home. Limited 

awareness and abscence of a leader specialist in using ICT in 

medicine was attributed to the lack of consideration for 

telemedicine. All of the participants agreed that telemedicine 

would be useful and cost effective if implemented properly. 

Staff's resistance to change, work overload, and legality issues 

were identified as inhibitors specific to the Kuwait health 

system. The participants agreed that the cultural and social 

concerns of the patients should be carefully considered, 

including supporting privacy and confidentiality through a 

secure telemedicine system. Policy makers agreed that to avoid 

misuse new policies should be developed to organise the 

teleconsultation process.  

IT managers stated that available equipment (i.e. computers, 

networks, servers, printers) in the six health regions in Kuwait 

were compatible and reliable. However, electronic health 
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record system implementation  has not been completed, and 

although there are future government plans to enhance internet 

connection, it currently is not always available. Participants 

were not aware about the concept of telemedicine. They 

reported the obvious bureaucracy of the main administration, 

where its centralization was attributed to a slow decision-

making process. Most of the participants indicated that no 

policy existed for purchasing and use of ICT.  

Discussion 

Strategies for the implementation of a telemedicine system in 

the Kuwaiti healthcare system include complete 

implementation of health information systems and electronic 

patient records in the hospitals, and awareness campaigns for 

telemedicine use among the medical departments. [5] 

A policy has been developed to demonstrate how telemedicine 

can be integrated with the Kuwaiti healthcare system. A 

limitation of this study is the few numbers of participants.  

Conclusion  

The qualitative approach succeeded in assessing the current 

technical infrastructure of ICT use in the Kuwaiti healthcare 

system, as well as the organisational readiness.  
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Abstract 

Interactive alerts are used to enhance compliance with 

primary prevention and have been shown to improve quality 

metrics. However, the degree of impact of these alerts is 

controversial and there is concern with excessive alerting. 

Our objective is to develop reliable processes to assess the 

direct impact of interactive alerts on clinical performance. 

Here we present preliminary finding related to the evaluation 

of the performance gaps between alerts and clinical practice. 

Keywords:  

decision support systems, quality indicators, prevention and 

control. 

Introduction 

A plethora of clinical research and national guidelines 

supports the implementation of multiple primary prevention 

interventions. Modern electronic health records use clinical 

decision support (CDS) as integrated on-screen interactive 

alerts to facilitate ordering these interventions and improve 

compliance with related quality metrics [1]. However, alerts 

are not usually implemented in isolation and their direct 

impact has been difficult to measure. We need reliable tools to 

critically assess the direct and indirect impact of interactive 

alerts. Here we present our preliminary work assessing clinical 

practice interaction with alerts, and the clinical outcome gap 

as a tool to easily detect opportunities for improvement. 

Methods 

Interactive alerts allow ordering suggested tests directly from 

the alert and are available during the entire primary care 

encounter. Providers can also order the tests outside the alert 

using regular orders. We retrospectively (1/2018 to 9/2018) 

collected data: 1. Use of the alerts to order recommended tests, 

2. Orders placed outside the alerts.  3. Performance of related 

quality metrics. We represent these data as proportions of all 

eligible adult primary care encounters (Figure 1) and defined 

as performance gaps: Gap 1, the difference between ordering 

the test inside the alert (dark grey) and outside the alert (light 

gray) and Gap 2, the difference between ordering the test 

(dark + light gray) and the quality metric (red line).  

Results 

Evaluation of 4 interactive alerts (depression screening, breast 

cancer screening, colon cancer screening and lipid panel 

follow up) showed variable gaps that are easily visualized in a 

graphical representation (Figure 1). These gaps vary among 

interventions and can guide better understanding of the true 

impact of the alerts and related workflows. For adult 

depression, the quality metric can be explained by all the 

orders (Gap 2 is zero). However, only approximately 50% of 

the orders were done using the alert (Gap 1). Conversely, the 

other 3 interactive alerts showed a poor performance. The 

orders done with the alert among all the orders (Gap 1) for 

breast cancer, colon cancer and lipids were 28%, 50% and 

27%, respectively. But more important, Gap 2 is also large, 

56%, 70%, and 75%, respectively. These large gaps are likely 

related to direct outreach to patients via portal and mail using 

health maintenance registries to identify patients with gaps 

and bypassing orders done during the clinical encounter and 

data captured in the CDS transactional system. Although, 

these proportions are approximations, these preliminary 

results require additional evaluation of the workflow and 

consideration to change the alerts   

Conclusions 

Systematic assessment of the performance gaps of individual 

interactive alerts could be an important step to enhance 

clinical impact and manage potential alert fatigue. Additional 

evaluation is underway to better characterize the different 

types of gaps and define follow up interventions to correct the 

gaps including decommissioning of ineffective alerts.  

 

 

Figure 1– Performance of four interactive alerts comparing 

the actions taken using the alert, outside the alert and the 

overall performance of the clinical practice (quality metric). 
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Abstract 

The project SCARAB2 (Scalable, Robust and Adaptive on Board 
Ballistocardiography) aims to use Ballistocardiography (BCG) 
to monitor flight passengers. In order to show that recorded 
BCG data from flights give evaluable information even in the 
noisy environment of an airplane, we monitored a heart-healthy 
passenger using BCG. Furthermore, we show that there can be 
a conclusion to heart activities from the recorded 
ballistocardiogram by comparing the data to a concurrently 
recorded electrocardiogram (ECG). 
Keywords:  

Ballistocardiography, Micro-Electrical-Mechanical Systems, 
Accelerometry  

Introduction 

A significant number of the world’s population suffer from 
cardiovascular diseases, out of which about 17.7 million people 
die as a result [1]. If a heart-related issue occurs, fast and 
professional help is needed to prevent worse consequences. 
However, on an airplane flight, it is indeed hard to handle such 
an emergency. 
Within the SCARAB² project, we try to develop a small, 
lightweight system to monitor heart-related signals from the 
passengers to detect potential problems early and provide 
information for a professional diagnosis, as well as first 
possible treatment options by the crew. 
The chosen method for this is the Ballistocardiography (BCG). 
With the BCG the cardiac contraction forces transferred via the 
body’s surface on other structures like seats can be used to gain 
information about the heart’s functionality. This method 
derives from early space measurements, without external 
disturbances [2; 3]. Unlike space, there are external 
disturbances such as noisy environment on earth, while talking, 
walking, and in cars or buses. BCG sensors measure all the 
acceleration and not only the ones made by the heart. It is, 
therefore, necessary to know the characteristics of the 
surrounded noise by measuring them as well as the heart’s 
vibrations on the surface. Nevertheless, this technology has 
found its place in clinical diagnostics with the help of 
researching groups, while having nearly noise-free 
surroundings [4; 5]. 
To proof the general feasibility of usable BCG measurements 
from passengers while on an aircraft, we planned a first non-
laboratory trial. 
The motivation for such an environment is the ever growing air 
traffic and passenger volume, therefore, the number of medical 
emergencies during a flight is growing accordingly [6].  
Since the aircraft can be perceived as a system that has only the 
frictional resistance of the air during a flight as an external 

factor and otherwise represents a self-contained system, we 
have opted for this measurement environment. 
For example, when the passenger is already suffering from 
cardiac diseases, the stress and the changed pressure or the 
anxiety can lead to a deterioration of the health state.  
Monitoring the passenger’s health status during the flight, or in 
the best case before departure (e.g. during boarding), supports 
flight attendants to initiate counter procedures. Unlike traveling 
by car, bus or train, the airplane is not able to stop at need and 
such incidents cause flight abortion and huge financial loss for 
the airline and a lot of stress for the passenger [7]. 
With these motivations in mind, we worked on a method to 
validate the hypothesis, if it is possible to measure vital 
parameter of a subject during a flight. 

Methods 

For the real environment trial, one male, healthy subject with 
an attached sensor system [shimmer3 ExG] including a 4-lead 
ECG unit and a triaxial accelerometer was measured during a 
regular three hours passenger flight with an average passenger 
airplane (Airbus A330). 
The Shimmer is equipped with a Freescale MMA7361 
accelerometer sensor with a range between 1.5 and 6g, for the 
measurement, the 1.5g setup with a sample rate of 204.8Hz was 
used [8]. 
The Shimmer was placed on the sternum due to the fact that it 
has been shown as one of the best points to measure the heart’s 
contraction on the chest surface, using the built-in 
accelerometer of the Shimmer sensor [9]. 

 
Figure 1 - Picture of the Shimmer3 ExG. 

Furthermore, the ECG electrodes for the ECG were attached at 
the predetermined locations on the upper body of the subject, 
as shown in Figure 2. The electrodes are attached to the body 
using the Einthoven’s triangle electrocardiography derivations. 
Furthermore, one-fourth derivation was measured using the 
right leg position. 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190578

1648



 
Figure 2 - Sketch of the attached Shimmer 3 ECG Unit (BCG) 

and the positions of the electrodes on the upper body. 

To gain a comparable data stack, the digital output of the 
accelerometer was calibrated, using the 3D-ellipsoid equation 
[10]. The further preprocessing was realized using the statistical 
computing language R (v3.5.1). 
The first step of analysing was the detection of the QRS-
complex within the ECG reference data by peak detection 
(package pracma, v1.9.9), which exposed the ECG-R-peaks. 
In order to be able to analyze the accelerometer data in relation 
to the encountered R-peaks, the accelerometer signal had to be 
filtered, so inadvertent frequencies, e.g. the movement caused 
by respiration and vibration noise caused by the aircraft itself, 
could be filtered out. After spectrum analysis via Fourier 
transformation, we used second order Chebychev band-pass 
filter with the selected lower and upper frequency of 25 Hz and 
60 Hz. 
The graph was evaluated by searching for a periodic pattern in 
the ballistocardiogram in a range of time after the QRS 
complexes. The delay between the ECG (QRS complex) and 
the BCG measured contraction derives from the time of muscle 
stimulus to actual movement. 

Results 

The heart of an adult human beats with a frequency of 
approximately one beat per second (Pulse at rest of an adult is 
between 50 to 90 beats per minute). Following, the localisation 
of the BCG sensor on the subjects thorax, the frequency of the 
measurements must be half of the pulse rate, in order to be able 
to measure the contraction of the left and the right ventricle; so 
called seismocardiography effect. 

 
 
Figure 3 - Electrocardiogram (ECG) and Ballistocardiogram 

(BCG) with periodic pattern marked with circles. 

In Figure 3 the BCG data (only z axis) related to the ECG data 
can be seen for a signal snippet of 7 seconds. It becomes 

apparent that periodic pattern in the ballistocardiogram is well 
identifiable in a range of time after the QRS complexes, which 
is known to be in average 120ms after R peak [3].  

Conclusions 

With this work, we present first analyzed inflight measured 
BCG data from a digital accelerometer attached at the sternum 
position including an ECG reference signal. It becomes 
apparent that peaks in the ballistocardiogram are well 
identifiable and an assessment of acceleration data recorded on 
a passenger flight is possible without a high amount of data 
processing. 
Furthermore, the graphical representation of the recorded data 
reveals that a statement over heart activities from the 
acceleration data is possible. We presented that in the 
ballistocardiogram, peaks are identifiable in a range of time 
after the QRS complex in the electrocardiogram. 
With this knowledge, we currently prepare further steps, first 
to increase the accuracy of the data output and to later develop 
a BCG health monitoring system for passenger flights [7]. 
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Abstract 

Wide spread of electronic medical records provide an 
opportunity to use time-variant longuitudinal data near real 
time. Hospital nurses would benefit greatly from the ability to 
use such data to predict adverse event risks of individual 
patient. We have developed an clinical decision support service 
to predict inpatient falling using machine learning and clinical 
big data approach. This study reports the initial responses of 
nurses to the service in an acute care setting.    
Keywords:  

Clinical Decision Support Systems, Accidental Falls, User–
Computer Interface 

Introduction 

One-third of inpatient falls are preventable, but actually 
preventing them remains difficult and complex due to several 
common problems,[1] among which the authors noticed on 
inadequate assessments with limits of current fall-risk 
assessmnet tools. We have developed an evidence-based 
prediction model for the individual-level risk of falling based 
on more than 70 longitudinal data elements that are routinely 
captured by nurses in electronic medical records (EMR).[2] The 
model uses a Bayesian network inference and machine learning 
techniques, and it produced high values of the c-statistic of 0.96 
and 0.99 in a cross-site validation study conducted at two large 
hospitals.[2] The performance was compared with those for the 
Hedrich II fall risk assessment tool (c-statistic=0.69) and the 
STRATIFY tool (c-statistic=0.65), respectively. The EMR data 
included in the model were medication, patient classification 
(KPCS), the fall risk assessment tool, and the nursing-process 
(assessment, diagnoses, and intervention), demographics, and 
administrative data. In implementing the prediction model in a 
clinical decision support service (called IN@SiGHT, 
Intelligent Nursing @ Safety in Guidance of Health 
Technology) at a hospital of 800-bed size, the model was 
customized along with the request of department of nursing of 
the hospital, asking they want to no longer use of STRATIFY 
tool. Without the data of STRATIFY tool, we readjusted the 
model and have gotten the performance of 0.87 for c-statistics. 
In 2017, the service was integrated with the EMR system of the 
hospital, and have provided nurses with information about 
which individual patients are at risk of falling, along with 
recommendations for planned nursing interventions. The 
IN@SiGHT service was initially introduced to six medical-
surgical nursing units. We have monitored the performance of 
the service including the changes of response and behavior of 
its users prospectively. Here we report the short-term responses 
of nurses in practice over the 6 months since the IN@SiGHT 
service was started.  

Methods 
We used a repeated survey approach for data collection and 
analysis to understand the responses and experiences of nurses. 
There were 209 nurses working at the 6 included units. We 
randomly selected 3 nurses from each unit—a senior nurse 
(experience >5 years), a junior nurse (1 year < experience �5 
years), and a newer nurse (experience �1 year)—and analyzed 
the total of 18 nurses twice. Repeated sampling of nurses was 
conducted.  
The first survey was performed in May 2017 after launching the 
service. A training session that introduced the service with 
guidance on how to use it was provided by the unit for 1 week. 
The second survey was completed in a self-reported manner 9 
months later.  
The survey questionnaire consisted of five sections: (i) user 
experience with the service, (ii) perceived effect on fall 
prevention tasks, (iii) overall satisfaction, (iv) perceived 
advantages and disadvantages of the service, and (v) knowledge 
about fall prevention, including how this is affected by 
demographics. User perception was measured by the Korean 
version of the System Usability Scale (SUS),[3] with overall 
satisfaction scored on a global scale ranging from 0 to 100. 
Knowledge was measured by the AHRQ Fall Knowledge Test 
tool.[4] The perceived effect and perceived advantages and 
disadvantages were queried using open-ended questions. 
Quantitative data were analyzed as frequency and ratio values, 
while thematic data analysis was applied to qualitative data. 
This study was approved by the hospital IRB review board (IRB 
# 2016-08-005-005). 

Results 
The average ages of the participants were 28.7 and 27.9 years 
at the two surveys, and the average lengths of their clinical 
experience were 5.0 and 5.4 years, respectively. Their level of 
knowledge about fall prevention, SUS score, and overall 
satisfaction score all increased during the study. (Figure 1) 

 

Figure 1. Comparisons of knowledge score, Sysyem Usability 
Scale (SUS) score, and overall satisfaction 
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Regarding the perceived effects on fall prevention tasks, most 
of nurses said that they became very careful about 
documentation due to the thoughts that the data they entered 
will be used to infer risks of falling. In addition, the care plan 
suggested along with fall risks makes their work be efficient. 
But, on the other hand, they felt burdensome to enter 
assessment data.  These results were consistent at the answers 
on the questions about the advantages and disadvantages of the 
CDS service. (Table 1) As the advantages of the service, overall 
helpfulness and trustfulness were the frequent themes and the 
number of mentioning also increased. Regarding the 
disadvantages, several nurses said that the CDS information of 
risk was different from their own judgment, which decreased at 
six months later. The number of nurses stating that the burden 
of documentation was 31% (= 9/ 29) and decreased to 28% (= 
7/25). Several nurses expressed concerns on the increase of just 
entering nursing interventions which were suggested by the 
system, but not conducted by them.  

Table 1. Responses of the nurses about the advantages and 
disadvantages of the clinical decision support service 

(IN@SiGHT) 

Responses 

Frequency(%) 

Start 
point 

6 
months 

later 
Adva-
ntages 

The CDS service was helpful 
overall 

14 (52) 18 (42) 

The CDS information helped 
them pay attention to risk 
patients and their factors 

9 (33) 17 (39) 

The information of CDS was 
trustful 

4 (15) 8 (19) 

Subtotal 27 
(100) 

43  
(100) 

Disadv-
antages 

Sometimes the CDS 
information was different 
from their own judgment 

13 (45) 9 (36) 

They became more careful for 
documentation with increased 
burden on it 

9 (31) 7 (28) 

Concerns for increased 
documentation of not 
conducted interventions 

5 (17) 6 (24) 

Hard to understand the system 
algorithm 

2 (7) 3 (12) 

 Subtotal 29 
(100) 

25 
 (100) 

Discussion 

The nurses had attitudes that were neutral or even slightly 
negative when the IN@SiGHT risk prediction service was first 
introduced. Some of the experienced nurses reported that the 
predictions were different from their judgment. Nurses clinical 
judgment depends on individual experience and expertise, and 
bedside nurses have different levels of nursing expertise, which 
tends to lead to variation in clinical judgment and decision-
making. However, the clinical judgment combined with  
objective observations and measurements is the most accurate 
way to predict safety risks. Some of junior and newer nurses 
were more cooperative and had more-positive attitudes 
associated with their curiosity about the service. Most of the 
nurses showed better knowledge, satisfaction, and attitudes 
after the 6-month intervention. On the other hand, we found that 
some nurses were not familiar with predictive analytics and 
might not be able understand or interpret the analysis results. 

Conclusions 

The widespread adoption of EMR is making clinical big data a 
frequently discussed topic that presents new opportunities in 
practice. To achieve it more efficiently, we need to assess users 
understanding, knowledge, and attitude on such approaches and 
consider their sociotechnical aspect’s concerns including 
workflow and workaround patterns.   
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Abstract 

Under-reporting of adverse drug events (ADEs) is a common 

issue across healthcare systems, and lack of integration with 

clinical workflow and systems are among the leading causes of 

this problem. We sought to describe the development of an ADEs 

reporting system within an EHR that represents user needs and 

captures relevant data. We compared periods before and after 

the implementation, and describe the corresponding reporting 

rates. 
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Introduction 

Adverse drug events (ADEs) are a leading cause of emergency 

department visits and hospitalization. They tend to occur in 

healthcare facilities even if there are means to prevent them, 

because ADEs information transfer is inadequate causing 

unintentional re exposures to the substance [1]. To ensure 

pharmacovigilance activities, robust ADE reporting mechanisms 

should be in place to deliver timely and comprehensive data to 

assess safety of used drugs [2,3]. 

Underreporting of ADEs to internal or external 

pharmacovigilance entities is a major limitation to drug safety 

surveillance systems, estimated in 80% to 95% [4,5]. Among the 

reasons are time constraints and duplication of the 

documentation, since most reporting systems are not integrated 

with EHRs. In that matter, ADEs reporting systems that are 

embedded in the clinical workflow, that make use of existing data 

to avoid duplication of documentation and capture the complex 

nature of adverse drug events may address this problem and 

increase ADEs reporting rates [6]. 

The aim of this study is to compare the ADEs reporting rates 

before and after the implementation of an EHR integrated 

electronic reporting system, and to describe the design and 

development of such functionality. 

Methods 

Setting 

HIBA is a non-profit healthcare academic center that has a 

network of two hospitals with 750 beds (200 for intensive care), 

41 operating rooms, 800 home care beds, and 25 outpatient 

clinics  located in Buenos Aires city and its suburban area. Since 

1998, the HIBA has run an in-house-developed health 

information system, supporting both clinical and administrative 

operations [7]. It has been recently certified by the HIMSS as 

level 7 in the Electronic Medical Record Adoption Model, being 

the first hospital in Argentina and the second in Latin America 

reaching this stage.  

The HIBA has an informatic tool for the reporting of ADEs to 

the pharmacovigilance section that can be accessed within the 

incident reporting form, located in the hospital’s intranet. The 

report can be done in a free text form, and has no integration with 

patient or professional master indexes, nor with the Hospital's 

EHR. 

Reporting System Design and Development 

An interdisciplinary team was formed, which carried out 

interviews with physicians, nurses and pharmacists that were 

users of the ADEs reporting systems, and with members of the 

pharmacovigilance section to better understand the causes of the 

under reporting of events. Then an interface mockup was design 

taking into account the elements that should be present. A series 

of user testing sessions were performed, and usability flaws were 

detected and solved prior to the design of the high-fidelity 

mockup, which was again tested by end users in an iterative 

process. Finally, the software was developed, and prior to the 

implementation a series of education material was released to 

users by email and in the institution´s intranet. 

Substance Controlled Subset Development 

The HIBA has a terminology server that is offered as a service 

for applications inside and outside of the institution achieving 

semantic interoperability [8]. In that context, a substance valueset 

was created within the terminology server by automatic mapping 

all of the substances present in SNOMED- CT database. 

Data Collection and Analysis 

The study design was a before and after study. The inclusion 

criteria were adult hospitalized patient with an ADEs report 

during hospital stay.  

Observation period was divided into two:  

− Pre-implementation group was defined as 

patients hospitalized between August and 

October 2017. During this period the main tool 

for ADEs reporting was not integrated into EHR.  

− Post-implementation group was defined as 

patients hospitalized between August and 

October 2018. During this period the developed 

tool to report from EHR for ADEs reporting was 

available. 

Statistical analysis was performed using Chi-squared tests in the 

STATA software.  

Results 

ADEs Report Interface 

The reporting interface consisted in a pop-up menu that could be 

triggered from different modules inside the EHR. A “substance” 

and a “clinical manifestation” fields were created, in which the 

user could select a term from a specially created subset of terms. 
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Then the user had to select the severity of the reaction, the date if 

known, and a checkbox to report the reaction to the hospital’s 

pharmacovigilance section. The generated adverse reactions 

would be loaded as a problem into the patients’ problem list. 

Also, an email would be sent to the pharmacovigilance section if 

the corresponding checkbox was selected by the user. 

 

 

Figure 1 − ADEs Reporting System Interface 

ADEs Reports 

The number of reported ADEs in both periods are presented in 

Table 1. The number of reports per hospital day was 0,9/10000 

in the first period and 1.9/10000 in the second period. Table 2 

depicts the characteristics of the reported cases in both periods.  

Table 1– ADEs Reports Before and After the Intervention 

 Before After p-value 

Admitted patients 12,810 12,848  

Total inpatient days 75,853 71,712  

ADEs reports
 * 

Total 

  By incident report 

  By EHR tool 

 

7(0.5‰) 

7 

 

14(1.1‰) 

5 

9 

 

0.128 

0.561 

Inpatient day 
& 

4 (2-6) 3 (2-6) 0.116 

*
Absolute frequency (Relative rate per 1000 patient)  

&
Median (Interquartile Range) 

Table 2– ADEs Report Cases Characteristics by Period 

 
Before 
(n=7) 

After 
(n=14) 

P value 

Inpatient day 
&

 5 (2-6) 6.5 (4-20) 0.226 

Patients age 73 (66-79) 58 (30-71) 0.03 

Inpatient day 
& 

4 (2-6) 3 (2-6) 0.116 

 

&
Median (Interquartile Range) 

Conclusions 

After our analysis we arrive to the conclusion that having the 

possibility of reporting adverse reactions integrated into the 

EHR, seems to facilitate the reporting and to improve 

communication with the pharmacovigilance sector. However, it 

is necessary to explore larger periods of implementation of the 

tool and to carry out the educational stage to users. 
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Abstract 

Personal health records designed for shared decision making 

have the potential to engage patients in self-management deci-

sion making. This pre-implementation evaluation was under-

pinned by Normalization Process Theory and utilized mixed 

methods to describe the cognitive and behavioral work of im-

plementation, and its potential to integrate into practice. Par-

ticipants invest in sense-making, commitment and appraisal 

processes with strong agreement for positive impact on engage-

ment. Future implementation success will depend on a systemic 

investment of collective action.  

Keywords:  

Personal Health Records, Decision Making  

Introduction 

Today there is increased interest in health information technol-

ogies (HIT) that engage patients in decision making as part of 

health self-management. Health decisions are important, and an 

optimal and collaborative approach is shared decision making 

(SDM) between the patient and care provider. SDM that results 

in a treatment decision and care plan at a specific point in time 

combines the best available evidence and patient values and 

preferences [1]. The process of SDM is modelled [2][3] to in-

clude four core elements:  

1. Acknowledge – awareness that a decision is needed, 

and choice exists;  

2. Consider – receive and interpret options, including 

benefits and risks;  

3. Decide – explore preferences, values, and goals and 

incorporate them into the making of the decision; and 

4. Act – record the decision and track outcomes. 

SDM is fundamental to person-centered care, increases patient 

and provider satisfaction, improves quality of life and clinical 

outcomes, and fosters a better patient–provider relationship [4]. 

However, implementation into practice has been difficult [5].  

Personal health records (PHR), a patient-facing HIT, is a prom-

ising technology to overcome barriers for integrating SDM [6]. 

PHRs offer patients access to their health information, the abil-

ity to contribute information to their health record, health man-

agement and decision support tools, and the means to communi-

cate with their providers. Patients’ experiences with accessing 

their PHR are positive and offer feelings of empowerment and 

engagement [7] and the use of a PHR improves communica-

tions with care providers, as well as a sense of self-management 

[8]. Yet PHRs have not seen widespread adoption, often a result 

of system architecture or functionalities [9].  

enhanced-PHR System (e-PHR)  

A conceptual framework for PHR technology designed to ena-

ble SDM (e-PHR) indicated 22 PHR functions to enable the 

four core elements of SDM [10]. For example, the SDM core 

element Decide is enabled by the PHR core functions of Access 

health information and Communicate with others, and com-

prises 11 sub-functions, such as access to provider clinical notes 

and care plan and message care team. The scoping literature 

study [10] also indicated the environment for e-PHR is archi-

tected as an interconnected PHR – i.e. it gathers and auto-pop-

ulates patient data from multiple health information systems 

and applications. 

Designed for function and the broader digital health ecosystem, 

PHRs present an opportunity for improvement in SDM and pa-

tient engagement. To implement e-PHR, a process evaluation is 

useful since the literature informs us that the number of imple-

mented interventions that become ‘normalized’ is limited (i.e. 

fits in with the work of individuals and the context of practice 

and no longer requires additional effort). Normalization Pro-

cess Theory (NPT) seeks to understand the cognitive and be-

havioral process work people do, individually and collectively, 

to integrate an intervention in its social context [11]. 

Guiding Theoretical Framework 

NPT provides a framework to analyze four mechanisms and 

their constructs known to influence implementation success. 

Coherence is the sense-making work required by individuals in 

teams. Cognitive Participation is the work done as they antici-

pate roles and tasks to accomplish the new ways of doing 

things. Collective Action is the work of operationalizing the in-

tervention. Reflexive Monitoring is comprehending the effects. 

NPT has been used to aid implementation planning, and evalu-

ating and understanding implementation processes [11]. 

This research aimed to understand: (i) the integration work of 

e-PHR that participants do, individually and collectively; and 

(ii) the potential for e-PHR to integrate into practice to engage 

patients in self-management decisions. 

Methods  

This mixed methods investigation utilized a triangulation con-

vergence study design. This design concurrently collects and 

equally-weights quantitative measurement instruments and sur-

veys, and qualitative semi-structured individual interview data. 

The approach offered a deeper level of understanding and gave 

a voice to the multiple participant types (patients, care provid-

ers, and organizational HIT and clinical leaders). 

The first quantitative measurement instrument of NPT, the No-

MAD [12], describes the level of agreement of participants with 
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statements of the four NPT mechanisms and related constructs. 

Utilizing the same five-point Likert scale as the NoMAD in-

strument, a fixed survey of practice-related outcomes scored the 

level of agreement with potential outcomes, such as engage-

ment in self-management decision making. A semi-structured 

interview, guided by NPT, was used to describe the work of 

integrating e-PHR. The concurrently-gathered qualitative and 

quantitative data were collected to thematic saturation. Survey 

data was analyzed using R statistical software for descriptive 

statistics. Interview data were transcribed and imported into At-

las.ti and coded for evidence of the constructs of NPT via a de-

ductive approach. Finally, emergent descriptive themes were 

identified, along with quotations that best illustrated the themes. 

The analyzed quantitative and qualitative data were amalga-

mated to present findings. 

Results 

Twenty-seven participants in British Columbia, Canada partic-

ipate: patients (n=8), care providers (n=11) and organizational 

leaders (n=8). The qualitative results produced a rich explana-

tion of the implementation work. The quantitative results of-

fered mean scores and indicated a direction of agreement with 

measures of normalization and potential outcomes. 

Congruency was observed between the quantitative and quali-

tative data. Qualitative results indicated that e-PHR made sense 

as explained by two themes for Coherence: a game changing 

technology and sensibility of change. To participants, e-PHR is 

a supportive approach to healthcare for patients and would for-

malize collaborative relationships, provide access to a compre-

hensive set of data, and offer timely and convenient communi-

cations. Meaning was also linked to concerns of workload and 

workflow, and a limited shared understanding of purpose. Par-

ticipants strongly agreed (4.6/5) with Cognitive Participation 

processes. This was explained qualitatively by two themes: 

sharing ownership of the work and enabling involvement. To 

participants, e-PHR is the right direction for healthcare. Partic-

ipants expressed an openness to new ways of working individ-

ually and together, as well as some fear of change and lack of 

systemic ownership of the change. Weak agreement (3.6/5) was 

observed with Collective Action processes. This implementa-

tion mechanism was best explained qualitatively by one theme: 

uncovering the challenge of building collective action, and 

three sub-themes: assessing fit, adapting to change together, 

and investing in the change. The effort to enact e-PHR would 

require an upskilling of care providers, a shared accountability 

among patient and care providers, and sufficient leadership and 

financial investment. Participants expressed a potential disrup-

tion of current relations and a concern for a systemic willing-

ness to adapt to change together; as well as, challenges with 

team work and some lack of trust and confidence in others abil-

ity to carry out tasks. Participants appraised e-PHR as explained 

by two themes for Reflexive Monitoring: reflecting on value, 

and monitoring and adapting. To participants, e-PHR would re-

move barriers to care and increase care efficiency, but outcomes 

must be measured, and benefits demonstrated. Finally, partici-

pants strongly agreed (4.5/5) that e-PHR would positively af-

fect engagement in self-management decision making and 

agreed (3.9/5) it would become routine work, offering two de-

scriptive themes for the practice-related outcomes: care is effi-

cient, and care is person-centered. 

Conclusions 

The state of SDM in clinical practice is not a question of 

whether we should do it, rather it is a question of successfully 

integrating it within today’s evolving EHR–PHR ecosystem 

and person-centered care approach, and with tomorrow’s mo-

bile, interconnected, and ubiquitous technology environment to 

engage patients in self-management decisions. Using the NPT 

framework, findings from this pre-implementation process 

evaluation indicated participants invest in sense-making, com-

mitment and appraisal work of e-PHR; but, integration into 

practice will only be attained when systemic effort is invested 

to enact it. Further research is needed to explore this gap to in-

form priorities and approaches for a future implementation.  
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Abstract 

Health programs are reliant on complex decision-making to 

efficiently utilize limited resources, but local-level data use is 

still challenging. This study aimed to assess barriers to 

fostering local-level data use culture at each level of a health 

system. Results show that awareness gaps, lack of motivation, 

inconsistent supervision, poor community engagement, and 

lack of accountability are major bottlenecks. Establishing an 

accountability system and capacity building on health data use 

could improve its implementation. 
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Introduction 

Health programs are reliant on a complex decision-making 

process to efficiently utilize limited resources at the local level. 

Health systems require quality data from health information 

systems to plan and ensure that the workforce is fully funded 

and equipped with the necessary commodities, infrastructure, 

resources, and policies to deliver services [1]. Health data 

enables health planners and managers to make decisions 

regarding the effective functioning of health facilities. At 

higher levels, health information is needed for strategic policy-

making and resource allocation [2]. The relationship between 

data quality, demand for data, and data use creates a cycle that 

leads to improved health programs and policies [3]. Evidence 

shows that organizational and technical factors can affect data 

use culture [4].   

A study in Uganda showed that health care data use was 24% 

[5]. A study in Ethiopia indicated that data use for decision-

making was not adequate at lower levels and feedback 

mechanisms were weak [6; 7]. A data quality and information 

use assessment in Ethiopia showed a limited culture of data use 

for decision-making. Only 37% of the facilities based 

discussions and decisions on findings from routinely collected 

health information [8]. The use of health data for decisions and 

actions to improve the quality of health services and achieve 

performance goals is also vital to improve shared accountability 

within organisations [9]. 

Existing evidence indicates that data quality and the culture of 

data use in Ethiopia is poor, however little is known about the 

major barriers that affect data use at local levels of the health 

system. This study aimed to identify barriers to establishing 

local-level data use practices that could help to inform the 

creation of interventions to address bottlenecks. 

Methods 

This study was conducted in North Gondar Zone, Amhara 

region, Northern Ethiopia. The zone has 22 Districts and 557 

Kebeles (lowest unit of administration). A qualitative study was 

conducted from January to September, 2017. Data was gathered 

through key-informant interviews using a semi-structured 

question guide. Data producers, data users, community 

members, and decision makers were engaged for key informant 

interviews. Community leaders, Health Develoment Armies 

(HDAs), and health extension workers (HEWs) from the 

community were involved. Facility managers, health 

information technicians (HIT) and case team leader were 

selected from health facilities. Managers, plan and program 

experts, and one selected expert were purposively selected from 

District Health Offices, Zonal Health Departments, and 

Regional Health Bureaus. Questionnaires were adapted from 

the Performance of Routine Information System Management 

(PRISM) conceptual farmework [4]. Document review of 

monthly, quarterly, and annual reports and supervision 

feedback were also assesed using checklists. A thematic content 

analysis was undertaken.  

Results 

Characteristics of study participants  

This study engaged 21 key informants: 7 from the community, 

6 from Health Centers, 6 from Woredas (districts), 1 from a 

Zonal Health Department, and 1 from a Regional Health 

Bureau. The majority of the participants were males 13 (62%). 

Eleven (52%) of them were aged below 34 years. 

Data use culture  

Community level 

All community-level decision makers believed that information 

use has a positive role in supporting data quality, though the 

practice was not routine. A 27-year-old HEW mentioned that: 

“The culture of information use is very poor at all levels. 

The more we use data, the better we know its function. Then 

we take care of quality. The more we ignore data use, we 

can’t understand its benefit then we don’t care about its 

quality.” 

Community leaders reported that community engagement in 

local decision-making was limited only to planning and 

performance reviewing. 
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Health facility level 

This study found that Performance Monitoring Teams (PMT) 

were in place at all health facilities, but only 25% of them were 

functional. Among all of the respondents at different levels, 11 

(52.4%) strongly agreed and 7 (33.3%) somewhat agreed that 

decisions were made based on evidence. In health facilities 

where PMTs were functional, participants reported unfocused 

meetings. One Health Management Information System 

(HMIS) focal person mentioned that: 

“….Yes, we want to have the meetings regularly, but we 

don’t have clear guideline and expected results. People talk 

many unrelated and non-useful things in the meetings …” 

District and higher levels 

At the decision-maker’s level, all respondents reported that data 

use can ensure shared accountability. A 29 female respondent 

noted that: 

“...Yes, data use improves accountability, it’s only the 

presence of data that somebody to be accounted for both 

failure/success.” 

Overall, respondents agreed that increased data use can lead to 

better data quality and better health service delivery at the lower 

levels and better health coverage at the decision-maker level. 

One District manager said: 

“If we are just pipeline for the data to pass through us 

without use, we will not improve data quality and our 

decisions will not be based on evidence.” 

Barriers to effective data use culture  

Table 1 shows identified barriers to local-level data use culture. 

Table 1 - Major Barriers to local-level healthcare data use 

No. Barriers Health system level 

1 Awarness gaps All levels 

2 High staff turn-over Health facilities

3 Lack of motivation Health facilities

3 Poor community engagement Community 

5 Inconsistent supervisions All levels 

6 Poor accountability system All levels 

Discussion  

The value of health data is determined by its utilization in 

decision-making. Quality data provide accurate and timely 

information to manage services and aid in prioritizing and 

ensuring the best use of resources. This study shows that using 

data for decision-making can improve data quality. Evidence 

indicates that increased use of data will help to improve its 

quality, which will in turn lead to more data use [1; 4].  

The national strategy established PMTs to conduct monthly 

meetings for performance review, problem analysis, and 

solution planning [3; 6; 10]. While PMTs were established at 

all health facilities in this study, only 25% of them ran PMT 

functions. Similar studies also report weak data use [3; 6; 10].  

Fabricated reports and reporting data to the next level with 

minimal or no usage were the most common challenges [8, 10, 

11]. All respondents agreed that the awareness gap experienced 

by health professionals was a significant obstacle to using data 

for decision-making. One female nurse respondent said: 

“We have awareness gaps and there is no motivations… 

Health workers are overloaded and negligent to data use.” 

High turnover of staff is the largest challenge that regional 

health bureaus face in terms of data management and 

information use for decision-making. One mentoring and 

evaluation team leader mentioned that: 

“...For example, last year we trained all focal persons 

[HMIS focal] and when we did quick assessment at the end 

of the year,  around 62% have left from their work. When 

untrained health workers were hired, they face difficulties 

to manage the data properly.” 

Shared accountability leads to better use of health data for 

decision-maiking and actions to improve the coverage and 

quality of health services [9]. All respondents reported that 

there is no accountability system or written documents for data 

quality and data use.  

Conclusions 

In this study, the culture of local data use for decision-making 

at the local level was low. Awareness gaps, lack of motivation, 

inconsistent supervision, poor community engagement, and the 

lack of accountability were major bottlenecks. Establishing 

accountability systems and capacity building on health data use 

could improve its implementation. 
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Abstract 

National Clinical Audit (NCA) data are collected from all 

National Health Service providers in the UK, to measure the 

quality of care and stimulate quality improvement initatives. As 

part of a larger study we explored how NHS providers currently 

collect NCA data and the resources involved. Study results 

highlight a dependence on manual data entry and use of 

professional resources, which could be improved by exploring 

how routine clinical data could be captured more effectively. 

Keywords:  
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Introduction 

In the UK, there are over 100 National Clinical Audits (NCAs) 

that are either centrally developed and managed through the 

National Clinical Audit and Patient Outcomes Programme 

(NCAPOP) or by independent professional organisations. The 

aim of the NCAs is to provide data for measuring the quality of 

care provided by National Health Service (NHS) providers, as 

well as stimulating quality improvement (QI) initiatives [1]. 

There is evidence that NCAs have led to improvements in the 

quality of patient care [2]. However there have also been reports 

of variation in how NHS Trusts engage with the NCA data, with 

reports of a lack of resources and variations in data quality 

impacting on their value as feedback on performance [3].  

We are currently undertaking a study to develop and evaluate 

QualDash, an interactive web-based quality dashboard that 

supports clinical teams, quality subcommittees, and NHS Trust 

Boards to understand and make use of NCA data.  This poster 

reports  a subset of the findings from Phase 1 of the study, 

focusing on how NCA data are currently collected across NHS 

Trusts, and the resources involved.  It then reflects on the 

implications of these findings, in terms of the utility of using 

electronic health record data for capturing NCA and other audit 

data. 

Methods 

The study focuses on two NCAs; the Myocardial Infarction 

National Audit Project (MINAP) and the Paediatric Intensive 

Care Audit Network (PICANet), with evaluation of cardiology 

departments and Paediatric Intensive Care Units (PICUs). 

MINAP provides data on the management of ST-elevation 

myocardial infarction (STEMI) and non-ST segement elevation 

myocardial infarction (NSTEMI), compared to national and 

international standards to participating hospitals and ambulance 

services. PICANet records admission details and treatment 

provided to all critically ill children in PICUs. 

A total of 5 NHS Trusts (providers) participated in the first 

phase of the study; all 5 take part in MINAP and 3 of the 5 have 

PICUs and also take part in PICANet. The number of staff at 

each site varied from 20,000 (site 4) to 8,000 (sites 2 and 3), 

and patients seen per year from 700,000 (site 3) to 1.5 million 

(sites 1 and 4). Semi-structured interviews were conducted with 

54 individuals across the NHS Trusts and the wider NHS 

organisational regional structure, including NCA leads, 

members of NHS Trust quality and safety committees, Trust 

Boards, and clinical commissioning groups (CCGs). CCGs are 

the statutory NHS bodies responsible for planning and 

commissioning health care services in localities in England.    

Interviews focused on participants’ role and their experience of, 

and involvement with, NCAs.  We also explored what data were 

collected for each NCA, how data are captured and how they 

are used in the NHS Trust and by whom.  All interviews were 

audio-recorded, transcribed and entered into a qualitative 

software program (NVivo 10) for indexing. Interview data were 

analysed using framework analysis. After familiarisation with 

the data, a thematic framework was developed to index the data 

before interpretation of key themes. 

Results 

Interview data were collected between November 2017 and 

June  2018.  Participants, 30 of whom were female and 24 male, 

worked in both clinical and non-clinical roles.  Twenty-eight of 

the participants were clinicians (14 doctors/surgeons and 14 

nurses), 22 had non-clinical managerial or support roles 

(including senior managers who were members of Trust Boards 

and quality and safety committees; some of these participants 

had clinical backgrounds and some did not), and 4 participants 

worked within CCGs. An overview of the key results are 

summarised in Table 1. 

Resources used to support NCA data collection, entry, 

submission, validation 

There was considerable variation in the resources used by each 

site to support the various NCAs, both within NHS Trusts and 

across Trusts. For MINAP, 3 of the sites had designated 
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clinicians who were responsible for data collection, entry, 

submission, and validation. This varied from having a full-time 

nurse with overall responsibility for collection and evaluation 

of data (Site 1) to having nurses collecting data alongside their 

clinical responsibilities (Sites 2 and 3). Site 4 had mixed usage 

of non-clinical and clinical resources, with a non-clinical 

primary PCI project assistant collecting data for STEMI 

patients and 2 acute chest pain specialists collecting and 

entering data for NSTEMI patients. Site 5 used non-clinical 

personnel to collect and enter MINAP data, employing a non-

clinical cardiology information analyst, assisted by another 

team member. 

The picture for PICANet across the 3 NHS Trusts that 

participated in this NCA was different.  In all three of the sites 

clinicians initially fill out the PICANet forms, with non-clinical 

staff (database managers, audit-coordinators and audit clerk) 

then collating and checking the information, identifying 

missing and inaccurate data.   

Table 1 – How NCA data are captured  

 MINAP PICANet 

Resources   

Clinical Full-time nurse (site 

1) 

Nurse + clinical 

resp (sites 2, 3) 

Clinicians fill out 

the form (sites 1, 4, 

5) 

 Specialist nurse 

(site 4) 

   

Non-Clinical Project assistant 

(site 4) 

Information analyst 

(site 5) 

Database manager, 

audit 

coordinator/clerk –  

(sites 1, 4, 5) 

Systems 

Database 

  

Sites 1, 2, 4, 5 

  

Sites 1, 4 

Excel  Site 1 Sites 1, 4 

Directly into 

portal 

Site 3 Site 5 

   

 

Systems for data collection, and entry 

Similarly, there was considerable variation in the systems’ NHS 

Trusts used to collect and enter the data into the NCA web 

portals. For MINAP, all of the sites apart from Site 3, had some 

form of in-house database that was also used to record data (Site 

1 also used Microsoft Excel spreadsheets) before uploading to 

the web portal. Site 3 was the only site to enter data directly into 

the web portal. All sites relied on manual data entry by an 

individual into the database/web portal.   

For PICANet two sites used in-house databases/spreadsheets 

for data collection that were then uploaded to the web portal. At 

site 5, data were copied and pasted from the Trust’s patient data 

management system directly into the PICANet online portal 

retrospectively after a patient’s discharge. 

Use of NCA data 

The way in which NCA data were captured by NHS Trusts 

affected how they were used. Issues raised included the 

accuracy of the data (with some Trusts highlighting concerns 

about data reliability) and timeliness. The way NCA data were 

both collected by Trusts (sometimes retrospectively) and then 

reported by suppliers (often yearly) meant that data were 

considered by some Trusts to be out-of-date and not useful to 

inform practice. 

Conclusions 

There is variation in how NHS Trusts capture NCA data, with 

organisations dedicating expensive resources (such as highly 

trained professionals, like nurses) to ensure data are collected, 

uploaded, and checked for reliability. All of the NHS Trusts in 

our study collected data manually, with some automating the 

uploading process to web portals. With the growing 

implementation of electronic health records in the NHS, 

emphasis should be given to how to more effectively use 

routine data for data capture. Considering the burden of NCA 

data collection and processing in the NHS (over 100 NCAs 

currently), this could free valuable professional resource for 

care elsewhere in the healthcare system.  
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Abstract 

The Department of Defense (DoD) and Department of Veterans 

Affairs (VA) Infrastructure for Clinical Intelligence (DaVINCI) 

creates an electronic network between the two United States 

federal agencies that provides a consolidated view of electronic 

medical record data for both service members and Veterans. 

This inter-agency collaboration has created new opportunities 

for supporting transitions in clinical care, reporting to 

Congress, and longitudinal research. 

Keywords:  

Electronic Health Records, Health Information Exchange, 

Government Agencies 

Introduction 

The DoD and VA Infrastructure for Clinical Intelligence 

(DaVINCI) was sponsored as a Joint Incentive Funded (JIF) 

inter-agency project. It built on existing data and governance 

processes to reduce cost and most immediately provide return 

on investment. On the VA side, the Veterans Health 

Administration Health Services Research and Development 

VA Informatics and Computing Infrastructure (VINCI) formed 

the core infrastructure. On the DoD side, the Defense Health 

Agency Information Delivery Division Health Services Data 

Warehouse (HSDW) and the Military Health System Data 

Repository (MDR) formed the core infrastructure. DaVINCI 

provided the first DoD-VA full population data integration and 

brought together medical records, claims, and benefit 

information from both agencies. Combining records from 

multiple data sources presented several challenges, but the 

potential benefits for properly credenetialed teams to access and 

seamlessly utilize relevant information from multiple source 

systems in both agencies provided motivation for DaVINCI.  

Methods 

The goal of DaVINCI is to increase DoD-VA data integration 

for interagency collaboration and resource sharing in support of 

the Joint Strategic Plan and each agency’s healthcare and 

benefits missions [1]. DaVINCI creates a cornerstone of 

informatics and data sharing that support health analysis, 

operations, and other secondary uses of health care data. The 

special relationship between DoD and VA (that is, all those 

eligble for care in VA were first armed forces service women 

or men in the DoD) means that the data sharing and overlapping 

populations are distinct from most other overlapping healthcare 

systems [2, 3]. Three distinct populations are included in 

DaVINCI. The DoD Only population contains persons who 

have electronic medical records from DoD, but not from VA. 

This includes active duty, guard, reserve personnel, and those 

who have completed service but who have not yet received care 

in a VA facility. The VA Only population consists of those who 

have electronic medical records from VA, but served before 

DoD used computerized record systems. The DoD and VA 

population contains electronic medical records from both 

agencies.  

Instead of building interfaces with each source system, 

DaVINCI built on the many years of work aggregating and 

cleaning source systems into data warehouses (VINCI, HSDW, 

and MDR). Crosswalk lists are generated from the respective 

data warehouses and then combined and compared. This 

process removes employees, service member dependents, and 

others that are outside the DaVINCI populations. Following 

best practices, the data from both systems were transformed 

into a common data model [4] called Observational Medical 

Outcomes Partnership (OMOP) [5]. This allows VA and DoD 

data to be joined seamlessly in a longitudinal record regardless 

of which source agency or source system the data originates. 

Once the crosswalk is complete, data files from each agency are 

prepared and transmitted securely. The governance process 

transfers stewardship of the data as well, meaning that VA 

medical record data becomes part of the service member’s 

DOD medical record and vice-versa. In this way, the service 

member or Veteran electronic medical record follows them in 

subsequent care episodes. 

Results 

To date, DaVINCI contains more than 33 billion rows of 

electronic medial record data including VA data for 22,763,277 

Veterans and DoD data for 6,947,102 service members. Of 

these, 4,039,155 (17.8% of Veterans and 58.1% of service 

members) have medical records in both VA and DoD.  

The magnitude of current DoD and VA databases is 

considerable. These data are diverse and include not only 

healthcare untilization including inpatient, outpatient, 

pharmacy, immunizations, vitals, but also data on eligiblity, 

service theater, and demographic information. The push for 

precision medicine and the future influx of genomics data could 

be included in future data transfers to make meaningful 

conclusions to improve outcomes.  
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DaVINCI has been used to plan and evaluate mental health care 

utilization after military service has ended, report to Congress, 

reply to inquiries from top VA and DoD leadership, and 

measure health outcomes and utilization during transition from 

military service.  

DaVINCI deploys and evaluates solutions for governance, data 

integration, data security, analysis, and supercomputing to 

provide a solid foundation for integrated clinical and business 

intelligence platforms.  By allowing a more complete read-only 

view into a service member or Veteran record, DaVINCI can 

facilitate improved coordination of polytrauma patients and 

accelerated disability evaluations. By allowing more rapid 

analysis of many service member and Veteran longitudinal 

records, this program can facilitate more accurate and efficient 

screening for syndromes such as traumatic brain injury and 

planning for joint activities such as inter-agency resource 

balancing of specialty-care. 

Over the next decade, all VA and DoD facilities will transition 

to a joint-hosted instance of a commercial electronic medical 

record system. This move will drastically increase the 

interoperability of care and data sharing between VA and DoD. 

It is also likely that in the future, a shared data warehouse 

containing all data from VA and DoD would be created. In this 

scenario, not only is the current DaVINCI project an effective 

bridge providing the only combined-population analytics 

solution while the new infrastructure is fully implemented, but 

has the potential to speed the transition process. The work of 

standardizing and combining VA and DoD data together can 

mean that initial loads of a combined data warehouse can take 

advantage of the linking and mapping that is already done. This 

may reduce the need to extract from all source systems and even 

allow both institutions data sets to be loaded together. 

The dynamic computing environment created through this 

collaboration not only supports the magnitude of data needed to 

be stored but also utilizes parallel computing to support quick 

responses for queries. The end result is a solution which can 

handle the current data requirements, can easily expand with 

increasing data, and supports quicker query requirements. 

Conclusion 

The DaVINCI project has already proven useful in determining 

which resources are needed on the VA side for separating 

service members and coordinating test results already 

performed on the DoD side to reduce duplication. It has been 

used to determine immunization status and overlap in 

utilization in areas where DoD and VA share medical facilities. 

Finally, it has supported several research projects studying 

conditions ranging from hearing loss to traumatic brain injury 

and heart disease to prostate cancer. 

The opportunities that DaVINCI creates for caring for and 

studying the overlapping patient populations of VA and DoD 

will continue to benefit the health of active duty personnel and 

Veterans. 
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Abstract 

The amount of text of electronic medical records and its 
changes over time are not clear. In designing an electronic 
medical records system, prediction of the amount of text is 
important. We analyzed the number of characters described in 
the electronic medical records. As a result, it became clear that 
the annual text quantity of electronic medical records follows 
the lognormal distribution, and also the amount has been 
increasing year by year. 
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Introduction 

In addition to digitization of clinical records centered on 
electronic medical records (EMR), expansion from information 
system for each medical institution to electronic health records 
(EHR) is proceeding. As a result, very large amounts of data are 
accumulated in EMR and EHR. In considering system design 
and UX, the amount of data stored in the system is a very 
important factor. If it is possible to predict the amount of text 
of EMR, it can contribute to system design and UX.  

There is a prior study that the page number of the paper chart 
approximates the lognormal distribution [1]. There is also a 
report that the amount of information for each outpatient visit 
increases due to electronic medical record [2]. However, it has 
not been clarified about the amount of text of the entire EMR 
including outpatient and hospitalization and the change over 
time of EMR. 

In this research, for the purpose of constructing a prediction 
model of the amount of text of the electronic medical record, 
we analyze the amount of text of the electronic medical record. 

Methods 

We need to consider the method of measuring the amount of 
text stated in EMR. If EMR over multiple years are simply 
aggregated on a patient basis, changes over time can not be 
analyzed. In addition, it is inappropriate to compare them each 
other because the start point of the medical treatment is 
different between patients.If simply counting on a unit of time 
(year, month, etc.), although temporal changes can be 
considered, it becomes impossible to identify patients included 
therein. It is necessary to examine the correlation between 
patient attributes and the amount of EMR described in order to 
construct a prediction model, which is the purpose of this study. 
Therefore, it is not appropriate to simply aggregate only in units 

of time. From the above discussion, we take both the patient 
and the time unit as parameters, and we counted characters of 
EMR for each patient per year. In this study, Each separated 
EMR is named as “patient annual EMR”, and also numbers of 
characters written in a patient annual EMR is named as "patient 
annual EMR text amount". 

In this study, we will use EMR data of Kyoto University 
Hospital written from 2006 to 2016 as a data set. It contains no 
image data but text data by medical staff. Character counting 
was performed using SQL on IBM DB2 10.5. Statistical 
analysis was conducted using R 3.4.2. 

Results 

Characteristics of All Periods 

The data set has 883,312 patient annual EMRs. Table 1 
summarizes the patient annual EMR text amounts over the 
target period. Figure 2 shows the histogram of the patient 
annual EMR text amounts. The difference between the mean 
and median and the histgram show the patient annual EMR text 
amounts not following normal distribution. 

Table 1– The Patient Annual EMR ext Amounts 

 Total Outpatient Inpatient 
Mean 25,647 10,401 88,940 

Median 4,285 3,833 28,342 
Maximum 8,209,843 839,453 8,203,040 

 

 

Figure 1 – Histgram of the Patient Annual EMR Text 
Amounts. 
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Table 2 summarizes the results of the logarithms of the patient 
annual EMR text amounts over the target period. Figure 3 
shows the histogram of the logarithms of the patient annual 
EMR text amounts. Results of Kolmogorov–Smirnov test and 
Shapiro-Wilk test and the histogram show that the patient 
annual EMR text amounts follows the lognormal distribution. 

Table2- Logarithm of the Patient Annual EMR Text Amounts 
 Total Outpatient Inpatient 

Mean 8.412 8.167 10.227 
Median 8.363 8.251 10.252 

p-value of 
Kolmogorov–
Smirnov test 

0.772 0.2209 0.8638 

p-value of Shapiro-
Wilk test 0.4889 0.6805 0.477 

 

 

Figure 2 –Histgram of Logarithm of the Patient Annual EMR 
Text Amounts. 

 

Chronological Change 

Figures 3 and 4 show the trends in the mean and median of the 
patient annual EMR text amounts for each year in the target 
period. For total, outpatients, and inpatients, the patient annual 
EMR text amounts continued to increase in both the mean and 
the median. 

Conclusions 

In this research, we analyzed the characteristics of the patient 
annual EMR text amounts in the target period and its change 
over time. As a result of the analysis, it became clear that the 
patient annual EMR text amounts follows the lognormal 
distribution, and the amount has been increasing year by year. 
The data set of this study is EMR of one hospital, and it is 
necessary to investigate EMR of multiple hospitals for 
validating the above conclusion. 

In future research, we will investigate factors that increase the 
amount of EMR text and search for explanatory variables of the 
prediction model. 

 

Figure 3  –Mean Trend of the Patient Annual EMR Text 
Amounts. 

 

 

Figure 4  – Median Trend of the Patient Annual EMR Text 
Amounts. 
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Abstract 

Augmented Reality technology can provide useful tools and 
devices to support healthcare services. The aim of this study is 
to investigate the intention of IT and health care scientists’ to 
use Augmented Reality technology in Healthcare. A survey was 
conducted using a questionnaire based on a theoretical 
research model. According to the results, the participants seem 
to have positive perception about using the Augmented Reality 
technology in health domain, and they intend to use it.  

Keywords:  

Technology Assessment, Delivery of Health Care, Augmented 
Reality 

Introduction 

Augmented reality (AR) can be defined as an interactive 
visualization system (e.g. a head-mounted display, a computer, 
a game console, a smartphone, a tablet) allowing the merging 
of digital content with the real environment sourrounding the 
user, and blending both “real-world” elements with “virtual” 
ones [1]. The evolution in the area of mobile and wearable 
devices, has led to a rapid growth of AR technologies. AR can 
provide useful tools combining innovative devices and 
software, which can contribute positively to the domain of 
healthcare [1-3]. 

In this context, much scientific work is taking place on the 
assessment of the AR technology [4,5]. The acceptance of this 
technology is crucial and promising [6-8], especially in the 
health domain [9].   

The aim of this ongoing study is to investigate the intention of 
information technology (IT) and healthcare scientists’ to use 
AR technology in healthcare. 

Methods 

For the aim of our study, a questionnaire was developed based 
on a theoretical research model. The proposed model was a 
combination of Davis’ Technology Acceptance Model (TAM) 
[10] and other related research work [11,12]. Our model 
included six dimensions with at least two questions (items) per 
dimension. All items used a 7-item Likert scale from “strongly 
disagree” to “strongly agree”. The questionnaire was 
anonymous and distributed through Google forms to Greek IT 
and healthcare scientists during 2018. Specific relationships 
between the dimensions were tested, based on the following 
hypotheses (Figure 1):  

� H1: Does “Perceived Usefulness” positively affect 
“Attitude Toward Use”. 

� H2: Does “Perceived Ease of Use” positively affect 
“Attitude Toward Use”. 

� H3: Does “Attitude Toward Use” positively affect 
“Behavioral Intention to Use”. 

� H4: Does “Compatibility” positively affect 
“Behavioral Intention to Use”. 

� H5: Does “Relative Advantage” positively affect 
“Behavioral Intention to Use”. 

The sample consisted of 81 IT and healthcare professionals. 
Descriptive statistics and structural equation modeling data 
analysis was performed using SmartPLS 2.0 M3 to conduct 
partial least squares path modeling [13].  

Results 

The participants of this study were 34.2% males and 65.8% 
females. The average age of the participants was 27.6 years old. 
According to the descriptive statistics, the mean and median 
value for all items values were above 4, which reveals the 
positive attitude of the participants (Table 1). 

Table 1– Survey Results 

Items  Mean St. Dev Median 
Individual Item 

Loadings 
 ATT1 6.07 1.00 6 0.88 
 ATT2 5.68 1.20 6 0.82 
  BI1 5.95 0.93 6 0.76 
  BI2 5.67 1.10 6 0.86 
  BI3 5.40 1.29 6 0.75 
COMP1 5.98 0.98 6 0.84 
COMP2 5.79 0.98 6 0.70 
 PEU1 5.53 1.24 6 0.93 
 PEU2 4.48 1.53 4 0.70 
  PU1 6.06 1.00 6 0.86 
  PU2 5.85 1.07 6 0.89 
  RA1 5.57 1.09 6 0.73 
  RA2 5.94 1.03 6 0.79 
  RA3 5.83 1.01 6 0.81 
     

Based on the partial least squares analysis, the measurement 
and the structural models were examined. To test the validity 
and the reliability of the models, individual item loadings (for 
indicator reliability), internal consistency, convergent and 
discriminant validity, were tested and produced reliable results 
[14]. 

The coefficient of determination (R2) was 0.612 for the 
“Behavioral Intention to Use” and 0.456 for “Attitude toward 
Using”. All relationships between the dimensions (as described 
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in the hypotheses, Figure 1) were found to be  statistically 
significant. The structural model was validated by applying a 
bootstrapping technique (with 5000 resamples) based on a two-
tailed t-test (with α=0.05 or 0.01). All the hypotheses were 
confirmed (Figure 1), with at least 95% significance (p-
values<α).  
 

 
Figure 1– Theoretical research model 

Discussion 

According to the study results, the participants seem to have 
positive perception about the implementation of the AR 
Technology in health domain, and they intend to use it. 
Perceived Usefulness and Perceived Ease of Use positively 
affect the participants’ Attitude towards Using AR technology 
in Healthcare. Additionally, Relative Advantage and 
Compatibility, as well as Attitude towards Using positively 
affect the Behavioral Intention to Use AR technology. These 
findings present the positive attitude of the paerticipants 
towards AR technology, their positive view as they consider it 
as useful and usable technology, and their intention to use it in 
their professional healthcare enviroment.  

Conclusions 

The survey results indicate that the participants have a positive 
attitude towards the Augmented Reality Technology in health 
domain and they express their intention to use it. Limitations of 
this survey may be the young age of the participants, as younger 
professionals might be more familiar with new technologies 
compared with older professionals. Future work may include 
further investigation of behaviors and attitudes of IT and health 
care professionals towards virtual and augmented reality 
technologies being used in healthcare. 
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Abstract 

Integrating evidence from systematic research in daily clinical 

practice is one of the pillars of evidence-based medicine. 

Electronic data capture tools simplify data collection from 

different centers and supports the management of multicenter 

clinical trials. The Ligurian HIV Network (LHN) is one such tool, 

originating from a regional effort to integrate clinical trial 

capabilities for HIV and other chronic infectious diseases. In 

order to manually collect a complete report of all clinical tests 

on patients enrolled in a trial, a strenuous human effort and the 

allocation of great resources would be necessary. Moreover, the 

risk of error in a manual system is very high. The proposed 

system automatically extracts clinical data from the EHR of three 

hospitals of the LHN in a standardized way, and enhance their 

re-use in clinical trials. Through dedicated questionnaires, 

physicians reported a strongly positive feedback about the 

efficacy of the platform in supporting clinical research. 

Keywords:  

Electronic Health Records, Health Level Seven, Clinical Trial 

Introduction 

Clinical Trials are indispensable tools for Evidence-Based 

Medicine [1]. To collect the large amounts of data needed for 

clinical research, the implementation of a system, which 

coordinates the conduction of scattered clinical trials, is required. 

The interchange of data coming from different and heterogenic 

medical structures has to be managed. The ARCA (Antiretroviral 

Resistance Cohort Analysis), ICONA (Italian COhort Naïve 

Antiretroviral) and CISAI (Italian Coordination Study for 

Allergies and Infections from HIV) databases constitute the most 

important Italian clinical cohorts for HIV studies. 

In 2013, a regional research network called the Ligurian HIV 

Network (LHN) was implemented by some of the authors [2]. 

The LHN was originally conceived as a mere web platform to 

enable the collection of data from HIV patients using a web 

interface, in order to perform multi-centric clinical trials at a 

regional level [3]. For the first year, the platform was consistently 

used for its initial scope, supporting about half a dozen local 

studies. Routine use of the platform, together with the intention 

to address the well-known problem of errors due to manual data 

input into web interfaces, led to a consecutive gradual evolution 

of the system. The leading idea was that clinical data, already 

available in digital format in the LIS (Laboratory Information 

System) and other components of the Hospital Information 

System (HIS), could be extracted and automatically exported to 

the LHN database. In this way, patients’ laboratory data could be 

updated daily without human intervention. Clinical data was 

chosen since laboratory data is the largest data set used in clinical 

research concerning infectious diseases. Once this first process 

was completed, having reached a fully updated database, the 

authors decided to automatically connect the repository to the 

national HIV clinical studied mentioned above. 

Methods 

The LHN technical implementation choices are guided by the 

Electronic Source Data Interchange (eSDI) group 

recommendations. The scenario adopted and the architectural 

approach of the developed solution are thoroughly described in 

[4], while the technical approach is similar to those described in 

[5][6]. In order to protect patients’ privacy, only indispensable 

personal information is managed such as year of birth, sex and 

nationality. The patient hospital code, that cannot be directly 

connected to the identity of the patient, makes it possible to track 

each patient through various hospital departments. If a patient 

moves to another hospital, explicit medical coordination is 

required. 

A tool for the direct extraction of laboratory information was 

implemented, so that the data can be conveyed from the 

Laboratory Information System (LIS) towards the LHN. 

Depending on the hospital’s level of IT support, two different 

scenarios arise: 1) the hospital does not have a LIS in which 

digital data are stored or it has LIS but does not allow external 

agents to access data; 2) the hospital has a LIS and allows 

external agents to access data. Hospitals belonging to the first 

scenario could participate in the LHN by inserting data manually 

from the web interface, while those belonging to the second 

scenario could exploit the paradigm of data reuse. Automatic 

clinical data flow from a hospital LIS towards the LHN is 

allowed by a Windows Console Application that encapsulates 

clinical data in standard Health Level 7 Clinical Document 

Architecture (HL7 v3 CDA r2) documents and sends them 

through a web service that is responsible for document validation 

and data recording. During this process, the web service also 

involves a terminology service, in conformity with the standard 

CTS2 (Common Terminology Service Release2), which allows 

the translation of local hospital terms to LOINC (Logical 

Observation Identifiers Names and Codes)[7]. This ensures a 
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correct understanding of the data exchanged between different 

laboratories that use their own terminology. A trigger launches 

the console application program once upon a night, searching for 

registered patients who have done laboratory exams during the 

day. When the program encounters for the first time a patient just 

registered on the platform, all historical data are retrieved. 

Results 

The LHN currently involves the Infectious Diseases Departments 

of eight hospitals in Liguria and Piedmont. Three hospitals 

(IRCCS AOU San Martino IST, Galliera and Sanremo) use the 

second scenario while the others use the first. 

The three hospitals in the second scenario have two different 

informative systems, so two different methods for sharing 

clinical data were developed. The Galliera Hospital offers  

several services to access patients' clinical data, including a data 

management service to access laboratory test results. After 

authentication, data are available on demand in XML or JSON 

proprietary format. On the other hand, IRCCS AOU San  

Martino IST and Sanremo hospitals do not share data through 

services, thus the only way to access data is to extract them 

directly from the LIS, installing the console application inside  

the hospital firewall. Currently 4338 patients from eight  

different hospitals are involved in the LHN. Among them, data 

from 1851 patients from San Martino hospital, 1241 from 

Galliera hospital and 267 from Sanremo hospital are 

automatically updated using the described tool. The EHRs of  

the Galliera and San Martino hospitals started working at 

operating speed in 2008. There is a consistent difference among 

hospitals belonging to the first and the second scenarios in  

terms of quantities registered. In the data for Sanremo hospital, 

this trend is not yet appreciable, since the automatic connection 

with the LIS was only set up recently. Automatized centers  

insert 10 times lab test per year more than non-automatized  

ones (10679 vs 1910) and also a greater number of parameters 

per test is considered (41 vs 31). Using this tool, anonymized  

data were automatically transferred from the Electronic Health 

Records (EHR) towards the Clinical Data Management System 

(CDMS). This enhanced clinical trials conduction on chronic 

viral infections, the project has recently been expanded to  

include HBV and HCV diseases. Presently nine regional studies 

are supported by the platform as they are listed in the left menu 

of the web site (https://reteligurehiv.it/Default.aspx), pressing 

each button a short description is available. 

This fully updated database is a reliable source of information 

that could be reused to fill national databases, like ARCA, CISAI 

and ICONA. At present, 1243 LHN patients are registered in the 

ARCA database, 590 in CISAI and 458 in ICONA. A program 

has been developed to continuously update the ARCA database 

with CD4+, HIVRNA and genetic sequence data for all patients 

included in the LHN. The CISAI study also involves HCV 

infected subjects and collects a greater amount of data. A 

collaboration with the ICONA data manager has not yet been 

arranged. Temporarily, a tool for data extraction in Excel format, 

which is available on the platform, helps in collecting data to be 

sent to the ICONA database. 

Statistical reports and charts are prepared from the data collected 

using tools available on the web interface, in order to show 

continuously updated information. An extraction tool has been 

set up on the web interface to enable physicians to export selected 

information from the database to spreadsheet files. The extraction 

engine is flexible and optimized in timing. Patients, time range 

and the parameters of interest are customizable by the user. 

Discussion and Conclusion 

The LHN was initially set up to provide physicians with a web-

tool to administrate data from HIV-positive patients in primary-

care and to re-use the collected clinical information to perform 

CTs in Northern Italy. In this paper, an extension of the former 

architecture is presented, which provides the development of a 

system that automatically transfers clinical information from the 

hospitals’ EHR towards the LHN database. A further extension 

enables direct communication between the developed system and 

the main HIV national databases. 

The proposed system works properly for the two illustrated 

scenarios. In particular, for the second scenario, data can be 

automatically extracted in a standardized way, and conveyed 

towards the central repository for their re-use in clinical trials. 

In order to manually collect a complete report of the laboratory 

activity for all the patients involved, a strenuous human effort and 

the allocation of great resources would be necessary. Moreover, 

the risk of error in a manual system is very high. Instead, a tool 

able to automatically transfer all data, such as the one described 

in this paper, is essential to rapidly collect all laboratory 

information in a reliable manner. The use of medical standards 

ensures possible future integrations with additional health care 

structures, enhancing the expansion of the project. Currently this 

system manages and elaborates data coming from regional 

hospitals, but in the near future, it would be possible to expand it, 

involving extra-regional facilities, thanks to interoperability 

efforts. 
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Abstract 

Currently, poor patient experience coupled with too many 

instances of missed care, repeated treatments/tests and poor 

quality all detract significantly from high value care delivery 

and are plaguing the healthcare systems globally and 

especially in the US. A care co-ordination solution enabled by 

technology is proffered as an appropriate remedy in this 

research in progress. 

Keywords:  

Patient care, Treatment outcomes  

Introduction 

Isolated healthcare information systems based in hospitals, 

provider practices, pharmacies, and laboratories are resulting 

in fragmented care delivery systems [1] and inefficiencies in 

care outcomes. Joining these disintegrated information 

systems efficiently to one another becomes imperative when 

caring for patients suffering with one or more chronic 

conditions. In the U.S., the number of patients with chronic 

diseases, functional limitations or disabilities exceeds 120 

million [1] and these Medicare beneficiaries with seven or 

more conditions on average see eleven physicians including 

three primary care physicians and eight specialists [2]. Each of 

these providers could potentially own and operate stand-alone 

information systems which could potentially result in lack of 

coordinated care and become a major contributor to 

complications which occurs during various stages of the 

patient journey [3] and thus, to address this growing problem 

we proffer a technology enabled care co-ordination solution. 

Methods 

To demonstrate the role of the proffered technology solution 

and establish fidelity and usability, we adopt a multi-phase 

mixed method study. Phase 1 consists of a systematic 

literature review to identify all key factors which then leads to 

the developed conceptual model. Phase 2 includes a two-arm 

trial at healthcare facilities in the US and Australia where 

identified critical care measures are tracked by clinicians as 

compared to standard care approaches. By choosing to look at 

the same technology solution in different healthcare systems, 

i.e., US and Australia, we anticipate uncovering initial insights 

regarding macro level issues. The technology solution used to 

enable this process is the OneView Point-of-Care system. 

Phase 3 includes analyzing the data gathered using a mixed 

methodology. In Phase 4, the technology solution care 

protocols are revised as required.  

 

Results 

Enhancing care coordination has been associated with 

improved care quality and the patient experience [4]. To do 

this effectively, it is essential to accurately/precisely detect 

care coordination measures that are associated with certain 

healthcare outcomes. Categorizing patient care activities under 

coordination measures and associating these measures with 

care cycles (outcomes) will facilitate the formation of strategic 

care plans that emphasize accountability and efficiency. Our 

research in progress addresses this key need by using 

technology as an enabler. We present the theoretical 

framework of our systematic literature review in Figure 1. 

 

 

Figure 1. The theoretical framework of the literature review. 

Conclusions 

A sustainable solution that ensures superior patient 

experience, high quality care outcomes and at the same time 

minimizes healthcare costs by limiting duplicated care and/or 

unplanned readmissions requires high level of care 

coordination.  In today’s healthcare context, this necessitates a 

technology solution. Assessing coordinated measures within 

current health information systems must include all 

determinants that could impact healthcare tasks. These 

measures will transfer care facility processes from a reactive 

practice into an integrated and collaborative one. We believe 

our proffered solution will provide a superior patient 

experience coupled with adherence to a value-based care 

paradigm. 
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Abstract 

The concern for aging, chronic illness, and dependence is 

relevant in today’s society. The Nursing discipline is 

responsible for its approach to care. Furthermore, this 

profession must develop technologies to assist. The main 

objective is the development of a robotic system for assessment 

of fall risk and adherence to pharmacological treatment. The 

magnitude of this prototype design and its validation by experts 

warrant the attention to support care for the vulnerable and 

fragile with technology. 

Keywords:  

Frailty; Nursing Care; Robotics 

Introduction 

The present study starts with the following research aim:  

Design of a robotic agent that assesses fragility by the following 

two measures: risk of falls and pharmacological adhesion. 

The current paradigm places us before the reality of aging, its 

chronic illnesses, vulnerability, and fragility, which are far-

reaching in our society [1]. It is therefore necessary to identify 

potential risks and prevent them. [2] In this research we will 

focus on the approach of two care problems that can usually be 

seen in the frail elderly: the risk of falls and the difficulty of 

pharmacologic adherence. Both care problems are related to 

each other. 

Assessment of the Risk of Falls in the Frail Person 

In Spanish territory, the modified Downton Scale has been used 

to evaluate the risk of falls in people based on five criteria [1]. 

Adherence to Pharmacological Treatment in the Fragile 

Person 

There are studies that show that older  and fragile people are 

more susceptible to the adverse medication effects [3]. Not to 

mention, they usually take a greater amount of medication 

(polypharmacy) that increases risks, including the risk of falls 

[3]. 

In Primary Health Care, in the Community of Madrid, the test 

used for the assessment of pharmacological adhesion is the 

"Morisky-Green Test" [4]. Some articles show the advantages 

of using this questionnaire [4-6]. 

Robotics in Health Care for People 

The repercussion of the new advances is evident in society: the 

incorporation of Knowledge-Based Systems [7] in devices 

managed by people. Health professionals need to undertake 

new strategies in the development of technology to care for 

patients [8-11]. Recent research in the European framework 

stress the importance of paying attention to the daily life of 

people, especially in the context of fragility in relation to 

robotics [6,12-19].  

Methods 

The present study employs a deductive methodology using a 

knowledge extraction technique and the learning of that 

knowledge. The research study was carried out from March to 

May 2018 in the Computer Science Department of the 

Polytechnic School of the University of Alcalá. The study 

consisted of the following phases: 

• Phase I: Extraction of knowledge about the research 

problem 

• ��������	�
����
������
��������
�
�����

• Phase III: Implementation of the algorithm 

• Phase IV: Verification and validation by experts 

Results 

The study shows the following results for each planned phase: 

• Results for Phase I: The knowledge extracted led to the 

creation of the Downton Scale Modified Downsizing and 

Morinsky-Green Test prevention algorithm. 

• Results for Phase II: Hardware elements were used for the 

following functions: execution of algorithm, data storage, 

bluetooth communication, transmission of  information to 

the user. The robotic system interacted with mobile 

devices allowing a human-robot interaction experience. 

• Results for Phase III (Included General and Specific 

Description): 

− Product Perspective - The system has been 

designed for the assessment of the frail elderly 

people, identifying potential risks for the 

subsequent prevention of them through health 

care. The product was designed to work on 

mobile devices via Bluetooth connection.  

− Characteristics of Users - Users of the tool were 

nursing professionals and caregivers. 

− External Interfaces - The user interface 

implemented was an Android App, and the 
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hardware and software interface was the robot 

and the software Arduino. 

− Results for Phase IV: The results obtained were 

presented in different congress and international 

publications. The experts’ validation carried on 

with the testing of the tool. The objective was to 

verify its validity for the international expert 

community and to link its relationship to the 

multidisciplinary and interdisciplinary 

communities with computer and health 

knowledge through a group of experts (Doctors 

in Nursing and Computer Science). It is 

expected that the tool will be validated at the 

community level through piloting in health and 

non-healthcare centers.  

Discussion 

At present, there are multiple studies that contemplate the 

importance of using robotic agents and computer tools in the 

care of the frail elderly. As a result of this research, the use of 

this technology for vulnerable groups, such as children and the 

elderly, are now being explored. Except, in addition, one should 

focus on creating a new care model based on the indispensable 

mechanisms for the maintenance of life that represents human 

needs and responses of the population. 

Conclusions 

The robotics of care proposes to include assessment systems for 

the care of vulnerable people (15,16). Its use in the field of 

Nursing favors a new vision applicable in healthcare and home 

settings and promotes the approach of a new sustainable model 

of care robotics that adapts to different communities.  
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Abstract 

Medical centers, hospitals, and health care practices are 
implementing electronic documentation systems and regularly 
adding new features to these systems. Training users to 
effectively use these systems in a scalable way has been a 
challenge. Learners learn at different rates and have different 
needs. While traditional face to face instruction has been the 
gold standard, eLearning technologies can provide acceptable 
alternatives. This poster will demonstrate three eLearning 
methodologies for training.   
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Introduction 

Clinician education and training on new EHR systems is one 
of the biggest hurdles encountered when implementing a new 
documentation system.  Omaya, Cipriano, et al., claim that the 
frustration experienced by clinicians with their inability to use 
the EHR efficiently leads to significant burnout, particularly 
since up to 50% of a clinician’s time can be spent in clinical 
documentation [1].  Roney reports that, “Training sessions for 
complex EHR systems can be overwhelming and time 
consuming.” According to Andres Jimenez, MD, CEO of 
ImplementHIT, “Many hospitals may not receive optimal 
outcomes from EHRs because hospital staff and physicians are 
not trained effectively" [2]. 

Kim, Rodriguez, et al. state that competencies in using an 
EHR are a critical skill for health care professionals [3].  Even 
our own informatics users have identified training existing 
hires on new EHR features and new hires on the system are 
among their biggest problems, but unfortunately, according to 
Karimzadeh and Hoffman, “Academic bioinformatics 
curricula rarely train users in documentation.” They further 
claim that this failure results in “documentation debt” where 
more time is spent answering questions one on one than it 
would have taken to develop the right documentation in the 
first place [4].   

 
Face to Face Instruction vs. Distance Learning  

The traditional standard for training has been face-to-face 
education where users are often seated at computers and 
taught how to navigate the system. Learning theory is clear. 
Thalheimer claims that without appropriately spaced practice 
and repetition, learning is not as effective as it can be.  He 
recommends widely spaced repetition as more effective than 
narrowly spaced repetition or no repetition at all [5]. Single 
session face-to-face training cannot accomplish that. 

Methods 

We taught our students in our Informatics program each of 
these techniques over a two semester course.  They insisted on 
this type of content to help them meet their training and 
documentation needs. 

Rapid turn-around just in time documentation 

Rapid turn-around just in time documentation is that type of 
text-based materials with screen captures that can be produced 
quickly in response to a specific instructional need or 
question/problem from a user. Text-based materials are 
generally the easiest to produce with few resource 
requirements and they can be very effective in getting new 
content out to large numbers quickly. The advantages here are 
speed of development and speed of distribution, thus the 
name, “rapid turn-around documentation”. Gerchev 
recommends a flexible approach to documentation that 
includes a variety of the approaches described here. He 
emphasizes capturing images and making sure the 
documentation is up to date with the latest product, which is 
easily accomplished with rapid turn-around documentation 
[6].  

One of the more popular contemporary platforms for these text 
-based files is Wordpress. Wordpress provides an 
organizational structure that can be used to later search for 
stored text documentation. Typically, these searches are based 
on keywords embedded within document itself. By providing 
links to documents in a Wordpress environment, changing the 
document there only once means everyone with the link to the 
document always sees the latest version. We currently have 
over 230 documents in our Wordpress site. 

Narrated screen recordings 

Screen recordings are an excellent way of presenting dynamic 
content to demonstrate a specific procedure on the computer. 
Yearwood states in an interview by Robert Kelly, “It is almost 
like having your personal tutor whose message never changes 
regardless of how many times you rewind or review the 
content” [7].  

Providing the bulk of the content asynchronously via a distance 

platform provides several key benefits. First, employees can 

learn at their own rate. Secondly, employees do not have to be 

taken, en masse out of production. Third, there is no travel or 

meal expense for either the users or the instructor. Fourth, 

because of no travel or removal from production, widely 

distributed repetition is an attainable learning practice. Fifth, 

there is commonality of experience. Sixth, learners model an 

expert. 
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Three major advantages to screen recordings are that the user 
can rewind the video and review sections that were originally 
confusing. Secondly, the instructor can use mouse 
highlighting to put the focus on an exact the area of the screen 
he wants to emphasize. Thirdly, depending on how these 
videos are stored, they can be accessed at any time from any 
place with an internet connection. Camtasia is our product of 
choice. 

Creating an online simulation/tutorial  

Krueger and Barnes demonstrated that regular continual 
practice helps retain skills [8]. One approach is to develop a 
simulated application using an eLearning development tool 
such as Lectora, from Trivantis, to duplicate many of the 
features inside an EHR. These applications can provide online 
guided instruction when the system detects the user needs 
help. Zhang, et al, refers to this as the Virtual Mentor (VM). 
The VM contains multimedia integration, just in time 
knowledge acquisition, interactivity, self-directivity, 
flexibility, and intelligence [9]. 

The instructional development team uses the product to create 
simulated cases from a set of contrived cases that cover the 
concepts and skills on the EHR the user needs to learn. A 
script is developed based on learning outcomes. This script 
allows the developer to capture screens from the actual 
simulated EHR and sets the sequence with which those 
screens will be displayed.  

 Comparison of features and requirements 

 

 Movement through the simulation is governed by the 
developer of the application using the button and logic 
capabilities available in the eLearning tool and match very 
closely to the actual EHR. Areas in the EHR the developer 
does not want the user to wander in will be disabled. Total 
control of where the user goes is up to the developer using the 
software tool. This  

way the lesson is focused only on those areas that are part of 
the specific set learning outcomes. The user cannot go down 
rabbit holes that will not get them to their final goal. 
Responses and response rates can be stored for future 
discussion with a live instructor trainer. 

Results 

Student course evaluation feedback from the Technology 
Components for Informatics class was that all seven students 
responding reported they strongly agreed with the statement 
that this content was relevant to their course of study. The six 
students responding in the Web Development for Healthcare 

Applications class reported they agreed or strongly agreed that 
the online simulation/tutorial content was relevant to their 
course of study. Typical comments were, “A valuable learning 
approach by having us create our own learning module using 
the tools required.” Another said, “It significantly increased 
my confidence and skills in using this type of platform for 
creating interactive eLearning modules. Learning, “How to 
use Lectora to create interactive EPIC training”.              

Conclusion 

The techniques described here can solve many of the problems 
that face to face instruction cannot solve. Our students 
advocate the need for individualized pace instruction, rapid 
response to questions, common experience, repetitive learning, 
modeling an expert, reducing travel costs, and reducing the 
need to take people out of production for training. 
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Abstract 

Although the symptoms of food allergy are diverse and 

sometimes dangerous to life, we have not been able to 

effectively share information on patients' food allergies. In this 

study, we developed a program to prescribe the allergic 

formula for each patient and to establish a series of processes 

for safe allergenic meal delivery based on the standards and 

guidelines of food allergy management. We then assessed the 

utility of the "introduction of food allergy program" by 

comparing the number of allergic prescriptions before and after 

the program application for inpatients. Through the 

development and introduction of the program, all hospital 

staffs, including medical staff and dieticians, can share 

information on food allergy patients. Systematic management of 

food allergy patients from doctor's prescriptions has provided 

the basis for safe meal preparation. 

Keywords:  

Food allergy, Hospital Information Systems, Prescriptions 

Introduction 

Food allergy is an adverse reaction caused by immunity after 

ingestion of food [1]. Food allergy is a common disease 

experienced by 6 ~ 8% of children and 2 ~ 3% of adults [2]. 

According to an epidemiological survey conducted in 2000, 

43,045 children aged 6-15 years at the Pediatric Allergy 

Respiratory Society, the prevalence of diagnosed as food allergy 

more than once was 4.7% [3]. In a study of 25,000 children 

whose ages were 6-12, "self-reported" food intake was 10.9% 

[4]. The food allergy usually grows naturally as it grows [5]. 

This is an increasing trend [6]. 

Although food allergies vary in their severity, severe reactions 

such as anaphylaxis, angioedema, hypotension, and asthma 

attacks may pose a life threat if they fail to receive early first aid 

treatment [7]. At the Seoul National University Hospital, there 

was a case in which complaints occurred due to proximity 

errors and side effects due to missing food allergy information 

by patient when issuing meal orders, but there is no systematic 

program for sharing food allergy information. 

Methods 

Since June 2017, the Allergy Internal Medicine, Feeding and 

Nutrition Department, Nursing Headquarters, QA Team, and 

Information Development Team have gathered and organized a 

process to share food allergy information. Based on this, we 

developed and introduced food allergy information sharing 

program in the Hospital Information System (HIS). 

 

 

 

To evaluate the effectiveness of the food allergy program, we 

surveyed the status of food allergy information sharing among 

patients admitted to Seoul National University Hospital from 

March 1, 2018 to August 31, 2018. 

In addition, the number of prescriptions for allergic meals in 

July 2017 before the introduction of the program and the 

number of prescriptions for allergic meals in July 2018 after the 

introduction of the program were compared. 

Results 

The information sharing and coping process for food allergy 

patients were prepared as follows. 

1) Establish criteria to be managed and guidelines for food 

allergy management. 

2) Categorize allergy information and systematically classify 

and input information when hospitalized. 

3) Physicians will prescribe the allergic formula for each 

patient, and provide the allergic formula in the nutrition course, 

explain the treatment formula and adjust the meal plan. 

4) Rapid first aid and patient monitoring based on [Alert] 

information from doctors, nurses, and food and nutrition 

department in case of food allergy symptoms. 

According to the above work process, the food allergy program 

in HIS was developed as follows. 

1) In order to systematically share allergy information, the food 

allergy item of the hospital nursing information survey system 

was changed from the free text to the categorized check item. 

One thing to consider is ‘Mackerel / pupa / lacquer / hemp / 

taro’ are not likely to be classified by item, but collecting items 

that are not provided in patient formula improves the 

convenience of registration (Fig. 1). 

 

Figure 1 

2) When you check the food allergy item on the inpatient 

nursing information search page, it linked to 'Food Allergy' item 

of [Alert] (Fig. 2). 

 

Figure 2 
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3) In case of adding or modifying the items of food allergy 

since the creation of the inpatient nursing information survey 

system, add or modify through the 'Food Allergy' item of 

[Alert] (Fig. 3). 

 

Figure 3 

4) The primary care physician issued an allergic meal order (the 

name of ‘other treatment formula’). 

5) The nurse issues an allergic meal order as prescribed by the 

doctor. 

6) Dietitians provide allergic meals by patient through food 

management program of food allergy patients. 

7) At the time of hospitalization after the patient is discharged 

from hospital [Alert], the food allergy information is linked to 

the inpatient nursing information survey. 

8) Dietitians are able to manage food allergy categories, manage 

food allergy categories. 

From March 1, 2018 to August 31, 2018, 2,033 patients (5%) 

were enrolled in a total of 37,429 hospitalized patients with 

food allergies. As a result of analyzing the number of registered 

food allergies, the most frequent item among all 2,666 food 

allergy items was mackerel / pupa / lacquer / hemp / taro item, 

and total 321 (12%). 

Table 1- Number of food allergies registered by Seoul National 

University Hospital (March to August 2018) 

Type of food allergy 

Number of 

registrations (times) 

Mackerel / pupa / lacquer / hemp / taro 321(12.0%) 

Peach 296(11.1%) 

Shrimp  202(7.5%) 

Milk and dairy products  122(4.6%) 

Egg  106(4.0%) 

Pork   97(3.6%) 

Chicken   60(2.3%) 

Crab   58(2.2%) 

Wheat (flour, noodles, bread, etc.)   58(2.2%) 

Other (crustaceans)   44(1.7%) 

 

Of the total 76,623 meals prescribed by physicians in July 2017 

before the introduction of the program, 34 (0.04%) were 

allergic. It was analyzed that 2,303 (3%) out of 76,623 of the 

total meal prescriptions were provided to the patients, and 

98.5% of the allergic diets provided through the intervention of 

nurses and food and nutrition. After the introduction of the 

program, the physician's diet was revised to be linked to the 

actual meals provided. In July 2018, the total number of allergic 

prescriptions and recipes out of 80,766 prescribed by physicians 

was 2,784, or 3.4%. 

Discussion 

The purpose of this study is to evaluate the utility of food 

allergy program based on the process to improve the 

information sharing system of food allergy patients. 

Through the reflection of the computerized system and the data 

analysis, we obatained the following positive evaluation. 

1) The proportion of patients enrolled in a specific period of 

time with food allergy is 5%, which is similar to that reported in 

adults with a prevalence of approximately 3-4% [5]. 

2) By categorizing the items subject to food allergies, it is 

possible to provide more systematic food allergy meals. 

3) Prior to this program, there was no program to share the fact 

that all hospital staffs such as medical staff and nutritionist were 

food allergy patients. It is possible to share food allergy patient 

information through [Alert] 'Food Allergy' as an effective 

opportunity to treat patients. 

4) The number of allergies provided after the introduction of 

this program was about 3% and 3.4%, respectively, compared to 

the one month before and after the introduction. However, the 

rate of providing food allergy was 0.04% and 3.4%. This means 

that doctors, nurses, and nutritionists are able to manage food 

allergy patients in an integrated manner through the 

introduction of computerized programs. 

Conclusions 

In conclusion, the development and introduction of the program 

allowed all hospital staffs, including medical staff and 

dieticians, to share information on food allergy patients, and 

managed the food allergy patients in an integrated manner to lay 

the groundwork for a safe meal recipe. 
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Abstract 

Most cases of maternal deaths could be avoided with timely 
access to quality healthcare, but a key challenge in addressing 
quality of care in maternal health is the lack of accurate data 
and analytics. Implementing online communities of practice is 
a way to resolve this, but in low--and middle-income countries 
this is particularly challenging. We discuss the design of the 
Alicanto Online Latin-American Community of Practice that 
focuses on both outcomes and process indicators. 
Keywords:  

Information Technology, Pregnancy, Quality Improvement  

Introduction 

The health of pregnant women is critical for global 
development. The Sustainable Development Goals (SDG) 
agenda and the Global Strategy for Women’s, Children’s, and 
Adolescent’s Health 2016–2030 aim to reduce maternal and 
newborn deaths [1]. Most cases of maternal deaths could be 
avoided with timely access to quality healthcare, but a key 
challenge in addressing quality of care in maternal health is the 
lack of accurate data. Accurate data improves our knowledge of 
whether the effective interventions are being received by 
pregnant and post-partum women and enables the targeting of 
resources to those most in need. However, diverse outcomes of 
interest, variable standards of care, quantity and quality of data 
can be drastically different, as well as cultural and other 
differences; can substantially modify measurements depending 
on the outcomes of interest studied.  
To improve maternal outcomes in Latin America (LA), we are 
implementing an online community of practice that can deliver 
evidence-based guidelines and collect priority indicators, while 
providing spaced learning medical education and guidance for 
the measurement and monitoring of maternal and health. This 
paper describes the challenges in maternal data collection in 
low- and middle-income countries, and the design of the 
Alicanto Online Latin-American Maternal Informatics 
Community of Practice. 

Challenges in Global Maternal Outcome 
Networks 

In many low-income countries, maternal deaths go uncounted 
and frequently the cause of death is unknown or not recorded 
correctly and the maternal care process is equally poorly 
registered or not registered at all [2]. Many patient registration 
systems and electronic health records in low resource settings 
have problems with non-standardized record-keeping 
techniques which result in missing records, inconsistencies, 
poor data quality, and inaccuracies and hence undermine 
evidence-based decision making in healthcare service delivery 

[3]. This makes it difficult for national health programs to 
allocate resources where they are needed the most. To achieve 
this goal is necessary the integration and harmonization of high 
amounts of heterogeneous medical data that is stored in 
different health information systems. Such a task is challenging 
in both developed and developing countries [4]. 
Comprehensive database applications for a domain can reduce 
such variation within this domain. The Netherlands established 
national domain information models to support electronic 
information exchange, using cases from perinatology as a 
national pilot [5]. They found that in some instances, additional 
agreements are necessary about the preferred vocabulary 
because the professional organizations need to harmonize their 
materials and the limitations are reached for what should be part 
of the standard, and what professional organizations should 
develop and maintain within their realm. Another challenge is 
data aggregation and overlap. For maternal care, clinical data is 
often generated from various sources (prenatal screenings, 
primary care providers, midwives) and the health information 
may exist in both paper-based and computer-based systems at 
institutions located in different geographical locations. The 
overlap across systems introduces the potential for data 
variation through duplication of data entry and differing 
concept definition or context of use. Studies show that 
redundant and inconsistent records lead to errors, extra effort, 
misdirected data, over-reliance on the spoken word, 
inaccuracies, information loss, limited standardization, 
miscommunications and limited outcomes evaluations being a 
major cause of medical incidents [6]. Research has also shown 
how coordination and communication among clinicians and 
across settings resulted in greater efficiency and better clinical 
outcomes [7]. In general, the burden on individual providers of 
collecting data has been well documented, as has the lack of use 
of data collected at such great cost [8], which breaks the 
feedback mechanism whereby monitoring and review can result 
in improved delivery of interventions. 

Alicanto Network Objectives and Approach 

The network objectives are to strengthen and enhance the 
existing national data systems and evaluation programs through 
information and communications technology (ICT). The 
project builds on existing regional communities of practice in 
maternal health, in which we will leverage technical expertise 
across LA to foster the exchange of lessons learned, building a 
sustainable and reproducible capacity of Human Resources for 
Health (HRH). These HRH can provide high-quality maternal 
care interventions for developing countries, particularly for 
hard-to-reach populations and vulnerable groups, maximizing 
the use of resources and guiding policymaking, in an attainable, 
informed and sustainable manner. At this point, the 
stakeholders of the network include hospitals and regional 
governments, member clinics at Argentina, Chile and Colombia 
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and the Division of Clinical Informatics (DCI) at Harvard 
Medical School (HMS), which has previously signed a 
framework agreement with PAHO to collaborate in supporting 
the advancement of eHealth in Latin America and the 
Caribbean. The network members are involved in co-creating 
the system and educational content for management of high-
risk pregnancies relevant to their needs and agreeing on data 
encoding standards. The initial courses focus on pre- eclampsia 
and hemorrhage, which are the causes of most maternal deaths. 
This co-creation uses S.M.A.R.T goals and Bloom's Taxonomy 
[9] and is being done via weekly web conference meetings, 
sharing data dictionaries and database designs to achieve 
consensus on common data formats for outcomes comparison 
and establishing methods to capture process metrics.  
Strategies aimed at reducing maternal deaths need to address 
inequities in access to good quality maternal health 
interventions, which are based on learning and applying best 
medical practices protocols, step-by-step labor, delivery and 
immediate postpartum period management guidelines. We will 
deliver those using web-based and mobile app tools (eLearning, 
mhealth) inside Alicanto Integrated Mobile Health Network, 
but also the platform provides an online consultation system 
(telehealth) for obstetric emergencies between rural HRH and 
experts at reference hospitals, allowing for appropriate, 
coordinated and timely patient referral to a higher level of care 
if needed. Participating centers will also have access to an 
asynchronous discussion forum to discuss with colleagues the 
guidelines and lessons learned from the cases; using validated, 
structured, and process-focused frameworks to reflect and learn 
from experiences, given the fact that it has been showed that 
medical knowledge, job satisfaction, and self-efficacy do not 
increase by only using an SMS-based continuing medical 
education (CME) intervention that fails to stimulate lateral 
learning i.e. learning from your peers [30]. Since processes 
variables are included in our design, these can be used in a 
feedback mechanism to identify areas for improvement and 
allocating resources in areas likely to have the greatest impact.  
The first pilot is being conducted between Fundación Valle del 
Lili, a major teaching hospital in Cali, Southwest Colombia and 
a small rural clinic in the West Coast Pacific region. Despite 
recent efforts in Colombia to improve the number of health 
professionals in rural locations and implement a red code for 
postpartum hemorrhage in accordance with international 
standard obstetric protocols, Maternal mortality ratio (MMR) 
remains high and lags behind Latin American countries at a 
similar level of economic development (e.g., Mexico and 
Argentina). The isolated and discontinuous Colombian Pacific 
coastal lowlands have a majority of population with a uniquely 
African genetic heritage (90%) but there are also populations of 
mixed race (6%) and Native Americans (4%). This region has 
an MMR similar to 2010 African countries, like Ethiopia, 
Ghana, and Ruanda, or similar to Haiti, the country with the 
highest MMR in Latin America and the Caribbean [10]. The 
Alicanto platform will provide a scalable mobile solution to 
support rural clinics across Colombia with expansion to other 
Latin American centers. The second pilot is scheduled for 
Southern Chile and third pilot in northern Argentina, both in 
locations where experts are far away from major teaching 
hospitals. 

Conclusion 

By having co-creation of the network, we are achieving a stand- 
ardized set of common goals and data metrics that can be useful 
at the local level while being also useful at a regional level for 
data comparing. By having harmonized sets of data and tools, 
according to site characteristics ranging from minimal to 

optimal infrastructure and clinical conditions, it will be possible 
to compare outcomes across similar centers. This will help to 
create a policy development platform that introduces a 
systematic approach to policymaking informed by evidence and 
collaboration between institutions and nations. The indicators 
and methodology can be reused by projects that map to the 
same core dataset and will be available in an online public 
repository and a community of practice will support the use and 
adaptation of the tools in the repository.  
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Abstract  

Given a care delivery organization, its health information 

system can be defined as the part of the organization that 

processes and stores data, information, and knowledge. There 

is an enormous number of frameworks, textbooks and articles 

that describe the scope of health information system 

management from the perspective of medical informatics. 

Transforming this knowledge to Linked Open Data results in a 

structured data representation that is accessible for both 

humans and machines, the Semantic Network of Information 

Management in Hospitals (SNIK). We present interfaces that 

are useful for researchers, practitioners and students, 

depending on their objectives and their Semantic Web skills. 

Keywords: 

Semantic Web, Information Management, Health Information 

Systems 

Introduction 

Given a care delivery organization, its health information 

system (HIS) can be defined as the part of the organization 

that processes and stores data, information, and knowledge. It 

usually consists of a large number of different application 

systems, computers, and network components (Winter et al. 

2011). Managing an HIS comprises planning, monitoring and 

directing activities. Due to the complexity and the unique 

conditions in health care, HIS management is an exceptionally 

challenging task. There is an enormous number of 

frameworks, textbooks and articles describing the scope of 

HIS management from the perspective of medical informatics. 

However, the disciplines of business informatics and 

information systems (IS) provide an even broader view on 

information systems and their management. A holistic view on 

HIS management comprises knowledge from different 

scientific disciplines and requires well-defined links between 

these different worlds. These links help researchers and 

students connect their existing knowledge with further 

knowledge from other sources during research and learning. 

In order to integrate different knowledge sources and to 

provide the knowledge in a structured, machine-readable data 

format, we extracted knowledge about HIS management from 

three textbooks and other sources (see Table 1) and converted 

it to RDF [4]. The combination of this knowledge results in 

SNIK, the Semantic Network of Information Management in 

Hospitals (“Krankenhaus” in German), which is freely and 

openly accessible by open tools. In order to encourage and 

enable other researchers, students and health informatics 

professionals to use available knowledge of HIS management, 

we interlink classes from different sources, and present and 

compare the interfaces of SNIK for different target audiences. 

Methods and Materials 

 

Figure 1—The SNIK Meta Model 

SNIK is modelled as a modular (see Table 1) OWL 2 DL 

ontology. The Meta Model is the central module and provides 

a common vocabulary for the domain of HIS management 

(see Figure 1). It contains classes (rectangles in Figure 1), 

which represent concepts of HIS management and relations 

(the labelled edges in Figure 1), which represent possible 

interactions between them. For example, a role and a function 

can be connected by “is involved in”, “is responsible for” or 

“approves”. The Meta Model is extended by five 

subontologies (see Table 1). At the head of the class hierarchy 

is the “Top” class, which has exactly three disjunctive 

subclasses. Following the Meta Model, each class has to be a 

subclass of exactly one of them. The superclass of a new 

concept can be found by answering the question: “Who 

(“Role”) does what (“Function”) and which information 

(“EntityType”) is needed to perform this function?” 

Figure 2—Excerpt from subclass hierarchy of the Meta Model 

and the subontology 
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Results 

SNIK v0.8 contains 4729 classes, 329 properties, 713 

interlinks and 112747 triples and is available under the CC 

BY-NC-SA 4.0, using open standards over interfaces with 

different compromises between expressivity and accessibility. 

RDF Dump 

In line with the Linked Data principles [2], we assign a unique 

URI to each class and follow the specifications of the 

Resource Description Framework (RDF), which states how 

facts about concepts can be modeled as triples. Each triple 

contains a subject, property and an object. There are multiple 

RDF serializations, such as Turtle [3], which allow 

abbreviating URIs using prefixes, see Table 1. SNIK is 

available as Turtle files at http://www.snik.eu/download/snik-

0.8.zip. 

RDF Browser 

Users can look up a resource using the HTTP protocol to 

receive a description of the class, using the standards RDF and 

SPARQL. The LodLive RDF browser at 

http://www.snik.eu/ontology offers a human-readable 

description. Triples between URIs can be followed so that new 

information can be discovered. 

SPARQL 

The SPARQL Protocol and RDF Query Language (SPARQL) 

[3] allows us to manipulate and query SNIK as RDF. We offer 

free read access to the SPARQL endpoint (query service) at 

http://www.snik.eu/sparql both for manual queries and as an 

API. The SNIK project uses the endpoint as an API in several 

applications, both custom made, such as SNIK Graph (see 

Figure 3), and adapted software, such as the RDF browser and 

the OntoWiki ontology editor, see [4]. The endpoint presents 

the most expressive interface but requires knowledge of both 

the SPARQL syntax and the SNIK Meta Model.  

Table 1—Modules of SNIK 

Ontology Prefix Source 

http://www.snik.eu/ontology/meta  meta All Sources 

http://www.snik.eu/ontology/bb  Bb Textbook 

http://www.snik.eu/ontology/ciox  ciox CIO Interview 

http://www.snik.eu/ontology/ob  Ob Textbook 

http://www.snik.eu/ontology/he  He Textbook 

http://www.snik.eu/ontology/it4it  It4it Standard 

SNIK Graph 

SNIK Graph, available at http://www.snik.eu/graph, visualizes 

the structure of SNIK by modelling each class as a node and 

each RDF triple and OWL restriction as an edge. 

 

Figure 3—The SNIK Graph Visualization 

Interlinks 

As an open, linkable ontology, SNIK can be connected to 

other ontologies, especially in the field of Medical 

Informatics. Some concept pairs are homonyms: they have the 

same label but differ in meaning. For example, 

bb:InformationManagement has the same label as 

dbr:Information_management, but the definition of 

information management differs. There should thus be no 

interlink between homonyms. On the other hand, 

dbr:Picture_archiving_and_communication_system and 

bb:PictureArchivingAndCommunicationSystem have a very 

similar meaning, so that an interlink is generated. Label-based 

interlinks are generated using LIMES in previous work [4]. 

Discussion 

SNIK is based on the Meta Model from Figure 3. It can be 

considered an archetype for ontologies describing a given 

domain (here “HIS management”), which functions in a 

certain role to be carried out, with information a person with 

this role needs and provides while carrying out those 

functions. This is valuable knowledge, for instance as a basis 

for systems analysis projects [1]. Different user groups can use 

the interfaces of SNIK that are most suitable to them: 

Semantic Web experts can use the RDF dump and the 

SPARQL endpoint to integrate applications with the SNIK 

ontology. They can also use SNIK as a vocabulary to integrate 

data from different formats that result from applications from 

different vendors. Those experts can also use the SPARQL 

query editor directly to answer specific questions. Students 

and teachers use the RDF browser and SNIK Graph, which 

intuitively presents knowledge without requiring knowledge 

of the query language and the Meta Model. 

Conclusions 

We publicize knowledge on the management of information 

systems in medicine and health care using open standards over 

interfaces with different compromises between expressivity 

and accessibility. It can be combined with other knowledge in 

biomedical and health informatics and in other disciplines. 
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Abstract 

The objective of this survey study was to identify health profes-

sionals’ attitudes towards performance evaluation and their ex-

pectations of a diabetes care performance monitoring system. 

On average, the professionals supported the implementation of 

the system, and were interested in using cost-effectiveness in-

formation. Usability and willingness to compare performance 

results between units were most strongly associated with sup-

port. Clinicians’ involvement in developing and using perfor-

mance monitoring systems is encouraged. 

Keywords:  

Diabetes care, Healthcare professionals attitudes,  Monitoring 

systems 

Introduction 

Performance monitoring systems can provide important infor-

mation on the quality, effectiveness and cost-effectiveness of 

care. Observed deficiencies in practices require changes at 

managerial and clinician levels of the organization. In imple-

menting new organization and management innovations, the 

role of the personnel at the clinical and operational level has, 

indeed, been found even more important than that of managers 

[1]. Despite healthcare professionals’ crucial role in operational 

change and therefore as users of performance information, there 

is limited knowledge on how performance monitoring systems 

are accepted and used by this group. This study uses the extant 

literature on technology acceptance to shed light on what af-

fects the healthcare professionals’ acceptance of, and therefore 

intention to use a performance monitoring system in a pre-im-

plementation phase. 

In line with Davis’ Technology Acceptance Model [2], Gagnon 

et al. [3] literature review found that the perceived benefits of 

the technology (usefulness) are the most common facilitating 

factor of ICT adoption among health care professionals, fol-

lowed by ease of use. Professionals’ perception of system use-

fulness is related to whether they find the information contained 

by the system interesting and whether they find their role in us-

ing this information as a developer as important. Therefore, 

professionals’ interest towards cost-effectiveness information 

and perception of the importance of their role in developing 

care practices may affect their support for a performance mon-

itoring system.  

Healthcare professionals’ typically  work under tight schedules 

and therefore time constraints and work load related to the use 

of the new technology is a notable barrier to technology ac-

ceptance [3,4]. In the implementation phase, sufficient re-

sources offered by the management and support in the use of 

the new system, especially in terms of a super-user in the clini-

cal unit, contribute to the success [3].   

In this survey study, we tested whether diabetes care profes-

sionals’ interest towards and perceived role in performance 

management, their expectations of the performance manage-

ment system, and perceptions of resource availability are asso-

ciated with their support for the new reporting system. 

Methods 

Data 

The study was conducted in a Finnish social and health care 

district serving a population of 170 000people. We conducted a 

web-survey to all potential future users of the system, that is, 

the health professionals treating patients with diabetes in the 

district, and their supervisors, altogether 170 professionals. 

The questionnaire included questions on the present diabetes 

care practices in the region, care quality and cost-effectiveness 

improvement, and the implementation of the new monitoring 

system. Most of these questions were statements with a five-

point Likert scale. 

The invitation letter included a description of the new perfor-

mance management system. The monitoring system allows 

evaluation of the quality of diabetes care, and the follow-up of 

the health outcomes, diabetes-related treatments and contacts of 

the entire diabetic patient population in the region. The system 

will be developed to also provide information on the association 

of cost and effectiveness of diabetes care (cost-effectiveness). 

Analysis 

Statistical analysis was performed with descriptive and linear 

regression analyses to assess different factors association with 

professionals’ support for the monitoring system to be imple-

mented. 

In the linear regression analyses, professionals’ support for the 

system was used as the dependent variable (DV). Professionals’ 

perception of their role in quality improvement, interest in cost-

effectiveness information, willingness to benchmark results 

with other units, expected usefulness, usability and willingness 

to develop the new system, time available for quality improve-

ment at present, expected support from an expert user and hav-

ing used and having tested the system were used as independent 

variables (IV). We first tested the associations of the IVs with 

the DV separately using univariate regression. Secondly, to test 

the relative contribution of each of the IVs to the total variance 

of DV explained, we used multiple regression analysis. Predic-

tors that were significant in univariate regression were included 
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in the multiple regression analysis. All statistical analyses were 

performed using Stata version 15.0 (StataCorp LP, College Sta-

tion, TX, USA). 

Results 

Responses from 86 professionals (response rate =51%) were re-

ceived. Majority of the respondents were doctors (44%) and 

nurses (29%) who treat patients with diabetes, and a minority 

were doctors’ (10%) and nurses’ (10%) supervisors. Majority 

of the respondents work in primary care (70%). Little over half 

(53%) of the respondents had heard about the new system to be 

implemented and only 7% had tried the demo version. Re-

spondents’ support for the system was rather high and 92% re-

ported that they are interested in the cost of care and the asso-

ciation between cost and health outcomes. Only 29% expected 

that it would be easy for them to use the system (Usability). At 

present, the respondents did not agree to have enough time for 

quality monitoring and 41% expect that there will not be 

enough resources for the implementation of the new system 

(see Table 1). 

Table 1. Descriptive Information (n=86) 

Characteristic 

or Factor 

      

Profession, N(%) 
   

 
Doctor 

 
38 (44%)

 
Nurse 

 
25 (29%)

 
Doctors' supervisor 9 (10%)

 
Nurses' supervisor 

 
10 (12%)

 
NA 

 
4 (5%)

    

Support, Mean (SD) 
 

4.4 (0.73)

Perceived role, Mean (SD) 
 

4.0 (1.13)

Interest in cost-effectiveness, Mean 

(SD) 
 

4.6 (0.70)

Willingness to benchmark, Mean (SD) 
 

4.1 (0.95)

Expected usefulness, Mean (SD) 
 

4.1 (0.74)

Expected usability, Mean (SD) 
 

3.3 (0.98)

Willingness to develop, Mean (SD)
 

3.7 (0.96)

Available time, Mean (SD) 
 

2.3 (1.09)

Expected resources, Mean (SD) 
 

2.8 (1.03)

Expected support from expert user, 

Mean (SD) 

 
3.7 (0.98)

 

To assess which factors would best predict support, we fitted a 

multiple regression model with support as the DV (see Table 

2). In model A, all variables with significant association in the 

univariate regression were included as IVs. Available time and 

expected resources had not been associated with support in uni-

variate analysis and were thus left out from this model. The re-

sults showed that only willingness to benchmark, expected use-

fulness and expected usability have significant association in 

the multiple regression. Model B shows that these variables 

alone explain 65% of the variation in the DV. The magnitude 

of the positive effect on support is moderate for expected use-

fulness and willingness to benchmark. In the multiple regres-

sion analysis, the association of expected usability with support 

changed signs. 

 

 Table 2. Multiple Linear Regression Analysis for System Sup-

port 

    Model A Model B  

Independent variables 
 

Perceived role
-0.02 (0.10) 

Interest in cost-effective-

ness

-0.02 (0.11) 
 

Willingness to bench-

mark

0.26 (0.08)** 0.29 (0.07)*** 

Expected usefulness
0.52 (0.09)*** 0.50 (0.06)*** 

Expected usability
-0.14 (0.06)* -0.13 (0.06)* 

Willingness to develop
-0.01 (0.09) 

Expected support from 

expert user 0.05 (0.08) 

 

Has heard of the system 
0.03 (0.13) 

R
2 

  0.68 0.65 

Conclusions 

In this survey study, we identified health professionals’ atti-

tudes towards performance evaluation and their expectations of 

a diabetes care performance monitoring system. The findings 

are representative of the diabetes care professionals in a Finnish 

integrated health and social care district. We found that clini-

cians who treat patients are interested in using performance 

management systems with information on cost-effectiveness at 

population level. Usefulness of the system is the most important 

aspect in professionals’ support for a performance monitoring 

system.  To encourage professionals’ support towards perfor-

mance monitoring, information provided by the systems should 

be used for constructive benchmarking. 
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Abstract 

The health industry will see increased implementations of 
value-based models. This study validates a predictive model for 
determining emergency room utilization. Data from 2991 
records are used for the analysis. To validate the model we used 
Poisson and random forest models. The results indicate that 
patients with one of six chronic conditions, who missed 
scheduled appointments or had higher body mass indexes were 
more likely to utilize the emergency department. 
Keywords:  

Value-based Healthcare; Machine Learning; Resource 
Allocation  

Introduction 

The value-based healthcare model is poised to change the 
practice of medicine in the United States. Value-based care 
addresses two concerns: are the available resources distributed 
to those who need it and how clinicians use the resources 
optimally [1]. Participating insurers and providers have aligned 
valued based programs with broader strategic objectives on 
quality. Value-based care serves three primary functions to 
reduce cost, improve outcomes and improve quality. As 
participation expands, patients, payers, and providers will 
experience a wide range of changes due to its effect. The most 
significant impact for patients is the improvement in the quality 
of care and outcomes. Both public and private sector insurers 
will benefit from any reductions in the cost of care. Insurers are 
yet to propose methods for decreasing premiums, which is a 
salient topic; however, it is beyond the scope of this study.  
Clinicians serve dual roles in the value-based model. Firstly, 
they are primarily responsible for improving the quality of care 
and outcomes of patients. Secondly, they must assist payors by 
lowering the cost to care for patients. This study aims to provide 
a predictive model for identifying patients associated with high 
cost.  Using the Health Cost Guidelines (HCG) as a reference, 
we have identified five categories of cost that a physician may 
need to reduce, including inpatient, outpatient, prescription 
drugs, physician, and other. Historical estimates show that 
inpatient, outpatient and pharmacy cost are highest representing 
62 % of the national expenditure for 2016 [2]. The emphasis 
here will be outpatient cost specifically those incurred in the 
emergency department. Approximately 3.3% of all emergency 
department (ED) visits are avoidable [3]; however, statistics 
also show increased utilization for the treatment of chronic 
diseases [4].   
How does the clinician identify patients who are likely to incur 
high ED cost? Can the factors that cause high ED usage be 
eliminated? In answering these question, we attempt to address 
two of many challenges. One, individuals might argue that the 
insurers will provide the information needed to monitor cost. 
The information provided by insurers is generally delayed due 

to claims processing; this significant time lag reduces a 
provider’s ability to act. Delayed responses when attempting to 
improve patient adherence can have a negative impact. In this 
research, we utilize secondary data from the electronic health 
record (EHR) to reduce data lags and the resource intensity 
associated with value-based analytics.  
The second challenge is that providers need technology and 
analytics infrastructure to explore cost. Though organizations 
like hospitals and large health systems have met some of these 
requirements, the outlay of capital has been significant. For solo 
and medium-size practices, the ability to participate effectively 
in the value-based ecosystem will be limited by finite human 
and financial resources. Clinicians need resources to implement 
value-based programs such as advanced analytic platforms. 
Given the current interoperability issues between EHRs and the 
limited efforts by some vendors to provide analytics support 
providers must find a way to supplement the need for these 
services. By implementing our proposed model physicians can 
reallocate current health information technology resources 
including team members without significant expenditure. 

Methods 

Using predictive analytics and machine learning models, we 
validate a model for predicting patient utilization of the 
outpatient services. To evaluate the research objective, we 
utilize a two-stage combination model. The first stage uses the 
outcomes of a model developed with regression-based machine 
learning techniques and standardized statistical techniques [5]. 
The second stage also used standardized regression techniques 
in the form a Poisson regression and a classification machine 
learning technique in the form of a random forest model. The 
feedback loop uses data from the EHR to create a predictive 
model, then in this study we validate the model using a new 
patient cohort covering a different period and with more 
observations. The dataset contains a total of 2991 records with 
six de-identified variables collected between 2017 and 2018.   
Variable Selection and Description   

The model variables include age, a polynomial age variable,  
body mass index (BMI), depression screen indicator, number of 
no-show appointments, gender and a chronic disease indicator 
– diabetes, heart failure, COPD, Hypertension, Hyperlipidemia 
and asthma. The variables can be subdivided into process 
variables including no-show visits and depression screens 
indicator and clinical outcomes such as chronic conditions and 
BMI. All the variables were established as significant in a prior 
study. The dependent variable is emergency department visits.  
Statistical Methodology  

We use two approaches to analyzing the dependent variable. 
For one method the dependent variable is a count of the discrete 
non-negative integer ED visits. The Poisson or negative 
binomial regression models are typically the first recommended 
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models. For the second method we dichotomize the count 
variable and use the random forest for the following benefits: it 
gives estimates of what variables are important, offers a 
technique for detecting variable interactions and has methods 
for balancing error in unbalanced datasets. Classification and 
Regression Trees (CART) like random forest are powerful 
predictive tools, they allow for the combining of predictors [6] 
[7]. The random forest model generates many CART models in 
which it chooses that model classification with the most votes.  

Results 

Using SAS 9.4 and R, we validate the model using Poisson and 
random forest models. We analyzed the response variable first 
as a count, then as a dichotomous indicator for the random 
forest model. We examine the association of ED count with age, 
gender, no show visits, depression screening, six chronic 
diseases, and body mass index. The model results suggest that 
four variables have a significant impact on the frequency of 
emergency room visits at p < 0.05.  
The relationship between the response variable and age is 
convex when compared to the previous study; this likely due to 
the increased distribution of age. For a given level of all x 
variables, the expected number of emergency visits will 
decrease by a factor of exp(-0.055)=0.946 to its lowest, at this 
point the expected number of emergency department (ED) 
visits would increase by a factor of exp(0.004)=1.004. The 
number of ED visits for patients one of 6 chronic diseases is 
exp(1.362) = 3.90 times more than patients without one of the 
chronic diseases. No-show visits positively impact the expected 
number of ER visits for patients by a factor of 
exp(0.351)=1.420. Body mass index positively impacts the 
expected number of ER visits for patients by a factor of 
exp(0.099)=1.104. In this cohort, depression screen indicator 
and gender did not impact the utilization of the ED.   
The preliminary model validation results using random forest, 
show that the area under the curve (AUC) 0.825 indication good 
discrimination. The accuracy of the test model is 0.983, 
sensitivity - 0.884 and specificity - 0.996. The variable 
importance results showed that the chronic disease indicator 
held the highest rank followed by no-show visits, BMI, gender, 
depression, and age.  

Discussion 

The movement of medical practice away from fee for service 
toward a value-based system will take time. Insurers have not 
changed their current products instead — for example, the 
Center for Medicare and Medicaid Services (CMS) as piloted 
some value-based programs for diseases such as end-stage renal 
disease. Private insurers have taken a different approach by 
contracting with health care providers to implement value-
based services for population subsets. Solo and medium-sized 
practices will face many challenges when making decisions on 
how best to utilize limited human and financial resources to 
meet value-based objectives. Physicians who intend to benefit 
from participating in value-based quality initiatives must 
leverage their limited resources by using predictive modeling 
to define parameters that enable the reduction of patient cost 
like emergency rooms utilization.  
The regression model indicates that chronic diseases indicator, 
no-show visits, BMI, and age can be used to predict the count 
of ED visits.  By combining these finding with the CART 
prioritization estimates, we can provide suggestions for 
physicians on how to allocate resources. We suggest creating 
electronic patient registries that capture parameters outlined in 

the model. Providers should limit registries to patients with the 
six diseases indicated in the model due to the higher likelihood 
of predicting ED use. With a focus on a subset of the 
population, the practice can assign specific team members to 
work with the registry. The random forest importance also 
indicated that physicians should monitor patients with high no-
show rates and body mass index this can also be achieved with 
a registry in the electronic health record. An automated alert 
and calling feature is available on most EHR; this feature 
permits the increases monitoring of patients who no-show with 
little human intervention. Clinical decision support systems 
parameters can be developed to encompass all the predicated 
variables for assisting physicians on which patients to counsel 
for increased risk of ED use. Otherwise, patients who do not 
meet these criteria should be monitored lightly freeing up 
human and technological resources.  

Conclusions 

Utilizing minimal data from the electronic medical record 
physicians can use existing resources to meet cost related value-
based metrics. This method ensures that providers can 
implement the model by merely using registries in the EHR. 
Partnering with the insurer and utilizing our predictive model 
will delay a significant outlay of capital for specialized analytic 
technology and team members. To better understand the 
research question, future research will use additional machine 
learning techniques to improve the prediction capability of the 
model.  
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Abstract 

This study used eye-tracking to understand how the order of 

note sections influences the way physicians read electronic 

progress notes. Participants (n=7) wore an eye-tracking device 

while reviewing progress notes for four patient cases and then 

provided a verbal summary. We reviewed and analyzed verbal 

summaries and eye tracking recordings. Wide variation in 

reading behaviors existed. There was no relationship between 

time spent reading a section and section origin of verbal 

summaries. 

 

Keywords:  

Electronic health records, health communication 

Introduction 

The process of reviewing electronic progress notes is important 

for patient care but can be complex due to several factors. 

Practices by clinicians such as copy-paste and auto-population 

of structured data (e.g., medications, allergies, problem list), 

often result in clinical notes that are difficult to read with large 

amounts of redundant information. Moreover, users often use 

customized note templates resulting in inconsistent note 

formatting [1-3]. This points to a need to improve the 

experience of clinicians in reviewing progress notes.  

Previous studies have shown that clinicians find the Assessment 

and Plan sections of progress notes to be the most important. 

However, this section traditionally appears later in the notes and 

clinicians need to scroll or click through lengthy supporting 

(often irrelevant) data to get to this section [1]. As a result, some 

have suggested that the top sections of progress notes should 

include Assessment and Plan sections [3,4], which would 

simplify the process of information retrieval in electronic 

progress notes [1,5].  Some clinicians are currently writing 

notes in this order.  

Objective 

The purpose of this study was to use eye-tracking to understand 

how progress note section order influences the way clinicians 

read electronic progress notes. 

Methods 

We conducted this IRB-approved study at the University of 

Minnesota. An Electronic Health Record (EHR) system 

prototype designed to mimic CPRS/VistA was populated with 

four de-identified patient cases [6]. Each case contained nine 

notes documenting visits to primary care physicians and various 

specialists. To test the impact of section order on note reading 

patterns, each patient case used a different section order within 

the notes. The four section orders were: SOAP (Subjective, 

Objective, Assessment and Plan), APSO (Assessment and Plan, 

Subjective, Objective), SAPO (Subjective, Assessment and 

Plan, Objective) and Mixed (the section orders were 

inconsistent across the nine notes in the case, with three notes 

of each order). Participants wore an eye-tracking device 

(Applied Science Laboratory; Bedford, MA) during the 

experiment and a screen capture software was used. 

Participants sat at a desktop computer with the EHR opened to 

the notes section of the first patient case. They were asked to 

review the notes for that patient as they normally would, and 

then give a brief verbal summary of the case. Participants 

repeated this process for the remaining three patient cases.   

Visual Attention Analysis 

We calculated three metrics for each patient case related to how 

they read the electronic progress notes: 1. the amount of time 

into the patient case when participants first glanced at each 

section (time to first fixation); 2. the total amount of time 

participants spent looking at each section over the course of the 

patient case (duration of glances); and 3. the total number of 

times participants looked at each section over the course of the 

patient case (number of glances). To determine whether there 

were significant differences in these measures across section 

orders, we used a mixed effects model to account for the 

repeated measures design of this experiment.  

Verbal Summary Analysis 

Verbal summaries were transcribed and parsed into discrete 

statements; an approach used in a previous study [7].  Each 

statement was mapped to note section(s) with that information.  

If a statement was found in more than one section, it mapped to 

all sections. A clinician with experience in qualitative analysis 

provided guidance and feedback on the coding process.  

Results 

Visual Attention 

Glance Duration and Frequency 

There was high variability across participants, sections, and 

patient cases. Within a single patient case, the number of 

glances at a specific section ranged from 1-86 separate glances, 

and the total duration of the glances at a specific section ranged 

from 1-356 seconds. The variability in total durations of glances 
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appeared to be lowest for SOAP ordered notes, and highest for 

the Mixed section ordering. The mixed order trials had 

especially high variation in numbers and durations of glances 

with respect to the subjective and objective sections.   

Time to First Fixation 

Time to first fixation (TFF) measures the first time an 

individual looked at a specific section in a note. We calculated 

two measures with regard to TFF: the actual time the 

participants first looked at that section, and the first time they 

looked at that section for longer than one second. While there 

was wide variability in TFF, participants seem to have glanced 

at the Subjective and Objective sections earlier, regardless of 

the note section order. It also appears that, for APSO section 

orders, participants were more likely to start reading the 

sections immediately or shortly after first looking at them.  

Verbal summary Analysis  

Figure 1 compares the average total duration of the glances at a 

specific section to the average number of verbal statements that 

correspond to that section. The section character count is 

represented by the size of the mark. Circles are drawn around 

data points corresponding to each information type. The 

subjective section does not have a circle around the data points 

due to the large variability in these data points. Although the 

Objective section had relatively higher character counts, 

relatively fewer verbal statements referred to information from 

this section. Regardless of the time spent looking at the 

Assessment section, relatively more verbal statements referred 

to information from this section. The highest variability was 

observed for the Subjective section, where there were 

inconsistent patterns related to the duration of glances and 

number of statements referring to information in that section. 

 

Figure 1-Verbal summary analysis 

Conclusions 

This study used eye tracking methodology to examine the 

influence of section order on clinician note reading patterns. 

Our study revealed several key insights about note reading 

patterns including high variability in reading patterns.  

Limitations of this study include having a small sample size and 

only including resident physicians. Future work should expand 

on the current study and examine the role of training, 

experience, and speciality in reading patterns.  Work should 

also focus on identifying strategies to standardize note structure 

and present clinicians with the most relevant information in a 

way that is easy to locate.  
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Abstract 

The Hospital Authority of Hong Kong (“HA”) launched an 

interactive mobile application “BookHA” intending to use 

innovative technology to support healthcare delivery. 

“BookHA” provides an ‘easy and convenient’ alternative for 

patients to book specialist clinics along with the current 

methods – in-person or via fascmile. Patients, clinical staff, and 

the corporates benefit from this initiative as evidenced by the 

utilization figures, and the findings from patients surveys and 

staff surveys.  
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Introduction 

Hospital Authority (HA) is responsible for managing Hong 

Kong's public hospitals’ services including 43 hospitals and 

institutions, 48 specialist out-patient clinics (SOPCs), and 74 

general out-patient clinics. The hospitals, institutions, and 

clinics are organized into seven hospital clusters based on 

locations.  

SOPC clinics serve more than 7 million attendances per year, 

of which around 10% of them were new cases. In 2015, a 

comprehensive review of the HA operation was conducted. The 

review recommended providing an alternative and more 

convenient means to empower patients to book SOPC new case 

appointments.  

“BookHA” is the first interactive mobile application launched 

by HA for patients to request new SOPC appointments with 

smartphones. Users and patients can download the application 

from the Apple App Store or Google Play for free and is 

available in traditional Chinese and English languages, which 

are the official languages in Hong Kong. 

“BookHA” empowered patients to manage their care process 

and enjoy the privileges of (i) submitting appointment requests 

anytime and anywhere,  (ii) completing the booking request 

easily with three simple steps in a few minutes instead of going 

to the clinic in person or doing via fascimile, (iii) being notified 

of the appointment date via Short Message Service (SMS).  

After the pilot launch of “BookHA” at Gynecology clinics in 

March 2016, HA rolled out the application to 10 specialties 

within two years (see Table 1). In parallel to the rollout, the 

agile development cycle of “BookHA” continued. HA 

upgraded “BookHA” with advanced features to enhance user 

experience including (i) appointments cancelation which is no 

longer be required, e.g., patients sought care from private 

doctors, (ii) “appointment reminders” that patients receive 

before their appointment dates, and (iii) notification if patients 

or providers reschedule the appointments. 

Table 1 – Implementation Schedule of “BookHA” at Speicalist 

Out-patient Clinics  

Specialtist Out-patient clinic  Rollout date 

Gyneacology March 2016

Ear, nose & throat September 2016

Eye September 2016

Neurosurgery September 2016

Orthopaedics & traumatology September 2016

Cardiothoracic surgery March 2017

Medicine March 2017

Surgery March 2017

Obstetics January 2018

Paediatric January 2018

 

Mobile apps for booking health appointments are not rare. 

However, a large scale implementation with a usability survey 

in public settings with long term result would be valuable.   

Methods 

To identify the usability of “BookHA”, we reviewed utilization 

figures. We conducted patients survey and staff survey to 

determine if the application requires any improvement.  

Review on Utilization Figures  

Leveraging on the utilization of “BookHA”, the following 

figures were retrieved for analysis from the launch of 

“BookHA” till the end of 2017.  

1. The number “BookHA” downloads 

2. The number of requests for SOPC new appointment 

submitted via “BookHA” 

3. The usage in office hour and non-office hours  

�� �����	
����
������
�	�

��
�������
�	��

Patient Survey 

Complementary to the utilization figures, we designed a patient 

survey on the user experience with “BookHA”. The application 

directed the persons who submitted appointment requests via 

“BookHA” to the survey within the app. We retrieved data from 

December 2016- December 2017 in this study. The survey 

included six questions: 

1. “BookHA” makes submission of booking request easy 

and convenient 

2. I am satisfied with my experience in using “BookHA” 

3. I can complete booking request in a single attempt 

4. I submitted booking request for myself/other people 

5. I know about ‘BookHA’ from poster, 

pamphlet/hospital, or clinic staff/HA electronic 
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platform/HA referral letter/media, newspaper or 

magazine/others  

6. �����������
�	�

Staff survey 

To prove that SOPCs staff benefit from “BookHA” in 

streamlining the workflow, we conducted a staff survey at two 

time points, i.e., June and December 2016. The survey included 

three questions:  

1. The handling on “BookHA” request is simple  

2. The instruction on handling BookHA request is clear 

3. Comparing with fax booking, BookHA request is easy 

to handle 

Results 

Since the launch of BookHA in March 2016 till the end of 2017, 

the application had more than 178,000 downloads. 

Appointments were arranged for over 50,000 patients out of 

some 70,000 appointment requests. Patients and staff submitted 

around 60% of requests during non-working hours and around 

20% of the requests during weekend and holidays.  

Patient Survey 

We collected a total of 25,500 surveys out of a total of 66,340 

appointment requests via “BookHA”, with a response rate of 

38%, over 13 months (December 2016 – December 2017). 

Respondents found “BookHA” was easy and convenient, with 

an average score of 4.54 out of 5. In the surveys, 88% of 

patients were satisfied with the experience of using “BookHA”. 

For the online appointment questions, 92% of respondents said 

they could complete the booking request in one go and 35% of 

respondents requested the SOPC new appointment for another 

person. Finally, comments collected via the open-ended 

question were overwhelmingly superb, for examples, “Good 

and user friendly”, “Very convenient. Save lots of my time!”. 

Staff Survey  

We distributed the survey in June and December 2016 

respectively to ensure those SOPCs with BookHA rolled out 

were running effectively even with workflow changes. A total 

of 133 respondents filled out surveys and 90% of staff agreed 

that handling “BookHA” request was simple, the instruction on 

handling BookHA request was clear, BookHA request was easy 

to handle compared to fax booking.      

 

Discussion 

Patient empowerment in managing healthcare appointments is 

one of the most wanted features in mobile hospital applications  

[1]. The launch of “BookHA” is a win-win-win approach from 

patients, staff and corporate perspectives.  

Patients’ access to public health services is greatly enhanced as 

proven by the high download rate and utilization rate. The result 

from the patient survey supported “Simple and Easy” and 

“Anytime and Anywhere” features since the majority of the 

respondents (92%) could complete the booking requests in one 

go, over half of the appointments (60%) were being requested 

during non-office hours, and around one-third of the 

appointments (35%) were requested by care providers.  

SOPC staff find the application appealing as proven by the staff 

survey findings. With “BookHA”, the clinic operation was 

streamlined. Clinic staff could manage the booking requests by 

batch more efficiently. The online booking shortened the 

patient queue for in-person new booking in the clinics which 

would also reduce staff stress. 

From the corporate perspective, “BookHA” is in line with the 

corporate strategies in optimizing clinic operations, e.g., 

providing an alert on duplicated appointment requests, reusing 

the quotas released from canceled appointments via the 

application. Finally, ”BookHA” demonstrated the value of 

using new technology to engage patients and has lived out as 

modernized corporate version.  

Our study can explore further directions for possible 

improvement in future studies on health appointment 

management via mobile applications. A possible direction is 

analyzing the age of users and the number of canceled 

appointments as well as no-show cases. 

Conclusions  

The adoption of mobile health apps in health care settings is 

encouraged with a view to improving patient experience [2]. 

The experience of planning, development, and the 

implementation of “BookHA” set a good reference for 

upcoming corporate patient mobile application projects.  HA is 

now developing an integrated, personalized mobile application 

for patients to manage their own health records. One of the 

modules will provide an integrated appointment management 

service for patients to book, cancel, request re-scheduling.  

Moreover, the module will allow patients to mark ‘arrival to 

clinic’, make payment etc.   

“BookHA” is the first step of HA to realize the benefits of 

managing health appointments via mobile application. We 

envisage envisaged that the benefits will further be attained in 

the integrated personalize mobile application platform in the 

future. 
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Abstract 

This paper presents findings from a series of focus groups  
which is exploring the implications of, and stakeholder 
requirements for, integrating social media technologies and 
‘smart home’ technologies to connect  older adults with their 
formal support networks (i.e. to  healthcare and social service 
providers) thus enabling them to live independently at home.  

Keywords:  

Technology, Delivery of Health Care, Social Networking 

Introduction 

Like other developed nations, life expectancy in New Zealand 
is increasing, which is resulting in an aging population. As older 
adults have higher rates of chronic conditions and disabilities 
that require regular support [1], this can place increased demand 
on health services.  An option favoured by policy-makers and 
older adults [2] is to support individuals to remain in their own 
homes for longer and avoid residential care, known as ‘aging in 
place’.  Research has shown how aging in place can be assisted 
by smart home technologies, such as purpose built smart homes 
and home monitoring devices.   

However, smart home technologies are underutilized [3], and 
there are challenges which these technologies frequently fail to 
address. In addition to barriers identified by technology 
acceptance models, such as the Technology Acceptance Model 
(TAM) and the Unified Theory of Acceptance and Use of 
Technology (UTAUT) [3], cost, psychosocial factors related to 
aging [3,4] and the needs of their informal carers who provide 
40-90% of the care for older adults need to be addressed [5].  

The present study is part of an exploratory project which takes 
a socio-technical system approach [5], which considers the 
adoption of new technologies to involve interaction between 
society's complex infrastructures and human behaviour.  

This paper presents the findings from the health provider focus 
group phase of this project, to understand their perspective on 
the use of technology to help them provide services to older 
adults.  

The findings, together with those from the older adults and their 
informal carer networks [6], identified barriers and facilitators 
for technology to support aging in place, which informed the 
development of a prototype system connecting older adults to 
both their formal (health provider) support and informal support 
networks tested in older adults’ homes and currently under 
evaluation. 

Methods 

Seven face-to-face focus groups, comprising 44 participants, 
were undertaken between May and August 2017.  Participants 
were recruited through convenience sampling through health 
organizations providing support for older adults in the 
Manawatū region of New Zealand.  Four focus groups were 
held at the local hospital with nurses, social workers, 
physiotherapist and occupational therapists who worked with 
older adults in the community. Three focus groups were held at 
three general health practices, each involved a range of 
participants including doctors and nurses. Interested 
participants chose to attend and participate.  They did not 
receive financial incentives for participation. Each focus group 
lasted approximately one hour and began with an introduction 
about the project and the use of home monitoring and digital 
technologies. Questions (at a macro level) covered their 
information needs, what information should be collected and 
transferred for what purpose, who should receive information, 
and ethical concerns. Participants were predominantly female, 
and their average age was 46.6 years.  Study procedures were 
approved by the Massey University Human Ethics Committee 
(SAO 16/65). 

The focus groups were transcribed and thematically analyzed 
inductively in NVivo Version 11.0.  Due to the nature of focus 
groups, individual participants were not identified.  Coding was 
an iterative process that involved rereading datasets to establish 
initial codes covering key ideas.  Similar codes were combined 
into themes, which were reviewed alongside the original 
dataset. Codes and themes were discussed within the research 
team until saturation, stability, and logical organisation were 
attained and all data was accounted for.   

Results 

Two main themes emerged, relating to information collection 
and barriers.  

Information Collection 

Participants wanted more information about their patients, and 
were enthusiastic about technologies retrieving information, 
providing that informed consent is obtained.  This theme 
encompasses three subthemes: information systems’ 
disconnect, participants’ information needs, and what 
information should be collected through technologies. A 
reoccurring issue identified was a disconnect between current 
information systems within and across organizations and the 
need for any new systems to be properly integrated with 
existing systems. 

T

b
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Participants’ information needs varied. Compared to 
participants from general practices, community practitioners 
wanted more information about patients’ living conditions and 
their social and physical wellbeing, such as whether they are 
socializing and leaving the house, their diet, home temperature 
and physical activity. However, the need to obtain informed 
consent was emphasized.   

Barriers 

Participants were optimistic about technology retrieving 
information but were clear about potential uptake barriers.  This 
theme encompasses three subthemes: usability, cost, and 
privacy and data security.   

Participants were concerned about software complexity and 
usability issues associated with aging, such as dexterity and 
cognitive decline.  Many participants indicated that the training 
required for older adults would be substantial and that their 
desire to learn to use technology would be mixed.   

Participants considered cost to be another barrier and discussed 
how it is already a barrier for their uptake of health products.   

Ensuring privacy and data security was also considered a 
requirement to protect patients.  Some participants felt that 
older adults would have concerns about privacy and data 
security, although this barrier did not present as strongly 
compared to usability and cost.   

Discussion 

The key findings identify several user-requirements as outlined 
in Table 1, below.   

Table 1– User Requiremnts 

Theme Requirement 
Information 
Collection 

The technology should save users’ time. 

 Informed consent is required for collecting, 
accessing and sharing information. 
 

Barriers The interface should be stable and easy to 
navigate, with large text. 

 The technology should be adaptable to meet 
older adults’ changing needs. 

 The technology needs to be low cost, and, 
when possible, utilize objects that already 
present within the home. 

 The information needs to be stored securely 
and this needs to be clearly communicated to 
users. 

 The technology should save users’ time. 
Information should integrate with existing 
systems used by health providers 

  
 

Some issues addressed by these requirements correspond to 
barriers already identified in health informatics scholarship.  
For example, cost is an issue for many older adults [3], and one 
way to address this is to utilize technologies that already exist 
within the home.  Usability is another barrier [3,4], and so the 
technology should be designed for ease-of-use.  In fact, a direct 
user-interface may not be suitable for some older adults, instead 
the technology could monitor the environment so that an older 
adult does not actively engage with the system.  

This study has some limitations.  Participant recruitment was 
not drawn from a random sample of subjects but was from 
organizations that volunteered to be involved in the study.  This 
resulted in participants only being employed at general health 
practices and hospital departments, although they represented a 
range of professionals, including general practitioners, 
physiotherapists, social workers, and nurses.   

Conclusions 

The 44 health provider participants working in aged care want 
more information about their patients’ wellbeing within their 
homes, demonstrating a potential for home monitoring and 
ICTs to connect older adults to their formal support networks.  
This would not only assist health practitioners, but it would also 
support aging in place, which is socially and economically 
beneficial.  While the findings should not be generalized 
beyond the organizations involved in this study, the user 
requirements identified, regarding consent, cost, information 
access, data security and usability, have informed the 
development of a system that is currently being prototyped in 
older adults’ homes.  
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Abstract 

The learning health system depends on a cycle of evidence 

generation, translation to practice, and continuous practice-

based data collection. Clinical practice guidelines (CPGs) 

represent medical evidence, translated into recommendations 

on appropriate clinical care. The FAIR guiding principles offer 

a framework for publishing the extensive knowledge work of 

CPGs and their resources. In this narrative literature review, 

we propose that FAIR CPGs would lead to more efficient 

production and dissemination of CPG knowledge to practice. 

Keywords:  

Guidelines as Topic; Delivery of Health Care; Medical 

Informatics Applications.  

Introduction 

The learning health system (LHS) is a concept for an integrated 

social and technological system that seamlessly embeds 

continuous improvement and innovation for the effective 

delivery of healthcare [1,2]. Key parts of the LHS are 

collecting, integrating, and analyzing data from different 

sources. Evidence generated should be rapidly translated to 

practice, with additional data collected from practice to enable 

further evidence generation or modification. Ideally, a clinician 

could draw quickly and precisely from such knowledge to 

match patients to relevant evidence and data generated. Since 

the 1990s, encoding CPG knowledge into computer-

interpretable guidelines (CIGs) has been one approach to 

implementing CPGs in practice [3], although this has remained 

a slow, difficult-to-scale process. Reusable software 

components will enable faster, cheaper protocol development.  

The 2011 Institute of Medicine report on Digital Infrastructure 

for the Learning Health System envisions infrastructure that 

enables a variety of health data sources to improve population 

health. The 2010 President’s Council of Advisors on Science 

and Technology report tasked U.S. government agencies to 

“establish initial minimum standards for the metadata 

associated with tagged data elements” towards realizing the 

potential of health information technology. More recently, a 

2018 commentary highlighted the need for sharable digital 

knowledge objects, representing syntheses, systematic reviews, 

and scientific data from original studies [4] in an LHS, yet did 

not describe the principles needed to achieve this goal. 

The FAIR guiding principles [5] offer an opportunity to address 

such thorny issues. Initially conceived to address the 

fundamental challenges associated with finding and reusing 

research data, the FAIR guiding principles outline 15 points to 

enhance the Findability, Accessibility, Interoperability, and 

Reusability of digital resources [5,6], from data to analytical 

pipelines. These recommendations include: unique and 

persistent identifiers for all entities (from documents to 

individuals, from concepts to medications); machine 

understandable data and metadata to facilitate structured search 

and query; the development and use of pragmatic community 

standards that reduce effort in reuse; use of shared vocabularies 

to enable aggregation and enhance data mining; improved 

provenance to support reproducibility; social and technological 

commitments to realize long term preservation of digital 

resources; and simpler terms of use to elucidate expectations 

and intensify innovation. These principles offer a sensible basis 

for the design of LHS digital infrastructure, towards meeting 

the data and information needs of a variety of healthcare 

stakeholders. This paper describes the FAIR guiding principles 

and their role in LHS digital infrastructure, using CPGs as a use 

case. 

Methods 

Citing key literature, we discuss the role of FAIR in reinventing 

CPGs, and how this would further enable the LHS digital infra-

structure. Included literature was identified based on the au-

thors’ shared expertise, supplemented with focused literature 

searches using MEDLINE and Web of Science.  

Discussion 

Table 1 provides a detailed checklist for making CPGs FAIR. 

Fulfillment of this checklist can be verified using tools for 

performing FAIRness assessment [7].  

FAIR principles can facilitate the management and 

stewardship of CPG knowledge. 

The FAIRness of digital objects can be assessed, enabling 

accountability and transparency of data quality on which CPGs 

are based. Digital resources for clinical knowledge and 

healthcare systems include CPGs, as well as other forms of 

evidence and data generatio, such as EHRs, predictive 

algorithms, etc. In the 6S Hierarchy of Evidence Based 

Resources model of medical knowledge and information, CPGs 

are positioned second from the top [8]. At the model’s base are 

original single studies, such as randomized clinical trials 

(RCTs), which often have highly selective inclusion criteria; 

this potentially marginalizes subpopulations who are excluded 

from such trials (e.g. patients with multimorbidity or cognitive 

disorders, women and minorities, etc.). As a result, a CPG 

recommendation may be inappropriately applied to a specific 

patient, for whom the original RCT results did not apply.  

The FAIR principles also aim to address issues in data 

discovery and reuse. For example, consider a simple case where 

a clinician wishes to recommend evidence-based therapies for 

a Chinese American woman with diabetes. With findable and 

accessible data on patient characteristics, pharmacologic 

treatments, and clinical outcomes in single studies, systematic 

reviews, and original studies (from the 6S model), these data 
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can be readily reused in personalizing care for this patient – a 

desirable goal in building an LHS. Moreover, FAIR principles 

would empower further research involving social determinants 

of health and vulnerable populations. 

The FAIR principles strengthen the connection between CPGs 

and the best evidence that support them. Multiple relevant 

CPGs may apply for single conditions, and vary in the quality 

and strength of their supporting evidence [9]. Inconsistencies 

between CPGs for the same condition and conflicting 

recommendations between different conditions can occur. A 

single guideline can also contain an overwhelming amount of 

evidence; one guideline update on ischemic stroke management 

included 217 recommendations and 421 references [10].  

Table 1 – Checklist for developing FAIR CPGs 

• CPGs are identified with a unique, persistent identifier, 

such as a Digital Object Identifier (DOI), which can be 

resolved to the latest version of a CPG.  

• CPGs are versioned with an identifier generated through 

systematic assignment or from CPG content or its 

metadata, using identifier systems (e.g. TrustyURIs, 

DataGUIDs). 

• CPGs are described with rich, standardized metadata. The 

NGC had 54 guideline attributes, but the list must be fur-

ther discussed and adopted by the community.  

• CPGs must be represented in a machine processable lan-

guage that enables automatic document validation.  

• CPGs and their metadata must each be released with 

clear, standard licenses so users understand and agree to 

the rights and responsibilities expected of them. 

• CPGs and their metadata must include detailed prove-

nance regarding how and when they came to be including 

details of authors, contributors, methods and resources 

(e.g. 6S components) used to generate them, and the pub-

lishers that make them available. 

• CPGs should include standard identifiers for key compo-

nents (e.g. drugs or diseases should use specific terminol-

ogies, such as RxNorm or ICD). 

• CPG metadata should always be available, even if CPGs 

are behind a paywall. 

• CPGs and their metadata should be searchable and acces-

sible through a variety of human and machine interfaces.

New research that adhere to FAIR principles can more rapidly 

be identified and incorporated into the CPG literature review 

process. Each citation, including original and processed study 

data, would be FAIR and serve as evidence in CPG 

development and be accessible for the wider community. This 

can also ensure the inclusion and findability of important but 

potentially neglected information, such as conflict of interest 

information for  the experts on CPG development committees.  

FAIR principles can enable redesign of guideline 

repositories to facility CPG implementation. 

The FAIR principles can guide the construction of a next-

generation guideline repository. The National Guideline 

Clearinghouse (NGC), formerly a publicly accessible online 

resource for CPGs, performed quality assessments of published 

guidelines, summarized high-quality guidelines, and curated 

and annotated key information into guideline summaries 

[11,12]; each summary was structured using 54 guideline 

attributes, including tags with UMLS Metathesaurus concepts 

[13]. The NGC had performed an important public service in 

curating and annotating CPGs, although the process was 

resource-intensive. The sunset of NGC in July 2018 signals an 

opportunity to redesign guideline repository infrastructure in a 

manner that adheres to the FAIR principles, thereby enabling 

easier access to CPG knowledge and their digital objects 

needed for implementation in an LHS. 

FAIR CPGs can also pave a way towards their implementation 

at a systems level. While almost all CPGs publish 

recommendations in narrative text, some also produce flow 

diagrams, schemata, and care pathways, which serve as visual 

summarizations of CPG recommendations. These can be 

outlines for translating CPG evidence into CIG formats and 

clinical decision support. Producing these supplementary CPG 

materials as FAIR digital objects would facilitate their rapid 

integration and updates into an LHS and clinical care.  

Conclusions 

In the aftermath of the NGC repository, CPGs are now further 

away from FAIR than before. We described key features of 

FAIR and detailed opportunities for next-generation CPG 

development, which are the next steps for further investigation.  
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Abstract 

Context:  Arden Syntax is a standard that encodes knowledge 

as Medical Logic Modules (MLMs) but lacks a standard query 

data model and terminology.   Objective:  Assess to what extent 

FHIR can represent MLMs.  Method:  A convenience sample of 

340 MLMs were examined and tabulated for representation 

using the PlanDefinition resource.  Result:  While alignment 

between structured subsections is uneven, the PlanDefinition 

resource adequately represents procedural medical knowledge 

encoded as MLMs   Conclusion:  FHIR adequately represents 

Arden Syntax MLMs. 

Keywords:  

Clinical decision support systems, knowledge representation.  

Introduction 

Arden Syntax is a formalism supervised by Health Level Seven 

International (HL7) for representation of procedural medical 

knowledge to facilitate sharing units of knowledge known as 

MLMs that are executed in clinical decision support systems 

(CDSS) [1]. Each MLM consists of four categories -

Maintenance, Library, Knowledge and Resources - each of 

which consists of one or more structured attribute value pairs 

that contain descriptions of the knowledge and executable 

statements. Key to interoperability of knowledge representation 

for CDS is the use of standard formalisms for knowledge 

representation itself as well as for the query syntax and data 

elements retrieved from local data stores in order to execute 

units of CDS knowledge.  One increasingly popular formalism 

for facilitating such interoperability is the HL7 Fast Healthcare 

Interoperability Resouces (FHIR).  FHIR consists of a library 

of resources, each of which is a standardized structured 

representation of a collection of closely related data elements 

[2].  Prior work has established the utility of standards, such as 

FHIR, to serve as the standard data model for queries within the 

Arden Syntax, thereby reducing barriers to sharing MLMs and 

enhancing their interoperability by decreasing the need for local 

customization when MLMs are moved from one health care 

organization to another [1].   

Beyond standardizing just references to clinical data, a key 

FHIR resource that offers specific utility in the CDS space is 

PlanDefinition. A plan definition is a pre-defined group of 

actions to be taken in particular circumstances, often including 

conditional elements, options, and other decision points. The 

resource is flexible enough to be used to represent a variety of 

workflows, as well as clinical decision support and quality 

improvement assets, including order sets, protocols, and 

decision support rules [3].  The present work was undertaken to 

expand the prior work of standardizing just the queries of 

MLMs to assess the utility of using FHIR to represent and 

thereby store, transmit and reuse clinical knowledge encoded in 

the Arden Syntax in order to better integrate this latter standard 

within the increasingly popular FHIR framework. 

Methods 

A previously assembled convenience sample of MLMs was 

examined.  MLMs were examined and tabulated to assess their 

alignment with and the extent to which they could be 

represented by FHIR Release 3, version 3.0.1 [3]. This 

extraction and tabulation process aligned with a similar effort 

to identify the utility of FHIR to represent the data variables 

inside non-query data mappings in MLMs [4]. In the present 

work, however, this was applied toward representation of the 

standard parts of the MLM outside of the curly braces that 

encode the details of queries and other mappings and are meant 

to be institution-specific. In particular, the text of the MLM 

corpus was concatenated in a single file. Using a text editor 

guided by Backus-Naur form of Arden Syntax v2.10 [5] and the 

format of the various kinds of statements, regular expressions 

were created in order to extract the instances of each kind of 

statement. Each of these batches of statements then were 

compared to the corresponding representation in the FHIR 

PlanDefinition resource by manual inspection. In particular, 

alignment between the subparts and attributes of the 

PlanDefinnition resource and the MLM structure were 

examined and issues related to the encoding of knowledge in 

the two standards were reviewed. 

Results 

A total of 340 MLMs were pooled from 5 source CDS systems, 

including 24 from 2 vendor knowledge bases and 316 from 3 

academic medical centers. MLMs concerned with lab tests were 

the most common (138/340 = 41%), followed by clinical 

assessment (75 = 22%) and medication (45 = 13%). The 

remainder addressed administrative and miscellaneous topics.  

FHIR contains a rich collection of meta-knowledge attributes, 

so representation of Maintenance and Library category 

attributes such as author, title, purpose and so on in FHIR is 

adequate.  While FHIR could represent all MLMs in the corpus, 

the challenge was the level of specificity. PlanDefinition has 

attributes for condition (or trigger), expression (for Boolean 

logic) and action (for defnining the result of knowledge 

execution) but does not support representation of some  specific 

operators (e.g., substring extraction) or some other elements of 

Arden Syntax knowledge expressions such as fuzzy logic. On 

the other hand, all MLMs in the corpus contain at least one 

instance of temporal reasoning, and temporal attributes of the 
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PlanDefinition resource, including “timingAge” and 

“timingPeriod” could represent these Arden Syntax constructs. 

Consequently, while all the MLMs could be represented in 

shells defined by PlanDefinition, the actual knowledge 

expressions and their components in at least some instances 

were not directly representable by specific FHIR constructs.   

While the analysis highlighted constructs in the Arden Syntax 

that lacked explicit counterparts in the PlanDefinition resource, 

it also identified constructs in the latter that could be used to 

represent elements in MLMs that are represented only in 

narrative format currently.  These include the attributes “code” 

and “reason” of an “action,” which are codeable concepts 

representing the meaning of an action and its justification, 

providing additional structure that is lacking in the latest 

version of the Arden Syntax. 

Discussion 

Despite agreement that a common formalism for representation 

of computable clinical knowledge would be beneficial in 

fostering the deployment of CDS systems and reducing the cost 

of knowledge engineering therein, no widespread agreement 

has been reached on a specific formalism for doing so [6].  

Workers have demonstrated the utility of the Arden Syntax in 

this space, and this solution for knowledge representation has 

been adopted by several software vendors, with resulting 

implementations in a number of countries. Nevertheless, lack 

of a standard data model and the resulting need to translate 

references to local data stores at each implementation site has 

hindered uptake, as this has with other formalisms [7]. Further, 

with an emphasis on the use of CDS for health care quality 

improvement and the consequent need to measure quality in 

reproducible ways, some workers have concluded that Arden 

Syntax is inadequate for this purpose. This is turn has led to the 

development of other standards such as the HL7 Clinical 

Quality Language, and additional attempts to synthesize an 

acceptable data model [6]. Paralleling these efforts, other work 

has led to formalisms, such as CDS Hooks, for accessing CDS 

systems and their underlying knowledge in ways that are 

agnostic regarding the specifics of the exact knowledge 

representation formalism [6]. Additional work has 

demonstrated the need for improved explicit representation of 

business processes within CDS knowledge bases, and meeting 

this need will introduce further complexity and utility in CDS 

standards. With the increasing popularity of FHIR as a data and 

information exchange formalism, the present work and related 

prior studies demonstrate that Arden Syntax complements this 

new milieu of standards through mechanisms for knowledge 

access and data representation, improving its utility for its 

original goals of standardizing knowledge representation and 

reducing its cost. 

Conclusions 

FHIR is adequate for encoding Arden Syntax MLMs. This 

would facilitate interoperability of MLMs as well as their 

integration in the FHIR framework. The FHIR PlanDefinition 

lacks specific constructs to support the details of knowledge 

expressions, so while it is a useful framework for storage, 

transmission and manipulation of knowledge artifacts, a 

specific expression lanaguage or standard beyond FHIR is 

required to use the knowledge artifacts within a CDS system.  

However, some features of the FHIR PlanDefinition provide 

additional structure for knowledge in Arden Syntax MLMs that 

currently may be represented only in narrative format. 
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Abstract 

We developed a comprehensive health and social-need 

assessment system to evaluate the diverse needs of elders with 

chronic illnesses in the community and to enhance the 

connection of their needs to health and social services. A 

comprehensive needs-assessment tool and profiles were 

integrated into the ICT system. We found that care managers 

could assess elders’ needs comprehensively and connect those 

needs to suitable health and social services systematically. 

 

Keywords:  

community health services, needs assessment, information 

technology  

Introduction 

Community health problems are increasing due to the aging of 

communities and chronic diseases. However, the current 

healthcare and social services system provides a disease-

centered healthcare service and does not consider the 

comprehensive characteristics and social factors of individuals 

[1]. This format can risk providing redundant or deficient 

services that are not well suited to the individual [2]. Another 

problem is that services are provider-oriented rather than user-

oriented, so services cannot meet individual need sensitively 

[3]. Therefore, in this study, we developed a comprehensive 

health and social-service need-assessment system based on 

ICT. The comprehensive health and social-needs assessment 

system not only enables evaluators to assess the comprehensive 

needs of elders with chronic illness and share the summarized 

profile with infographics but also enables them to logically 

connect individual needs to health and social services. 

Methods 

The assessment tool for comprehensive health and social-needs 

assessment system was developed based on the International 

Classification of Functioning, Disability and Health (ICF) [4], 

community case management, an elderly situation survey, a 

community-needs survey, a community health survey, and the 

WHO Disability Assessment Schedule. The tool was validated 

by the expert Delphi method. We visualized the assessment 

tools and evaluation result profiles with ICT, represented by 

various icons and pictures. We tried to reflect target users’ 

opinions after pilot test using the system. 

Results 

The comprehensive health and social-needs assessment system 

tool and profiles with user-friendly design were integrated in 

the ICT system. The structured assessment tools of the 

comprehensive health and social-needs assessment system 

consisted of three areas: initial assessment; daily and social-life 

activity checklist; comprehensive assessment including 

physical health assessment, cognition, mobility, self-care, 

getting along with people, life activities, participation in society 

assessment, and environmental assessment. This tool is 

implemented using ICT, so targeted users can mark the answers 

directly on the Web, and the results appear with familiar images 

and graphs to easily recognize and store Web data for users. We 

applied a pilot test to the system to see users’ experiences and 

user interfaces. As a result of the pilot test, first, time was much 

shorter than when using paper-based assessment forms. 

Second, need-assessment results were presented as an 

infographic rather than simply in a narrative format, so they 

could be easily understood. Third, the system is very useful for 

storing data so it is possible to compare present data with past 

data. Fourth, users could share decision making during the 

evaluation process and connect to appropriate health and social 

services. 

 

Figure 1– The Model of the International Classification of 

Functioning, Disability and Health (ICF) [4] 
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Conclusions 

In this study, we developed a comprehensive health and social-

need assessment system based on ICT for various needs-

assessments of elders with chronic illnesses. An infographic 

assessment tool and result profiles, based on ICT, helped users 

to understand and provide information easily and logically. In 

future studies, we will continue to upgrade the system by 

applying more cases to the system. Based on the accumulated 

data, we will conduct further research to evaluate elders with 

chronic illnesses through a decision support system and present 

the results sensitively. 
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Abstract 

Many currently available Diagnostic Decision Support 

Systems (DDSS) are based on causal condition-symptom 

relations that exhibit certain shortcomings. Ada's new 

approach explores the capabilities of DDSS based on 

pathophysiology, describing a disease as a dynamically 

evolving process. We generated a pathophysiology model for 

8 conditions and 68 findings suitable to assess this approach. 

Preliminary results meet our expectations while leaving space 

for further improvement. 

 Keywords:  

Decision Support Systems, Clinical; Artificial Intelligence; 

Population Health 

  

Introduction 

Artificial Intelligence (AI) in Medicine, first suggested by 

Ledley and Lusted in 1959 [1], aimed to improve diagnostic 

performance, treatment and clinical decision making. Today, 

these AI supported systems are typically referred to as 

Clinical Decision Support Systems (CDSS). [2] Many current 

CDSS that are assisting clinical diagnosis, more commonly 

referred to as Diagnostic Decision Support Systems (DDSS), 

are based on a causal condition-symptom relations. [3] This 

approach assumes the independence between symptoms and 

conditions. [4] Consequentially, symptoms that are part of the 

same pathophysiological pathway add redundant information. 

These so-called additive effects can reduce diagnostic 

precision of DDSS. Furthermore, DDSS based on causal 

condition-symptom relations do not address a disease as a 

dynamically evolving process. 

Ada's Deep Reasoning (ADR), a new approach on DDSS 

development, extends current DDSS capabilities by utilizing 

pathophysiology to describe the dynamic components of 

disease pathogenesis. 

Methods 

The core of ADR is a graphical model based on concepts and 

relations. Concepts used to describe pathophysiological 

pathways of the model are either a pathological state (patho-

state) or a pathological process (patho-process) (Fig. 1). 

Patho-states are defined by an anatomical location within the 

human body and an attribute describing the underlying 

pathology. The descriptions of anatomical locations are based 

on the Foundational Model of Anatomy (FMA). [5] The 

attributes represent different ordinally scaled dimensions such 

as structural integrity, functional integrity, or physical and 

biochemical measures. For example, myocardial ischemia as a 

patho-state can be described in the following way: the 

attribute “partial pressure of oxygen” in the state “reduced” 

within the location “myocardial tissue” (FMA ID: 14068). 

Furthermore, patho-processes describe the potential transition 

from one patho-state to another (Fig. 1). They are 

characterized by the probability of a process taking place and 

its average duration. In addition to patho-states and patho-

processes, the model contains nodes that represent conditions 

and findings (Fig. 1), concepts commonly used in medicine. 

These are mapped to the underlying pathophysiology by 

definition relations (Fig. 1). 

 

 

Figure 1 – Excerpt from Ada’s Deep Reasoning graphical 

model for the finding chest pain in myocardial infarction 

The pathophysiology model (patho-model) contains carefully 

chosen overall level of detail. It is able to describe the 

interaction between the components of the human body 

relevant for disease, while avoiding a granular level used for 

cell simulation. To create this model within a distributed team 

of doctors, we created a dedicated editor tool. Finally, we 

developed a model in order to test whether our approach 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190602

1696



actively addresses the previously observed shortcomings of 

DDSS based on causal condition-symptom relations. 

The main purpose of the described patho-model is to enable 

the inference of the underlying pathophysiological causes 

from observed findings. The current reasoning approach falls 

into three phases (Fig. 1). In the first phase, the evidence on 

different findings is projected through definition relations to 

the corresponding patho-state constellations. In the second 

phase, the evidence from these patho-states is propagated 

through the patho-processes using a probabilistic-deductive 

approach combining concept form logic and Bayesian 

inference. In the last phase, the posterior probabilities of all 

patho-states are finally projected through the definition 

relations to the condition concept layer. 

An assessment of accuracy is performed for the total number 

of conditions modelled (global score). The model is tested 

against 71 condition-specific reference cases. These reference 

cases were previously used for the validation of other Ada 

engines. [6] 

Results 

The medical knowledge space for testing ADR consists of 8 

conditions and 68 findings. The above mentioned assessment 

on accuracy, matching quality (MQ), was performed for all 

modelled conditions. The MQ results for ADR were 

calculated for the top suggestion (M1), the top 3 (M3) and the 

top 10 (M10) suggestions. The global MQ score for ADR was 

0.70 for M1. The global MQ score for M3 and M10 were 0.95 

and 0.96, respectively. Results are prior corrected. 

Discussion 

ADR explores the possibilities of a pathophysiology-driven 

DDSS. After successfully creating a proof-of-concept engine 

during the first phase of the ADR development, the current 

focus lies on reasoning refinement. 

ADR introduces a level of detail that is missing in currently 

available DDSS. We observed that additive effects could be 

successfully addressed by explicit modelling of 

pathophysiological pathways that lead to observable 

symptoms. Additionally, the created editing tool supports the 

scaling of our existing medical knowledge space. It allows the 

inclusion of many medical experts to work together on a 

pathophysiological model for humans. 

At this stage, the preliminary results are promising and meet 

our expectations. ADR is currently not addressing risk factors, 

e.g. sex, age, or BMI. Additionally, the patho-model neglects 

information that closely describe findings, e.g., quality, 

intensity, or position of abdominal pain. Based on our 

experience with other DDSS built in Ada, we expect these 

features to increase the M1 score by an additional 8-15%. 

Finally, our medical knowledge space needs to be extended to 

allow the testing of new features and support diagnoses of a 

wider range of conditions. 

Conclusions 

With ADR, Ada Health successfully demonstrates the 

feasibility of a pathophysiology-based DDSS. Through this 

innovative approach, ADR overcomes additive effects 

problem and considers more information on the underlying 

biology. This way, a broad spectrum of health-related data can 

be depicted and an individualized, high resolution model for 

personal healthcare can be created. Facilitating the integration 

of this kind of health-related data will significantly advance 

personalised medicine. 
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Abstract 

Transgender people experience their gender identity as 

different from the sex assigned to them at birth and/or those 

listed on their legal identification. A Master Patient Index 

(MPI) is a centralized index of all patients in a health care 

system. The objective of this work was to describe the 

designed strategies and adapting of a MPI that contemplates 

transgender patient registration needs as regards as health 

and legal context.  

Keywords:  

Transgender Persons; Gender Identity, Health Information 

Systems. 

Introduction 

Transgender people experience their gender identity (GI) as 

different from the sex which was assigned to them at birth 

and/or those listed on their current legal identification [1]. 

“Gender identity data” can be defined as GI, birth-assigned 

sex, legal sex, chosen name and legal name [2; 3]. Current 

best practices for the collection of gender identity data 

recommend collection of both GI and birth-assigned sex [2]. 

Transgender patients have particular needs in what concerns 

to demographic information and electronic health records 

(EHR). Specifically, they may have chosen a name and GI 

that differs from their current legal name and gender. 

Transgender people face intense health disparities and lack of 

access to health care; failure to accurately document 

transgender identities increase these disparities through 

negative implications [4]. On the other hand accurate 

reporting of legal identity is necessary for appropriate 

insurance billing. 

To date, at Hospital Italiano de Buenos Aires, we have a 

population of 30 transgender patients registered, including 

adult and pediatric. The lack of a registration method at the 

moment may underestimate the real number of patients. 

The main objective of this work was to describe designed 

strategies to respond to transgender patient registration needs 

in a MPI, contemplating patients’ GI, chosen name and the 

possible changes it might have in a health and legal context. 

Methods 

Settings 

Hospital Italiano de Buenos Aires (HIBA) is a non-profit 

healthcare academic center founded in 1853. HIBA has a 

network of two hospitals with 750 beds (200 for intensive 

care), 41 operating rooms, 800 home care beds, 25 outpatient 

clinics and 150 associated private practices located in Buenos 

Aires city and its suburban area. Since 1998, the HIBA has 

run an in-house-developed health information system, which 

includes clinical and administrative data. It has been recently 

certified by the HIMSS as level 7 in the Electronic Medical 

Record Adoption Model [5].  

Institutional MPI 

Interoperability and Standards 

The MPI was developed according to profiles described by the 

Integrating the Healthcare Enterprise model (IHE) [6]. Fast 

Healthcare Interoperability Resources (FHIR) was chosen as 

the health information technology interoperability standard. 

The administrative gender was taken into account, and the 

data was modeled from that profile [7]. 

Matching algorithms  

In order to improve the safety and quality of data, patients 

registration process starts with a candidate search. The search 

of candidates based on the following data entered: First name; 

Other Names (Optional); Surname; Other surnames 

(Optional); Birthdate; Type and number of document; Sex. 

Different kind of matching algorithms, such as phonetic 

encoding systems utilized to counter misspelled names, had 

been used to determine potential matching candidate. At the 

end of the search process, the user visualized a match weight 

score, resulting from field match weights assigned to patient-

identifying attributes such as last name, first name, date of 

birth and ID. 

Strategies design process 

A multidisciplinary group assembled to discuss the topic was 

formed. The first step was to analyze all possible use-cases, 

according to the law, literature and hospital previous 

experience. Then we planned the most adequate solution for 

each one. For this, tests were carried out with all possible 

modifications and potential errors that GI and/or name 

changed could cause in a subsequent search for candidates. 

According to results, adjustments were performed for the 

strategy design.  

Results 

During the registration process the system always takes the 

data of the National Identity Document (DNI) which has the 

official data at the time of birth. So that GI and chosen name 

could be registered in the MPI, two new data fields were 

added, one for each. If a patient requested to be called with a 

name or GI different than the one registered on his/her DNI, 

those fields will be used. In this way, this information is stored 

as demographic data. Legal name and sex would not be 

changed at all. After analyzing the data, five use cases (UC) 

were defined (Table 1). 
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Discussion 

A proposal as an answer to satisfy transgender patients MPI 

registration needs was developed along the paper. For cases of 

transgender patients with legal documentation that do not 

reflect GI or chosen name, we add two new fields in the MPI 

for registration of GI and chosen named. The system allows to 

load this data in separate fields from legal name and birth 

assigned sex. During a candidate search or billing process, 

system will take the data according to legal data fields. EHR 

and administrative application will show patient’s chosen 

name and gender, except for the billings system. After MPI 

new fields deployment, audit for searching duplicating patient 

will allow to evaluate the effectiveness of our strategy.  

Implementation of the new MPI will require special training 

for employes performing registration process. Patients also 

need to understand why the issue is important and what they 

are being asked to do.  

Conclusions 

The adaptation of MPI to the registration needs of transgender 

patients is a necessity. Throughout this work the possible use 

cases were described and proposals were developed to solve 

each one of them. The design and development of strategies to 

respond to transgender patient registration needs, its 

implementation and subsequent audit are the beginning of the 

fundamental change in information systems. 

Table 1 – Use Cases 

Patient ID Patient's Request Solution Proposed  

New 

Patient 

Original 

DNI 

To be called by a 

name and GI 

different from 

DNI 

Patients’ register according to legal documentation data. GI and chosen 

name will be saved in separate fields from those previously mentioned. 

In a candidate search, the system will take the data from legal 

identificatory fields. EHR and administrative applications will show 

patient’s chosen name and gender, except for the billings system. 

New 

Patient 

New 

DNI 

To be register for 

the first time 

Registration process will be performed according to DNI. If patient 

expresses gender and/ or name changes, this information will be 

registered exclusively in the EHR, conforming to the law. 

Patient 

registered 

Original 

DNI 

To change Name 

and GI  

Patient’s previous data will not be modified. The system allows to load 

GI data and the chosen new name, in separate fields. During a candidate 

search, system will take the data from legal identificatory fields. EHR 

and administrative application will show patient’s chosen name and 

gender, except for the billings system. 

Patient 

registered 

New 

DNI 

To change Name 

and GI  

Data modification for name and gender fields will be made, according to 

new DNI. The log of all changes made will be saved.  

Patient 

registered 

New 

DNI 

To be register for 

the first time 

without clarifying 

that it's been 

already registered 

before 

Registration will begin with a search for candidates. The patient will 

have a new name and gender, their surname and original identification 

number. A search for candidates of these characteristics will result in the 

patient already registered with an estimated weight of 87%. This is 

enough for the user to notice that the patient already exists in the 

registry. 
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Abstract 

We developed a prototype CDSS that 1) provides tailored 

recommendations by combining a fall-risk prediction model, 

patients data, and evidence from CPGs, and 2) helps nurses to 

plan nursing care and document their activities for fall 

prevention. The accuracy of rules in knowledge base and 

inference engine was verified using ten scenarios and heuristics 

of user interface evaluated by four experts. We are currently 

evaluating the effects of the system on nurses’ workflow and 

patient outcomes.  

Keywords:  

Accidental falls; Decision support systems, Clinical; Evidence-

based nursing 

Introduction 

According to the AHRQ, the learning health system is a system 

that integrates internal data and experience with external 

evidence, and puts that knowledge into practice. As a result, 

patients receive higher quality, safer, and more efficient care.  

We have been working to develop a small scale of learning 

health system to prevent falls, which is the most common 

adverse event threatening patient safety in the acute care 

settings. In our learning health system, EHR data as ‘internal 

data’ is integrated with nurses’ clinical experience and clinical 

practice guidelines (CPGs) for fall prevention as ‘experience’ 

and ‘external evidence’, respectively. A fall prevention clinical 

decision support system (CDSS) is a tool that enables 

knowledge to be put into practice. The fall prevention CDSS 

might allow nurses to provide a high quality of care for fall 

prevention and improve patient safety and efficiency of 

workflow. 

Existing fall prevention CDSSs could not provide tailored 

actionable recommendations based on evidence at the point of 

care. Furthermore, CDSSs could not automatically extract 

patient data which was already inputted into EHR system, so 

users had to input data manually. To be able to ‘learn’ in the 

learning health system, the results of practice must be recorded. 

Our final goal is to develop a near real-time fall prevention 

CDSS that provides tailored nursing recommendations by 

combining fall-risk model, EHR data, and evidence from CPGs, 

and supports nursing care plan and documentation.  On that 

journey, we have developed a prototype CDSS. 

Methods 

Figure 1 represents three components of the fall prevention 

CDSS which we are developing as a final goal. A fall-risk 

prediction model (component A.) was developed and validated. 

In this article, we focused on how we developed a knowledge 

base, an inference engine (component B), and an user interface 

(component C).  

The scope of development of a prototype CDSS is identical 

with the fall prevention CDSS except for automatic extraction 

of EHR data. Finally, we evaluated an accuracy of rules in 

knowledge base and inference engine, and heuristics of user 

interface.  

 

Figure 1-Components of the fall prevention CDSS 

We developed the prototype CDSS in accordance with the 

following four stages of the system development life cycle.  

Plan - functional requirements analysis 

We examined a variety of tools CDSS encompassed from the 

literature [1] and specified functions of this system in detail 

through interviews with three nurses. 

Design  

Knowledge base  

Published CPGs on fall prevention were retrieved from the 

National Guideline Clearinghouse and Google scholar. 

Knowledge was extracted from the selected 7 CPGs using MS 

Excel.  

The knowledge was represented by decision rules using the IF-

THEN rules. 

User interface 

Reflecting the results of the functional requirements, we 

designed a user interface. With our user interface, a nurse can 

modify information of a patient’s fall-related variables and can 

plan nursing care and document their activities for fall 

prevention. The user interface was developed using Visual 

Studio 2017/2017 C#, NetFramework 4.0, and DevExpress 

17.2 tools.  

We have aligned recommendations with nursing statements the 

study hospital uses in order to document nursing activities 

performed according to the CDSS’s recommendations. For 

recommendations not mapped to existing nursing statements, 

we have added new nursing statements.  

Implementation 

The fall-risk model, patient data, and knowledge extracted from 

CPGs were combined in order to provide tailored nursing 

recommendations by risk group and risk factors a patient has. 

For example, the process of inferring a patient with ‘a high risk 

of falling’ and providing recommendations for them is as 
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follow: First, patient data is entered into the fall-risk prediction 

model and the risk of falling is calculated. If the risk of falling 

is greater than or equal to the cutoff, the patient is identified as 

‘a high risk of falling’. Then, knowledge on nursing 

intervention for patient with ‘a high risk of falling’ is extracted 

from knowledge base and printed on the screen.  

Evaluation 

Rules in knowledge base and inference engine 

We tested an accuracy of rules that calculate the risk of falling 

and provide the tailored nursing recommendations using ten 

scenarios. Of 15,450 patients’ data, we randomly selected ten 

patients and compared their risk of falling calculated by the 

system to the risk of falling that we manually calculated. In 

addition, we manually modified values of the fall-related 

variables of ten patients and verified whether CDSS printed out 

nursing recommendations accurately based on modified risk 

factors.  

Heuristics of user interface 

In accordance with Nielsen’s heurisitcs principles [2], four 

evaluators who majored in nursing informatics were asked to 

try the prototype and to rate the severity of each usability 

problem with a scale from 1 to 4. For principles with an average 

score higher than 3, the system has been revised to fix that issue. 

Results 

Plan- functional requirements analysis 

We defined ‘computerized alerts and reminders to care 

provider’ and ‘clinical guidelines’ as key functionalities of a 

fall prevention CDSS. Specified functional requirements of the 

CDSS were 1) the CDSS is able to calculate the risk of falling 

using patient data, 2) the CDSS is able to alert nurses to identify 

patients with a high risk of falling, 3) the CDSS is able to 

provide tailored nursing recommendations according to risk 

factors that a patient has, 4) the CDSS allows nurses to 

manually modify a state of patient if necessary, and 5) the 

CDSS enables nurses to plan and document nursing care for fall 

prevention according to the recommendations.  

Design 

Knowledge base 

We extracted 75 specific knowledge related to risk factors and 

69 general knowledge related to environment. An algorithm 

was developed by linking 42 rules defining the value of each 

variable and 19 tailored recommendations. 

User interface 

When a patient’s condition changes, a nurse can modify values 

of fall-related variables manually (Figure 2). Then, the system 

recalculates the risk of falling and displays tailored 

recommendations. Based on the recommendations, the system 

enables a nurse to plan nursing care and to document nursing 

activities for fall prevention.   

Implementation 

Figure 3 shows a screenshot of the prototype CDSS providing 

tailored recommendations according to a risk of falling (a high 

risk) and risk factors a patient has. Nurses can track the trends 

in a risk of falling and get tailored recommendations by risk 

factor when they click on the risk factors. 

Evaluation 

Rules in knowledge base and inference engine 

There was no inconsistency between the risk of falling the 

CDSS calculated and the risk of falling we manually calculated. 

The CDSS printed out nursing recommendations without errors 

according to the modified risk factors.  

 

Figure 2-A modification of values of fall-related variables 

Figure 3-A risk of falling, risk factors, and tailored 

recommendations,   

Heuristics of user interface 

Only the ‘consistency and standards’ principle, which indicates 

compliance with platform conventions, were lower than 3.  

Conclusions 

The prototype CDSS has several limitations. First, it cannot 

extract EHR data automatically. Second, knowledge extracted 

from CPGs was not tested for its applicability to clinical 

settings. Thus, a validation of the nursing recommendations by 

the experts is needed. Nevertheless, this system can help nurses 

to provide evidence-based tailored nursing for fall prevention 

without any extra workload.   
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Abstract 

Medication processes are consisted with multiple steps by 

professionals and consumers. Physicians prescribe drugs to 

patient with conformance, but sometimes they were changed 

to other drugs. 

We designed concept models to capture medication workflow 

process records by openEHR archetype models, and four 

templates were determined with each step of the medication 

process. 

We will show the detail of clinical modeling about medication 

workflow in this article. 

Keywords:  

Medication, openEHR, concept models 

Introduction 

Medication has four steps (shown below) of process with 

complex  workflow.  

1. Prescribe: Physicians prescribe drugs to patients with 

instruction to take. 

2. Dispense: Pharmacists dispense drugs to patients or 

professionals by the instruction on prescription with 

packaging. Drugs might be altered to generics of 

original or others for some reason, such as allergy or 

shortage of drugs. 

3. Deliver: If drugs should be delivered by professional in 

case of injection or other, dispensed drug are delivered 

by nurses, or other professionals with instruction by the 

physicians or pharmacists 

4. Consume: Patients consume drugs by the instruction 

on the prescription in general, but sometimes 

abandoned or changed. 

We have developed nation-wide Electronic Health Record 

(EHR) system based on ISO 13606/openEHR archetype 

technology to capture health related data from care providers 

[1; 2]. More than 30 hospitals were connected, and two groups 

of pharmacies will be connected in 2019. At first, we designed 

a single openEHR template to capture prescription 

information, but we found dispense information in pharmacies 

should be designed separately to involve tasks of pharmacies. 

And the next, delivery and consumption were identified as 

other concepts. 

In this article, we describe the concept models for the 

medication process. 

Methods 

We figured each concept model, prescribe, dispense, deliver, 

and consume by Mindmap with existing form of items by 

XMind8 [3] (Figure 1). 16 concept models were identified and 

compared with openEHR Clinical Knowledge Manager 

(CKM) [4]. 

 

 

Figure1– Mindmap of drug dispense 

Concept models were composed in composite archetypes to 

conform four openEHR templates by Ocean Template 

Designer [5]. 

Results 

Table 1 shows the templates and major archetypes that 

conform medication steps. 

Each step of process contains specific information, but 

existing archetypes on CKM were not well-designed for 

dispense, deliver, and consume. Therefore, we designed new 

archetypes, and specialized action-medication archetypes. 

Because there is specific manners for medication in Japan, 

specialization for prescription was also requied 
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Table 1– Major archetypes to construct medication workflow 

Template Archetype 

Prescribe composition-prescription 

 instruction-prescription 

 cluster-medication-details 

Dispense composition-dispense 

 action-dispense 

 cluster-packaging 

Deliver composition-delivery 

 action-deliver

 cluster-deliver-details 

Consume composition-consumption 

 action-consume 

Discussion 

We idetified clinical concepts in medication process, and 

designed four templates with archetype models. Prescription 

data were well-disigned already, but it needed specialization. 

Because each country or aria has each own manner of 

medication, universal design of archetypes could not be 

applicable. 

Dispense, deliver, and consumption archetypes were still not 

well-designed, because the data  were not able to capture from 

pharmacy and patients. However, IoT devices will be able to 

collect drug consumption data form patients, EHR should 

have concept model accoring to them. 

Even though there are diversity in medication process, 

standardized process for medication should be desigined for 

the reference for each derived works. 

Conclusions 

We designed four steps of medication workflow. Each step 

required new archetypes and specialization, because existing 

archetypes were not well designed for dispense, deliver, and 

consume. 

le if printed in black & white. Figures and graphs may span 

both columns.  
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Abstract 

Our work exhibits how previous projects on the Active and 

Healthy Ageing field have advanced to the conception of 

CAPTAIN, a radically new approach towards increased end-

user acceptance. The goal is to create intuitive technology that 

does not require specific skills for interaction and blends in 

with real life. CAPTAIN will be co-designed by all types of 

stakeholders, including older adults, involved in all stages, 

from the initial design to delivery of the final system.  

Keywords:  

Healthy Aging, Home Care Services, Needs Assessment 

Introduction 

Ageing is directly related to several issues that may greatly 

affect the level of independence of an older adult, often 

requiring institutionalization [1]. However, as a matter of fact, 

adults typically prefer living at their homes as long as possible 

retaining their independence. Furthermore, institutionalization 

has been linked with negative outcomes such as mortality and 

low quality of life [2]. 

A wide range of technologies for homecare scenarios have been 

developed over the last few years including the use of 

smartphones, tablets, sensors, etc. However, most of them 

intervene and renovate the user’s home or require them to use 

wearable devices, unable to seamlessly “blend” within the 

person’s daily life and living environment. Moreover, most 

technologies focus on the patronization of user activity without 

empowering personalized interventions.  

CAPTAIN, which is the acronym of “Personalised coaching for 

well-being and care of people as they age”, proposes an 

innovative technology that blends in the real-home 

environments, turning it into an intelligent and ubiquitous 

coach. The project, which has been funded by the Horizon 2020 

work programme proposes to leverage a range of different 

innovative technologies such as projected augmented reality, 

3D sensing technologies, tangible user interaction, and 

physiological and emotional data analysis to create a virtual 

coach capable of supporting daily tasks and activities, 

suggesting a healthy and active lifestyle, and encouraging 

social participation under the context of a long term coaching 

strategy.  

CAPTAIN System Description  

To deliver an intuitive, transparent, and yet effective interaction 

paradigm, CAPTAIN transforms the older adults’ home into a 

tangible interface where instructions from the virtual coach are 

projected onto the real context, whenever and wherever needed. 

Interaction with the environment occurs by touching real life 

objects, according to the so-called tangible interfaces, and by 

voice commands using everyday language.  

Non-invasive user and environment sensing  

User and environmental sensing is done by 3D sensors, RGB 

cameras, and microphones which are used for: 

• User identification and authentication automatically 

made using face recognition and human body pose 

recognition (skeleton/silhouette features). 

• Creating a profile for each user, not only including 

data concerning their biological and demographic 

information, but also their interests and behavioral 

habits. 

• Gait analysis that has been widely used as an 

indicator of different cognitive impairents [3]. With 

regards to analysis of movements, CAPTAIN will 

build upon previous work on indoor analytics [8] 

where density based clustering was applied to indoor 

(location) transitions recorded in real older adults’ 

homes for a duration of approximately a year.  

• User interaction with so-called “exergames” and 

cognitive games, engaging the user in physical and 
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cognitive training tasks, respectively. CAPTAIN will 

employ a serious games platform, called web-

FitForAll [4], incorporating standard physical 

exercises protocols. The in-game metrics analysis 

have exhibited a classification accuracy greater than 

73% when discriminating between cognitively 

normal from mild cognitive impaired seniors as well 

as promising results on creating user profiles using 

scores created from in-game metrics [5,6]. 

Coach behaviour design and Artificial Inteligence (AI) 

algorithms 

The data coming from the cameras, projectors, sensors, etc. 

analyzed using Artificial Intelligence algorithms will permit 

information to be obtained about the person’s behavior and 

preferences, as well as the environment. Then, the CAPTAIN 

coach will use algorithms from the fields of Artificial 

Intelligence and data mining to integrate the higher-level 

information about user and environment sensing, combined 

with behavior change models and domain specific knowledge, 

to produce personalized motivational guidance embodied 

through a virtual coach persona specifically designed to support 

physical and cognitive training, improve nutrition, lifestyle 

habits and social participation, and reduce risk. 

Human Computer Interaction (HCI) system  

The CAPTAIN’s HCI will be based on a new prototype device 

that will create a living environment capable of turning any 

surface into a projected (augmented) information source. To do 

so, a spatial augmented reality pipeline will be developed based 

on two rendering passes, where the first renders the 3D content 

from the perspective of the senior while, during the second, the 

generated image is warped into an image to be projected that 

looks correct from the perspective of the user’s eyes and for the 

environment’s geometry.  

Design Approach 

While the CAPTAIN’s consortium consists of a 

multidisciplinary team, the main actors of CAPTAIN will be a 

large group of stakeholders who will be involved throughout 

the project, providing ideas and insights to which the entire 

team will be constantly responding and adapting. One of the 

greatest challenges of introducing new forms of human 

computer interaction to older adults is to achieve high usability, 

usefulness, and effectiveness levels, making older adults adopt 

the solution and not adapt to it. 

Agile methodology 

CAPTAIN has been entirely conceived around the idea of co-

creation, participatory, and user-centered design which have 

been proposed to mitigate user acceptance failure frequently 

observed in older populations. To do so, a hybrid approach 

leveraging on concepts from Design Thinking, Lean, Startup 

[7], and SCRUM agile framework [8] approaches are followed 

by the project. Design Thinking allows the consortium to 

identify unmet needs and create value from these insights while 

the Lean approach enables delivering a partially functional 

prototype frequently enough to the stakeholders in order to 

collect feedback, validate assumptions, and inform 

readjustment. The use of SCRUM helps organize work across 

technical development to collaborate towards delivering high 

value. This hybrid approach facilitates CAPTAIN to solve 

effectively, and with high flexibility, the complex project’s 

developments required to achieve its goals. 

CAPTAIN Stakeholders community  

The CAPTAIN Stakeholder community becomes the basic 

source of requirements throughout the project’s lifecycle. The 

CAPTAIN consortium aims for the creation and maintance of a 

community with strong support bonds based on two clusters of 

stakeholders: the first one will include those who will actively 

use CAPTAIN (older adults and their caregivers), and the 

second one will include those who can give suggestions or 

influence (service providers, nursing home management, and 

patient associations). 

Discussion 

CAPTAIN’s continuous and unobtrusive sensing of physical, 

cognitive, and social functioning has the significant potential to 

support lifelong health management. CAPTAIN uses an 

innovative projective environment to provide a useful and 

effective contextualized (i.e. direct projection onto the real 

world) virtual coach to older adults living at home. 

The advantages brought by CAPTAIN will be evaluated during 

an impact assessment phase which will be tailored to measure 

the effectiveness in terms of quality of life, societal, economic, 

and psychological terms The information and indicators that 

will be extracted during the assessment phase will be essential 

to fine-tune the final value proposition in light of later 

commercial exploitation of the project’s results. 
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Abstract 

Diagnosis Related Groups (DRGs) and the Tenth Revision of 
the International Statistical Classification of Disease and 
Related Health Problems (ICD-10) were implemented to 
Taiwan in 2010 and 2016 respectively. New rules related to 
the medical costs reimbursement were great challenges facing 
medical institutions. One of the medical centers in north 
Taiwan introduced an ICD e-dictionary, DRGs cloud 
computing system, and integrated them into the hospital 
information system. Further, developing a medical coder 
specialization work model optimized the workflow, coding 
quality, and efficiency, which defeated the adverse effects of 
DRGs and ICD-10 implementation successfully. 

Keywords:  

Diagnosis-Related Groups, Hospital Information Systems 

Introduction 

In 2010, the National Health Insurance Administration 

(NHIA) of Taiwan applied Diagnosis Related Groups (DRGs) 

gradually to replace the fee-for-service payment policy, 

expected it could be comprehensive before 2019 and 

suppresses medical costs. Moreover, in order to describe 

disease exactly and conform to the statistical data format 

worldwide, NHIA announced International Statistical 

Classification of Disease and Related Health Problems, Tenth 

Revision (ICD-10) should be used as the basis for medical 

expenses application since 2016. 

DRGs and ICD-10 implementations were great challenges 

facing the medical institutions. The most direct impact is the 

complexity of disease coding, which increases after the 

introduction of ICD-10. According to pioneering research 

from NHIA, the manpower of medical coders needs to be 

increased by 2.3 times when ICD-10 implementation [1]. 

Other impacts may be triggered by financial factors, such as 

medical ethical problems. Healthcare providers worried about 

DRGs increased financial burden to medical institutions, so 

that critically ill patients whose expected costs are higher than 

the associated reimbursement will be dumped, an experience 

seen with DRGs in other countries [2-3], even though some 

supporting measures have been executed by NHIA [4].  

To reduce the adverse effects of DRGs and ICD-10 

implementations, a medical center in north Taiwan introduced 

ICD-10 e-dictionary in 2015 and DRGs cloud computing 

system in 2017, which were integrated into a self-developed 

DRGs monitoring system. Moreover, they developed s 

specialized medical coder work model (Figure 1) with the 

systems in 2018. In the model, medical cost management 

shifts to the period of patients’ hospitalization, when doctors 

could classify patients to appropriate DRGs, controlling the 

supplemental cost of specialized medical coder. Our 

hypothesis is that the doctors and medical coders can reach a 

consensus and propose the disease code that is closest to the 

disease, which can accurately control the consumption of 

medical resources and obtain reasonable payment. Also, the 

work model forms a positive feedback cycle. 

 

Figure 1–specialized medical coder work model 

Methods 

To evaluate the effects of the information system and work 

model, we made some tests and reviewed related indexes: 

1. Difference in time distribution of disease coding 

between using the paper dictionary and e-dictionary 

300 DRGs cases were randomly selected from January 

2017 to April 2018. 10 medical coders appointed by a 

medical center in the north of Taiwan used an ICD-10-

CM/PCS paper dictionary (2014 version) and e-

dictionary (HISMAX 2014 version) to find the code 

separately, and recorded the time based on the HIS 

system. We compared the coding time in different 

tools, classified by DRGs payments types (full 

reimbursement, quota, exceed quota). Matched paired 

t-tests were used to test for changes in time. 

2. DRGs consistency rate of doctors and medical coders 

We collected all DRGs cases (918 cases in average 

each month) from January 2017 to August 2018 and 

compared doctors’ last edited DRGs record with the 

final results of the medical coders, calculating 

consistency rate as a percentage. Mann–Whitney U test 

was used to test for change of the consistency rate 

before and after the specialized medical coder work 

model was put into practice. 

3. Satisfaction with DRGs cloud computing and 

monitoring system and the specialized medical coder 

work model 
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We compiled a structured questionnaire based on the 

business content of the medical coder and the 

information system success model proposed by 

DeLone & Mclean [5]. A 5-point Likert scale was 

applied, where 1 was very dissatisfied, and 5 was very 

satisfied. The questionnaire consisted of 19 questions 

and was distributed to the departments of Infectious 

Diseases, Neurology, Neurosurgery, and Nephrology in 

a medical center in north Taiwan between March 2018 

to April 2018. A convenience sample of 55 doctors was 

included. The recovery rate of the questionnaire was 

98.2% and Cronbach α=0.967, indicating that the 

measurement results were highly reliable. 

Questionnaire scores were analyzed by descriptive 

statistical methods (mean and standard deviation). 

4. Related indexes were also reviewed from the 2016-

2018 annual reports of the hospital, including internal 

and external medical coding experts’ review 

consistency rate (Review sample size: 25 cases; 

Internal/ External review frequency: monthly/ yearly), 

manpower of medical coder, and DRGs surplus 

monthly average ratio. 

Statistical analysis was performed with SPSS 20.0 program. 

Results 

Encoding full reimbursement, quota, and exceed quota case in 

a paper dictionary took medical coders 11.63 minutes, 7.36 

minutes, and 13.06 minutes in average; in the e- dictionary, it 

took them 9.16 minutes, 5.03 minutes, and 9.28 minutes, 

respectively. Encoding in e-dictionary required less time (p < 

0.001) than paper-based work (Table 1). 

Table 1�Comparison of coding time between paper and 

electronic dictionary 

 

In 2017, the average DRGs consistency rate of doctors and 

medical coders was 58.68% and it was a slightly downward 

trend. In 2018, the average rate was 63.20%. It showed an 

uptrend after the specialized medical coder work model put 

into practice. Compared with the average rate in 2017, 2018 

was higher significantly (p = 0.003) (Table 2 and Figure 2). 

Table 2�2017 and 2018 DRGs consistency rate of doctors 

and medical coders���

 
 

 

Figure 2�the trend of DRGs consistency rate (%) of doctors 

and medical coders (2017-2018) 

The satisfaction survey results showed that the average scores 

of system quality, information quality and benefits with the 

DRGs cloud computing and monitoring system was 4.28, 

4.29, and 4.27 respectively. In the specialized medical coder 

services, the average scores of policy advocacy and coding 

services were 4.22 and 4.21 respectively. Overall, the average 

score of satisfaction was a high rating of 4.25, (Table 3). 

Table 3�Questionnaire and scores of satisfaction 

 

By reviewing 2016-2018 annual reports of the medical center, 

we found out that in the face of ICD revision and DRGs 

implementation, the manpower of the medical coder was 

maintained at 10. The external and internal medical coding 

experts review consistency rate was above 90% each month. 

In summary, that means the medical coding quality could be 

maintained without increasing personnel. Moreover, the DRGs 

surplus rate maintained at 17% to 19% which means the 

medical expenses were effective controlled. 

Conclusions 

The information systems do help medical coders work more 

efficiently, and optimize the workflow and coding quality. The 

results also confirm our hypothesis. As the DRGs consistency 

rate of doctors and medical coders was 63.2%, which is higher 

than before, and the doctors’ satisfaction level was rated high, 

that means doctors are willing to do it and give more suitable 

disease codes by the system with specialized medical coders’ 

supports so that every DRGs case could be monitored more 

precisely and reimburse reasonable payment. In this way, it 

successfully reduced medical resource wasting and potential 

financial risk which may lead to medical ethics issues.  
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Abstract 

Implementing electronic data collection for health research 

can be challenging in resource-limited settings, where 

electricity, Internet access, and study staff with computer 

training may be limited. Our team has established a successful 

research data infrastructure using the REDCap software at 

three HIV clinics and one coordinating center in Cameroon. 

We describe our recommended network architecture and 

guidance for study data teams working in similar settings. 

Keywords:  

Data Collection, HIV infections, Cameroon 

Introduction 

Cameroon is a member country of the Central Africa 

International epidemiology Databases to Evaluate AIDS (CA-

IeDEA), one of seven regional consortia of HIV cohorts 

encompassing 45 countries globally [1]. Clinics participating 

in IeDEA contribute longitudinal patient care data for 

observational HIV research and the development of care 

guidelines for groups like the World Health Organization. The 

participating Cameroon HIV clinics used paper charts, so the 

Cameroon IeDEA research team needed to build a low-cost 

electronic cohort database for three clinics plus an in-country 

data center in order to send data to the US-based Regional 

Data Center. The solution selected should not interfere with 

the government’s long-term planned rollout of electronic 

health records. Furthermore, the Cameroon National Ethics 

Committee advised that all data should be housed in-country 

before sharing with outside collaborators. 

Methods 

We implemented our research data collection system using 

REDCap [2], a free, secure and flexible web-based clinical 

research data capture platform. Unlike the single webserver 

solution typically seen in high-resource settings, we 

implemented three tiers of REDCap servers (Figure 1). To 

accommodate electricity and Internet outages, we set up a 

Windows desktop at each clinic as a “REDCap server” on a 

local area network (LAN) with battery backup. Patient 

enrollment and routine visit data were transcribed from paper 

forms into REDCap by data entry personnel working on 

laptops. This enabled data entry work to continue despite 

recurrent Internet and power interruptions. We configured a 

REDCap server (with fixed IP address) at the Data Center in 

Yaounde to receive data from all sites over Internet. Data 

officers at each clinic pushed data to the central server weekly 

ensuring timely data availability at the in-country Data Center. 

We implemented REDCap forms with  integrated quality 

checks (e.g.  range and valid values, date formats, skip logic) 

and conducted a monthly data quality control at the central 

level. At the end of every data quality review, a report was 

sent to the sites for verification and correction. The data 

quality control procedure was repeated to ensure all 

corrections were implemented. Cleaned data were uploaded 

quarterly to a regional data center. Variable names and codes 

were the same across REDCap projects on all server tiers, 

allowing easy transfer and harmonization of data. 

Figure 1 – Diagram of the 3-step data flow from HIV clinics 

in Cameroon to the regional data coordinating center 

Results 

This multi-tier REDCap architecture has enabled us to capture 

high quality, longitudinal data on over 6,000 unique patients 

despite weeks of Internet interuptions at both the Cameroon 

data center and participating clinics. Challenges with data 

collection and entry and REDCap data uploads have been 

resolved collaboratively with increased site engagement and 

training [3]. The Cameroon-based server meets requirements 

for in-country data storage and secure data sharing. 

Conclusions 

A multi-tier REDCap infrastructure can be a workable data 

capture solution for research in resource-limited settings. 
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Abstract  

Using telemedicine to provide care is an attractive alternative 

for patients. However, few studies have examined the 

demographics of the patients using virtual care. In this paper, 

we investigate the demographic features of the Virtual Care 

(VC) users; Age, gender, roles, and preferred methods of 

communication are studied.  

Keywords: 

Demographic features, Patients, Telemedicine 

Introduction 

Telemedicine is the use of technology to provide care to 

patients that are at a distance from health care providers [1]. 

Studies show virtual care is an attractive alternative for in-

person urgent care for patients mostly living in the rural 

communities [2]. Some of the reasons for using virtual 

consultation are to save cost of travel and time, ease of 

accessibility, and to reduce pollution [3]. Although there has 

not been many studies done to understand the  demographics of 

the population using telemedicine, one study shows women 

over 55 years of age are less willing to use telemedicine for ear 

and hearing appointments [4].  

Methods 

The subject of this study is a virtual care, web-portal created to 

host telemedicine consultation sessions between patients and 

board-certified providers from multiple disciplines. The virtual 

care service functions 24 hours a day, seven days a week. 

Through the portal, patients have the independence to choose 

to be seen the same day or schedule a visit at a later day. Based 

on the patient’s complaint, a list of expert physicians and their 

availabilities are presented. Patients have the ability to talk to 

the preferred physician by phone or video call. This feature is 

particularly important to accommodate personal preferences 

with regards to access to technology, privacy, security, and 

convenience.  

 

Data was collected through the web-portal and stored in a 

secure, HIPAA compliant server. Institutional Review Board 

(IRB) approval was obtained to conduct this research. The 

datasets were cleaned and preprocessed using OpenRefine and 

Microsoft Excel. All data points were kept because they have 

complete information. The descriptive statistical analysis was 

carried out using R. In further examining of the relationship 

between different variables, Tableau 10 was used in generating 

data visualizations. 

 

Results 

Since Go-Live, a total 2,467 patients registered to the portal; 

996 patients completed a visit in Virtual Care over a period of 

9 months.  

Age 

The self-reported age of users ranged from 1 to 118 years old, 

with a median of 39 and a mode of 34, as seen in Figure 1. The 

age data is further categorized into four age groups representing 

different population characteristics: with age 0-18 as Minors, 

age 19-34 as Young Adults, age 35-64 as Older Adults, and over 

65 as the Elders. Users aging from 35 to 64 years old composed 

57.68% of the entire user population. 

Gender  

A total of 1,763 female users constituted 71.46% of the user 

body, significantly outnumbering the 704 male counterparts 

(28.54%). A closer examination of the relationship between 

Gender and Age reveals that the male user population has a 

more spread-out distribution of users from different age groups. 

The female users, on the other hand, come heavily from the 35-

64 group (63.36%), Figure 1.  

 

Figure 1. Age Distribution of Female and Male Users 
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Encounters 

Among the 996 instances of patient encounters, 915 (93.56%) 

were completed and successfully paid. The remaining 6.44% of 

cases were either Non-billable due to Missed Session (46 

instances) or either Non-billable due to Cancellation (17 

instances), where encounters were initiated but never took 

place. The duration of patient encounters ranges from under 1 

minute to 15 minutes, with an arithmetic mean value of 4.55 

minutes and a median of 4.51 minutes, as seen in Figure 2.  

 

 

Figure 2. Distribution of the Duration of Patient Encounters 

Primary and Dependent Users  

2,016 users (81.72%) fell under the Primary roles; the 

remaining 451(12.28%) are classified as Dependent. A further 

look into user roles with respect to the age parameter indicates 

that 85.82% of Minors are Dependent. The other three age 

groups are predominantly Primary, each with over 80% of users 

being Primary as seen in Figure 3 below.  

 

 

Figure 3. Age Composition of Primary and Dependent Users  

 

 

Preferred Methods of Encounter  

827(83.03%) of instances took place via Phone call; the other 

167 (16.97%) encounters were facilitated by Video call, as seen 

in Figure 4.  A closer look at the preferred methods by gender 

indicates that a greater percentage of male users prefer Video 

than the female users. 

 

 

Figure 4. Preferred Methods of Encounters (Video vs. Phone) 

by Gender 

Discussion 

The major finding of this study showed 70% of the users were 

females. A likely explanation of this trend is women tend to 

seek care in general or are more open to integrating technology 

into their care seeking efforts. Another rational is that females 

may use VC to seek consultation or care for their children.  

 

Furthermore, the choice of video or phone call varied by 

gender. Most female participants preferred a phone call over 

video, while males had a higher rate of video calls.   

More research is needed to understand the reasons behind the 

choice of encounter. Future work will include the collection and 

analysis of broader data, such as chief complaint and diagnosis, 

to assess the efficacy of VC from clinical, technical, and 

operational perspectives. 
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Abstract 

We developed a HeartGuardian app and explored its effects 

supporting people with CVD on lipid control and medication 

adherence. Fifty-seven patients were enrolled, 29 in the 

intervention group and 28 in the control group. The  12-week 

intervention resulted in a moderate improvement in lipid level 

and greater improvement in medication adherence (82.14% vs 

37.93%, P=0.001). These outcomes translate into significant 

differences in occurrence of major adverse cardiac events 

(28.75% vs 72.43%, P =0.001).  

Keywords:  

Cardiovascular Diseases, Secondary Prevention, Medication 

Adherence.  

Introduction 

Cardiovascular disease (CVD) is a leading cause of death. High 

lipid level and poor adherence to CVD secondary prevention 

medications have been reported as the main risk factors of 

mortality in CVD [1]. Yet, lipid control rate and medication 

adherence are below ideal [1]. Mobile technology, such as 

smartphone application, might be part of a solution, as 

increasing evidence indicates that these apps support behavior 

change [2].  The aim of this study was to explore the short-term 

effectiveness of a HeartGuardian app in supporting people with 

CVD on lipid control and medication adherence. 

Methods 

In this twelve-week, two-armed, parallel, randomised control 

trial, fifty-seven patients with CVD were randomly assigned to 

either the intervention group (use of HeartGuardian app on 

smartphones and receive weekly text messages on health 

education) or the control group (receive weekly text messages 

on health education). The inclusion criteria were (1) 

hospitalized for CVD; (2) prescribed at least one CVD 

secondary prevention medication; (3) age 18 to 70; (4) owning 

a mobile phone with Android operating system; (5) competent 

to receive and read text messages. Patients who were critically 

ill, at an unstable or acute stage of illness, with mental illness, 

or unable to communicate were excluded. Approval of the study 

was obtained from the Capital Medical University Review 

Board. 

The HeartGuardian app is designed based on behavior change 

theory [3]. Interventions integrated in the app include:  (1) 

health education (tailored health plan and daily  updates on 

lifestyle, diet, and treatment); (2) behavior interventions 

(medication reminders); (3) follow-up (medication recording 

and daily feedback. The app will remind the participants when 

it is time to take their medications and mark the medication as 

a "taken" or "missed" dose.); and (4) self-empowerment via 

automatic intelligent, real-time video feedback based on the 

subjects’ adherence to taking medication. The videos show 

either improved or worsening vessel pathology based on the 

subjects’ specific actions. The app is compatible with the 

Android operating system. 

The primary outcome was the lipid level, including low-density 

lipoprotein cholesterol (LDL), total cholesterol (TC), 

triglyceride (TG), and high-density lipoprotein cholesterol 

(HDL). Secondary outcomes included medication adherence, 

and the occurrence of major adverse cardiac events (MACE) 

which are defined as the occurrence of unstable angina, ST-

segment evaluation myocardial infarction, non-ST-segment 

evaluation myocardial infarction, and coronary 

revascularization. Primary and secondary outcomes were 

measured at the baseline and twelfth week by a research staff 

member who was blind to participants’ random assignment. 

The baseline data regarding participants’ demographics, 

medical and medication details were collected from 

participants’ charts before discharge. Participants were required 

to visit the clinic at the twelfth week after discharge for routine 

health review and collection of follow-up data. The fasting 

blood samples of the participants were collected at their clinic 

visit for measurement of lipid levels. Medication adherence was 

measured by the Morisky Scale [4]. The occurrence of MACE 

was collected from participants medical charts.  

Statistical analyses were conducted using SPSS 19.0 for 

Windows (SPSS Inc, Chicago, Illinois). The Chi-square test or 

Students t-test was used to test the difference between the two 

groups. A matched paired t-test and McNemar test were applied 

to test the differences within groups between the baseline and 

at the twelfth month follow up. Statistical significance was set 

at P < 0.05. 

Results 

Fifty-seven patients were enrolled with 29 in the intervention 

group and 28 in the control group. There was no significant 

difference between the two groups on the baseline data (data 

not shown here due to word limits). The mean (SD) age was 

59.05 (7.23) years. 82.46% were male. 63.16% were retired. 
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71.70% of the participants were diagnosed with unstable angina 

and 88.30% had comorbidities.  

As shown in Figure 1, no significant difference was observed 

in the baseline lipid levels between two groups. After the 12 

weeks of intervention, both triglyceride and total cholesterol 

were significantly lower in the intervention group, compared 

with the control group (P=0.020, 0.014, respectively). Pre-post 

tests showed triglyceride level at the twelfth week was 

significantly lower than the baseline in the intervention group 

with a mean difference in change of -0.263 mmol/l ([95%CI, -

0.040 to 0.487], P=0. 024), while it was significantly higher 

than the baseline in the control group with a mean difference in 

change of 0.378 mmol/l ([95%CI, 0.044 to 0.712], P=0. 029). 

No significant changes were observed with respect to low-

density lipoprotein (LDL) and high-density lipoprotein 

cholesterol (HDL). 

The baseline medication adherence was similar between the 

intervention group and the control group (43.33% vs 30.00%, P 

=0.284). After 12-week follow up, adherence increased 

significantly in intervention group (43.33% vs 82.14%, P 

=0.002), while the increase was minor in the control group 

(30.00% vs 37.93%, P =0.520). The difference was statistically 

significant, with the intervention group exhibiting higher 

medication adherence at the twelfth week than the control 

group (82.14% vs 37.93%, P=0.001).  

Regarding the terminal clinical outcomes, the HeartGuardian 

app achieved a positive effect in lowering the occurrence of 

MACE in the intervention group, compared to the control group 

(28.75% vs 72.43%, P =0.001). 

Discussion 

Recent studies support the effectiveness of applications in 

improving lipid management and medication adherence [5,6]. 

But few studies assessed the effects on terminal clinical 

outcomes, such as MACE [5]. In the current study, a 12-week 

smartphone-based application intervention resulted in a 

moderate improvement in lipid level and greater improvement 

in medication adherence. These outcomes translate into 

significant differences in the occurrence of MACE. The 

possible reason that smartphone-based application improves 

the management of CVD risk factors might be that it enhances 

patients’ self-efficacy and provides a form of social support [7]. 

This app features multiple integrated interventions and 

customized health education, which are reported to be a more 

effective approach to achieve behavior change than single 

interventions and generic health education [2]. This study has 

several limitations. One of the main limitations is the 

Hawthorne bias. Patients in the intervention group were aware 

that they were enrolled in a study and the improvements in lipid 

management and medication adherence could just be the result 

of better motivation in terms of a healthy lifestyle. We sent 

weekly text messages on health education to patients in both 

groups to minimize this bias. 

Conclusions 

A smartphone-based self-empowerment app could help patients 

with CVD better manage their dyslipidemia and improve 

medication adherence, and reduce the rate of MACE. This 

SmartPhone application appears valuable in CVD secondary 

prevention. Effects longer than twelve weeks are worth further 

investigations.  

 

Figure 1. Effects of HeartGuardian Application on Lipid 

Levels. TC: total cholesterol; TG: triglyceride; LDL: low 

density lipoprotein; followup: at twelfth week after discharge. 
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Abstract 

openEHR’s Guideline Definition Language is designed for 
standardizing clinical decision support systems. In this study, 
we use Guideline Definition Language to represent patient 
safety rules in pre-operation of Percutaneous Coronary 
Intervention for the dynamic checklist system. After using 
Guideline Definition Language in this case, we had some 
results about its expression adaptability to requirements of 
patient safety rules. 
Keywords:  

Electronic Health Records, Patient Safety, Checklist  

Introduction 

The dynamic checklist system is a new type of guideline-based 
decision support system [1]. It can make judgments on actual 
data of patients with an execution engine and dynamically 
generates a personalized checklist accordingly. The core 
function of such system is based on implementation of rules. 
However, rules are closely associated with clinical data which 
makes the systems difficult to implement. 
openEHR is an open standard maintained by openEHR 
Foundation. Its core design is to separate medical domain 
knowledge from specific clinical information by dividing 
models into two levels: archetype model and reference model. 
Its organizers nowadays pay attention to integration problem 
between clinical decision support systems (CDSS) and 
electronic health records (EHR). They also found that 
expressing and sharing computerized clinical decision support 
content across languages and technical platforms are a long 
term goal. Lack of commonly shared clinical information 
models and flexible support for various terminology resources 
have been identified as two main challenges of sharing decision 
logic across sites. Therefore, they proposed a new guideline 
definition language (GDL) and added it to the openEHR 
Foundation. 
We carried out a case study for constructing clinical rules of the 
dynamic checklist system in preoperative stage of Percutaneous 
Coronary Intervention (PCI). We used GDL to express decision 
logic and build knowledge base for the dynamic checklist 
system. Also, we used openEHR’s information models as data 
model to represent clinical data concepts used in this case. The 
data source used in this case is a clinical data platform, which 
is also based on openEHR foundation. Then, we combined 
them with an execution engine. Based on these steps, we also 
summarized some general methods about rule editing with 
GDL. Finally, we discussed advantages, limitations, and 
directions of its future development. 

Methods 

Data Models for Medical Concepts 

First, we chose several archetypes based on openEHR 
corresponding to data requirements in the preoperative check 
procedure of PCI. Archetypes can be searched in the official 
platform named Clinical Knowledge Manager (CKM) by using 
keywords corresponding to domain medical concepts [2].  

Edit GDL Rules 

A complete GDL rule mainly consists of four parts, as shown 
in Figure 1: 

 
Figure 1– Basic structure of GDL 

After editing a large-scale number of GDL rules, we concluded 
a general method for rule editing based on GDL syntax, which 
is mainly divided into four steps: 

1. Defining Metadata: The metadata part is based on 
metadata description in the ADL, which includes 
mostly version information, language information, 
author information, keywords, rule usage and using 
scopes. 

2. Binding Archetypes and Elements: We used local 
variables to associate with unique path of archetypes 
or elements. 

3. Authoring Rules: The definition part of the rule is 
part of the GUIDE_definition module. Keywords 
WHEN and THEN are used to guide the condition 
and action of each rule.  Priority is used for setting 
execution order of the rules.  

4. Defining Ontology: The concept represented by gt 
code used in rule definition is indexed with clinical 
concept and can also support bindings of external 
term sets like SNOMED CT and ICD10.  
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Data Source and Engine for Rule Execution 

In this study, our data source was a clinical data center platform 
called CDR based on openEHR. The CDR uses archetypes as 
the primary form for storage and access of clinical data. Data 
stored in CDR can be queried by the interface and returned in 
JSON format with mapping of path and value. The path 
corresponds to what we defined in the rules and the value is 
what we need related to the element in archetypes. By using the 
CDS Workbench developed by Cambio Healthcare [3], we 
translated the rule format from GDL to Drools. Then, we used 
Drools as the execution engine. 

Results 

The core requirement for constructing rule base is expression 
of a single rule. Rules were classified into six types and we 
made an analysis about the percentage of expressing result. The 
result is shown in Table 1. 

Table 1– Results of rule construction 

Type Quantity Examples Results 
Hospital 
procedures 

5 Name, sex, age, deposit for 
surgery, medical insurance 
type. 

100% 

Surgical 
preparation 

4 Medical orders and drug-
related verification. 

100% 

General 
risk control 

6 Blood potassium, left ven-
tricular ejection fraction, 
allergies. 

100% 

Visual 
signs 

8 Blood pressure, body 
temperature, pulse. 

75% 

Physical 
exams 

6 Ultrasound, radiation. 67% 

Laboratory 
tests 

8 Blood, urine, stool, and 
blood coagulation routines. 

50% 

By executing these rules with Drools engine and running with 
data source from CDR platform [4], a personalized checklist 
was produced. Figure 2 shows one of the execution results. 
 

 
Figure 2– Execution result of the System 

Discussion 

According to requirements of rule expression of PCI 
preoperative surgery, we concluded several basic types we 
needed, mainly boolean expression, relational expression, 
logical expression, arithmetic expression, collection 
expression, interval expression, and data and time expression. 
After practicing rule construction, we found that GDL is 
designed to be user-friendly in expressing boolean, relation, 
logical, and arithmetic types; and lacking in expressing 
collection, interval, date and time. Collection and interval 

operations are important to dynamic checklist systems; 
keywords like foreach, where, size, contains and so on are 
urgently needed in cases of construction of patient safety rules. 
As for interval type, it can combine with data and time to 
express accurate date/time frame and interval without complex 
calculation.  
The above results mainly focus on the condition part of a rule. 
Using GDL to fit the content of the action specification part has 
some shortcomings. It can hardly support our requirements 
totally. For example, we needed to add basic check items into a 
checklist template through execution of rules. As such, we 
needed some functions like “addTask()”. Presently, we cannot 
find scalable functions in the action part of GDL. 

Conclusions 

In this study, we mainly discussed a case study about using 
openEHR’s guideline definition language to express patient 
safety rules in pre-operation of PCI and its practical results. We 
conclude that GDL has better adaptability when constructing 
rules of simple expression form. At the same time, it can 
effectively solve the problem of data acquisition and 
interoperability between systems. However, the expression 
ability of GDL has certain limitations. Thus, it cannot 
completely meet requirements of dynamic checklist systems. 
Future research will focus on design and implementation of a 
new type of guideline language to meet requirements of the 
dynamic checklist systems. Based on existing efforts, this new 
guideline language is expected to be robust, standards-based, 
open source tools supported, and clinically user-friendly. 
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Abstract 

Alzheimer’s Disease (AD) is an illness that degenerates an 

individual’s cognitive functions, leaving them unable to take 

care of themselves. Even without a definitive cure, AD should 

be treated with remedies and cognitive enhancement. This 

article presents an application that assists in the cognitive 

reinforcement of AD patients through games, supports the 

medical follow-up of patients, and facilitates the daily exchange 

of information between the caregiver and the doctor. 

 

Keywords:  

Smartphone; Alzheimer Disease 

Introduction 

Alzheimer’s disease (AD) is the most common form of 

dementia, characterized by being a disease that destroys nerve 

cells, disrupting synaptic connections, causing severe memory 

loss in addition to other symptoms that worsen over time [1]. 

Currently, AD has no cure but can be treated through 

medication and cognitive enhancement activities to prevent 

disease progression [2]. 

In the literature, we have found several applications that may 

help in cognitive enhancement in patients diagnosed with AD 

through games, however, none of the applications presented a 

dedicated platform to specialized observation of patient's 

performance in the games by the doctor, that is, it does not 

provide a form of communication between them and the 

caregivers. 

As a way to help doctors, caregivers, and patients with the 

initial level of Alzheimer's disease to have better interactions, 

this work presents an application called "MindUp" for mobile 

devices and web, where it's possible for patients to have access 

to specific games of cognitive exercise. These exercises serve 

as daily reinforcement of their functions in a controlled way and 

the caregiver can make out daily reports of the patient and assist 

the doctor monitoring the evolution of the disease. 

Methods 

This work began with a bibliographical review of studies done 

by neurology experts on Alzheimer's Disease and its 

predictions for the next years and generations, as well as 

informal interviews with neurology professionals to try to 

validate the idea and collect system requirements. In this 

context, the stages of the software development process, based 

on the ideas of the Scrum process [8] and adapted to the text of 

the work, were started. The requisites collected for the system 

were: A) Medical account management; B) Caregiver account 

management; C) Patient account management; D) Cognitive 

reinforcement exercises (games); E) Results; F) Exercise 

performance monitor (for doctors); G) Caregiver's Reports 

history and H) Daily Report Fill. 

A comparative analysis was made with 4 applications that serve 

the same purpose: "Fit Brain Trainer" [3]; "Lumosity" [4]; 

"Elevate" [5] and "Peak" [6]. These applications are the ones 

closest to the approach proposed by this work. The comparison 

can be seen in Table 1, where C indicates that the application 

has the associated requirement and N/C where it doesn't. When 

observing the collected data, the proposed system has as a 

differential the functions related to A, B, F, G and H 

requirements in relation to the related applications. 

Table 1 – Applications comparison 

(R) [3] [4] [5] [6] M

A N/C N/C N/C N/C C

B N/C N/C N/C N/C C

C C C C C C

D C C C C C

E C C C C C

F N/C N/C N/C N/C C

G N/C N/C N/C N/C C

H N/C N/C N/C N/C C

 

Based on these requirements, the "MindUp" system, composed 

of three dedicated interfaces for each user role (Doctor, Patient, 

and Caregiver), is being implemented. Figure 1 shows the 

activity flow of the actors in the proposed system. Subsequent 

sections explain in detail each step of this flow. 

 

Figure 1 – Activity flow on MindUp 

For the patient, the application has a simple and intuitive 

interface inspired by the guide to serious games for cognitive 

treatment [9], where the patient will have access to the game of 

cognitive reinforcement. In "MindUp", a memory game is used 

and can only be accessed at a determined time, which is 
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configured by the doctor, so that there is no overload of exercise 

and stress to the patient. 

In step (1), the patient must access the platform at the time 

specified by the doctor and perform a round of play. Each round 

consists of 3 levels of difficulty, the first with 3 pairs of cards, 

the second with 6 pairs and the third level with 8 pairs. 

For the caregivers, we used the test to catalog the daily behavior 

of the patient, which is observed by the caregiver in step (2), 

and capture details of the patient's daily life. 

In step (3), the caregiver will be presented to 10 multiple choice 

questions that were developed by neurologist James E. Galvin, 

whose main purpose is to detect the level of the disease in 

patients, applying the questions seasonally [7]. 

The doctor can register their patients on the platform, giving 

each of them a credential, and configure the patient's times of 

use of the application. Subsequently, after processing the data 

collected by the patient's use and by the caregiver's follow-up, 

the system will generate data on the patient's daily income, as 

demonstrated in step (4). 

The daily yield (Dy) is measured by the average points of each 

session (S) marked by the patient on a given day. The score of 

each session (S) is made by the average score (Pt) of each level 

of the game, which is calculated by the number of pairs of cards 

marked (x) times 10 divided by time (t). Therefore, the 

calculation made to gauge the yield is given by the following 

formulas adopted by the author 1)Ap = (10 * x) / t; 2)S = (Ap1 

+ Ap2 + Ap3)/3 and 3)Dy = (S1 + S2 + S3)/3 

In addition, the doctor can access reports produced by the 

caregivers and can access the last one produced or of a certain 

date. This process is represented in step (5) 

Results 

Currently, the project is undergoing validation, prototyping, 

implementation, collection, and analysis of new requirements, 

as well as refinement of existing ones, and improvements in 

system architecture. 

Figure 2 shows the main functionalities of the system, already 

implemented. The interface (1) demonstrates how its user 

interface (UI) is proposed by the Caregiver, who will answer 

the multiple choice questions; the UI (2) already demonstrates 

a use of the game of memory that will be accessed by the 

patient; Finally, the UI (3) demonstrates the proposal of the 

physician interface, which can be used to monitor the patient's 

treatment. 

MindUp attempts to bring greater interaction among doctors, 

caregivers, and patients, collecting information onthe daily and 

specific behavior that may occur on sporadic days, and may 

encourage further research. 

 

Figure 2 – UI for different roles in Mindup 

Through informal interviews with neurologists, a great deal of 

acceptance was noted by practitioners. It was noticed that the 

application "MindUp" is useful those involved with 

Alzheimer's disease treatment, and therefore, we had a greater 

interaction of professionals in this project, where they were 

always giving ideas of what the proposed system could do. 

The system proposed here differs from other related platforms 

in that “MindUp” proposes to be an open platform and most of 

the features that its competitors promise are paid. None of the 

related applications showed any interactivity with physicians 

and caregivers, showing the results of the training only for the 

end-user, and also does not give the caregiver the ability to 

record daily patient behaviors 

Conclusions 

The “MindUp” system still has the potential for growth, mainly 

because it has partnerships with professionals to understand, 

collect and validate requirements, which can bring new 

functionalities and integrating other types of cognitive 

reinforcement exercises. 

Continuous use of the system, which has not yet been carried 

out, and a follow-up of a considerable number of patients can 

give new visions about the system and prove its relevance in 

the face to other available solutions. 
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Abstract 

SNOMED-CT project under the Ministry of Health and Family 

Welfare is operational at AIIMS since July 2016. A team of 

nurses were recruited under SNOMED project who actively 

works for integrating existing EHR with SNOMED-CT, 

monitoring, training of users auditing the data, resets creation 

and development of National Drug Database. 

This paper emphasizes role of Nursing Informatics in 

implementation of SNOMED-CT project in India as well as in 

any other country.  

Keywords:  
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Introduction 

SNOMED-CT is the foundation for standardizing clinical 

content in Electronic Health Records (EHR) that contains 

concepts with unique meanings along with specific codes and 

formal logic based definitions organized into hierarchies. 

Nursing informatics (NIS) is a field of nursing that 

incorporates nursing, computer, and information sciences to 

maintain and develop medical data and systems to support the 

practice of nursing, and to improve patient care outcomes.The 

quality of care depends on effective communication among 

healthcare providers, since healthcare providers communicate 

primarily through the notes they write in a patient’s health 

record/in-patient chart, nurse informaticist seek to continually 

improve the speed, efficiency, timeliness, accuracy of patient 

charting, reducing costs and thereby enchancing patient care. 

 Methods 

SNOMED-CT project under the Ministry of Health and Family 

Welfare is operational at AIIMS since July 2016. The team of 

nurses and a programmer were recruited under an exsiting 

SNOMED project. The programer actively works on integrating 

existing EHR with SNOMED-CT, monitoring, training of users 

auditing the data, reference set creation and development of a 

national drug database . 

AIIMS is the premier medical institute of India and it conducts 

teaching programs in medical and para-medical courses both at 

undergraduate and postgraduate levels and awards its own 

degrees. 

The NIS team working for SNOMED-CT at AIIMS, NEW 

DELHI has accomplished the following task in order to enhance 

the implementation of SNOMED-CT. 

• Twenty six reference sets were created and validated 

based on the NHP (National Health Program) 

requirement. 

• LOCAL REFSETS: Apart from these, the department 

wise local Refsets are also prepared in the Refset 

Management Tool by the AIIMS SNOMED team  

• Validation of some Refsets are in process (Future 

Targets) 

• Creation of The National Drug Library Database has 

been done and it includes, name of the drug with 

SNOMED-CT code, Manufacturer code, Drug 

classification which includes a SNOMED-CT code and 

a Medicine brand name (1,69,000 drugs have been 

mapped with SNOMED-CT codes) 

• SNOMED-CT coding done for 4000 nationalized lab 

investigations given from ministry 

• SNOMED-CT coding for the diagnoses collected from 

clinical areas of the hospital 

• SNOMED Integrated EHR : Various online 

applications running in AIIMS have now been fully 

integrated with SNOMED-CT which are as follows:  

− National death registry of India (NDRI) 

− e-birth module (Online birth certificate) 

− e-MLC (Online medico legal certificate) 

− e-vitals Entry for Nurses 

− e-Hospital-Admission Discharge Transfer 

− PDS (patient display system) 

− e-Blood request 

− OT module 

− Online Admission Requisition 

− Quality Assurance Module for academics 

− Heart Transplant Registry 

Results 

The NIS team working for SNOMED-CT at AIIMS, NEW 

DELHI has been successful in creation and validation of 26 

Refsets, along with Local Refset. The creation of National Drug 

Library Database has been done and 1,69,000 drugs have been 

mapped with SNOMED-CT codes, 4000 nationalized lab 

investigations and diagnoses have been mapped. Along with 

this SNOMED integrated EHR are running in AIIMS. NIS have 
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been successfully carrying out the ongoing implementation of 

SNOMED-CT. 

Discussion 

To make electronic health record meaningful and useful we 

need a standard code of terminology. SNOMED-CT provides 

the same, however before implementing it we need to customize 

it as per national requirement.  

For the customization of SNOMED-CT as per national 

requirement comes the role of NIS.They are a neccesity in the 

implementation of the same . 

Conclusions 

Nursing informatics (NIS) is an intersection between patient 

care and patient health information and is emerging as the 

backbone for bridging the gap to implement SNOMED-CT. As 

a result, this standardized reporting helps in reducing lot of 

inaccuracies and thereby ensures comprehensiveness in 

recording the patient’s entire health information. 

References 

[1] Working Together: SNOMED International and the World 

Health Organization and the SNOMED-CT to ICD-11-

MMS Map Position Statement. 

[2] Pickering, B.W., Dong, Y., Ahmed, A., Giri, J.,  

Kilickaya, O., Gupta, A.,  Gajic, O. and Herasevich, V., 

2015. The implementation of clinician designed, human-

centered electronic medical record viewer in the intensive 

care unit: a pilot step-wedge cluster randomized trial 

International journal of medical informatics, 84 (5),   

pp.299-307. 

[3] Kate RJ. Towards Converting Clinical Phrases into 

SNOMED-CT Expressions. Biomedical Informatics 

Insights 2013 6(Suppl. 1):29-37. 

 

Address for correspondence 

Lt Col (Dr) Owais M Siiddiqui. 

Room No 21. 

Computer Facility,  

All India Institute Of Medical Sciences 

Ansari Nagar, New Delhi-1 

drowaismsid@gmail.com 

. 

S. Rai et al. / Role of Nursing Informatics in Implementation of SNOMED-CT in India 1719



Development of Augmented Reality in Learning for Nursing Skills 

Yukie Majima
a
, Seiko Masuda

a
, Takeshi Matsuda

b
 

a Graduate School of Humanities and Sustainable System Sciences, Osaka Prefecture University, Sakai, Osaka, Japan,  
b Department of Information Security, University of Nagasaki, Nagasaki, Japan 

 

Abstract 

This study was designed to develop a wearable learning 

support system that enables novices to learn the skill for blood 

withdrawal  while imitating its images displayed in front of 

them. For them to master “tacit knowledge,” such as 

“proficient art” and “knacks,” in intravenous injection and 

blood drawing techniques. This paper outlines a learning 

support system incorporating augmented reality (AR), which 

we have developed based on earlier studies. 

Keywords:  

Augmented Reality, Nursing Skills, Tacit Knowledge 

Introduction 

Along with the increasing sophistication of medical care, it is 

important to foster “nursing practical knowledge” with a view 

of nursing that gives due consideration not only to nursing skill 

proficiency, but also to emotional aspects of work, such as 

intentions of patients and their families in individual and 

diverse situations. Nevertheless, such practical knowledge of 

nursing is highly tacit in nature. It is therefore difficult to 

verbalize [1]. Furthermore, because nursing practice at clinical 

sites is conducted in a closed environment, no opportunities 

exist for it to be disseminated or for the information to be 

shared; few opportunities exist for the practices to be refined. 

Other studies investigating the area of video reflexive 

ethnography have indicated a study method with which 

structural changes to clinical communication were achieved for 

reshaping ICU ward round practices [2]. Another study 

explored how clinicians used the built environment to provide 

safe communication in an ICU [3]. 

In the area of leadership education, Gordon et al. [4] reported 

that being able to "see" oneself at work gave participants the 

opportunity to discuss and analyze their everyday leadership 

practices and challenge some of their sometimes deeply 

entrenched values, beliefs, practices, and assumptions related 

to healthcare leadership.For those reasons, the authors have 

conducted research continually since 2008, specifically 

examining the tacit nature of nursing skills, for which efforts 

have been undertaken to visualize manuals for nursing skills at 

hospitals and to share them using an e-learning system.  

Into some specific types of blood vessels, novices have 

difficulty inserting a needle. This study was undertaken to 

develop a wearable learning support system that enables 

novices to learn the “art” in blood vessels while imitating its 

images displayed in front of them. For them to master “tacit 

knowledge,” such as “proficient art” and “knacks,” in 

intravenous injection and blood drawing techniques, we 

specifically examine fingers holding no tool, those which play 

a supportive role, which has been a blind spot as a subject for 

study. To that end, we are carrying out this study using the 

following three approaches. 

(1) Wearing sensors on supportive-side fingers for intravenous 

injection techniques to analyze the contact force and facilitate 

the insertion of a needle into a blood vessel. 

(2) Consideration of a method to visualize learning contents to 

ease understanding of techniques. 

(3) Consideration and development of a system to support real-

time learning using wearable glasses. 

We are now analyzing contact pressure and skin extension 

pressure of supportive fingers and comparing the characteristics 

of experts and novices in relation to (1), concurrently with the 

pursuit of (2). Regarding (3), we have developed a learning 

support system prototype using augmented reality (AR). This 

paper presents an outline of the system.  

Earlier Studies 

The authors have conducted the following studies to date, de-

voting particular attention to the tacit knowledge of nursing 

skills. 

(1) We conducted an interview survey and obtained the follow-

ing findings: a) Many nurses believe that, in most cases, once 

they have identified a vein, they are able to perform an intrave-

nous injection. However, they just verbally express the moment 

when they have done it well as “feeling like entering a blood 

vessel ‘smoothly (‘kukutto’ or ‘sutto’ in Japanese)’”. It is diffi-

cult to express exactly how they feel [5]. b) Novice nursing stu-

dents consider that the knack for techniques is to remember pro-

cedures [6]. It is therefore important for the process of learning 

support to compel novices to master procedures before their ad-

vancement to sharing the performance characteristics of experts. 

(2) Having analyzed lines of sight in practicing intravenous in-

jection techniques, we found that line-of-sight flows differed 

between novices (nursing students) and experts (nursing per-

sonnel) and that experts move their lines of sight to the next 

practice (prior treatment) [7]. 

(3) We developed a reflective learning support system that sup-

ports to review skills based on the procedures and the line-of-

sight flows [8]
 

and a system that can reproduce finger move-

ments in practicing skills in computer graphics using motion 

capture for fingers [1]. 

(4) To extract tacit characterization data of nursing skills from 

different perspectives, we analyzed “brain waves” and “heart 

rate” data of practitioners and clarified the state of relaxation 

and that of tension in the process of practicing nursing skills. 

Subsequently, the characteristics of “techniques” were com-

pared between experts and novices [9]. 

(5) We analyzed tuning information (pull-in effect) related to 

biological rhythms (brain waves and heart rate) of nurses and 

patients on the hypothesis that the good or bad mutual relation-

ship between a nurse and a patient might be related to the pro-

ficiency of techniques. Results suggest the possibility that 

nurses’ states of relaxation might cause patients’ state of relax-

ation [10]. 
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In injection skills education, both instructors and learners are 

typically highly interested in how to handle a syringe. In fact, 

the know-how to support the learning has been accumulated. 

However, only purposes such as “fixation and extension of a 

blood vessel” are presented in terms of the techniques of left 

fingers matched to the characteristics of blood vessels of indi-

vidual patients for whom giving an injection is difficult. The 

characteristics include a rolling over-and-over (‘korokoro’ in 

Japanese) of a moving blood vessel. How to fix and extend a 

blood vessel has not been fully taught. 

In blood drawing and intravenous injection techniques, fingers 

holding no tool that play a supportive role facilitate the insertion 

of a needle into a blood vessel. For this reason, we aim to de-

velop a learning support system that particularly addresses 

those factors which play a supportive role (fingers that facilitate 

inserting a needle into a blood vessel) other than the main fac-

tors and processes. We compared the characteristics of experts 

and novices to observe the contact pressure of supportive fin-

gers and found that experts practice skills with a more stable 

contact pressure [11] and skin extension pressure [12] than nov-

ices do.  

Wearable AR System for Learning 

In conventional education for nursing skills, novices typically 

first learn the purpose and procedures of the skills in lectures. 

Then they actually undergo training individually or as a group 

after having seen demonstrations in technical seminars. Be-

cause novice nursing students consider that the knack for tech-

niques is to remember procedures, instructors have been re-

quired to try to provide easy-to-understand demonstrations. In 

recent years, when ICT has developed, video learning and 

eLearning that can be learned anywhere, anytime has become 

possible. Nonetheless, in actual nursing skills training, learners 

often practice while watching a monitor that displays video im-

ages. Real-time learning is difficult because of line-of-sight 

flows and other problems. No image clues are found in terms of 

fingers holding no tool, which might play a supportive role in a 

blind spot, but which might be a subject for study. It is particu-

larly problematic to learn the “art” for blood vessels into which 

it is difficult for novices to insert a needle. 

For that reason, we first developed a learning support system 

using AR (Argument Reality) in which learners can learn ex-

perts’ nursing skills without moving their lines of sight.  

Figure 1 portrays a specific screen for learning. When practic-

ing skills training, learners can learn skills by following and im-

itating (tracing) the images of experts’ techniques that are dis-

played transparently in front of them in real time. The prototype 

system verified that training is possible by overlaying images 

on a simulation arm model. 

 

Figure 1- Wearable learning system using AR: Learners 

obtain skills by watching and imitating images of experts’ 

skills projected on an actual simulation model. 

Conclusions 

We described the development of a wearable system for the 

learning of tacit knowledge of injection skills, following our re-

search conducted to date. Future challenges include the follow-

ing. Because adjustment of overlay images is necessary before 

training, additional efforts must be undertaken in overlaying ex-

perts’ (others’) images and beginners’ images of skills, includ-

ing the determination of object positions and how to imitate ob-

jects. Furthermore, we will compare practice performance of 

students using AR and those not using AR to be clearly seen 

whether AR makes a difference, for example, whether the time 

to achieve proficiency of techniques reduces by using AR. 
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Abstract 

eHealth system users need adequate, timely access to health-

related information; including the functionality of alerting and 

notifications on events.  This was addressed through 

requirements engineering techniques. The analysis resulted in 

a requirements’ list and architecture based on IHE standards.  

Patients, professionals and administrators were identified as 

main actors, core notification attributes were type and 

transport channel, and notifications always event-triggered. 

One challenge is system-based data access events, potentially 

leading to an invalid triggering of events. 

 

Keywords:  
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Introduction 

Social services and health care, are areas of welfare expected to 

benefit extensively from digitalization [1,2]. Both sectors 

require a large public investment and are areas that most 

citizens come in contact with over their lifetime. For  eHealth 

system users it is crucial to be able to access health related 

information in an adequate and timely manner. Patients are 

increasingly engaged in their treatment process, transforming 

healthcare IT into a personalized, largely connected and patient 

empowering infrastructure [3]. Improving the continuity of care 

and establishing an effective cooperative health care is expected 

to reduce costs. To address this challenge, electronic health 

record (EHR) systems are introduced to close the gap between 

institution-specific patient data and a comprehensive, 

longitudinal collection of health related patient data [4]. Patient 

access to the EHR and interactive messaging functions may 

improve communication, patient empowerment, engagement, 

and self-management [5]. Those challenges and promises are 

drivers of many eHealth projects around the globe focusing on 

introducing regionally/nationally wide and connected, 

standards-based EHRs [6]. The underlying standards have also 

been endorsed and promoted by the European Union [1]. 

However, a recently published study on the status of EHR 

implementations within the European Union [7] shows that 

introducing the infrastructure for a standards-based EHR is not 

enough for a successful implementation and  acceptance by the 

major key players in the health care system. Especially the 

usage by medical practitioners, and therefore the primary and 

secondary usage of EHR data, is in several countries an aspect 

receiving  a low rating. One important aspect for physicians 

regarding the usage and acceptance of eHealth systems is the 

functionality of alerting and notifications on events on or within 

data of the EHR system [8]. Focusing on this aspect, this paper 

has the following goals: 1. To identify requirements for an 

alerting and notification system  expected to be provided by a 

state-of-the-art EHR system; 2. To elaborate on a solution on 

how to incorporate such a system in an already existing IHE 

based EHR system. 

Methods 

Our approach was to address this topic by using requirements 

engineering techniques focusing on the business analysis and 

project definition phases [9]. We did not address the project 

execution and maintenance phase, since implementing a 

prototype was not within the scope of this paper. This will be a 

part of future research. Therefore, our research evolved through 

three phases leading to a list of requirements and an architecture 

based on IHE standards: conception (business analysis), 

architecture and workflows (project definition) and 

validation of the architecture against requirements.  

Results 

Requirements for Notification Systems in EHRs 

Based on the gathered material and information, three rough 

types of actors of an eHealth system were identified: 

• Patient: a person with a medical history. Related PHI 

data for the identified person is stored within the 

EHR. This Actor has no or limited medical knowledge 

and background. 

• Professional: Professional user of the eHealth system 

connected with zero or several patients. The usage of 

the system is within the scope of the treatment process 

of associated patients. 

• Administrator: Technical user with no medical 

background. This person is responsible for 

maintaining and operating the eHealth system and its 

functionality. 

Since  this paper targets the acceptance and  requirements of an 

eHealth or EHR system for its end users, the actor 

“Administrator” was not considered. In contrast to our initial 

knowledge, the conception phase showed that the requirements 

on the level of which notifications are defined and received are 

identical for the Actors “Professional” and “Patient”. For both 
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actors the requirements can be arranged into two core 

functionalities: “Define Notification” and “Receive 

Notification”, where the latter is a consequence from the 

attributes defined for the former. Therefore the core 

characteristics of a notification are the type and  transport 

channel. 

Notification Types: 

• Instant Notification: Notification of this type is 

submitted immediately, without non-technical delay, 

to the intended recipient. 

• Aggregated Notification: This type of notification 

describes a summary of the occurrences of a certain 

event type. The timeframe of the summary is expected 

to be configured when defining the Notification. 

Notification Channels: 

1. In-Application: The information of the event is 

displayed within the application of the user. This could 

be a Primary System of the physician, a portal or web 

page. The notification is delivered as part of the 

application’s user workflow in the user interface. 

2. E-Mail: The notification is delivered in an E-Mail 

inbox. The transport media as well as the receiving 

party is expected to be insecure or not reliable. 

3. Secure E-Mail: This channel is similar to the E-Mail 

channel, however, transport and storage are secure 

through state of the art security mechanisms such as 

encryption and receiving confirmation. 

4. SMS: Delivery of the information to a mobile phone 

using SMS technology. Similarly to the E-Mail 

notification, this is not regarded as a secure channel. 

5. Letter: The notification is delivered in paper form 

using postal deliveries. Depending on the service, this 

can be a secure or insecure channel. 

 

Notification types and channels are closely related to each other 

since, for obvious reasons,  not each Notification type can be 

transported through each notification channel, e.g. a Letter-

based notification channel cannot transport instant 

notifications. Additionally, the channel has a severe impact on 

the notification itself. Less secure channels (e.g. E-Mail, SMS) 

can only transport general information events, whereas secure 

channels (Secure E-Mail, In-Application) are capable of 

transporting more detailed information such as patient names or 

information about the data that caused the event. This  also has 

a direct impact on the usefulness of the notification. 

Notifications are always triggered by events. Two event 

categories could be identified: 

• User Interaction Events: Events triggered by users of 

the EHR (e.g. A physician accesses data of a patient) 

• Data Processing Events: Events triggered by data 

within the EHR (e.g. a document was submitted 

containing  critical information such as an important 

laboratory parameter outside its ranges) 

Events are the only driver of notifications. The events are bound 

to the functionality of the eHealth system. In this paper, we used 

Siemens Healthineers eHealth Solution as an exemplary 

eHealth and EHR system.  

Architecture for Notifications in IHE based EHR systems 

As discussed previously two event categories could be 

identified: 1) user interaction events and 2) data processing 

events. In IHE based EHR systems, events are audited using the 

IHE ATNA (Audit Trail and Node Authentication) profile. The 

audit events are stored by an IHE Actor called Audit Record 

Repository (ARR). Our architecture uses this as the main source 

of triggering events. In order to generate notifications triggered 

by the IHE ATNA audited events, we introduce a Service called 

Notification Service. The ARR, acting as an Audit Record 

Forwarder, submits relevant events as ATNA based messages 

to this newly introduced service. Therefore the Notification 

Service is required to be capable of receiving ITI-20 

transactions. 

Conclusions 

Based on the requirements, transaction flows and nature of IHE 

based eHealth systems we conclude that it is possible to enrich 

existing IHE based eHealth infrastructures with a notification 

system that is based on IHE ATNA messages and automated 

fetching of additionally needed information through standards- 

based transactions. 
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Abstract  

This paper explains a methodology to improve patient safety 

through early detecting of HF complications and analyzing 

HF biomarkers in saliva obtained using a biosensor developed 

in HEARTEN project. A pilot study was performed in two 

hospitals in Spain and Italy respectively. A direct correlation 

was identified between TNF-alpha levels in saliva and weight. 

The weight gain in HF patients could predict a HF 

decompensation, consequently TNF-alpha could be a new 

biomarker of these decompensations.  

Keywords:  
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Introduction 

Heart Failure (HF), a cardiovascular chronic disease, has been 

rapidly increasing, positioning this disease as a main cause of 

mortality and poor quality of life in western societies [1].  

For this reason, in the beginning of 2015, the consortium of 

HEARTEN project [2] started working to develop and validate 

a co-operative ecosystem of tools (Clinical Decision Support -

CDS- tools directed to healthcare professionals, and 

empowerment tools directed to patients and caregivers), with 

the aim to improve the HF self-management for patients, and 

the HF management for all the actors that participating in HF 

care, both regarding the adherence and compliance of drugs, 

diet, and physical exercise recommendations. As part of this 

ecosystem of tools, one of the CDS tools developed by the 

consortium, is a saliva biosensor to obtain cortisol and TNF-

alpha HF biomarkers [3]. This couple of biomarkers are very 

interesting to know the HF status, and currently could be 

obtained taking a blood sample from the patient. HEARTEN 

proposal is to obtain the same biomarkers only taking a saliva 

sample from the patient, technique much less invasive. Our 

hypothesis on that subject is that a correlation between TNF-

alpha and/or cortisol and HF decompensation prediction could 

be identified obtaining these biomarkers from saliva. 

The work presented in this paper is related to the patient 

safety, one of the project outcomes, because the aim is to early 

detect HF complications analyzing saliva samples. 

Methods 

To validate the ecosystem of tools, a pilot study has been 

performed, including the collection and analysis of saliva 

samples. Two clinical sites participated in this study: ‘Virgen 

del Rocío’ University Hospital (VRUH) of Andalusian Health 

Service in Seville, Spain, and Cardiology Unit of the 

University Hospital (CUUH) in Pisa, Italy. Before the pilot 

study started, a clinical protocol was agreed between the 

involved partners, and approved by the ethical committees.  

The pilot study started in July 2017, and finalized in March 

2018. In this period, VRUH and CUUH recruited 29 and 38 

patients respectively in the intervention group of the study. A 

3-months follow-up was performed for each patient, validating 

the interactive ecosystem, and monitoring the specific saliva 

biomarkers. Patient used the ecosystem at home. A nurse 

visited patients one/two times a week, to solve doubts in the 

use of the ecosystem, and to collect saliva samples in a 

Salivette® container. The nurse carried the saliva samples to a 

laboratory, where a technician analyzed the samples. The 

laboratory technician used HEARTEN biosensors to monitor 

cortisol and TNF-alpha in saliva samples.  

Results 

There were 30 cortisol saliva samples and 28 TNF-alpha 

saliva samples of 15 patients (4 from Italy, 11 from Spain)  

analyzed with HEARTEN biosensors to find relation between 

cortisol and TNF-alpha samples at the beginning and at the 

end of the follow-up. Table 1 shows the detail of these 

observations. 

Table 1– Cortisol and TNF-alpha Data 

Biomarker 

Follow

-up 

Nº of 

obs Mean 

St. 

dev Min Max 

Cortisol Begin 15 16.35 14.48 1 46.6

Cortisol Begin 15 15.76 12.99 0.2 34.2

TNF-alpha End 15 18.43 16.84 2.8 49.8

TNF-alpha End 13 7.91 5.24 2 18

 

In Table 2, a decrease in the levels of cortisol, TNF-alpha, 

diastolic blood pressure (DBP) and weight can be identified, 

and a small increase in heart rate and systolic blood pressure 

(SBP). However, the only significant change can be read in 

the TNF-alpha levels. 

Table 2– Analyzed Variables 

Variable 

Mean 

Begin 

Obs 

Begin 

Mean 

End 

Obs 

End p-value 

Cortisol 16.35 15 15.76 15 0.91

TNF-alpha 18.43 15 7.91 13 0.04

SBP 129.3 15 133.13 15 0.55

DBP 71 15 69.41 15 0.74

Heart rate 71.93 15 73.27 15 0.83

Weight 81.51 15 80.64 14 0.86
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The boxplot in Figure 1, a reduction in TNF-alpha at the end 

of the period can be graphically shown. The significance of 

this conclusion may be seen in the Wilcoxon signed-rank test, 

which shows a p-value of 0.55, allowing rejecting the null at a 

significance level of 10%. 

 

 

Figure 1– Reduction in TNF-alpha. 

 

In Table 3, we can see the Spearman correlations between the 

two indicators and the measures of SBP, DBP, heart rate, 

weight, age, NYHA class and NT-proBNP at the beginning.  

Table 3– Spearman Correlation Coefficient of Saliva Cortisol 

and TNF-alpha Samples with HEARTEN Biosensors and 

Biological Data at the Beginning  

Variable 

CORTISOL  

(n=15) 

TNF-alpha  

(n=15) 

SBP -0.06 0.24 

DBP 0.20 0.07 

Heart rate -0.06 0.19 

Weight 0.03 0.05 

NT-proBNP 0.26 -0.39 

NYHA class 0.02 0.28 

Age -0.13 0.07 

 

We cannot find any significant correlation between clinical 

information, although it seems to be a inverse relation between 

NT-proBNP and TNF-alpha, with lower levels of TNF-alpha 

in patiens with higher levels of NT-proBNP. This correlation  

is low and there is no signifficant differences (Spearman 

correlation coefficient 25,7% p 0,3). If this correlation is 

demonstrated in bigger studies patient prognostic with a non 

invasive sample could be predicted. Table 4 reported the same 

analysis considering the measures at the end of the period. 

Table 4– Spearman Correlations of Saliva Cortisol and TNF-

alpha Samples with HEARTEN Biosensors and Biological 

Data at the End  

Variable 

CORTISOL  

(n=15) 

TNF-alpha  

(n=13) 

SBP -0.01 -0.29 

DBP 0.32 0.19 

Heart rate -0.23 -0.63 

Weight 0.21 0.64 

NYHA class 0.12 -0.12 

Age -0.52 0.51 

 

There is a significant negative correlation (at 5%) between 

TNF-alpha and heart rate. We also find a significant positive 

correlation between TNF-alpha and weight. We cannot 

analyze differences in samples at the end of the follow up 

because NT-proBNP has been measured only at the beginning. 

Discussion 

Initially in the project, the samples analysis was performed 

directly at patient’s home. Finally, this can not be possible 

because the samples needed a preprocessing (for example, the 

saliva must be centrifuged) in a laboratory. 

Although 67 patients were recruited in the pilot study, to 

analyze the TNF-alpha and cortisol correlation, only data from 

15 patients could be used, because in some cases the patient 

refused to collect the sample, or the sample was corrupted. It 

was not possible to use all analyzed samples obtained from 

TNF-alpha/cortisol, since we missed data from the patient’s 

clinical situation due to failures of HEARTEN ecosystem. 

No significant correlation between cortisol and biological data 

has been detected, mainly due to the reduced sample size. 

However, it seems to have a direct correlation between TNF-

alpha levels in saliva and the weight. This correlation can be 

used to predice HF decompensation, if the same results in 

bigger studies will be obtained, with a higher sample size. 

With higher sample size, we would like to look for a 

correlation between NT-proBNP and TNF-alpha, predicting 

patient prognostic with a non invasive sample. 

Conclusions  

HEARTEN ecosystem enables HF patients to achieve self-

manage of their disease. The saliva samples analysis has been 

performed in a satisfactory way, however the sample size has 

been too little. Authors are interested in performing a 

following pilot study to obtain a higher sample size that allows 

to analyze in depth the correlation between TNF-alpha and 

cortisol in saliva and the clinical situation of patients. 
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Abstract 

Recently Health Information Exchange (HIE) is gradually 

spreading in Japan. But there are few reports about the effect 

of the hospital management.  So we examined the effect for 

hospital management through the number of the newly admitted 

patients from 2013 to 2017. In this study both the total number 

of the admitted patients who was reserved as first visit patients 

was higher than not reserved and the number of the admitted 

patients who visited with introduction letters was higher than 

without introduction letters. (p<0.01) The total number of the 

admitted patients who had been registered to the Ajisai-net was 

624 (41.2%) for the same 5 years, and was revealed to be 

significantly higher than the number of the admitted patients 

who was reserved first visit with introduction letters. (p<0.01) 

In conclusion, use of the Japanese type of the HIE has a 

potential to increase the newly admitted patients finally. 

Keywords:  

Health Information Exchange, hospital administration, 

Electronic Health Records 

Introduction 

The continuous increase of the Medical costs is one of the most 

important national problem all over the world. It is an important 

problem in Japan as well. Because the income of the hospitals 

had been supported with the public universal insurance has 

been reduced, many hospital incomes are getting worse in 

Japan. On the other hand, Health Information Exchange (HIE) 

has been gradually spreading in Japan. 
[1,2] 

The Japanese 

Medical Association reported the number of these networks 

was at least 309 in 2017 all over Japan, and is increasing even 

now. But there are few reports about the economic and 

management effects of these networks in Japan[
3]

. The number 

of the newly admitted patients is one of the most influential 

factor of the hospital income, and this is greatly affected from 

the number of introduced patients from clinics or the other 

hospitals on the Japanese medical system. The Ajisai-net, one 

of the most popular HIE of Japan, has been organized and used 

since 2004 at the Nagasaki Prefecture located at the western end 

of Japan. Over 90,000 patient's medical records of 36 regional 

big hospitals of Nagasaki Prefecture are shared among over 370 

medical institutions such as hospitals, clinics, pharmacies and 

other medical institutions. In this study, we evaluated the 

economic and management effect of HIE through the changes 

of the patient introduction.  

Methods 

The Ajisai-net is one of the HIE of Japan. The feature of this 

network is the type in which the whole medical information 

Table 1 The Number and Rate of the First Visit and Admission 

to Nagasaki University Hosipital for Recent 5 Years 

 

Table 2 The Number and Rate of the Registered Patients to 

Ajisai-net for 5 Years 

 

Table 3 The Comparison of the Number of the Admitted 

Patients between First Visit Patients Registered to 

the Ajisai-net and Reserved First Visit Patients with 

the Introduction Letters 

 

of the Electronic Medical Record of the regional big hospitals 

was shared among many regional clinics, hospitals, 

pharmacies, nursing care stations and other several medical 

institutions. And this type of the HIE is the most popular in 

Japan. Nagasaki University Hospital has joined the Ajisai-net 

since 2009, and almost all the medical information of the 

Electronic Medical record of our hospitals is shared at the 

clinics, pharmacies, and other medical institutions based under 

the patient consents. We investigated the number and rate of the 

newly admitted patients and first visit patients using the 

statistical open data and the first visit management system.And 

the number of registered patients to Ajisai-net and additional 

data were obtained from the first visit management system and 

the Ajisai-net registration management system of the Nagasaki 

University Hospital. Emergency visit cases and dental visits 

were excluded, and the remaining first visit patients were 

2013 2014 2015 2016 2017 total

First visit 5,106 5,652 5,485 7,353 8,802 32,398

Hospitalization 1,905 2,106 2,045 2,623 3,558 12,237

rate 37.3% 37.3% 37.3% 35.7% 40.4% 37.8%

First visit 5,884 4,592 4,849 4,631 4,593 24,549

Hospitalization 1,891 1,580 1,709 1,663 1,921 8,764

rate 32.1% 34.4% 35.2% 35.9% 41.8% 35.7%

First visit 1,538 1,050 1,746 1,499 1,334 7,167

Hospitalization 143 110 342 321 361 1,277

rate 9.3% 10.5% 19.6% 21.4% 27.1% 17.8%

First visit 12,528 11,294 12,080 13,483 14,729 64,114

Hospitalization 3,939 3,796 4,096 4,607 5,840 22,278

rate 31.4% 33.6% 33.9% 34.2% 39.6% 34.7%

��������

no

reserva

tion

without

introduction

leter

total

with

introdu

tion

leter

reserva

tion

�

�

�

2013 2014 2015 2016 2017 total

total number of Ajisai-net registered 841 935 956 1,231 1,787 5,750

first visit patient  Ajisai-net registered 652 596 618 749 779 3,394

rate 77.5% 63.7% 64.6% 60.8% 43.6% 59.0%

Introduced under Ajisai-net registered 265 266 265 334 384 1,514

effective usage for the first visit 162 177 179 241 294 1,053

rate 61.1% 66.5% 67.5% 72.2% 76.6% 69.6%

��������

�

2013 2014 2015 2016 2017 total

Reserved first visit with introduction letter 5,106 5,662 5,485 7,353 8,802 32,408

the number of admission 1,906 2,106 2,045 2,623 3,558 12,238

rate 37.3% 37.2% 37.3% 35.7% 40.4% 37.8%

Introduced under Ajisai-net registered 265 266 265 334 384 1,514

the number of admission 111 107 101 125 180 624

rate 41.9% 40.2% 38.1% 37.4% 46.9% 41.2%

effective usage for the first visit 162 177 179 241 294 1,053

the number of admission 78 65 62 93 133 431

rate 48.1% 36.7% 34.6% 38.6% 45.2% 40.9%

��������	����
����

�

��
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divided to 3 types which are reserved visit bringing the 

introduction letters, non-reserved visit bringing the introduction 

letters and non-reserved visit not bringing the introduction 

letters. And 'the effective usage' in the table 2 has been defined 

as the case the doctor shared medical information through the 

Ajisai-net by themselves before introduction for this patient. 

Statistical analysis adopted the chi-square test. 

Results 

The total number of the first visit patients from 2013 to 2017 

was 64,120 at the Nagasaki University Hospital, and the 

average admission rate was 34.7% for 5 years. (Table 1) And 

the admission rate had increased every year. The admission rate 

of the first visit patients who had been non-reserved not 

bringing the introduction letters was the worst of the 3 types, 

17.8% in average. Conversely the highest admission rate was 

the type which was reserved visit bringing the introduction 

letters. There was a statistically significant differences between 

the number of the admissions of the reserved first visit and of 

the non-reserved first visit, (p<0.01) and also between the 

number of admission of the first visit with and without the 

introduction letters (p<0.01). On the other hand, the number of 

total registered to the Ajisai-net with patient consent was 5,750 

for the same 5 years (Table 2). The total number of the first visit 

patient who had been registered to the the Ajisai-net was 3,394, 

and registration rate was 59.0% for the same 5 years. And the 

total number of the registered patients to the Ajisai-net who was 

introduced from clinics was 1,514. And the total number of 'the 

effective usage' whose Electronic Medical Records of Nagasaki 

University had been shared through the Ajisai-net before 

introduction was 1,053 (69.6%), and significantly higher than 

the former  (p<0.01). The total number of the admitted patients 

who had been registered to the Ajisai-net was 624 (41.2%) for 

the same 5 years (Table 3), and was significantly higher than 

the number of the admitted patients of the reserved first visit 

patients bringing the introduction letters (p<0.01). And the 

number of the admitted patients who had been registered to the 

Ajisai-net as the ‘effective usage’ was 431 (40.9%), and also 

higher than the number of the admitted patients of the reserved 

first visit patients bringing the introduction letters (p=0.03). 

Discussion 

Recently hospital management in Japan is getting more difficult 

year by year because of the governmental policy of the 

suppression of the medical social cost. So many hospital has 

made much efforts to hospital management. Because in general 

the income of admission fee of Acute hospitals  is far more than 

the outpatient department of the same hospital in Japan, the one 

of the most important factor of the hospital economic 

management is pointed out to be the increase of the number of 

the newly admitted patients. Although there are some reports 

about the effect to the economic and hospital management of 

HIE in North America
[4,5]

, there are few in Japan. In this study 

the number of the admitted patients was significantly higher on 

the patients who had been introduced bringing the introduction 

letter than those who had not bringing the introduction letter 

(p<0.01) (Table 2).  And the number of the admitted patients 

whose first visit to the outpatient sections had been reserved 

with FAX was also significantly more than not reserved 

(p<0.01). These results seemed to indicate the more severe 

patients who had been selected  and introduced by the clinic 

doctors by means of the introduction letters and first visit 

reservations. On the other hand, the number of the admitted 

patients who had been registered to the Ajisai-net was also 

significantly higher than no use of the Ajisai-net. The total 

number and the number of the 'effective usage' of the admitted 

patients regsitered to the Ajisai-net was 624 (41.2%) (p<0.01) 

and 431 (40.9%) (p=0.03) respectively. Though the rate of the 

admission of the 'effective usage' patients who had registerd to 

the Ajisai-net before their firist visits was less than the rate of 

admission of the total number of the first visit who had 

registered to the Ajisai-net use (41.2% VS 40.9%) , these results 

seems to indicate the sharing medical information through the 

Ajisai-net which is the most popular type of HIE in Japan has 

clear incentive for the doctor who introduced thier patients to 

our hospital. In this study, although the direct increase effect of 

the number of hospitalized patients who had been introduced as 

the first visit patient after registration to the Ajisai-net is not 

clearly proved, at least the number of hospitalized patients who 

had been introduced as the "effective usage" was significantly 

higher than the total number of hospitalized patients who had 

been introduced as the first visit patients. There is 2 typical use 

cases on the Ajisai-net. One is for making use of the past or old 

medical information for the diagnosis or past history taking, etc, 

and the other is for the observation and evaluation of the 

updated patient condition or obtaining the latest medical 

information for the lifelong self-learing for doctors through the 

Ajisai-net. These results seems to indicate that there is the 

clearly incentives for the doctor to use the Ajisai-net through 

these 2 use cases when they introduce their patients to the big 

or professional hospitals. By the above, because the increase of 

the number of the hospitalized patients causes to increase the 

hospital income in Japan, the Japanese type of HIE is proved to 

be effective for the economic hospital management indirectly 

in this study. 

Conclusions 

The Japanese type of HIE like the Ajisai-net has much potential 

of increasing the number of the introduced first visit patients 

and admitted patients because of its high value in sharing 

medical information. 
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Abstract 

This systematic review examined studies aimed at reducing 

anxiety or depression in African American adults through use 

of telehealth interventions. Three small independent studies 

were identified. The findings showed significant reduction of 

depressive symptoms post-intervention (all p values < .05). 

However, effectiveness of telehealth intervention compared to 

face-to-face was not determined. The results highlight the need 

for additional research into the effectiveness of using telehealth 

to manage anxiety and depression in this population. 

Keywords:  

Telemedicine; African Americans; Mental Health 

Introduction 

In 2017, the U.S. Substance Abuse and Mental Health Services 

Administration (SAMHSA) estimated that 46.6 million adults 

in the U.S. experienced mental illness in the last year [1]. The 

prevalence rate of mental disorders, excluding serious mental 

illness, has remained constant since 2008 [1]. A decade later, 

technology has allowed us to increase the options for delivery 

of mental health services; however, the percentage of adults 

with a mental illness who received mental health services in the 

past year (42.6%) was comparable to the rate for most years 

from 2008 to 2016 [1]. The expanding adoption of telehealth in 

the U.S. can increase access to mental health services, 

improving health outcomes and reducing health care costs. 

Although telehealth may not work for everyone, it has the 

potential to help many people included in the estimated 26.7 

million U.S. adults (57.4%) who have a mental illness but did 

not receive mental health services in the last year [1]. 

Anxiety and depressive disorders are among the most common 

mental illnesses. A report by the Centers for Disease Control 

and Prevention (CDC) noted that 12.9% of non-Hispanic whites 

and 9.3% of non-Hispanic blacks reported having received a 

diagnosis of anxiety in their lifetime [2]. Moreover, the 

estimated prevalence of depression was higher for African 

Americans (12.7%) than their white counterparts (7.5%) [2].  

Due to underreporting of mental illness, especially in 

underserved populations, it is unclear if the prevalence 

estimates depict the true rates, and if the differences observed 

between racial groups are accurate; however, there is 

significant unmet need and racial disparity in the use of mental 

health services [1]. Although there is less than a 4% difference 

in the prevalence of mental illness among white adults 

compared to black adults (20.4% vs. 16.5%), African 

Americans utilize mental health services at less than half the 

rate of their white counterparts (8.9% compared to 18.1%) [3]. 

Barriers to African Americans receiving health services are 

well documented in literature.  

Methods 

The methods outlined in the PRISMA Statement for systematic 

reviews were followed (see Figure 1). First, a comprehensive 

literature search was conducted using the PubMed, PsycINFO, 

Scopus, and Web of Science electronic databases for relevant 

articles published from 1970 to September 2018. A 

combination of keywords relating to African Americans, 

depression, anxiety, and telehealth were used. Second, 

reference lists of the included primary articles and retrieved 

systematic reviews were examined to identify any relevant 

publications.  

The criteria used for inclusion in this review were: (1) 

intervention targeted Black/African American adults (≥ 18 

years old); (2) primary outcome(s) include either diagnosis or 

symptom severity of depressive or anxiety disorder; (3) 

telehealth-based psychological intervention; (4) intervention 

effectiveness evaluated using one or more standardized 

measures of anxiety or depression  administered pre- and post-

intervention; and (5)  feasibility of using telehealth modality to 

receive psychological help, acceptability of using telehealth 

modality to receive mental health services, or self-management 

through participation in the intervention assessed post-

intervention.  

Covidence software was used for article screening and data 

extraction. Two independent reviewers (T.M. and C.B.) 

independently analyzed each title and abstract of articles 

retrieved to determine their relevance. The full text of 

potentially eligible studies was retrieved and similarly analyzed 

by T.M. and C.B. to exclude papers that did not meet inclusion 

criteria. Any disagreement over the eligibility of particular 

studies was resolved by an adjudicator (S.K.). The Critical 

Appraisal Skills Programme (CASP) checklists were used to 

assess the quality of the identified studies. 

Significant themes and trends of the studies were identified and 

discussed. A quantitative analysis and comparison of treatment 

effectiveness across studies was considered. However, due to 

the limited number of randomized controlled trials (RCTs) 

included, comparison was not feasible. 

Results 

A detailed search in all databases identified a total of 622 

articles. Twenty-one additional articles were identified through 

examining other sources. After the removal of duplicates, 529 

articles were included in the title and abstract screening process. 

The majority of the articles that were excluded did not involve 

psychological interventions that targeted black adults. Fifty 

papers were identified as relevant to the research question and 
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included in the full-text screening process. Following the 

independent full-text screening process, three articles were 

identified that met the inclusion criteria and were included in 

the analysis [4–6].  

 

Figure 1– PRISMA Flow Diagram of Search Strategy 

The three independent studies had a pooled total of 32 

participants (range 6-15 per study). Telephone-based cognitive 

behavioral therapy (CBT) [4,6], or a mobile phone-optimized 

online intervention [5] was used. Only one of the studies was a 

randomized controlled trial (RCT) [4]. The remaining two 

studies were prospective cohort studies assessing the feasibility 

of interventions [5,6]. Two of the studies reported a majority (> 

80%) of their sample were female [4,6]. All participants 

reported to be HIV-positive in one study [6], and another 

reported 60% of participants were HIV-positive [5]. All of the 

studies used validated assessments (the Center for 

Epidemiological Studies Depression Scale (CES-D) [4,5] or 

Hamilton Depression Rating Scale (HAM-D) [6]) to assess the 

primary outcome of depression pre and post intervention.  

All of the studies [4–6] met a majority of the criteria used for 

consideration in the assessment of study quality in the CASP 

appraisal checklists (i.e. reviewers T.M. and C.B. answered 

‘yes’ for > 80% of the questions). Two studies lacked control 

groups [5,6], and all had small sample sizes (6-15 participants) 

and short follow-up periods (< 6-months) [4–6]. This resulted 

in the reviewers rating all of the studies to be of ‘fair’ quality; 

however, all studies were published in peer reviewed journals 

and deemed appropriate for inclusion.  

Statistically significant reduction of depressive symptoms 

(measured by improvement in mean CES-D or HAM-D score) 

was observed post-intervention in all of the studies (p < .05) [4–

6]. In addition, one study showed a significant reduction in 

depression severity post-intervention (p = .02, measured by 

improvement in mean Quick Inventory of Depressive 

Symptomology (QIDS-SR) score) [6]. All studies reported 

patient satisfaction with the interventions [4–6]. Hightow-

Weidman et al. also reported improvements for social support 

(p = .012) and social isolation (p = .050) for study participants 

post-intervention [5]. Furthermore, the RCT conducted by 

Glueckauf et al. found significant within-subjects effects for 

time across caregiver subjective burden (p < .02, measured by 

improvement in the subjective burden subscale of the Caregiver 

Appraisal Inventory (CAI)) and assistance support (p < .03, 

measured by improvement the Assistance subscale of 

Interpersonal Support Evaluation List (ISEL)) post-treatment 

[4]; however, no statistically significant effects were observed 

for group (telephone vs. face-to-face CBT) and the group x time 

interaction (all p > .05) on any of the measures [4].   

Conclusions 

Given the burden of unmet need and disparity in mental health 

utilization among African American adults, there is great 

potential to use telehealth to deliver services to this population. 

Telehealth is proving to be acceptable for some mental health 

services, such as CBT; however, to increase the likelihood of 

adoption among African American adults, telehealth 

interventions should be culturally-tailored. A “one size fits all” 

approach to designing telehealth interventions to help African 

American adults manage anxiety or depression may lead to 

more options but continued disparity in receiving care.  
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Abstract 

There is a critical need need for multi-institutional, large-scale, 

international applied clinical informatics research, given the 

global, widespread use of commercially-available electronic 

health records with different designs, capabilities, 

configurations, and implementation strategies. The Clinical 

Informatics Research Collaborative (CIRCLE) aims to identify 

and develop best practices for safe and effective health 

information technology design, development, implementation, 

use, and evaluation. 
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Introduction 

The last decade witnessed dramatic growth in electronic health 

record (EHR) adoption, from less than 10% to nearly universal. 

Until recently, only large, academic healthcare organizations 

implemented locally developed EHRs, which enabled extensive 

customization and novel research but had limited 

generalizability [1]. Currently, 95% of EHRs are commercially-

developed systems [2]. Commercial EHRs partially addressed 

problems related to system maintenance, long-term reliability, 

and variable annual costs. Nevertheless, commercial systems 

significantly curtail the ability of informatics researchers at a 

single organization to experiment with different designs, 

configurations, and implementation strategies, and satisfaction 

with current EHR performance remains low [3]. In the absence 

of purposeful studies, natural experiments nevertheless happen. 

Organizations adopting various commercially-developed EHRs 

choose different configurations, use systems in distinct ways, 

and learn valuable lessons based on mistakes during such 

processes [4]. These insights are rarely captured formally or 

disseminated widely. There is a critical need to conduct multi-

institutional, large-scale, international applied clinical 

informatics research that can improve EHR usage and 

outcomes. 

The Clinical Informatics Research Collaborative 

The mission of the Clinical Informatics Research Collaborative 

(CIRCLE) is to identify and develop best practices for safe and 

effective health information technology design, development, 

implementation, use, and evaluation. CIRCLE currently has 41 

collaborators representing 30 organizations across five 

countries. CIRCLE collaborators use many EHRs, including 

Epic, Cerner, MEDITECH, McKesson, Allscripts, CPRS/Vista, 

GE Centricity, eClinicalWorks, and others. Primary roles filled 

by CIRCLE collaborators include researcher, educator, 

physician, CMIO/CMO, nurse, data analyst, CCIO/CIO, and 

pharmacist. Most collaborators work in academic medical 

centers, though four work in community hospital settings. To 

date, CIRCLE collaborators have worked together to complete 

numerous multi-institutional research projects and have 

published 29 peer-reviewed manuscripts of varying types, 

including cross-institutional interviews and observations [5,6], 

surveys [7,8], system demonstrations [9,10], distributed queries 

[11,12], and experimental interventions [13]. Some results of 

these projects made available through publication in peer-

reviewed journals include success factors for people involved 

in CDS [6], recommended practices for CDS governance [8], 

and guidelines for future development of user-defined CDS 

[10]. 

Future Work 

To facilitate the continued efforts by CIRCLE and other 

research consortia, there is a need to develop standard 

procedures for carrying out multi-institutinal, applied clinical 

informatics research. Reporting guidelines improve the quality, 

transparency, and reproducibility of research by defining the 

necessary components for describing a study [14]. Some 

guidelines exist for health informatics research, including 

including STARE-HI (Statement on reporting of evaluation 

studies in Health Informatics) [15] and CONSORT-EHEALTH 

[16], but none specifically address the unique challenges posed 

by use of different commercially-available EHRs. Most EHRs 

have different local configurations across different healthcare 

organizations. Institutional decisions about specific 

implementations and configuration decisions regarding the 

same vendor’s EHR can substantially alter their local 

performance [17]. External rules and regulations that can 

impact EHR requirements and implementations may also differ 

across countries [18]. Many organizations and commercial 

EHR vendors restrict what can be publicly shared or published 

regarding their EHRs [19]; thus, special considerations apply to 

interpreting reported results unique to the site or EHR. 

Improved guidance for conducting and reporting collaborative 

applied informatics research across varied implementations and 

sites may help researchers overcome such challenges. Improved 

quality and reproducibility of the studies would follow, 

ultimately increasing the effectiveness of EHRs. 

Conclusions 

Efforts by CIRCLE to date suggest that collaborative projects 

can effectively identify best practices for EHR 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190619

1730



implementations. Future success of CIRCLE depends on 

continued expansion and inclusion of members from diverse 

healthcare settings and from sites with access to currently 

unrepresented EHRs, as well as established guidelines for 

carrying out new multi-institutional, collaborative research. 

New informatics research carried out through CIRCLE that is 

high quality, transparent, and reproducible will enable 

healthcare organizations to better evaluate and improve their 

EHR capabilities.  
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Abstract 

The Rwandan Ministry of Health supports a countrywide 

installation of the Open Medical Record System (OpenMRS) to 

improve clinical recordkeeping and patient care. However, 

electronic medical records also can be a valuable source of 

data for observational and experimental studies. We describe 

the challenges and lessons learned when reusing OpenMRS 

data in Rwanda for global HIV epidemiology research.  

Keywords:  
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Introduction 

The International Epidemiology Databases to Evaluate AIDS 

(IeDEA) consortium includes over 400 HIV care and treatment 

clinics in 45 countries that pool routine patient care data to 

answer research questions of global scope (iedea.org). Ten HIV 

care and treatment clinics in Rwanda are participating in 

IeDEA. Clinic researchers contribute scientific expertise and 

their patient data extracted from OpenMRS, an open source, 

customizable electronic medical record system (EMR) 

implemented in Rwanda since 2006 to support patient care [1]. 

At each participating clinic, patient data are recorded on paper 

charts during clinic visits and subsequently entered into 

OpenMRS by data entry personnel. Each clinic has an Ubuntu 

Linux server running OpenMRS on a local area network to 

ensure availability without internet. The EMR infrastructure is 

maintained by the government of Rwanda, which supports 

secondary use of the data for research. 

Methods 

The local IeDEA data manager visits each clinic bi-annually, 

extracts patient data from the clinic’s OpenMRS database, and 

runs a custom C# program that removes patient identifiers. 

With Rwandan government and ethics board permission, de-

identified copies of the database are securely uploaded to the 

central Africa IeDEA coordinating center in the United States 

(US), which runs data quality checks and merges datasets from 

the entire region. Data queries are resolved by the Rwandan 

team. OpenMRS data are compared to paper source documents 

where necessary and query responses are passed back to the US 

data center, which then maps local data to the IeDEA data 

exchange standard (iedeades.org) for global IeDEA 

collaborations. 

Results 

Using this model of data preparation, the Rwanda IeDEA team 

has provided 60 data uploads since late 2015 and contributed 

31 high quality, merged datasets for global and regional IeDEA 

publications. We encountered two noteworthy challenges with 

this approach to reusing OpenMRS data for research: 

Transforming data in the OpenMRS star data model and 

concept dictionary to a functional research dataset is complex, 

with 100-130 database tables per HIV clinic. Customized data 

de-identification and data quality review can slow the data 

sharing process. However, due to the standardized OpenMRS 

implementation in Rwanda, we had the same concept dictionary 

and nearly the same database tables available at all participating 

care sites, which simplified the data extraction and merging.  

Involving local OpenMRS experts was critical when reusing 

routine clinical care data. We initially used a custom OpenMRS 

module that generated encrypted data export files for each 

clinic, but this approach prevented the Rwanda IeDEA team 

from de-identifying the data and participating in data quality 

assurance. When US-based support for the module ended and 

there was no sustainability plan, we developed the current 

model. Although our current approach may be more labor 

intensive, it has proven secure and resilient to changes in the 

OpenMRS data model (due to software upgrades), and relies on 

a more egalitarian paradigm of shared Rwandan-US 

involvement with research data processes. 

Conclusions 

Clinical care data from OpenMRS can be utilized successfully 

for HIV observational and experimental research but it requires 

custom data de-identification, quality checks, and engaged 

local data teams. 
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Abstract 

In mental health and substance abuse treatment, 

individualized assessments provide information on the specific 

thoughts and cognitive processes influencing a person’s 

behavior, emotional responses, and psychological functioning. 

Given the lack of automated assessment procedures or 

individualized clinical interventions in the growing health 

disparities in the South Los Angeles of USA, we developed a 

novel system using idiographic techniques to automatically 

and quickly generate individualized patient assessment data 

for use in clinical interventions.  
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Introduction 

Depression affects people disproportionately living with HIV 

and other chronic health conditions in a widesspread manner 

[1]. A study in the United States that was based on a 

nationally representative sample of people living with human 

immunodeficiency virus (HIV) found that 36% of participants 

had a probable diagnosis of major depressive disorder. This 

rate was nearly five times greater than that of the general 

population [2]. Therefore, receiving treatment for depression 

becomes very critical for the HIV patients. At the same time 

among many people living with HIV (PLH), depression 

continues to remain largely untreated [3][4]. This low 

percentage of of treatment for depression among HIV patient 

population have given rise to several stigmas that may include 

tedency of individuals to avoid engagement in treatment for 

depression as well as desire of non participation in depression 

intervention research [4][5][6][7].  

In mental health and substance abuse treatment, individualized 

assessments provide information on the specific thoughts and 

cognitive processes that influence a person’s behaviors, 

emotional responses, and psychological functioning [8]. 

Having information about the individual’s thoughts and 

cognitive processes facilitates the development of clinical 

interventions tailored specifically to an individual patient. 

Research suggests that interventions based on information 

from such individualized assessments are likely to have 

greater effectiveness than those that do not [9]. Interventions 

that incorporate these individual-specific thoughts and 

cognitive processes are likely to resonate more strongly with 

patients than interventions lacking this focus. In addition, 

using individualized assessments to inform and implement 

treatment also heightens patient motivation and may 

strengthen efforts to promote their retention in treatment. 

Little research has focused on how to reach and engage 

patients with depression and HIV who may be at the 

intersection of multiple social identities faced with stigma. 

Due to the negative impact of depression on the health status 

of people living with HIV, there is a need for individualized 

clinical interventions especially for the growing health 

disparities in the South Los Angeles of USA. Paired 

comparisons techniques and MDS analyses are two data 

analytic techniques that have traditionally been used in 

statistics and research [10]. But to date, paired-comparisons 

techniques and MDS have not been combined for use in either 

automated assessment procedures or individualized clinical 

interventions. We intended to fill this gap by utilizing novel 

use of such idiographic approaches that may be particularly 

valuable in clinical settings that lack staff trained in clinical 

interviewing or individualized assessment techniques.  

Methods 

We followed a mixed method research design in ths study. 

The study called, Project STEP (“Steps Toward Embodying 

Positivity”) was targetted to conceive a new cognitive training 

intervention system to address depressive symptoms and 

suboptimal HIV treatment adherence among African 

American and Latino YMSM (ages 18-29) in the Los Angeles 

metropolitan area. The study received guidance and support 

from a community advisory board consisting of eight 

members for participant recruitment procedures and strategies. 

The Institutional Review Board of Charles R. Drew University 

of Medicine and Science (CDU) approved the study. 

Participants were recruited for a focus group session to obtain 

feedback on an initial version of the web-based intervention 

system and for a preliminary brief pilot in which individuals 

from the target population used the web-based intervention. 

Participants in the pilot were asked to use the system on a 

daily basis at home as well as in a clinical setting for up to 

four weeks. Pilot study participants also received information 

related to behavioral strategies for HIV treatment adherence, 

mood management, and alcohol and substance abuse 

prevention based on modules from Centers for Disease 

Control (CDC) of USA’s evidence-based intervention. The 

system was accessible as web based modules that were 

delivered to participants via laptop computers and iPad 

devices during weekly visits with a study counselor. Study 

participants were asked to complete questionnaires to assess 

depressive symptoms, adherence, treatment motivation, self-
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efficacy, HIV stigma, internalized homophobia, and 

challenges they face with regard to medication management. 

Pilot study participants were also asked to complete interviews 

regarding their views of the intervention upon completing 

their enrollment [11]. 

The system consits of 2 stages. The first stage was designed 

using Java Server Pages (JSP) as frontend, Java as middle tier 

and MySQL as backend hosted on Tomcat Web server on a 

Linux platform with statement session of the input data 

(paired-comparisons ratings) from a participant and and it 

processes the data using MDS analysis and transforms the data 

into a matrix. The combined use of paired-comparisons 

techniques and MDS through automated, cross-platform 

processes allowed for the collection of critical information 

from patients. We used idiographic assessment procedure to 

uniquely allow for this information to be obtained and 

processed with significantly less time and then subsequently 

making it available for immediate use for a range of clinical 

interventions and approaches, including those involving 

attention bias modification training, cognitive mapping 

techniques, and motivational interviewing which were 

implemented in the second stage of the system that was 

developed using .Net as frontend, C# as middle tier and MS 

SQL Server as backend hosted on Internet Information Server 

on a Windows platform. The primary purpose of this stage 

was to generate stimuli for the users in Attention Bias 

Modification (ABM) training interventions, particularly 

individualized ABM interventions. The automated nature of 

our assessment approach and the relative speed with which the 

information can be applied is novel and has much potential in 

addressing gaps in the delivery of care.  

Results 

The first stage of our ‘Project STEP’ system receives input 

data (paired-comparisons ratings) from a participant and 

transforms the data into a matrix followed by processing of the 

data in MDS analysis through a very unique and specialized 

algorithm that results in the automatic generation and display 

of a n-dimensional spatial configuration or mapping and 

provides stress values, a least distance measure and R values 

of the individual user. The second stage of this unique system 

that receives statements, ratings, dot location and emotion 

values from first stage is designed with idiographic assessment 

program that generates stimuli for use in ABM training 

interventions, particularly individualized ABM interventions. 

The idiographic assessment program embedded in the system 

could operate cross-platform using data from an elicitation 

task and paired-comparisons techniques. The first stage 

generates and displays n-dimensional configurations 

automatically providing data to inform and implement clinical 

interventions using attention bias modification training 

implemented in the second stage. Thus, the resulting system 

design is likely to have strong market potential. The customer 

base for such an assessment procedure would include 

hospitals, clinics and substance use treatment centers as well 

as private practitioners and agencies and organizations 

involved in health care delivery in the United States and 

abroad. 

Conclusions 

We have attemped to solve the problem of clinical assessment 

for mental health and substance abuse patients belonging to 

YMSM of color with HIV across the continuum of care by 

creating a novel system that automatically and quickly 

generates individualized patient assessment data for use in 

clinical interventions like attention bias modification training 

with strong market potential. 

Acknowledgements 

The work was supported in part by Grant U54MD007598 

from US National Institute on Minority Health and Health 

Disparities.  

 

Figure 1– Process Flow in ‘Project STEP’ System 
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Abstract 
Accurate and rapid differential diagnosis are required for 
personalized cancer treatment. However, owing to the nu-
merous molecular tests used for establishing a diagnosis, 
pathologists need time to investigate and confirm necessary test 
items. We present a guideline-based decision support system 
for effective workflow with regards to the molecular tests for 
pathological differential diagnosis. 
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Introduction 

A guideline-based Clinical Decision Support System (CDSS) 
enables medical personnel to provide improved medical care. 
Many CDSSs have been studied in the field of pathology. Most 
of these systems extract or classify free-text from pathology 
reports using natural language processing[3] or electronic 
patient data using machine learning approaches based on 
dictionaries and coded data[1] and International Classification 
of Diseases for Oncology (ICD-O)[2]. Some systems used in 
pathology utilize image analysis approaches that are based on 
morphology[4,5]. For providing personalized medicine, 
another type of system uses graphical models for biomarkers 
[6]. These are the elements of data mining, but regulatory 
obstacles are encountered in terms of personal data, lack of 
standardization, and difficulties in versatility[4]. Appropriate 
pathological diagnosis is important in cancer treatment, 
particularly in personalized medicine. Recently, the diagnostic 
criteria and treatment strategies for various cancer types have 
undergone frequent revisions. Therefore, in cancer diagnosis, a 
pathologist spends a large amount of time and effort to review 
literature such as guidelines, authorized classification books, 
and journals. Reducing this time and effort will enable 
clinicians and patients make faster clinical decisions. There is 
also need for a system to compensate for the chronic shortage 
of pathologists.The aim of this study was to construct a 
prototype of a decision support system that can provide 
effective guideline-based pathological diagnostic workflow for 
oncology pathologists, regardless of the pathologists’ 
experience and knowledge. 

Methods 

Position of the present system in the pathological workflow 

An overview of the current system is shown in Figure 1. 
Consideration of personal information security is the most 
important aspect in medical system development. However, 
this application completely blocked patient data from the 
electronic medical records.  

 

 
Figure 1. Overview of the current system in daily diagnostic 
work 

Data 

We collected data of each cancer type to create a comma 
separate value (CSV)-based master file on the local server. Data 
for each cancer type were extracted from “General Rule for 
Clinical and Pathological Record,” “Japanese Clinical 
Guideline,” “Pathology Atlas,” and “WHO classification of 
Tumours” and coded sequentially. The following data were 
extracted: organ; site; method of tissue collection (biopsy or 
surgery); primary cancer – metastasis or un-clear; epithelial, 
non-epithelial, or unclear; and malignant, benign, or unclear. 
Diagnosis (superordinate), diagnosis (sub-ordinate), diagnosis 
(subordinate, English), ICD-O, target molecule for establishing 
the diagnosis, detection methods, expected results, and 
evidence (references). The expected results of molecular tests 
were displayed as microscopic images, because many patterns 
are observed in the results of immunohistochemical target 
molecule detection. Thus, it is difficult to understand the 
images based only on the text. Each photo was linked to the 
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corresponding text in the result. Actual immunohistochemical 
examination was performed for each stained sample, and the 
images were retrieved by the microscopic imaging software 
cellSense®V1.7 (Olympus Co., Tokyo, Japan).   

User interface 

Consideration of personal information security is the most 
important aspect in medical systems. This application was 
developed such that it could be used without inputting the IDs 
of patients or doctors. Therefore, this application can be used 
without direct access to electronic medical records of the 
hospital. Furthermore, considering the users and their locations, 
we believe that the usability of the application must not be 
restricted to personal computers but must also be extended to 
smart phones and tablets.  

Decision making process 

The current system was built using a web-form design with 
access to sequential files for making decisions regarding the 
molecular tests to be selected for pathological differential 
diagnosis. Data types were boolean nodes and guideline-based 
standard text nodes without free text entering. However, in 
addition to alternative Boolean nodes, the current system has a 
choice named “unidentified”. Pathology samples may not 
clearly indicate primary cancer or recurrence or the malignant 
or benign status. Sample related data, including the 
“unidentified” choice, are sequentially referred from the master 
.CSV file to help with extraction the result of candidate 
diagnosis. If the user selects “unidentified”, all the possible 
differential diagnostic nodes are extracted and displayed.  

Results 

On performing a demonstration test using the prototype CDSS 
for modeling differential diagnosis for lung cancer, we 
confirmed that our system operates properly in various web 
browser environments, including Internet Explorer, Google 
Chrome, Mozilla Firefox, Microsoft Edge, Safari, in each smart 
phone version, and in various terminals, including computers 
(Windows and Mac), and smart phones. Furthermore, the 
characteristics of the current system were studied. One of the 
potential benefits is that pathologists can obtain information of 
the latest guideline-based diagnostic terms and molecular tests, 
regardless of their experience and knowledge, with easy 
operations. The“unidentified” option will serve as an electronic 
dictionary and consultant to enable effective pathological 
diagnostic workflow. Therefore, we expect this system to 
promote workflow standardization, compared to the current 
workflow that relies on an individual's competence. 
Furthermore, portability to a mobile platform will allow 
oncology pathologists to use this state-of-the-art guideline-
based CDSS in routine diagnostic workflow, without concerns 
about patients’ personal data breach. However, at the same 
time, the point of separation from personal data is a limitation 
of this system. If pathologists need personal patient data from 
electronic medical records, we will have to consider additional 
tools while simultaneously ensuring security of personal 
information. It is also necessary to increase the processing 
performance of this CDSS by creating a database to enable 
frequent revisions of the master file, in accordance to revisions 
of the guidelines. Furthermore, we plan to conduct a larger 
study with free distribution at pathology-related academic 
meetings in Japan to verify the utility and accuracy of this 
system. By increasing the number of pathologist users, 
accumulation of search logs will likely lead to new knowledge, 
particularly on rare cancer. 

Conclusions 

We present a guideline-based CDSS for effective diagnostic 
workflow for oncology pathologists. This system is expected to 
be more practical in terms of protecting personal data and  
mobile use. It is also expected to promote workflow 
standardization, regardless of the pathologists’ experience and 
knowledge.  
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Abstract 

Safety checklists have been considered as a promising tool for 

improving patient safety for decades. Computerized checklists 

have better performance compared with paper-based 

checklists, though there are barriers to their adoption. Given 

previous literature, it is still unclear what assists 

implementations and their challenges. To address this issue, 

this paper summarizes the implementation of two successful 

computerized checklist implementations in two countries for 

two different clinical scenarios and analyzes their facilitators 

and challenges.  

Keywords:  

Patient Safety; Checklist; Decision Support Systems, Clinical 

Introduction 

In recent years, several studies have proved that process-

oriented and context-aware computerized checklists can 

improve adherence to safety checklists and consequently 

improve clinical outcomes [1]. Previous studies have 

addressed several technical barriers to the wide adoption of 

computerized checklists [2]; however, it is still unclear what 

the facilitators and challenges are in the implementation 

phase. 

Due to the limited amount of implementation research, it is 

still not possible to summarize the facilitators and challenges 

out of literature. However, our research team has recently 

implemented computerized checklist systems in two countries 

for two different clinical scenarios [3]. It would be meaningful 

to summarize and communicate the facilitators and challenges 

gained from these two studies.  

An intensive care unit (ICU) round computerized checklist 

and a supporting system were developed and implemented in a 

Dutch tertiary hospital in 2014. The computerized checklist 

was connected to the electronic medical record (EMR) system 

in the hospital. Each item is customized to specific patient 

conditions by executing clinical rules. Clinical rules help 

intensivists to double check items, highlight items that were 

critical for specific patients, and tailor items to become 

specific for the patient. A simulation-based study was carried 

out to validate the user acceptance and effectiveness. 

Compared to the paper-based checklist, the adherence to the 

checklist increased from 73.6% to 100% [3].  

A computerized percutaneous coronary intervention (PCI) 

peri-operative checklist set was developed for a Chinese tier-

three hospital from 2015 to 2017. The computerized checklist 

was also connected to the hospital EMR. Patient data were 

extracted out of the EMR database. A semi-structured 

interview was carried out while implementing this checklist. 

Cardiologists reported this checklist helped them to complete 

the safety checklist faster, since the checklist helped them by 

showing relevant patient data and check items automatically.  

In the remainder of this paper, we identify facilitators and 

challenges by analyzing our own experiences gained from 

these two cases.  

Methods 

While developing the computerized checklists in these two 

studies, we followed a proof-by-demonstration approach [4]. 

With this approach, we divided the development into several 

iterations. In each iteration, we demonstrated the latest 

software to the clinical users, interviewed them while 

demonstrating, analyzed users’ comments, and applied 

validated comments to the next version of the software that 

would be discussed in the next iteration. Change Management 

Principles [5] were applied while implementing the software. 

After several iterations, the software was stable and brought to 

daily use. 

In the Dutch case, two engineers and one intensivist had 

worked on developing checklist items and related clinical 

rules for half a year based on the local protocols. Another 

large part of the clinical rules was derived from the Clinical 

Decision Support System (CDSS) knowledge base. 

In the Chinese case, three engineers and two cardiologists had 

been working on the computerized checklist for two years. 

The related clinical rules were based on their existing paper-

based checklist and narrative clinical guidelines. 

Users’ comments were collected and analyzed afterward. 

Those comments on what they liked about computerized 

checklists were categorized as  facilitators. Those comments 

on what may hinder the acceptance were considered 

challenges. Additionally, engineers’ own development 

experiences were summarized into these two categories. 

Results 

Facilitators 

Use the Established Local Standard of Care 

Both hospitals already had a great amount of established local 

standard of care, includes existing guidelines, pathways, safety 

checklists, CDSSs, and other approaches that aimed to 
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improve quality of care. These standards were derived from 

published literature and adapted to their hospitals. 

All providers who participated in this study suggested that this 

knowledge was already accepted and followed in the 

department level. Using this knowledge made checklist items 

more acceptable and reasonable to clinicians. 

Make Computerized Checklists Dynamic 

Providers claimed they refused to use paper-based checklists 

due to its static nature that did not fit in their dynamic and 

demanding daily workflow.  

A computerized checklist that could be adapted to each 

specific patient made much more sense to clinicians. During 

the interviews, clinicians mentioned that they liked the 

dynamic properties as it saved time to complete the checklists 

and it could detect more patient-specific problems that were 

worth noticing.   

Adaptive to Clinicians' Requirements 

In both of the studies, during our implementations, clinicians 

also mentioned new potential clinical rules sparking their 

interest in computerized checklists. Especially in the Dutch 

case, a visualized knowledge acquisition tool was used to 

build clinical rules. An intensivist implemented and updated 

the clinical rules independently. 

Provided Users Additional Value 

The length of time to complete computerized checklists was a 

major concern for checklist users. Users claimed that the 

exercise of ticking boxes was time-consuming, even though it 

was necessary. Nevertheless, they eventually liked the idea of 

the computerized checklist after several iterations, because it 

provided additional value. While computerized checklists 

could help clinicians complete the checklists and worked as 

cognitive aids resulting in better acceptance and compliance, 

the additional value of the digital checklist was also their 

capability to extract and display relevant patient data, to 

analyze data automatically, and to provide evidence-based 

literature or local protocol. 

Reuse Existing Hospital Information Systems 

In our practice, we found that by reusing existing hospital 

information systems and their components as much as we 

could, we could save a great amount of time and make the 

computerized checklist easier to be accepted. 

One example was the CDSS used in the Dutch hospital. The 

clinical rules in the system had been developed and tested for 

decades. Intensivists had all agreed on them and were familiar 

with these rules.  Reusing these rules saved not only time for 

the development phase, but also made the checklist items 

more convinceable to the intensivists 

Challenges 

Users' Perception and Medical Culture 

Checklists could help deliver more transparent healthcare, that 

people could know who did what at what time; however, some 

providers had their concerns. Some clinicians worried about 

patients and their family, who could lack medical knowledge 

and could misinterpret the records that they made. This could 

be used as evidence against them if something wrong were to 

happen. Therefore, these clinicians refused to use the 

checklists, or they ticked everything to avoid trouble.  

The Right Level of Variability 

Healthcare processes were highly variable. It was yet difficult 

for computerized checklists to cover every path of the 

healthcare process. In some situations, there were no 

checklists which could cover them or a checklist could no 

longer validate for those cases. 

Knowledge Acquisition 

The cost of knowledge acquisition was high. Knowledge 

engineers and clinical experts had difficulties in understanding 

each other. The knowledge provided by experts did not always 

reflect the specific problem in a specific department. It 

sometimes took several iterations to finalize a clinical rule.  

Conclusions 

Safety checklists have been considered a promising tool for 

improving patient safety for a decade. Computerized 

checklists can help implement safety checklists in a process-

oriented and patient context-aware way so that they fit better 

in medical practices; however, due to the lack of experiences, 

it remains unclear what the facilitators and challenges are 

when implementing them in hospitals. To help accelerate the 

widespread adoption of computerized checklists, this paper 

summarizes facilitators and challenges of two successful 

computerized checklist implementations. Suggestions for 

future computerized checklist implementations and other 

possible research directions are considered for future research. 
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Abstract 

Medication errors have been identified as a major type of 

medical errors. Chemotherapy medication errors that occur in 

the prescription phase appear to be related to more significant 

adverse outcomes. The use of pre-printed templates increases 

patient safety. The functionalities required for the prescription 

of chemotherapy are not usually part of Clinical Physician 

Order Entry. The implementation of electronic chemotherapy 

templates will reduce the prescription errors. 

Keywords:  

Electronic Health Records, Antineoplastic Agents, Patient 

Safety. 

Introduction 

Medication errors have been identified as a major type of 

medical errors. It is one of the most risky for patients. The 

highest percentage occurs at prescription time and its cause is 

multifactorial. Chemotherapy medications pose an additional 

risk due to the limited safety margin existing in its dosage and 

its high toxicity. The prescription phase medication errors 

appear to be related to more significant adverse outcomes. 

The use of pre-printed templates on paper with complete 

treatment schemes increases patient safety [1]. The use of the 

Clinical Physician Order Entry (CPOE) also improves patient 

safety by generating clear, complete and accurate orders. 

The implementation of CPOE in chemotherapy is related to a 

reduction in the risk of errors [2,3], mainly in the dose 

calculation, and in an improvement in administration times. 

The precision of the preparation of the dilution to ensure 

adequate concentration is essential to optimize the efficacy and 

safety of the medications administered. 

The aim of this paper is to describe the development of a system 

to create and keep electronic chemotherapy templates. 

Methods 

Cloodie HIS Electronic Medical Record is unique per patient. 

In inpatient areas, the system allows the request and 

visualization of complementary tests through the integration 

with ancillary services (laboratory, imaging, etc.), write clinical 

notes, and medication prescription, for general drugs. 

As a requirement for a specialized Institution were conducted a 

joint evaluation of the prescription system for chemotherapy 

orders. The existent functionalities were not enough to allow 

the safe prescription of these medications. 

They were collected and analyzed the existing paper templates. 

The templates filled out by the physicians were also included. 

In addition to the information contained in each field, all 

handwritten notes beside the structure of the templates were 

taken into account (such as marginal notes, footnotes or notes 

on the back). Such analysis sought to identify: 

• Prescription categories, according to their structure. 

• Order and relation between administrations. 

• Forms of preparation/ dilution of drugs and mixtures. 

• Additional variables related to administration 

Results 

35 empty templates and 55 complete templates were analyzed. 

It was possible to identify: 

• Prescription categories: hydration, general and 

alternatives. 

• Order and relation between administrations: absolute 

indications (as regards the time of administration), and 

relative to other existing ones. 

• Forms of preparation/ dilution of drugs and mixtures: 

total and partial dilutions. Variables were also 

detected in terms of the dependence of the amount of 

solute and/ or solvent to be used. 

• Additional variables related to administration: 

infusion rates variable in time. 

A. Template Management System 

The information was distributed in 4 tabs: 

• General information. 

• Medications. 

• Preview, in calendar format. 

• Signatures. 

B. Parameterization of indications 

The definition of the medication has been structured using an 

association scheme linked to two fundamental concepts. On the 

one hand, the conformation of a grouping entity of one or more 

drugs (forming a mixture), called “Drug Group”, and, on the 

other hand, the definition of how this group is administered 

over time, allowed by the template, called “Planning”. Each 

group of medications must have at least one plan, but it may 

have more than one (see Figure 1). 
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Figure 1 – Relation between “Drug”, “Drug Group” and 

“Planning” 

B1. Drug Group 

It allows creating sets of medication that will be prepared by 

means of a mixture, if their presentation permitting, and if 

administered by the same route. Otherwise, only one 

medication per group is allowed (if the dosage form is a tablet). 

B2. Definition of each plan 

Each “Drug Group” may contain multiple plans. Each plan shall 

have as main data the dose and the time of application. In this 

way, the same group may be administered with a dose on 

certain days and with a different dose on other days. 

Each plan must include: 

• Basic information: the administration route must be 

defined (according to the selected medication), the 

days on which it will be administered and the 

temporal relation with other medications, if 

applicable. 

• Dose: it can be defined relatively according to some 

anthropometric parameter of the patient; or absolutely. 

When expressed in a relative manner, the system will 

make the calculation at the prescription time. 

• Method: to determine the administration frequency. 

• Dilution scheme: 

− Fixed: i.e. regardless of the amount of solute 

(drug), it will always be diluted by the same 

volume of solvent. 

− Relative concentration: When a single final 

mixture is prepared with variable quantity of 

both the solute (drug) and the solvent according 

to the anthropometric parameters. 

− Absolute concentration: the same preparation is 

repeated in “n” number of bags, keeping the 

concentration in each of them. 

• Flow: It allows specifying different rates of 

administration of the diluted medication. 

• Observations: Free text for any relevant information. 

C. Safety and control mechanisms 

C1. Internal Validation 

Some of the blocking validations are as follows: 

• Administration days: the system will not allow values 

out of the range comprised by the duration in days to 

be entered on the template. 

• Modifications from pharmacy: each time data are 

entered on the template, the system verifies if a 

change was made from the pharmacy master system 

on any of the attributes of each of entered 

medications. If so, it will alert the physician and 

request them to carry out the homologation. 

• Maximum dose: At the prescription time, the 

attending physician must not exceed this value under 

any circumstances. If the automatic calculation 

resulted in a value higher than the allowed one, the 

physician shall adjust the parameter below the 

maximum established. 

There are other warning that may be ignored, for example: 

• Percentage of dose adjustment: for each drug on each 

template a percentage may be defined, within which 

the adjustment of the dose is recommended. If the 

attending physician modifies the dose beyond such 

percentage, a limit warning will be displayed. 

C2. External Validation 

A circuit was defined for the safe use of templates.  

1. Creation. 

2. Signature: The signing physician must evaluate the 

completeness and accuracy of the template. 

3. Available for use by the attending physicians. 

4. Template without signature: If the template was 

modified after the signature, it will be left out of the 

healthcare process, requiring the pertaining signature 

again. This does not affect the templates in progress. 

Conclusions 

The implementation of electronic chemotherapy templates will 

make it possible to reduce errors related to the prescription, 

while speeding up the prescription process by the attending 

physicians. It will simplify the management of such templates 

every time it is necessary to carry out any modification to 

update the treatment or removal due to obsolescence, 

guaranteeing the reliability of the available templates. 
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Abstract 

Understanding the multifactorial dimension of fall risk 

contributes to the search for better preventive interventions. 

The objective of this study was to identify the events types and 

the most frequent causes related to falls in adults and 

newborns. In the included period, 378 falls occurred. 

Understanding the predictive factors for the occurrence of falls 

has the potential to guarantee better safety for the patient. 

Keywords:  

Nursing Informatics, Accidental Falls, Electronic Health 

Records 

Introduction 

Falls are the second leading cause of accidental or unintentional 

injury deaths worldwide [1]. A fall is defined by the World 

Health Organization (WHO) as “an event which results in a 

person coming to rest inadvertently on the ground or floor or 

other lower level” [2].  

A study pointed to a drop rate of patients in hospitals in 

developed countries that ranged from 3 to 5 falls per 1,000 

patient-days [3]. In addition, it pointed out that these falls 

resulted in damages for 30% to 50% of these cases, such as 

fractures, subdural hematomas, and bleeding, which can lead to 

death. This creates a negative impact on the mobility of 

patients, as well as anxiety, depression, and fear of falling 

again, which increases the risk of new falls. 

In another study that sought to evaluate the risk and incidence 

of falls in hospitalized adult patients [4], authors have identified 

that if the patient has a high-risk score for falls on admission, 

this risk tends to remain high until hospital discharge. The 

incidence rate was 1.68%, with a higher percentage of patients 

classified as having a high risk for falls. 

In this context, a study suggested there was an improvement in 

patient care practices associated with better nursing records 

after the implementation of specific protocols in electronic 

health records (EHR), and the prevention of falls is one of the 

greatest improvements [5]. 

Risks of falling is multifactorial. Among the most frequent are: 

disorientation/confusion, frequent urination, walking 

limitations, absence of caregiver, postoperative period, and 

number of medications administered within 72 hours before the 

fall (last dose of the classes: benzodiazepines, opioids, 

barbiturates, antipsychotics, antidepressants, antihypertensive, 

laxatives, diuretics, antihistamines, anticonvulsants, and 

sedatives) [6]. Thus, understanding the dimension of these 

events, through EHR, supports nursing clinical decision-

making, which contributes to the search for the best preventive 

interventions and positively impacts patient safety [6].  

The use of clinical decision support (CDS) associated with 

EHR has been widely used as a tool to provide the best evidence 

assisting physicians, patients, and other team members to 

achieve better care outcomes and to reduce costs in health 

systems [7]. According to the Office of the National 

Coordinator for Health Information Technology (ONC), these 

tools include computerized alerts and reminders for 

professionals, clinical guidelines, focused reports and 

summaries of patient data, documentation models, diagnostic 

support, and contextually relevant reference information, 

among other tools [8].  

Thus, the questions are: How are the incidence of falls? What 

are the most common types and causes? The objective of this 

study was to identify the events related to, the types of, and the 

most frequent causes of falls in adults and newborns. 

Methods 

This was a quantitative, descriptive, and documental study, 

conducted in a private hospital in Porto Alegre in southern 

Brazil. The population is composed of all medical records of 

patients admitted to the institution from January 2011 to 

October 2018. 

The EHR was implemented at the institution in 2008, and 

includes all items related to patient care, as well as decision 

support tools such as event management, quality, and other 

administrative functions. Through computerized record entries, 

nurses reported the falls of patients hospitalized in adult and 

neonatal units.  

These units account for a total of 189 beds. For each 

notification, the Patient Safety Center (NSP) opens an event 

analysis form to identify possible causes, thereby generating 

actions to mitigate event damage. In addition, it promotes 

improvements targeting the prevention of other falls for the 

same reasons. Since the implementation of the NSP, the team 

has already promoted several actions to reduce the risk of falls 

and minimize damages.  

Among the actions are: identify the patient at risk by the 

adoption of a bracelet, mandatory use of safety in wheelchairs, 

seat belts, transport of the newborn in crib or litter, placement 

of support bars in corridors and restrooms, and implementation 

of bedridden patient routines such as low beds with grids, 

among others. In addition, system alerts were implemented into 

the EHR, as a form of communication among the multi-

professional health team. 

Data was obtained through the EHR software database of the 

institution and descriptive statistics were used for analysis. 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190625

1741



Results 

During the study period, there were 378 falls, which 

represented 1.07 falls per 1,000 patient-days. Of these, 252 

(66.66%) were falls from their own height and 126 (33.34%) 

were falls from a stretcher, chair, or armchair. The most 

frequent causes were: sensitivity deficit (24.94%), loss of 

balance and gait (14.40%), mental state alteration (12.08%), 

drugs that affect the central nervous system (6.68%), wet floor 

(6.43%), furniture and equipment interference (4.88%), 

inadequate footwear (3.60%), and bed without grid (3.34%). 

These numbers represented 76.35% of all events. 

Conclusions 

The study allowed the identification of the characteristics of 

events related to falls using a large EHR system with the aid of 

a clinical-decision tool specifically designed for the 

identification of the risk of and the event of falls. With the 

adoption of electronic systems and the systematization of care, 

it was possible to understand the predictive factors for the 

occurrence of falls in this field of study. From the data 

generated, it is possible to obtain resources to evaluate, plan, 

and implement actions aiming to reduce falls in the hospital 

environment in order to promote greater patient safety. 

Although multifactorial, the findings determined the main 

factors that led to falls. Through critical thinking and clinical 

judgment, it is possible to implement a preventive care plan that 

is more attentive to related causes. A preventive care plan 

includes: to plan a safer environment with the physical structure 

and furniture, to evaluate the need for greater human resources, 

to implement patient, family, and professional educational 

programs, and to make use of specific instruments and 

protocols to prevent falls. These are some strategies to be 

implemented and/or optimized. 

It is important to highlight the important role of the nurse in 

management, risk control, and hospital safety. It should also be 

emphasized that prevention processes should be systematically 

analyzed and reviewed, guided by best care practices. EHR and 

the standardization of nursing records, combined with 

information systems improvement, can contribute to the 

development and management of quality indicators, promoting 

decision-making and patient safety. 
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Abstract 

A non-commercial knowledge base providing assessments of 
fetal risks of medicinal drugs is a useful tool in the everyday 
work of midwives. The information is freely available on the 
internet, and according to a questionnaire study, nearly 95% 
of the midwives are familiar with the database, 30% use the 
information weekly, and 80% express that it affects their 
medical decisions. A vast majority of the midwives also state 
that it is time-saving. 
 
Keywords:  

Knowledge Bases, Risk assessment, Midwifery  

Introduction 

The midwife has a central position in perinatal care in Sweden 
with its own responsibility for normal pregnancy, delivery, and 
care after birth [1]. As a result, the midwife is usually the 
primary contact person for the pregnant woman. The midwife 
must assess whether there are any complications that have to be 
referred to a physician.  

Over the years, drug treatment during pregnancy has become 
more and more common [2; 3], probably due to the fact that 
pregnant women are older nowadays and because effective 
therapy of chronic diseases allows more women to give birth. 
Hence, most women use drugs at some point during their 
pregnancies [4-6]. A common question is thereby whether 
exposure to different medicinal drugs might harm the unborn 
baby. Often, both pregnant women and health care 
professionals believe that the fetal risk of drug exposure is 
higher than the actual risk [7; 8].  

To support health care professionals, the non-commercial 
Swedish knowledge base Janusmed Drugs and Birth Defects 
provides assessments of fetal risks of the approximately 1450 
drug medicinal substances on the Swedish market. It is 
available at www.janusinfo.se/fosterpaverkan, as well as 
integrated into several electronic health records [9].   

The contents are based on substances and in most cases one 
document deals with one substance. Each document is after that 
linked to a medical products register via a combination of 
unique substance identifiers and ATC codes (Anatomical 
Therapeutic Chemical classification codes), which allows the 
users to search for both substances and drug products. The texts 
are written in a structured way with short risk assessments, 
background, and references. They are also classified according 
to the 3-tier system dependent on the risk level.  

The medical contents are better adapted to clinical decision 
making than the official summaries of product characteristics 
for the drug products, which are not seldom inconsistent and 
sometimes even incorrect [10; 11].  

The knowledge base has previously been shown to be useful for 
pregnant women, even though it is not adapted for lay people 
[12]. In this survey, we have evaluated how midwives as key 
persons in antenatal care, use and perceive the web-based 
version of the database. 

Methods 

An electronic questionnaire focusing on the use and value of 
the database was sent by e-mail to 960 midwives in Sweden. 
The e-mail addresses were provided by coordinating midwives 
who have regional responsibility for training, routines and 
quality control of antenatal care. The questionnaire consisted of 
multiple-choice, scaled and open-ended questions. We used the 
survey tool Easyresearch provided by Questback to set up and 
collect the data.  

Results 

In total, 408 midwives answered the questionnaire which 
corresponds to a response rate of 48% among respondents with 
a valid e-mail address. 93% of the midwives were familiar with 
the database: among them, 4% used it daily, 26% weekly, 35% 
at least once per month and 35% more seldom. They used the 
information both during the pregnant woman’s visit at the clinic 
(80%) and before/after the consultation (74%) and to a lesser 
extent for teaching and own studies (17%).  

The most common situation was when a pregnant woman 
already had used a drug, in which case 96% of the midwives 
consulted the database. However, 46% used it to choose 
suitable drug treatment for a pregnant woman. Overall, the 
midwives perceived that the knowledge base provided answers 
to their questions and that it had an impact on their medical 
decisions (Table 1). They also often read the texts together with 
the pregnant woman and perceived that the information is 
useful to decrease the woman’s anxiety of teratogenic effects, 
see Table 1. Finally, 76% of the midwives answered that the 
knowledge base saves time.  

The following answers to open-ended questions illustrate the 
opinions of the midwives: 

”Typically, I am able to calm down a worried  patient who used 
a medication during her pregnancy”  
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”I use the database to collect facts concerning a drug and 
provide the woman with proper information. Sometimes, an 
appointment with a physician is made.” 

“Saves a lot of time. It is tremendously useful!”  

Table 1– Midwives’ use of the knowledge base – key questions 

Question Response option n % 
To what extent 
does Janusmed 
Drugs and Birth 
Defects provide 
answers to your 
questions? 

Very high extent 258 54 
Rather high extent 178 38 
Neither high nor low  15 3 
Rather low extent 3 1 
Very low extent 3 1 
Don’t know 17 4 

How often do the 
risk assessments in 
Janusmed Drugs 
and Birth Defects 
affect your medical 
decisions? 

Very often 96 27 
Often 99 28 
Sometimes 83 24 
Seldom 12 3 
Never 3 1 
Not relevant 58 16 

How does the 
information in 
Janusmed  Drugs 
and Birth Defects 
affect the pregnant 
woman’s anxiety 
for negative fetal 
impact? 

Decreases to a high extent 120 34 
Decreases to some extent 184 52 
Neither high nor low  2 1 
No impact 2 1 
Increases to a high extent 2 1 
Not relevant/can not judge 81 17 

Do you read the 
texts together with 
the pregnant 
woman or advice 
her to use the 
knowledge base? 

Yes, often 84 24 
Yes, sometimes 178 51 
No 88  25 

 
Discussion 
By using the knowledge base Janusmed Drugs and Birth 
Defects, midwives are able to handle many questions inde-
pendently, which unburdens the work-load of the physicians 
and provides the pregnant women with evaluated advice in an 
efficient way. It is an advantage that the database benefits both 
health care professionals and pregnant women. Using the same 
primary information resource likely facilitates communication 
and prevents misunderstanding. 

Conclusions 

The knowledge base Janusmed Drugs and Birth Defects is ex-
tensively used and appreciated by midwives in Sweden. Fur-
ther, it has a direct impact on their medical decisions and advice 
at the point of care. 

Acknowledgements 

The authors would like to thank the coordinating midwives for 
providing the 
 e-mail addresses to the respondents. 

References 

[1] The Swedish Society of Obstetricians and Gynecologists 
(SFOG): Mödrahälsovård, Sexuell och Reproduktiv hälsa 

[Antenatal care, sexual and reproductive health]. Report 
nr 59. 2008. Updated 2016. 

[2] A.A. Mitchell, S.M. Gilboa, M.M. Werler, K.E. Kelley, C. 
Louik, S. Hernandez-Diaz, and S. National Birth Defects 
Prevention, Medication use during pregnancy, with 
particular focus on prescription drugs: 1976-2008, Am J 
Obstet Gynecol 205 (2011), 51 e51-58. 

[3] S.H.L. Thomas and L.M. Yates, Prescribing without 
evidence - pregnancy, British Journal of Clinical 
Pharmacology 74 (2012), 691-697. 

[4] A. Lupattelli, O. Spigset, M.J. Twigg, K. Zagorodnikova, 
A.C. Mardby, M.E. Moretti, M. Drozd, A. Panchaud, K. 
Hameen-Anttila, A. Rieutord, R. Gjergja Juraski, M. 
Odalovic, D. Kennedy, G. Rudolf, H. Juch, A. Passier, I. 
Bjornsdottir, and H. Nordeng, Medication use in 
pregnancy: a cross-sectional, multinational web-based 
study, BMJ Open 4 (2014), e004365. 

[5] K. Palmsten, S. Hernandez-Diaz, C.D. Chambers, H. 
Mogun, S. Lai, T.P. Gilmer, and K.F. Huybrechts, The 
Most Commonly Dispensed Prescription Medications 
Among Pregnant Women Enrolled in the U.S. Medicaid 
Program, Obstet Gynecol (2015). 

[6] O. Stephansson, F. Granath, T. Svensson, B. Haglund, A. 
Ekbom, and H. Kieler, Drug use during pregnancy in 
Sweden – assessed by the Prescribed Drug Register and the 
Medical Birth Register, Clinical Epidemiology 3 (2011), 
43-50. 

[7] C. Csajka, A. Jaquet, U. Winterfeld, Y. Meyer, A. 
Einarson, and A. Panchaud, Risk perception by healthcare 
professionals related to drug use during pregnancy: a Swiss 
survey, Swiss Med Wkly 144 (2014), w13936. 

[8] H. Nordeng, E. Ystrom, and A. Einarson, Perception of 
risk regarding the use of medications and other exposures 
during pregnancy, Eur J Clin Pharmacol 66 (2010), 207-
214. 

[9] U. Norby, K. Kallen, B. Eiermann, S. Korkmaz, B. 
Winbladh, and L.L. Gustafsson, Drugs and Birth Defects: a 
knowledge database providing risk assessments based on 
national health registers, Eur J Clin Pharmacol 69 (2013), 
889-899. 

[10] I. Fusier, C. Tollier, and M.C. Husson, Infovigilance: re-
porting errors in official drug information sources, Pharm 
World Sci 27 (2005), 166-169. 

[11] P. Warrer, L. Aagaard, and E.H. Hansen, Comparison of 
pregnancy and lactation labeling for attention-deficit 
hyperactivity disorder drugs marketed in Australia, the 
USA, Denmark, and the UK, Drug Saf 37 (2014), 805-813. 

[12] U. Norby, K. Kallen, T. Shemeikka, S. Korkmaz, and B. 
Winbladh, Pregnant women's view on the Swedish internet 
resource Drugs and Birth Defects intended for health care 
professionals, Acta Obstet Gynecol Scand 94 (2015), 960-
968. 

  
Address for correspondence 
 
Ulrika Nörby, Health and Medical Care Administration, 
Stockholm County Council, Stockholm, Sweden,  
e-mail: ulrika.norby@sll.se 

U. Nörby et al. / Midwives’ Perception of Using a Knowledge Base on Fetal Impact of Drugs1744



Development of Albumin Analyzer with Whole Blood and Application to Telemedicine for 

Patient Nutrition Management in Home Health Nursing 

H. Nozaka
a

, H. Sazawa
b

, S. Shiroto
a

, M. Nakano
a

, H. Takami
a

 

a 
Hirosaki University Graduate school of Health Sciences, Hirosaki city, Aomori, Japan 

 b 
Department of Clinical Labolatory, Hokkaido Cancer Center, Sapporo city, Hokkaido, Japan 

 

 

Abstract 

Albumin level is q significant indicator of patient nutritional 

status. However, Point of Care Testing (POCT) devices and 

telemedicine system that nurses can operate easily in-home 

medical care is not developed. The aim of this work is the 

development of a POCT device for Albumin level and 

application to a telemedicine support system. The operability of 

our system was simple and easy for the nurse or patient. We 

believe our method is useful for Nutrition Support Team 

activities in-home medical care. 

Keywords:  

Telemedicine, Home Health Nursing, Nutrition Status 

Introduction 

Albumin (ALB) level is a significant indicator of a patient’s 

long-term nutritional status[1,2]. Nutritional management is 

reported as strongly related to patient prognosis, recovery 

period, and survival rate. Nutrition Support Team (NST) 

activities become more important not only in hospital but also 

in home health nursing. Biochemical analysis with Point of 

Care Testing (POCT) in home health nursing is useful for the 

understanding of patient nutritional status, but measuring 

principle of albumin level with whole blood specimen has not 

been developed[3]. The aim of this work is the development of 

a POCT device for albumin test with whole blood specimen and 

application to a telemedicine support system for patient 

nutrition management in home health nursing. 

Methods 

We designed a POCT device that can measure hemoglobin and 

albumin level with whole blood from the fingertip. The 

hardware consisted of two photo-transistor units, LED units, 

and “NI-USB DAQ” (Figures 1, 2). The SLS-hemoglobin 

method was adopted for hemoglobin testing, and the BCG 

method was adopted for albumin testing. We improved the 

BCG method for whole blood test specimens and devised the 

data convert algorithms from whole blood result to serum result 

(Figure 3). 

Tele-medicine system for patient nutrition management 

We used the iPad and telepresence robot “Kubi” as the 

telemedicine support system. Web conference system “Zoom” 

was used for face-to-face coaching between nurse and patient. 

Also, we developed a chatbot system, “e-nutrition” as an 

automatic response system in non-face-to-face (Figures 4, 5). 

Figure 1– Whole blood albumin analyzer 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 – System Block Diagram  

Figure 3– Prototype system of ALB POCT device 
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Figure 4– Face-to-face coarching between nurse and patient 

 

Figure 5– Automatic response system by chat bot system 

Figure 6– Repeatability and Accuracy 

 

Figure 7– Correlation between actual measurementserum 

ALB level and estimated ALB level with whole blood 

Clinical trial 

We evaluated the correlation and accuracy of ALB level 

between the hospital and the home. Evaluation of  the 

telemedicine system was carried out by patients survey. 1) 

Study subjects: fifty normal healthy persons. 2) Home side: 

Patients draw fingertip blood with lancet by themselves, and 

collected into a microcapillary. ALB level was measured with 

whole blood by our POCT system. 3) Hospital side: We draw 

peripheral blood from a brachial vein and collected into a blood 

collection tube. Serum was recovered after centrifuge. Albumin 

level was measured with serum by biochemical analysis. 

Results 

Analytical repeatability showed C.V. 6.2% or C.V. 3.6% with 

whole blood method, and it was sufficient in clinical fields use 

(Figure 6). Approximate levels were obtained between 

estimated ALB level and serum ALB level in about 70% of 

cases. Deviation between estimated ALB level and serum ALB 

level was caused in high Hb level cases (Figure 7). Automated 

response system by chatbot scored high in operability on input. 

It was also excellent that patients could respond at any time, 

and it was useful for the report when the nurse is absent. 

Conclusions 

Our POCT showed a good correlation between whole blood and 

serum. The correction with Hemoglobin level was effective for 

the albumin level data convert from whole blood to serum. Our 

system is possible to measure estimated ALB level with a small 

amount of blood collection, and operability is simple and easy 

for home health nursing. Our POCT method with liquid reagent 

is low cost and the chatbot system contributed to labor-saving 

of hospital nurses. We believe this system can contribute to 

home health nursing in telemedicine.  
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Abstract 

Information sharing in healthcare remains an unsolved 
problem despite a plethora of standards and architectures. 
Effective information sharing is difficult because of the 
heterogeneity of health information users and data sources, 
organisational, ethical and legislative constraints and the very 
demanding requirements of clinical practice. This paper 
argues that the key requirement of a viable sharing 
architecture is to support trust in the system and between 
stakeholders. It uses the concept of a “democratic “ approach 
where citizens can control and verify the use and sharing of 
data about them and identify ways that some of the value 
extracted from the data could be assigned to the patient 
themselves. The reasons for the survival of obsolescent 
methods are used to inform the design of a proposed citizen-
centric architecture using blockchain technology. 

Keywords:  

Health Information Exchange, Privacy, Communication 

Introduction 

Sharing medical information between healthcare providers is a 
key task in improving healthcare to avoid over testing, and 
misdiagnosis.. At the same time access to, and value 
extraction from data by citizens, governments and machine 
learning agencies is becoming ever-more prominent. Many 
current data sharing approaches are not universal and have led 
to the perhaps surprising survial of older technologies such as 
the fax machine. 

Review 

Clinical information is often described as residing in “silos”- 
separate and sealed repositories of data that are generally 
aligned around a clinical service rather than the needs of the 
patients. Before any information sharing can take place, the 
location of possibly relevant information must be identified 
and systems must have semantic interoperability.  

 A low-overhead, relatively flexible means of transferring 
time-sensitive information is attractive. Fax’s continue to meet 
this need in many part of the health system [1]. 

A major reason why data is not routinely and effectively 
shared is a lack of trust between providers [2]. Centralized 
systems such as the Myhealth record in Australia [3] have had 
particular problems in getting both clinical and patient 
support, with privacy being seen, sometimes perhaps more 
than is warranted, as a major barrier. Health information 
exchanges are one approach to addressing this problem, and 
although often successful when implemented within regions, 
costs and boundary issues remain a major problem [4] 

The middle-out approach [5] involves setting interface 
standards and allowing users and vendors to build systems that 
can interface with this. The effect of adding new systems to a 
standards-based middle-out system is to add value to the 
network without increasing complexity. 

Key technologies and standards 

Blockchain is a technology derived from the underlying 
principles of crypto currency. It is attracting increasing 
interest as a medium for health data exchange [6]. Issues of 
file-size have bedevilled early implementations – the 
blockchain gets larger with every interaction- but this is being 
addressed with newer approaches [7]. 

SNOMED CT can be used for storing vocabulary information 
and openEHR architypes can be used to incorporate metadata 
about clinical information. Semantic web approaches can be 
used as an universal directory, for both the transfer of data and 
the location of data stores. Blockchain-based messages using 
FHIR or other low-overhead interfaces may be added to health 
systems and devices. Practical approaches to doing this have 
been described in Peterson et al. [8]. 

Methods 

A system must allow the patient to know who is sharing 
information and why There must be an accessible and non-
repuduiatable audit trail showing use, change and viewing of 
the data. However the the patient may want to restrict access 
in some cases and both aspects must be supported. People are 
increasingly aware of such issues and developing models that 
go beyond simple privacy and control. 

Ownership of financial and other benefits of use of the data 
must be clear and a process for negotiation around such 
income must be possible [9]. As much as possible, the data 
shared should be atomic – only including as much data as 
needed . Interfaces to the transfer system, directory and audit 
system must be relatively simple and based around standards 
that are scalable. Network value increase with the number of 
connections, and blockchain-based networks appear to be 
following Metcalfe’s law [10] that the value of the network 
increases exponentially with the number of nodes. The 
payload of data transfer should be stored efficiently but with 
fully integrated metadata. Non-traditional forms of medical 
information – e.g personal electronic health records, data from 
wearables etc. must be able to be integrated into the system 
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Results 

Architecture of a block chain-based health information 
exchange 

An outline design for such an approach is shown in Figure  

 
Figure 1: Architecture - each connection is made using block 

chain-based messaging 

Use-case example. 

Patient A has high blood pressure and prediabetes. She 
communicates her wellness data from here wearable devices 
via the blockchain architecture to her family doctor.  The 
specialist in internal medicine is on a pre-agreed “whitelist” of 
data receivers so the family doctor adds clinical observations 
and the result of blood tests to this information as part of a 
consultation process.  A pharmaceutical company has interest 
in patients with similar characteristics, so the specialist sends a 
request to the patient, including an estimated fee, to the patient 
to allow the pharmaceutical company to extract some data 
from the blockchain-based message. The original patient has 
complete visibility of both who has viewed and who has 
changed the data. If there is a delay in the specialist reviewing 
the data, this can be communicated to the family doctor and a 
reminder sent. 

Discussion 

There exists a growing gap between the expectations of 
citizens that they are to have control of their data – for 
example the recent general data protection regulation in the 
EU [11] and current practice. Verifiable control of personal 
data hsa become very important to large numbers of 
individuals. However onerous privacy policies, are unpopular 
and may be used as an excuse to not share data between health 
providers where appropriate [12]. Granular sharing of data – 
that is data being shared with certain entities for defined 
reasons- is popular in principle but difficult to implement in 
conventional models [13]. Attitudes to data sharing and use 
have become more citizen-centric – as demonstrated by the 
EU adoption of GDPR. 

Conclusions 

Blockchain approaches are at an early stage of development 
and are certainly suffering from a great deal of “hype” and 
unrealistic expectations [14]. The democratisation and 
simplification of health information exchange and value 
extraction is an important and continuing challenge for health 
professionals and citizens and other users of health data. 

 To replace the Fax, the healthcare system and citizens need to 
be able to understand and trust systems that transfer 
information safely and fairly apportion the value extracted 
from that data.  
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Abstract 

The paper presents the results of the application of the busi-

ness process approach to analyse and compare healthcare 

pathways performed in 30 EU/EEA countries focusing on 

children’s asthma care. The adoption of process metrics al-

lows the identification of different levels of fragmentation 

across countries resulting from the interactions among 

primary and secondary healthcare professionals as well as 

from parents’ involvement in the process. 

Keywords:  
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Introduction 

Asthma is the most common chronic disease among children 

[1], representing one of the top 20 conditions for global 

ranking of disability-adjusted life years (DALY) [2]. Although 

different international widespread guidelines [3] provide 

criteria to diagnose, manage and monitor asthma in children 

and young adults, this disease is still one of the most difficult 

disease to diagnose and control [4]. A correct, timely and early 

diagnosis of asthma is necessary to improve its control. This 

requires speeding up the provision of diagnostic tests, such as 

spirometry, to confirm asthma diagnosis and its severity, as 

symptoms alone are not enough to assess the presence and the 

severity of this respiratory disease [5]. In some countries this 

is achieved performing spirometry in the primary care setting. 

Moreover, communication procedures have a crucial role to 

improve the continuity of care in the management of patients 

with asthma [6].  

This study is part of the MOCHA (Models of Child Health 

Appraised) project1 that aims to compare and appraise 

existing national models of primary care for children. Within 

this project the objective of this paper is to analyse the 

efficiency of the diagnostic pathway carried out in 30 

EU/EEA countries focusing on the communication among 

professionals and parents as well as on the performance of the 

spirometry test. 

Methods 

The communication procedures between primary and 

secondary care as well as the provision of the spirometry test 

in each MOCHA country are captured analysing the answers 

provided by local experts in child health services, i.e. Country 

Agents (CAs), in an ad hoc questionnaire. In particular the 

analysis is focused on the following questions, as reported by 

                                                           

1
 MOCHA website available at http://www.childhealthservicemodels.eu/  

22 CAs: 1) is the spirometry usually performed by a primary 

care (PC) provider?; 2) how does the secondary care (SC) 

specialist provide the results of the spirometry test to the 

primary care provider?; 3) which are the usual procedures to 

refer the child to secondary care?. Moreover, the CAs were 

asked to report the availability of the medical record in PC 

setting and whether the record is shared among other 

professionals. The result of this analysis has been represented 

using the Unified Modelling Language (UML) diagrams that 

facilitate the comparison between the different business 

processes performed in the MOCHA countries in the delivery 

of child care [7]. In particular, the UML use case diagram has 

been developed to provide an overall picture of the activities 

performed as well as of the actors involved in each activity of 

the care process. This diagram represents the starting point to 

group countries that have similar procedures, used similar 

services, and are based on similar caregivers for the provision 

of care. Responses reported in each use case can help to 

cluster countries that have a similar behaviour to complete the 

process. A set of UML activity diagrams have been then 

developed to summarize the behaviour of each group of 

countries describing activities performed and messages 

exchanged by the different actors as well as triggering 

conditions taking also into account their location and timeline. 

The process flows adopted in each group of country is 

analysed to detect differences and similarities among countries 

in the performance of the different parts of the diagnostic 

pathway. This analysis requires the identification, 

quantification and application of business process metrics [8]. 

Considering the purpose of this paper and giving the high-

level description captured from the questionnaire, in this paper 

we focused on the straightforwardness versus the 

fragmentation of the care process considering two main 

aspects: 1) the number of interactions among actors (i.e. 

professionals, child and parents); 2) the points of the process 

in which time (waiting for appointments, referral, etc.) has a 

role in getting the diagnosis and monitoring child health 

status. Finally, to carry out a performance analysis the activity 

diagrams were mapped using the NETIMIS process 

simulation tool. This tool supports the representation of 

possible bottle necks in a clinical pathway, describing the 

patients’ journey through a series of nodes (e.g. activities) that 

can be associated with a time and/or a cost for their execution 

[9]. 

Results 

For space reasons the UML diagrams are not reported in this 

paper. Starting from the UML use case diagram, countries 

have been classified and clustered as reported in Table 1. 

From the cluster analysis three countries have been selected 
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and analyses to capture the level of complexity of the process 

in terms of its straightforwardness: 1) Spain; 2) Italy and 3) 

Lithuania. Each activity diagram was subsequently mapped in 

the NETIMIS simulation tool to represent the differences in 

the execution of the process, where the probability of the 

alternatives of the diagnostic pathways decision points is 

reported in the relevant branches. Figure 1 reports the 

NETIMIS representation of the activity diagram of Italy.  

Table 1– Cluster of countries considering the referral 

(columns) and communication procedures (rows) and the 

availability of spirometry in PC (* = available; # = partially 

available). The presence of a shared EHR is reported in 

brackets (E) 

 PC refers to SC 
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Figure 1– NETIMIS process diagram 

 

Figure 2– Simulation results reporting the number of visits, 

interactions and waiting times occurred in each scenario 

Discussion and Conclusions  

Our approach supports the analysis of the different diagnostic 

pathways that represent a mix of organisational solutions 

adopted at local level to address childcare needs [10]. In the 

present example of asthma, the analysis considered number of 

encounters, interaction transactions, presence and use of EHR 

and waiting times across countries. It contributes to outlining 

the efficiency of organizational models of asthma diagnosis 

for children on the basis of process metrics highlighting 

bottlenecks and - through cross-country comparison - possible 

solutions to improve the process. The need of an early and 

appropriate diagnosis speaks in favour of spirometry done at 

PC encounters, especially in cases of exacerbations, when the 

major focus is posed on the organisational efficacy. Under the 

business metrics’ perspective this resulted in the reduction of 

the number of visits and interaction between PC and SC 

physicians and consequently waiting times. In the countries 

where this is not allowed, the presence of shared EHR and/or 

close collaboration between primary and secondary care can 

support both accurate and timely diagnosis (decrease of 

number of interactions) as well as provide relief of parents’ 

burden in childcare with asthma. The mapping in the 

NETIMIS simulation tool provides further insights in the 

analysis of the organisational process, as time and costs of 

resources can be evaluated. The association of these indicators 

with children health outcomes could contribute to evaluate the 

efficacy in the adopted diagnostic process outlining optimal 

pathways of childcare. 

Acknowledgements 

This study is part of the Horizon 2020 MOCHA project. Grant 

Agreement no. 634201.  

References 

[1] World Health Organization (WHO) – Asthma. Available at 

www.who.int/respiratory/asthma/en/  

[2] I. Asher, and N. Pearce, Global burden of asthma among 

children, Int J Tuberc Lung Dis 18 (2014), 1269-1278. 

[3] Global Initiative for Asthma (GINA) report, Global Strategy 

for Asthma Management and Prevention. Available at: 

ginasthma.org/download/832/  

[4] J.A. Castro-Rodriguez, The Asthma Predictive Index: early 

diagnosis of asthma, Curr Opin Allergy Clin Immunol 11 

(2011), 157-161. 

[5] C.L. Yang, E. Simons, R.G. Foty, P. Subbarao, T. To, and 

S.D. Dell, Misdiagnosis of asthma in schoolchildren, Pediatr 

Pulmonol 51 (2016), 1159-1167.  

[6] A. Rebuge, and D.R. Ferreira, Business process analysis in 

healthcare environments: A methodology based on process 

mining, Inf Syst 37 (2012), 99-116. 

[7] D. Luzi, F. Pecoraro, and O. Tamburis, Appraising Healthcare 

Delivery Provision: A Framework to Model Business 

Processes, Stud Health Technol Inform 235 (2017), 511-515. 

[8] R. Dijkman, M. Dumas, B. Van Dongen, R. Käärik, and J. 

Mendling, Similarity of business process models: Metrics and 

evaluation, Inf Syst 36 (2011), 498-516. 

[9] O.A. Johnson, P.S. Hall, and C. Hulme, NETIMIS: Dynamic 

simulation of health economics outcomes using big data, 

PharmacoEconomics 34 (2016), 107-114. 

[10] D. Luzi, F. Pecoraro, O. Tamburis, M. O’Shea, P. Larkin, J. 

Berry, M. Brenner, Modelling collaboration of primary and 

secondary care for children with complex care needs: long-

term ventilation as an example, Eur J Pediat (2019), 1-11. 

 

Address for correspondence 

Fabrizio Pecoraro, IRPPS-CNR. Via Palestro, 32, 00185 Roma, Italy.  

Phone: +39(0)6 492724278. E-mail: f.pecoraro@irpps.cnr.it  

F. Pecoraro et al. / Application of Process Metrics to Compare Children’s Asthma Diagnostic Pathways1750



The Impact of Hybridisation on the Accuracy of Fluid Balance Documentation: A 

Retrospective Cross-Sectional Analysis of Intravenous Fluid Order and Administration 

Documentation Using a Partly-Computerized Medical Record in an Australian Tertiary 

Teaching Hospital 

Samuel Perotti
a

, Angus Ritchie
b

 

a 

M.D Student, The University of Sydney School of Medicine, Sydney, Australia 

b 

Health Informatics Unit, Sydney Local Health District, Sydney, Australia 

 

Abstract 

Inaccurate intravenous (IV) fluid documentation remains a 

major cause of fluid-related adverse health outcomes in 

hospitals. In this study, we characterise the integrity and 

documentation completeness of a hybrid paper-computer 

documentation system for IV fluids and explore how 

inconsistencies within it are associated with adverse patient 

health outcomes. We highlight key areas of weakness specific 

to IV fluid documentation that need to be addressed in moving 

to a fully computerised system in the future.  

Keywords:  

Infusions, Intravenous; Medical Order Entry Systems; 

Electronic Health Records 

Introduction 

IV fluids are the most commonly prescribed intervention in 

Australian hospitals and are responsible for more adverse 

reactions than any other single drug alone. It is estimated that 

up to 20% of patients experience some complication from 

their use
 

[1]. A major contributor to this issue is incomplete 

and inaccurate documentation, with studies finding that 20% 

of fluid orders are incorrectly documented
 

[2,3]. To tackle 

this, documentation is shifting towards electronic platforms. In 

2014, Concord Repatriation General Hospital (CRGH) in 

Sydney, Australia implemented a “hybrid” model whereby IV 

fluid orders and administration were documented on paper, 

and the fluid balance charts were documented in the hospital’s 

electronic medical record (eMR) database. To date, no study 

has explored the integrity of such a system on IV fluid 

documentation completeness and how it relates to patient 

health outcomes. This study sought to address this by: 

assessing documentation completeness of paper IV fluid 

orders at CRGH, exploring how well these match their 

corresponding electronic eMR entries in the hybrid 

documentation system, and establishing whether 

inconsistencies between the paper and electronic platforms are 

associated with poorer health outcomes.  

Methods 

This study consisted of a retrospective cross-sectional analysis 

of nearly all inpatients at CRGH between October and 

December 2016 who received more than 100 ml of crystalloid 

IV fluids during their admission (excluding paediatric, 

intensive care and emergency department admissions). 

Eligible patients were extracted from the hospital’s eMR 

database, and a representative sample was randomly selected 

for inclusion in the study. For each patient, paper IV fluid 

orders were examined for completeness of fluid order and 

administration details (as listed in Table 1). Each paper 

documentation was then compared with its corresponding 

eMR fluid balance chart entry. To be assessed as being correct 

and consistent, the paper and eMR entries needed to record the 

same fluid type, volume, and infusion duration. The incidence 

of calls for Clinical Review (CR; i.e., an escalation system for 

deteriorating patients [4]) made for each patient during their 

hospital stay was used as a marker of poor patient health 

outcomes (Figure 1).  

Results 

A total of 1679 patients met eligibility criteria, of which a 

random sample of 91 was included in the analysis. A total of 

360 IV fluid prescriptions were made for these 91 patients and 

were assessed for completeness of order and administration 

details (Table 1). Our findings demonstrate high completeness 

of IV fluid identifiers and start time, but low completeness for 

documentation of delivery site (35.6%), time ceased (24.7%) 

and total volume delivered (18.9%). When compared with 

their corresponding eMR documentation (Figure 2), it was 

found that 35.8% of orders were correctly documented, 38.1% 

were incompletely documented, and 26.1% had no electronic 

entry at all. The most common inconsistency between paper 

charts and fluid balance records was showing a different 

volume of IV fluids delivered on the eMR compared to the 

paper order (Figure 2). Twenty-two patients received at least 

one CR call during their admission, which was associated with 

twice as many documentation inconsistencies between the 

paper and electronic records (median of 3 vs 1.5 per patient; 

P=.0007; see Figure 3). 

Discussion and conclusions 

Paper documentation completeness at CRGH was generally 

higher than that the 60% completeness reported in the 

literature [5,6]. However, this study found a significant issue 

relating to inacurate documentation of total volumes delivered, 

which is essential information for guiding clinical decision-

making and likely to contribute to IV fluid-related adverse 

events. This is the first study to assess the documentation 

consistency in a hydrid paper-electronic documentation 

workflow for IV fluid management. This analysis identified a 
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high rate of documentation inconsistencies. Possible 

contributors include poor staff adherence to recommended 

workflows, difficulties in managing the hydrid interface, time 

pressures and interruptions in a busy clinical environment, and 

failure to document changes in fluid orders 

contemporaneously. Our results also support a strong 

association between documentation inconsistencies and poorer 

patient outcomes, as measured by CR call incidence. Though 

it remains difficult to contextualize these results due to the 

lack of similar studies in the field, it is clear that hospitals 

must carefully evaluate the implementation of hybrid 

documentation platforms as they transition to fully 

computerized systems in the future. 
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Table 1 – Completeness of 360 paper IV fluid 

orders for 91 patients 

Figure 2 – Distribution of inconsistencies between 

paper IV fluid orders and their corresponding eMR 

Figure 1 – Clinical review call criteria on a between the 

flags patient observation chart. Yellow zone: indication for 

clinical review by a medical officer. Vital signs incorporated 

include respiratory rate, heart rate, temperature and 

peripheral capillary oxygen saturations (SPO2) [4]. 

Trigger of threshold 

Tracking of observations 

Figure 3 – Association between documentation inconsistencies 

and clinical review calls. Top: Inconsistencies made per patient 

stratified by clinical review call status. Bottom: Distribution of 

patients (%) based on the number of inconsistencies made. 
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Abstract 

Public hospitals are often plagued by patients with unexpected 

acute alcohol withdrawals because of failure of diagnosis at 

the time of their presentation. To address these problems, this 

study will develop models to predict the risk of alcohol 

withdrawal and recommend corresponding management 

processes to optimize patient safety using health data 

analytics.  

Keywords:  
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Introduction 

Public healthcare systems face the challenge of providing safe 

and cost effective services to patients with alcohol use 

disorders. Internationally, alcohol is the most commonly 

abused substance and causes preventable morbidity, mortality 

and related behavioural risks [1, 2]. In North America, Europe 

and Asia there is high prevalence of alcohol use disorders in 

patients presenting to hospitals [3-5]. Likewise, in Australia, 

27% of the patients presenting to hospitals have alcohol use 

disorders and require certain level of intervention [6]. It is 

estimated that the annual hospital cost for patients with 

alcohol use disorders is $19.8 billlion in the US [7]. These 

patients are often unidentified due to other seemingly 

unrelated presentation problems such as abdominal pain [8]. 

Consequently, public hospitals are often plagued by 

unexpected acute alcohol withdrawal developed during 

management processes [9]. Our preliminary study found that 

73% of the patients with alcohol use disorders were not 

identified at the time of presentation and the clinical 

management for these patients was inconsistent and unsafe.  

To address these challenges, this study aims to investigate the 

clinical identification and management processes for patients 

with alcohol use disorders in Australian hospitals. Multiple 

research methods, including clinical guidelines review, expert 

panel discussions with clinicians, machine learning and data 

mining of the routinely collected inpatient data in the 

electronic medical records (EMR), will be corroborated to 

maximize output. Specific research questions (RQs) are: 

RQ1. How can we effectively identify patients with alcohol 

use disorders at the time of presentation? 

RQ2. What are the recommended clinical management 

processes for these patients according to the clinical 

guidelines? 

RQ3. What are the actual clinical management processes for 

these patients?  

RQ4. Do these actual processes comply with the 

recommendation of the clinical guidelines? 

RQ5. What are the optimal processes for safe and cost 

effective management for these patients? 

Methods 

This study is designed with two research components: 1. 

Development of a prediction model to identify patients with 

alcohol use disorders at the time of presentation (addressing 

RQ 1); 2. Development of optimal process models for clinical 

management for these patients (addressing RQs 2-5). Figure 1 

illustrates the research components, tasks, methods and 

theoretical frameworks that guide this research.  

The following research theory and frameworks will be adapted 

to guide this research:  

Activity theory [10] will provide an overarching framework to 

guide our identification of clinical actors and actions from 

clinical guidelines review and panel discussions with 

clinicians. This theory provides a systematic approach to 

inspect a clinical activity from six aspects: who (e.g., 

clinicians) conducts the activity for what purpose (e.g., to 

manage alcohol withdrawal symptoms), using what tools (e.g., 

alcohol withdrawal scale), following what rules (e.g., clinical 

guidelines), supported by which community (e.g., healthcare 

team) and the roles of community members (e.g., clinician, 

nurse) [10]. The usefulness of this theory to our project is 

drawn from its successful application to study activities of 

patient discharge and maternal data collection [11-13]. We 

have successfully applied this theory in a previous study for 

medication management processes in a residential aged care 

facility [14].   
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Figure 1– Research components, tasks, methods and theoretical frameworks. 

Machine learning technique will be applied to deliver 

Research Components 1 and 2 [11]. Four steps will be 

followed to deliver Research Component 1: identification of 

data variables as model predictors, EMR data preparation, 

model construction, and model evaluation and adjustment. 

Whereas a process mining technique [15] will be applied to 

Research Component 2. The technique will be applied to 

discover as-is process models from the EMR. The key steps 

include — EMR data preparation, discovery of as-is process 

models, and model evaluation. 

Conclusion 

This paper presents a study design to model the clinical 

management process for the health and wellbeing of patients 

with alcohol problems in hospital environment. It addresses 

the practical challenges of identification and management of 

patients with alcohol problems in hospitals. 
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Abstract 

CoRe is a system for cognitive rehabilitation that has been 

successfully used for several years in hospital settings. 

Leveraging  on the positive survey results from the potential 

final users (patients and their home caregivers), we developed 

HomeCoRe. This new version of the system will allow 

discharged patients to continue the rehabilitation treatment at 

home.  

Keywords:  

Home care services; neurological rehabilitation; therapy, 

computer-assisted therapy 

Introduction 

CoRe is a program for computer-supported cognitive 

rehabilitation. Since the development of first CoRe version 

over ten years ago, we have enhanced the through several 

iterations. It has been used in different clinical settings for 

face-to-face rehabilitation sessions between patients and their 

therapists [1]. A recent clinical study on hospitalized patients 

affected by Parkinson’s disease [2] showed that patients 

undergoing one month of rehabilitation through CoRe 

outperformed control patients in the standard battery of 

neuropsychological tests administered at the clinical cognitive 

assessment before discharge. However, this advantage was 

less evident at the six months follow-up after discharge. This 

observation motivated the development of HomeCoRe, a 

version of the system that allowed patients to continue 

rehabilitation at home, after becoming familiar with the 

program during the hospital stay. We propose that a longer 

rehabilitation period will maintain the benefits achieved in the 

first month. 

Methods 

For the first stage, we interviewed and surveyed patients to 

investigate their willingness to continue rehabilitation at 

home. Home caregivers were also study participants, due to 

their role in both supporting and motivating patients.  

The technical stage had the HomeCoRe architecture 

embedded into two main components, therapist-side and 

patient-side, and communication channels between them. 

Consideration was given to addressing the lack of availability 

of internet connection at home, and particularly for the 

elderly. The two components communicated through XML 

files that, from case to case, were either automatically sent 

using the internet (online mode) or manually shared (offline 

mode) through flash memories like usb drives, at the control 

visits. 

From the functional point of view, to increase the patient 

motivation for the rehabilitation treatment, we exploited a 

unique characteristic of CoRe that was capable of generating 

“ever new” exercises, due to a stimuli ontology composed by 

thousands of images, words and sounds, and relationships 

among them. Moreover, HomeCoRe was able to generate 

patient-tailored exercises, by adding to the ontology a 

“private”, patient-specific set of stimuli representative of his 

daily life (pictures from his house, his relatives, sentences 

related to his job, hobbies, etc.). To monitor a patient’s 

progress, the system calculated an “overall weighted score 

(OWS)”, taking into account the correctness of the answers, 

the execution time, and the difficulty of the exercises. A 

temporal abstraction algorithm informed the therapists about 

the OWS trend. All components were developed in Java. 

Results 

Out of 21 patient participants, 15 (71.5%) had definite positive 

responses, 2 (9.5%) had definite negative responses, and 4 

(19%), although appreciating HomeCoRe, expressed a refusal 

to have a further home commitment. Even better results were 

obtained from caregivers. We were able to interview 16 of 

them, and 15 (94%) answered positively. The study results 

encouraged us to start the HomeCoRe project. 

Discussion 

The therapist’s view, migrating from CoRe to HomeCoRe 

implied to add some functionalities to the therapist’s interface. 

Figure 1 details the top (a) and lower (b) left panel of 

therapist’s interface for creating/selecting patients, managing 

patients’ data and therapeutic plans, and the system dashboard. 

Figure 2 illustrates the therapist’s interface for visualizing the 

details of the active and expired therapeutic plans for the 

selected patient. 

 

Fig. 1 – Details of the Therapist’s Interface with all the 

System Functionalities 
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Figure 2 – The Therapist’s Interface for Viewing the Active 

and Expired Therapeutic Patient Plans  

The psychologist was able to prepare an entire rehabilitation 

plan, personalized to a specific patient (see Figure 3). As 

mentioned, the plan was represented through a XML file that, 

according to the clinicians’ requirements, described (i) the 

type of exercises for each rehab session, (ii) the duration of the 

plan in days and daily frequency of execution, (iii) the 

difficulty level, and (iv) a set of parameters defining some 

other details, such as the automatic modification of the 

difficulty level according to the patient’s performance, the 

feedback for the patient, the stimuli exposure time, etc.  

The therapist was also able to set a goal, i.e. a score that the 

patient should achieve at the end of the plan execution. The 

idea was that, if a patient achieved OWSdisch  at discharge, the 

goal could be OWSfinal= OWSdisch +y at the end of the plan, 

with y>=0, decided according to the estimated potentialities of 

the individual patient. Similarly, goals could be defined for the 

neuropsychological tests scores (even if they were not 

continuously measured as the OWS, since they required a 

face-to-face visit).  

 

 

Fig. 3 – The Therapist’s Interface for Setting the 

Requirements for the Exercise Plan 

At any time, the therapist could check a patient’s progress, and 

the system showed him the percentage of goals achieved. 

Accordingly, the therapist could modify the rehabilitation plan 

or update (upgrading or downgrading) the goals. 

On the patient’s/caregiver’s side, the interface was very 

simple to use (Figure 4). Patients were able to view the 

exercises of the day, read the message from their therapist and 

exit. The caregiver could access his private area with a 

username and a password. The caregiver had a restricted area, 

where he could upload the XML file and download the results 

(offline mode) and see all the messages sent by the therapist.  

Figure 4 – Home Page of the Patient/Caregiver  

All the exercises were performed through a touchscreen 

(Figure 5). The interface always showed information about the 

completion percentage of the tasks.  

Figure 5 –Memory Exercise Example in the Therapeutic Plan 

Conclusion 

HomeCoRe is a tool for personalized cognitive rehabilitation 

that allows patients to continue a rehabilitation plan, which is 

often abandoned after discharge, due to scarcity of healthcare 

personnel for homecare. The limitation of the presented work 

is the lack of a clinical study to show the users’ acceptance 

and efficacy of our proposal. We plan to start a pilot study to 

refine the system functionalities, in particular communication 

among patients, caregivers and therapists, and training 

modalities. Possible next steps include  installation of in-

hospital workstations to allow patients and caregivers to 

simulate future home sessions and assessment of the 

organizational changes that occur with the introduction of 

technological innovations [3]. 
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Abstract 

Medical geo-informatics allows the Health world to address 
major challenges thanks to attractive concepts, methods and 
user-friendly IT. PoleSat-web-2018 presents a decision support 
system – a modelling “variable geometry" IT tool for 
simulation of hospital spatial planning. The outputs enable 
quasi-instantaneous analytic visualization at several 
geographic levels. PoleSat-web-2018 provides prospective 
views of hospital catchments (by grouping, closing) and proves 
to be relevant for the French planners of the Ministry of Health. 
 
Keywords:  

Health Services Accessibility, Hospital Planning, Expert 
Systems 

Introduction 

Geo-informatics has become an important science and faces 
deep challenges to assist the medical policy makers through 
attractive concepts and methods. Among them, 1-spatial 
accessibility is paramount within the framework of a gravity 
model in order to provide the most valid measures [1-3]. 2- 
Decision Support Systems (DSS) as management tools through 
geospatial applications [3]. The main objective is to deliver a 
user-friendly Information Technology (IT) simulation 
environment that enables studies and test assumptions [4] and 
provides immediate strategic spatial views. PoleSat-web-2018 
is based on a Graphical User Interface (GUI) with an embedded 
optimized geometric algorithm (an article was submitted to 
JOMS on March 2019) for simulation modelling hospital 
spatial planning. The algorithm, related to a refined gravity 
model [2; 5], has evolved in order to be completely automated 
inside a spatial DSS and is intended for the non-geomatician, 
i.e. non-Geographic Information System (GIS) specialists. An 
online demonstration (alpha version) is currently available for 
both specialties: traumatology – total hip prosthesis (PTH)) and 
Clinical Onco-Hematology (COH) on four geographical 
scales/levels including 1- former regions, 2- new regions, 3- 
Territory Hospital Grouping (GHT), 4- France.  
This article presents the modelling results (by specialty) 
through the Advanced 1st Order Simulation (A1OS) and the 

Advanced 2nd Order Simulation (A2OS) examples, which are 
based firstly on "a grouping of hospitals" and secondly on "a 
suppression of hospitals followed by a conditional-based 
grouping of the remaining hospitals". 

Materials and methods 

PoleSat-web-2018 uses sources from the French Diagnosis-
Related Group “DRG”-based information system (PMSI). This 
database (DB) is derived from aggregated data retrievals and 
represents private-public sectors in 2014. The specialties 
concern "rare and onerous diseases – OH", and "common and 
less expensive illnesses" – traumatology-PTH. Patient 
identification is rendered impossible. More details on the 
geographic DBs can be found inside the GUI aid. 

Software access, architecture and algorithm process 

An online PoleSat-web-2018 access is given by 
https://thymine.univ-lille2.fr/polesat2018/ with a log-in (ID: 
demo3/PW: polesat4). As of now, no scalability management 
has been made. Clients and server machines communicate in a 
request-response messaging pattern. All human-computer 
exchanges are made in a secured environment. The client can 
check the progress of the process. The calculation takes 2-3 min 
(per region) and 45 min (for France coverage). The algorithm 
workflow can be depicted through the succession of four main 
steps. 1- Keep all or delete hospital services (P5, default setting: 
keep all services = 0). 2- Group the hospitals with an expert 
distance (P8, default setting: 15,000 m). 3- Create referring 
hospital poles after relocating hospitals in "hospital and 
hospital-basket poles". 4- Deliver outputs detailing hospital 
catchment areas (CAs) in maps (.pdf, .shp) and spreadsheets 
(.csv). 

Results 

The modelling results derive first in “the A1OS” by grouping 
hospitals for the region: “Hauts-de-France”. Next, the A2OS 
represents a removal of hospitals followed by grouping of the 
remaining hospitals. The GUI is intended either for a basic user 
(with a video guide and a pre-recorded default setup) or for a 
more advanced user (knowledge of the planner and setting 
adjustment). 
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The A1OS: grouping hospitals – COH DB 

The A1OS represents (Figure 1) with 53 hospital services, a 
grouping of 12 services and a final number of 41 referring 
poles. 

 
Figure 1– The A1OS: Grouping Hospitals (a CA map with 

black administrative census (IRIS) & white PMSI limits). The 
main settings: D5: COH, P1: New regions, P2: 32, P5: 0, P8: 

15,000 m, checked boxes of CHUs, label, ID, IRIS & PMSI 

The A2OS: removal & grouping hospitals – COH DB 

The A2OS (Figure 2), with 53 hospital services, is based on A: 
removal of 26 hospitals (mass < 2) followed by B: grouping of 
the 3 remaining hospitals (inside a radius <= 15,000 m), into 
simple or basket poles, which are 24 final referring poles.  

 
Figure 2– The A2OS by Closing & Grouping (a CA map with 

black IRIS & white PMSI limits). The main settings: D5: 
COH, P1: New regions, P2: 32, P5: 2, P8: 15,000 m, checked 

boxes of CHUs, label, ID, IRIS & PMSI 

Discussion 

The results provide both a quasi-instantaneous visualization 
thanks to ready-to-use maps and spreadsheets, and other format 
files suitable for geomatic use. To note that the related 
symbology, used in hospital CA maps, is distinguished by 
random and contrasting automatic colors. Also, a non-
administrative numbered circle is assigned for each referring 
pole. 

The advanced simulations: A1OS & A2OS 

After launching the A1OS, maps and spreadsheets are available 
for verifications and adjusting the settings (Figure 1) and before 
launching A2OS if hospital closing is desired. This time, there 
are removals of services followed by a grouping of remaining 
hospital poles (Figure 2). However, the hospital closing insight 
(even by specialty) may be terrifying (for citizens), but that 
should not lead planners to give up this idea. It is why a tailored-
made version could be focused to specifically start on hospital 
supply view and grouping modelling. Only after deeper 

simulation analyses, a new option proposal of service closing 
could be adopted by planners & public because of the objective, 
detailed and clearly analyzed proofs.  
Besides, catchment area differences for specific border hospital 
pole could appear if we use a former or a new region. In 
consequence, the geographical analysis level choice must take 
place according to the initial problem of the planner and with 
full background knowledge.  
Obviously, future versions should allow the processing of all 
PMSI and other health DBs over long periods. A tailored-made 
version has just begun for the French Health Ministry. The 
future updates are not yet specified since we are in a preliminary 
test period. 

Conclusions 

PoleSat-web-2018 is an effective and easy-to-use web-based 
GUI (alpha version), with an embedded optimized and 
automatized algorithm for prospective hospital spatial 
planning. PoleSat offers practical simulations for studying 
different scenario effects. It aims at helping planners in 
predicting the hospital provision reorganization. It proves to be 
a modelling "variable geometry" IT tool and appears to be 
relevant for planners with a productive and impartial foundation 
for strategic decisions. It can therefore be generalized. 

Acknowledgements 

The authors wish to thank the Strasbourg and Lille Universities, 
the Lille University Hospitals (CHU and GHICL) and the 
Altense Consulting SA. 

References 

[1] M.F. Guagliardo, Spatial accessibility of primary care: 
concepts, methods and challenges, International Journal of 
Health Geographics 3 (2004), 1-13. 

[2] A. Quesnel-Barbet, F. Dufossez, M. Souris, D. Delerue, 
and A. Hansske, Geomatics in health and applications in 
the north of France, Techniques de l'Ingénieur MED4000 
V1 (2016), 48. 

[3] A.K. Lyseen, C. Nohr, E.M. Sorensen, O. Gudes, E.M. 
Geraghty, N.T. Shaw, and C. Bivona-Tellez, A review and 
framework for categorizing current research and 
development in health related geographical information 
systems (GIS) studies, Yearbook of Medical Informatics 9 
(2014), 110-124. 

[4] M. Debacker, F. Van Utterbeeck, C. Ullrich, E. Dhondt, 
and I. Hubloue, SIMEDIS: a discrete-event simulation 
model for testing responses to mass casualty incidents, 
Journal of Medical Systems 40 (2016), 1-15. 

[5] A. Quesnel-Barbet, Geography of spatial utilization of the 
health services in the Nord - Pas-de-Calais region: a 
Newtonian modeling of hospital catchment areas, Th. doct. 
: Quantitative geography, USTL Lille I, 2002. 

 

Address for correspondence 
Anne Quesnel: aquesnel@univ-lille.fr Tel + 33 (0)658066808 

A. Quesnel-Barbet et al. / Polesat-Web-2018: A Simulation IT Tool1758

mailto:aquesnel@univ-lille.fr


Evaluation of the Belgian Guidelines Website EBMPracticeNet in French General Practice 

Rambaud C
a,b

, Fauquert B
c
, Charbonnel P

b
, Falcoff P

b
, Letrilliart L

a,d
 

a 

Collège universitaire de médecine générale, Université Claude Bernard Lyon 1, France 

b

Collège de la médecine générale, Neuilly-sur-Seine, France 

c

Belgian Centre for Evidence Based Medicine (CEBAM), Leuven, Belgium 

d 

HESPER EA 7425, Lyon, France 

 

 

Abstract 

EBMPracticeNet is a Belgian website of guidelines translated 

and adapted from the Finnish EBM guidelines. During the 

experimentation of the EBMPracticeNet website in France, 

physicians globally got an accurate answer and found the 

information provided by the website reliable and useful for 

practice. They perceived its ergonomics as good and wished to 

continue using it. Improvements should focus on the indexation 

and adaptation of the guidelines, and on physicians’ training. 

Keywords:  

Point-of-care system, practice guidelines, general practice, 

France 

Introduction 

Web-based medical compendia are point-of-care tools 

specifically designed to deliver pre-digested, rapidly accessible, 

comprehensive, periodically updated and evidence-based 

information to clinicians, which could be a solution to facilitate 

the use of clinical practice guidelines [1]. More of 20 systems 

have been developed worldwide, including BMJ Practice in the 

UK, Dynamed and Uptodate in the USA, which have been 

assessed in the top three according to their volume, editorial 

quality and methodology [2]. 

EBM Guidelines is a collection of 1000 clinical practice 

guidelines for primary care, produced by the Finnish medical 

society. It has been translated into French, adapted to the 

Belgium context and made available to all Belgian physicians 

on the website EBMPracticeNet [3]. 

As no such web-based point of care information summary was 

available in France, we have experimented this Belgian website. 

This aim of this study was to assess physician’s participation 

and searches’ effectiveness and users’ global evaluation of 

EBMPracticeNet in French general practice. 

Methods 

A sample of French physicians experimented the Belgian 

website from March to September 2017. We contacted the 

approximately 2000 members of the French College of General 

practice and 50 post-graduate trainees from two medical 

schools. We collected data from three sources: 1) The website 

logbook where all searches were recorded with the following 

fields: user ID, timestamp(s), query(ies), guideline(s) opened; 2) 

a search-specific assessment questionnaire, evaluating searches 

effectiveness, periodically activated online; 3) a global 

assessment questionnaire, evaluating the website ergonomics 

(System Usability Scale, SUS) and content, and the 

participants’ global satisfaction, sent by mail at midtime and at 

the end of the study. The frequency of use by each participant 

was defined as the number of clicks performed into the website, 

either for entering a query or for opening a guideline. 

Results 

Among 417 physicians registered, 262 (62.8%) performed at 

least one search on the website. The participants clicked into the 

website on average 5.9 folds per month (2.9 queries entered, 3.0 

guidelines opened). The number of monthly users decreased 

during the study period from 168 to 53. In the meantime, the 

mean number of clicks per monthly user decreased from 17.0 to 

11.3. We collected 194 search-specific questionnaires from 85 

(32.4%) physicians. Most of them had performed their search 

out of the consultation (61.3%) and got an accurate answer 

(74.2%) (Table 1).  

We collected a global assessment from 158 (60.3%) physicians 

at midtime and 103 (39.3%) physicians at the end of the study.  

At the end of the study, most physicians found the information 

provided by the website rather reliable (92.2%) and useful for 

practice (78.6%), were rather satisfied (63.1%) and wished to 

continue using the website (95.1%) (Table 2). 

Table 1- Search-specific assessment (n=194) 

n (%) 

Search time   

During the consultation   75 (38.7%)

Out of the consultation 119 (61.3%)

Easy use of the website 

Yes 184 (94.2%)

No 10 (5.2%)

Quick search  

Yes 183 (94.3%)

No 11 (5.7%)

Search answer

Accurate 144 (74.2%)

Inaccurate   50 (25.8%)

  Guideline(s) but no answer   35 (70.0%)

  No guideline     8 (16.0%)

  Uncertain    7 (14.0%)

Clear information  

Yes 162 (83.5%)

No   32 (16.5%)

Information useful for patient care 

Yes 119 (61.3%)

No   75 (38.7%)
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Table 2 - Final global assessment (n=103) 

  At the end                                       

  n (%) 

Information reliability    Rather reliable Medium Rather unreliable

95 (92.2%) 5 (4.9%) 3 (2.9%)

Information adaptation to the French context Rather adapted Medium Rather not adapted

82 (79.6%) 17 (16.5%) 4 (3.9%)

Website usefulness for practice Rather useful Medium Rather useless

81 (78.6%) 14 (13.6%) 8 (7.8%)

Global satisfaction Rather satisfied 

65 (63.1%)

Medium 

31 (30.1%) 

Rather not satisfied 

7 (6.8%)

 

 

 

The mean SUS score was 70.3 at the end of the study. No 

change was observed for these variables between midtime and 

the end of the study. On the 183 comments collected, the main 

barriers reported by respondents concerned the time and the 

effort required to find an accurate answer and the uneven 

relevance of the information retrieved. 

Conclusion 

Before implementing EBMPracticeNet at large scale in France, 

improvements should focus on the indexation of the guidelines 

and their adaptation to the French context, and on physicians’ 

training in searching medical databases. 

Acknowledgements 

The French experimentation and assessment of 

EBMPracticeNet has been funded by the French public health 

insurance system (Assurance Maladie).  

References 

[1] Kwag KH, González-Lorenzo M, Banzi R, Bonovas S,  

Moja L. Providing doctors with high-quality information: an 

updated evaluation of web-based point-of-care information 

summaries. J Med Internet Res 18 (2016), e15. 

[2] Banzi R, Liberati A, Moschetti I, Tagliabue L, Moja L. A 

review of online evidence-based practice point-of-care 

information summary providers. J Med Internet Res 12 

(2010), e26. 

[3] Delvaux N, Van de Velde S, Aertgeerts B, Goossens M, 

Fauquert B, Kunnamo I, Van Royen P. Adapting a large 

database of point of care summarized guidelines: a process 

description. J Eval Clin Pract 23 (2017), 21-28.  

 

C. Rambaud et al. / Evaluation of the Belgian Guidelines Website EBMPracticeNet in French General Practice1760



Design and Evaluation of an Automatic Speech Recognition Model for Clinical Notes in 
Spanish in a Mobile Online Environment 

Alejandro Renato, Hernan Berinsky, Mariana Daus, Miguel Fantin Dachery, Oscar Jauregui, 
Fernando Storani, María Laura Gambarte, Carlos Otero, Daniel Luna 

 Department of Health Informatics, Hospital Italiano de Buenos Aires, Buenos Aires, Argentina 
 

 
Abstract 

Clinical documentation in healthcare institutions is one of the 
daily tasks that consumes most of the time for those involved. 
The adoption of mobile devices in medical practice increases 
efficiency among healthcare professionals. We describe the 
design and evaluation of an automatic speech recognition 
system that enables the transcription of audio to text of 
clinical notes in a mobile environment. Our system achieved 
94.1% word accuracy when evaluated on pediatrics, internal 
medicine and surgery services. 

Keywords:  

Speech Recognition Software, Mobile Applications, 
Electronic Health Records.  

Introduction 

Clinical documentation is an important task, but also time 
consuming, often taking up 50% of the total time of health 
professionals [3]. This is where the need arises for new 
support technologies such as speech recognition, which could 
allow professionals to free up time and resources. 
Professionals could then focus more attention on the 
relationship with the patient. In addition, speech recognition 
technology maintains the quality of clinical documentation 
carried out and applied according to the workflow of the 
professional [4]. 

In this work carried out in the Hospital Italiano of Buenos 
Aires, we describe the development and implementation of an 
application of automatic speech recognition (ASR) oriented to 
medical domain in a mobile environment. 

Methods 

In 1998, the Hospital Italiano de Buenos Aires (HIBA) began 
implementation of its Health Information System (HIS), 
integrating the administrative and clinical workflows with the 
applications in use. This system handles all clinical and 
administrative information, from capture to analysis. 
Currently, the Electronic Health Record (EHR) is a software 
in web format, with problem oriented architecture and is 
focused at the patient level. 

Automatic Speech Recognition System 

The ASR system was developed internally by HIBA using the 
open source Kaldi system [2]. For the construction of the 
system, both the acoustic and the language models, and the 

acoustic dictionary were developed as part of our work, as 
well as a reverse text normalization module.   

The acoustic model was trained with approximately 800 hours 
of audio from Spanish speakers from different locations in  
Argentina. At the end of the training period, we obtained a 
Neural Networks model (NNET3 in terms of Kaldi, based on 
sequential models with an I-Vectors module). 

The language model used in this work was constructed from 
the clinical notes performed at HIBA for 5 years, a total of 12 
million. The notes comprise 800 million tokens, and a 
vocabulary close to 80,000 terms. More than 60 medical 
specialties were represented in the notes. For the construction 
of the model, the text was standardized and normalized. With 
this textual database, we built a trigrams model consisting of 
62,000 words. 

The pronunciation of the 80,000 words of clinical notes was 
obtained automatically by the grapheme to phoneme converter 
and then supervised manually. Finally, a module was built to 
perform the inverse normalization.  

The ASR System architecture is shown in Figure 1. ASR 
Service supports full-duplex communication based on 
websockets in a scalable architecture: HAProxy distributes 
incoming requests on multiple independent Kaldi GStreamer 
Servers [1]; each server supports concurrent processing 
running multiple workers. GStreamer plugins (GST plugin), 
installed on Kaldi, executes the decoding task. This task 
transforms input audio signals to text transcription output  
based on the ASR Model. The Mobile application for Android 
is built with Ionic 1 framework and AngularJS (using Cordova 
plugins to access to the microphone). 
 

 

Figure 1– Automatic Speech Recognition (ASR) System 
architecture 
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Results 

Over eight hours of audio recorded from the reading of 
clinical notes were used to assess the performance of the 
system. 

The texts were selected from clinical notes of three specialties: 
internal medicine, pediatrics and surgery. The objective of the 
selection of texts was that several dimensions of the texts were 
represented: length of clinical notes measured in words, 
coverage of the vocabulary and less frequent phonemic 
combinations. To fulfill this objective, a random selection was 
made with the following requirements: length between 100 
and 200 words, containing one of the 20,000 least frequent 
words, and containing at least one of the less frequent 
triptones found during acoustic model training. Following 
these criteria, 12 batches of data were obtained, each 
consisting at least 60 clinical notes, and were given to read to 
HIBA physicians who knew the vocabulary of each specialty.  

The speakers were selected from the set of resident physicians 
at HIBA. Of the twelve residents, eight were women and four 
were men. One of the speakers was not a native Spanish 
speaker (Brazilian Portuguese), while another is a native 
Spanish speaker, but with a different dialect (Colombia). From 
the remaining speakers, nine speak Rio de la Plata Spanish as 
their native dialect. 

The texts were read in a silent environment, using the mobile 
client designed for the final application. The logs of the 
system were collected, along with the original transcription 
and the audios of the system. 

The results of the system without tuning were 91.7% 
Accuracy, 8.3% WER (Word Error Rate), and 93.4% Percent 
Correct.  

Table 1 shows the results obtained after tuning the system. 
WER is determined by subtracting Accuracy from 100. 
Accuracy is different from Percent Correct Word, since it 
includes both inserts and deletions. The second column in 
Table 1 gives the percent values while the third column shows  
absolute values. 

Among the serious errors, which are the most difficult to 
control, are the numerical quantities. Of the 5666 numerical 
expressions that appear throughout the recorded corpus, there 
were 307 errors in recognizing numbers (5.41%). Although it 
seems that the error rate is not high, the occurrence of one of 
these errors in some contexts can threaten the patient's safety. 

Finally, a comparison was made with a set of typed clinical 
notes of similar characteristics extracted randomly from the 
set of notes. An analysis of the errors found was then made. 
The analysis shows that the degree of correct words is 89.2%, 
versus 95.8% obtained by the ASR system.    

Table 1– Results Evaluation 

Measurements Percent N Words 
Word Error Rate 5.9% 2745 
Percent Correct 95.8% 44406 
Substitution 2.9% 1354 
Deletions 1.3% 607 
Insertions 1.7% 784 
Word Accuracy 94.1%  

 

Conclusions 

We conclude that our mobile ASR system for taking clinical 
notes has been shown to perform acceptably. Other studies are 
underway to verify parameters such as: tool safety, clinical 
applicability, performance compared to the traditional method 
and quality of the record. 
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Abstract 

Clinical decision support systems (CDSS) are widely used to 
improve patient care and guide workflow. End users can be 
valuable contributors to monitoring for CDSS malfunctions. 
However, they often have little means of providing direct 
feedback on the design and build of such systems. In this 
study, we describe an electronic survey tool deployed from 
within the electronic health record and coupled with a 
conversation with Clinical Informaticians as a method to 
manage CDSS design and lifecycle.  
 
Keywords:  

Clinical Decision Support, Feedback, Quality Improvement 

Introduction 

Clinical decisions support systems (CDSS) are widely used in 
electronic health records (EHR) and have been shown to 
improve patient safety, increase adherence to guideline-based 
care and decrease healthcare costs. However, increasing 
adoption and reliance on CDSS can have unintended 
consequences that can negatively impact patients [1-3] 
and lead to increased and inappropriate alerts for healthcare 
workers when CDSS malfunction.  
 
In addition to automated monitoring systems to prevent CDSS 
from malfunctioning or quickly remedy errors, EHR users are 
a potential source of important feedback about the functioning 
and usefulness of the systems. Engaging the large number of 
end-users to comment on and report issues with CDSS related 
to differing workflows and errors in logic can allow 
malfunctions to be identified more quickly. Further, designing 
systems to directly alert Clinical Informaticians on an 
organization’s Clinical Decision Support Team can accelerate 
the remediation of a malfunction. End-users may also have 
ideas about strategies to optimize a clinical workflow or 
changes to the EHR build to address a clinical problem 
without resorting to interruptive alerts.  
  
We developed and implemented a user feedback tool 
embedded within our CDSS and assessed the impact of user-
feedback on our ability to recognize malfunctions, improve 
CDSS design and manage the CDSS lifecycle.  

Methods 

In our EHR (Epic Systems v2018), there were no dedicated 
methods of eliciting user feedback. Healthcare workers were 
able to leave comments on alerts received at the point of care, 

but this feedback was limited because the end-user was 
unclear who read the comments and comments were generally 
directed towards concerns related to patient care, rather than 
system functioning. In addition, comments entered in this 
manner are stored in the patient's permanent medical record, 
which is not ideal for describing errors in the alerting logic or 
suggestions for EHR improvement.  
 
To address these limitations, at our institution have we 
leveraged an external survey tool (REDCap) to collect 
feedback about how alerts were functioning. We placed a 
"provide feedback" link to the survey in every alert (Figure 1) 
and created a single question survey asking for user feedback 
about the alert they had just received (Figure 2). The link 
contained associated metadata about the alert such as time, 
patient medical record number, identity of alert displayed and 
alert ID. The survey encouraged users to leave any sort of 
feedback through the alert. Whenever possible, a member of 
the Clinical Informatics Team responded directly to the user 
with explanations about the current-state CDSS build and 
encouraged them to engage in direct discussion about what, if 
anything, would be changed based on their survey feedback or 
why it could not be changed.  

Results 

Over the past year, we have received 983 user feedback 
comments. Of those, 112 (11%) were blank or single character 
responses; 321 (33%) related to clinical care (i.e. not feedback 
on the alert) and 550 (56%) were feedback about the alerts. 
We received feedback on 89 different alerts (~19% of our 
CDSS inventory) from 415 unique users (highest user left 35 
responses); 304 (55.3%) responses related to 10 alerts.  
 
We responded to 152 (27.6%) user feedback comments that 
were not about patient care or were blank. We categorized the 
comments into 6 categories: Unclear Why Alert Fired (27%), 
Suggestion for Improvement (24%), Error in Alert (21%), 
Frustration (19%), Clinical Misunderstanding of Alert (6%), 
Positive Feedback (2%).  
 
Based on the feedback received, we made changes to 43 alerts 
ranging from updating display text to adjusting errors in logic 
to creating entirely new version of the alerts. In addition, the 
user feedback system alerted us to 3 abnormal firing rates 
before detection by our automated daily monitoring system 
and we were able to correct those errors on the same day.  
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Discussion and Conclusions 

Launching the REDCap survey tool from within the CDSS 
alert workflow provided important real-time feedback on the 
design and build of our CDSS. User adoption took place 
seemlessly and without specific training. We were able to 
identify malfunctions in our system, as well as improve 
workflows. Ad hoc feedback from users leads us to believe 
that direct conversation between the Clinical Informatics staff 
and users can provide both groups with new information to be 
used for system design and result in an improved sense of 
partnership.  In the future, we plan to expand the feedback and 
user engagement to include a response to all comments. We 
also plan to incorporate routine review of aggregated 
comments regarding individual alerts as part of our routine 
CDSS review and life cycle maintenance.  
 

 
Figure 1– Best Practice Alert showing link to surrvey (arrow) 

 

 
Figure 2– Survey Landing Page 
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Abstract 

Electronic Health Records (EHRs) constitute evidence of online 

health information management. Critical healthcare infor-

mation technology (HIT) infrastructure facilitates health infor-

mation exchange of ‘modern’ health systems. The growth and 

implementation of EHRs are progressing in many countries 

while the adoption rate is lagging and lacking momentum 

amidst privacy and security concerns. 

This paper uses an interrupted time series (ITS) analysis of OECD 

data related to EHRs from many countries to make predictions 

about EHR adoption. The ITS model can be used to explore the 

impact of various HIT on adoption. Assumptions about the im-

pact of Information Accountability are entered into the model to 

generate projections if information accountability technologies 

are developed. In this way, the OECD data and ITS analysis 

can be used to perform simulations for improving EHR adop-

tion.  

Keywords:  

Electronic Health Records, Intervention Study, Information 
Accountability. 

Introduction 

The health sector plays a significant role in any country’s 
productivity and economic development. Health sector 
expenses are astronomical, and factors associated with service 
deliveries and healthcare products, directly impact on quality of 
life.  The health sector is also an information intensive sector in 
that information is generated and consumed in enormous 
quantities by healthcare professionals, patients, managers, and 
other stakeholders. In this information, intensive sector, the 
research challenges include discovery of ways that health 
information can be integration that linked and, measuring 
appropriate use of health information under the given privacy 
and security constraints (e.g., Information Accountability) [1, 
2]. 

Electronic health records (EHR) capture healthcare information 
prior to the inception of an individual’s birth, through the life 
span until after death. These records are either captured in paper 
format or are electronic in nature and, should and would 
empower the consumer and their families care. It is indeed the 
comprehensive, unified, longitudinal records that aid in 
improving ‘quality of life’. With technological maturity, EHRs 
constitute evidence of online records from interactions between 
professionals (e.g., Physicians and GPs), the public (Consumers 
and Patients) and healthcare service providers (healthcare policy 
makers and funding agencies). Furthermore “EHRs consist of 
patient information such as demographics, medications, 
laboratory test results, diagnosis codes, and procedures” [3].  

Realization of the health information flow and contextual 
awareness of EHR sharing capabilities are vital to have 
meaningful and quality healthcare decision making [4]. This 

socio-technical, information accountability driven, conceptual 
EHR knowledge-based information sharing model is considered 
for this study [4], illustrated in Figure 1 below. 

 

 

Figure 1– Information Accountability Driven EHR Model [4] 

A brief description of Figure-1 elements are presented below: 

1. EMR (electronic medical record)– information is 
amended; updated personal health records (PHRs) are 
managed by authorized clinicians and healthcare 
organizations (the professional view). While the 
information stored in this area is vital for the clinical 
decision-making  process, at the same time the PHR will be 
managed to link the “Patient” for specific information 
sharing. 

2. PHR– is recognizable; where individual information is 
stored, collected, shared and controlled by the individual 
(the public view). This set of information supports the 
individual “Patient” healthcare journey. The Healthcare 
Information Exchange (HIE) requires meaningful linkage 
of the EHR to complete the “Patient” journey. 

3 .  EHR– is a key element of the model that is recognizable 
[1, 2]; and “a comprehensive interconnected health 

information record that can capture and share a variety 

of information about people’s health status, their history 

of encounters with the healthcare system, the results of all 

diagnostic and therapeutic interventions, and (ideally) 

their key social and demographic characteristics”.  

4 .  IAF– is the Information Accountability Framework, the 
principle defined and implanted [1, 2] for the model. The 
governing principles of Information Accountability is 
“that information usage should be transparent so it is 

possible to determine whether a use is appropriate under 

a given set of rules”. 
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5. Ω–this pivotal point is a significant balance [4] between 

healthcare services providers (policy makers and 

practitioners) and consumers (“Patient”) to be 

maintained transparently when sharing the EHR.  

 

The aims of this paper are to establish a socio-technical, 

information accountability driven, conceptual EHR knowledge 

based information sharing model demonstrated in preceding 

sections. The following sections present the data set retrieved 

based on infodemiological discoveries, organized and analyzed 

using an intervention study using Interrupted Time Series 

Analysis [6 & 7], as well as a discussion of the findings. 

Methods 

The OECD has assessed the Technological Readiness of 

countries (TOR) and the Data governance readiness through a 

series of surveys and assessments between 2015 and 2017.  A 

Quasi–Poisson model was used to determine the variances. The 

statistical analysis was carried out using the R function glm and 

necessary adjustments were accommodated to estimate time 

seasonality.  

Results 

The dispersion parameter for the quasipoisson family is taken to 

be 0.1841. The ITS generated post 2015 projection illustrated 

that some countries are within the acceptable range while others 

are not. This illustrates that by using assumptions about the 

impact of Information Technology, some countries are ready to 

accommodate this HIT whereas others are not.   

Discussion 

An adoption of EHR associated technologies provides 

sustainability of healthcare systems and enables population-

based outcomes. Furthermore, ‘modern’ healthcare systems 

affordability and equity depend on its performance. The 

proposed model (Figure 1) allows consumer-directed exchange 

of health information. With the patient–empowerment principle 

in the background, it is reasonable and practicable to search for 

the coexistence of HIT infrastructure that facilitates the model 

capabilities, possibilities and opportunities to establish the 

patient controlled EHR system.  

This study describes an infodemiological  exploration of patient 

empowerment measured through EHR adoption using OECD 

data analyzed through ITS models. This approach would help 

and “could shed light on unmet medical needs and research 

priorities for the future, and provide guidance for the decision 

making in public policy” [7]. An  alternate approach would be to 

employ a randomized control trial (RCT), however this exercise 

would be impractical and difficult to generalize to “real world” 

settings.  

Conclusions 

Use of personal health data creates opportunities for health 

system improvement, research and disease surveillance, but 

requires the right governance frameworks to realize these 

benefits while managing risks. Patient–empowerment facilitates 

and provides HIT factors including sharing electronic health 

records providing functional data interoperability and 

meaningful use to minimize the security and privacy concerns. 

This paper investigated potential and opportunities for shared 

EHRs in Patient–empowerment from a sociotechnical 

perspective. The intervention study used an interrupted time 

series analysis (ITS) of the publicly available data, and its 

prediction diagnosis for opportunities and usefulness are based 

on recent developments of the EHR on two readiness factors: 

Technical and Operational (TOR), and Data governance (DGR), 

which are part and parcel of the socio-technical interactions.  

This makes better use of health data in this exponential growth of 

digital technologies, which is warranted to establish the support 

of Patient–empowerment. Sharing data under a thoroughly 

functional data interoperability regime would support other 

community benefits like migrant inflow to the health watch of the 

communities. Establishing ‘quality of care’ among such 

community elements should also be supported. The Healthcare 

expenditure and health policy implementation is controversial 

and a troubling location. Healthcare spending might be 

managed and reduced by use of HIT however, long–term 

planning on studies like this and longitudinal experiments on the 

use of shared EHR should benefit most counties that require 

immediate healthcare support. 

Based on the information available from OECD countries, 

employing and implementing an intervention study of 

interrupted time series regression analysis (ITS) on available 

and practicable HIT infrastructure information is a promising 

start.  
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Abstract 

We observed the stay time of patients and staff in Gunma 
University Heavy Ion Medical Center. The stay time of patients 
with the prostatic cancer and the facing time with radiotherapy 
technicians in treatment rooms were significantly reduced as 
times goes by. This decreasing in time has an implication in 
scheduling algorithm development: for patients. RFID 
technology can be a potential method to track both staff and 
patients and thereby to assess the resource utilization 
efficiency. 

Keywords:  

Radio Frequency Identification Device (RFID), heavy ion 
therapy, prostatic cancer. 

Introduction 

Radio Frequency Identification Device (RFID) technology is a 
short-range wireless electromagnetic field technology used to 
communicate digital information between a stationary location 
and a movable object or between movable objects. Use of 
RFID-based unique identification of objects is presently being 
explored in many sectors, including health. We have reported 
that RFID technology was found to provide feasible and 
accurate means for capturing and evaluating nursing time spent 
in patient rooms [1]. We checked feasibility of this system to 
evaluate resource utilization of our Gunma University Heavy 
Ion Medical Center (GHMC). It is available only in 12 centers 
across the globe, as its installation necessitates huge 
infrastructure cost and skilled manpower resources [2]. 
Appropriate treatment scheduling of patients at a medical office 
in a hospital using RFID system has the potential to reduce 
patient’s waiting time [3]. It will have implications in 
improving patients’ satisfaction and better compliance to 
treatment, in addition to optimizing utilization of precious 
heavy ion treatment facilities. 

Methods 

The RFID system at GHMC (by TOPPAN FORMS, Tokyo, 
Japan) used a frequency band of 93.75 KHz and 300 MHz. All 
patients and staff at GHMC were issued a specific semi-active 
integrated circuit tag (MXAT-MV-14, MATRIX, MATRIX, 
Osaka, Japan) which was activated by two trigger coils during 
movement to/from a room. To perform this retrospective study, 
we retrieved all the time stamp information stored on the server 
from September 2010 to November 2013. The data were 
initially sorted out and separated based on tag ID holders – 
patients, doctors, and radiology technicians. Clinical data (age, 

diagnosis, and performance status) of all the available patients 
is retrieved from the hospital information system. All the 
statistical analysis of this study was done using statistical data 
analysis package of Microsoft Excel 2016. Statistical 
significance indications were p <0.05 by using unpaired, two-
tailed t-tests. This study was approved by the Institutional 
Review Board (IRB) of Gunma University (reg. no. 2016-030). 

Results 

In patients with the prostatic cancer, we observed a significant 
decrease in the average stay time on 2nd, 4th, 5th, 8th, 9th, 11th, 
12th, 13th, 14th and 15th days of treatment as compared with 
the first day of treatment during the early period. On the other 
hand, in case of patients with the liver cancer and the lung 
cancer, there was a decreasing trend in stay time on subsequent 
days, although the reduction was not statistically significant 
because of small number of patients (n=32 in 3.6 years). When 
the respective treatment days on the early period were 
compared to other periods in patients with the prostatic cancer, 
the stay time was significantly reduced in a later period (Figure 
1). Next, we analyzed the stay time of radiology technicians to 
confirm if a reduction in patients’ stay time is associated with 
parallel reduction of radiology technicians stay time in 
treatment unit. We noticed that there was statistically 
significant reduction in stay time of radiology technicians on 
2nd, 3rd, 6th, 9th, 12th, and 14th days in the early period. 
Furthermore, the stay time of radiology technicians in the later 
period was significantly decreased as compared with the early 
period (Figure 2). On the contrary, the stay time of patients 
inside examination unit with doctors was similar throughout the 
time independent of the treatment unit installation status. Based 
on the analysis of tracking results, we developed a radiology 
information system to book a treatment schedule of our patients 
in GHMC. The number of patients treated in GHMC increased 
from 266 in 2013 to 574 in 2018 

Discussion 

We observed that the stay time of the prostatic cancer patients 
in treatment unit was considerably reduced in the last several 
days as compared to the 1st day of treatment. It was noticed that 
stay time of patients as well as the face time with radiotherapy 
technicians in the treatment unit was significantly decreased in 
most of the days of the later period. This suggests that the 
radiotherapy technicians took comparatively lesser time during 
pre-treatment setting up and post-treatment patient removal and 
it proves their increasing efficiency with time. Generating a 
transparent information flow and using it for coordination 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190638

1767



between healthcare workers and patients is an effective way to 
minimize waiting times, which is possible by tracking patients 
as well as staff by using RFID technology. We had a few 
limitations in our study. In 3.51% of patients, there was no data 
recorded in server, due to missing signal capture from the tag 
readers. Vakili et al. found that an RFID system’s event record 
rate was 83.7% in the rooms of an ambulatory clinic in Johns 
Hopkins University School of Medicine [4]. Our data were 
better than their rate, however we need efforts to improve 
accuracy of RFID systems in future. Long waiting time for 
treatment is a very important but overlooked infrastructural 
problem [5] and it can lead to poor adherence to prescribed 
treatment schedule especially in case of elderly cancer patients, 
thereby compromising possibility of cure [6]. Patient 
experience and/or outcome measure will be topics for future 
study. 

Conclusions 

Our study suggests that RFID technology can be a potential 
method to track both staff and patients and thereby to assess the 
resource utilization efficiency.  

Figures and Graphs 

Figure 1. Comparison of average stay time of patients with the 
prostatic cancer in treatment unit. Period 1 was September, 
2010 – December, 2010 (n= 25), period 5 was April, 2012 – 

July, 2012 (n= 39). *p<0.05 vs. peiod5. 

 

 
Figure 2. Comparison of average facing time of radiology 

technicians to patients with prostatic cancer in treatment unit. 
Period 1 was September, 2010 – December, 2010 (n= 25), 
period 5 was April, 2012 – July, 2012 (n= 39). *p<0.05 vs. 

period 5. 
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Abstract 

This article describes the development of a prototype 

application for obstetric telemonitoring of hypertensive 

syndromes during pregnancy. A workflow was elaborated with 

the conduct for gestational hypertensive 

syndromes. Subsequently, prototyping was performed using 

Balsamiq. The prototype presents daily monitoring of blood 

pressure, signs and symptoms, displays accompanying charts, 

and generates alerts when there are changes to more or less the 

normal values, which are sent to the pregnant woman and the 

health professional.  

Keywords: Mobile applications; Hypertension, 

Pregnancy; Obstetrics. 

Introduction 

Pregnancy is a physiological and dynamic process that occurs 

most often without complications. However, a considerable 

number of women develop gestational problems or some health 

impairments during the gestational period. Gestational 

hypertensive syndromes (GHS) represent a high risk for 

maternal and fetal health [1, 2]. In addition to diseases such as 

hypertensive encephalopathy, cardiac and renal failure, GHSs 

are associated with severe perinatal complications [2]. 

GHSs are considered the second cause of maternal mortality 

[3]. They can often be avoided by screening family, personal, 

habits and lifestyles, as well as controlling and monitoring 

blood pressure levels. Thus, early screening of risk factors for 

the development of SHGs becomes essential in assisting the 

pregnant woman so that early detection of injuries to the 

mother-baby binomial is possible. 

There are several strategies that the health professional can use 

to monitor the possible gestational risk factors for GHS. With 

the increasing use of the internet by pregnant women and family 

members for gestational follow-up, the use of applications for 

this purpose has shown to be a great potential [4]. As 

the Internet has become a tool of support for pregnant women 

in seeking information about pregnancy, the websites and 

applications available do not guarantee to provided the basis of 

scientific evidence [4]. 

Considering the importance of the screening of risk factors, 

monitoring pressure levels and detecting warning signs of 

complications due to hypertensive syndromes, as well as the 

increasing and positive use of technology in health by pregnant 

women and health professionals for maternal, this study aims 

to describe the development of a prototype of care 

application for obstetric telemonitoring of hypertensive 

syndromes during pregnancy. 

Methods 

The pressent study was conducted in the period from January 

to October 2018. This study describes an application 

prototype related to gestational hypertensive syndromes, which 

will be incorporated into an obstetric telemonitoring system. 

First, a literature review of international guidelines, manuals 

and protocols of the Brazilian Ministry of Health (MS), the 

World Health Organization (WHO), health institutions and 

scientific evidence was conducted, followed by a search in the 

Play Store of gestational applications that deal with blood 

pressure monitoring and hypertensive syndromes. Then, a 

workflow for SHGs using BPMN in the Bizagi Modeler 

software was created with the specification of a clinical 

protocol with all the information. A prototyping of the GHS 

service module from Balsamiq software was developed. In this 

preliminary study, no usability testing has been performed, 

limiting only to prototyping. Thus, no ethical appreciation was 

required. 

Results 

The data collected from the materials were unified in a 

single flowchart that encompasses different aspects including 

screening, diagnosis, prevention, and management of 

hypertensive syndromes during pregnancy. 

The search in the Play Store showed that only one application 

presented a feature of monitoring blood pressure. Regarding 

health education, 6 applications presented general educational 

information about the changes in blood pressure in pregnant 

women. None of them evaluated aspects related to antecedents 

and risk factors or allowed to fulfill obstetric 

telemonitoring data by health professionals.  

A protocol was created containing the signs and symptoms, 

risk factors, explanations, possible diagnoses, behaviors for 

pregnant women and health professionals, as well as warning 

messages for both, when necessary. 

The prototyping of the application was performed based this 

protocol using Balsamiq, a medium fidelity prototyping 

software, which allows the elaboration of functional interfaces 

and gives the user an initial impression of the application's 

operation. 

Regarding the main functionalities, the prototype presents 

space for insertion and daily monitoring of the pregnant 

woman's blood pressure (BP) (Figure 1). The pregnant woman 

not only can insert the BP from a external device at home, but 
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also can register the data recorded on her prenatal card or follow 

the data recorded by the health professional. 

 

Figure 1- Prototype screens: data record of health and 

symptoms 

 

The alerts are sent to both the pregnant woman and her health 

professional in prenatal care. The prototype also presents 

educational information on hypertensive syndromes in 

gestation, including gestational hypertension, preeclampsia, 

preeclampsia overlapping with chronic hypertension, 

eclampsia and hellp syndrome, emphasizing health education 

for pregnant women and health professionals. 

Discussion 

Blood pressure is a vital sign and  thus needs continuous 

monitoring, especially during pregnancy. It is an indicator that 

allows the monitoring of health parameters that, when present 

or altered, predispose pathologies responsible for a large part of 

maternal and neonatal deaths and morbidity, such as pre-

eclampsia and eclampsia [3, 5, 6]. 

The data entered are available for both personal and 

professional conferences, allowing for continuous monitoring 

of pregnant women's blood pressure values and early 

intercurrent screening, as well as better screening for high-risk 

pregnant women. To assist the health professional, the 

prototype of the hypertensive syndromes module, flowcharts 

and protocols on screening, diagnosis and management of 

SHGs are available. 

The use of digital resources in preventive health presents itself 

as an opportunity to gather pregnant women, family and health 

professionals in a virtual and safe environment so that they can 

seek correct and relevant information and obtain a safe and 

continuous assistance among health professionals. 

Conclusions 

In this study we developed a prototype application that aims at 

hypertensive syndromes during pregnancy. The application will 

be incorporated into an obstetric telemonitoring system for 

prenatal follow-up. It is understood that the early identification 

of potential gestational complications through low cost and 

high impact interventions can reduce the number of morbidity 

and mortality among pregnant women worldwide. 
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Abstract 

This study aimed to elucidate the gap in terminology between 

acute and long-term care (LTC) hospitals. Fifty-seven hospital 

documents were analyzed using text mining. Each document 

contained a mean 194.2 terms. Acute care hospital documents 

often contain pharmacological information. LTC hospital 

documents often contain information related to patients’ lives. 

Documents from both settings used local, non-standardized 

language. Our results suggest that expanding the national 

standard of nursing terminologies has potential for enhancing 

continuity of care. 

Keywords:  

Long-Term Care; Electronic Health Records; Standardized 

Nursing Terminology 

Introduction 

In a rapidly aging society, continuous care is becoming more 

and more important. Acute care hospitals are actively working 

to shorten the length of stay owing to health service reform 

initiatives. Acute care hospitals should provide patients with 

information using a “document for continuous care (DCC)” 

regarding the transition to long-term care (LTC) facilities (e.g. 

rehabilitation hospitals, nursing homes, and home care). 

Unfortunately, many LTC facility residents are readmitted to 

acute care hospitals because of changes in their general 

condition (e.g. loss of body water or inability to consume 

meals). LTC facilities therefore have to prepare DCCs for use 

by acute care hospitals. 

The DCC content is not dictated by the Japanese government, 

but rather by local governments or public associations (local 

DCCs). However, local DCCs widely differ owing to the use 

of various formats, terminologies, or other items. Some DCCs 

are implemented as a component of the electronic health 

record (EHR). 

In some areas, the DCC in the EHR is an effective means of 

sharing patient information with other settings [1-3]. 

Conversely, paper-based DCCs are more popular than 

electronic DCCs because most LTC facilities do not use 

EHRs. Most public sectors (e.g. local governments and/or 

public associations) prefer paper-based documents and forms 

compared with electronic documents, although paper-based 

documents are often generated using computer applications 

(e.g. Microsoft Office™). 

Some public sectors provide a DCC template on their 

websites. These templates may prevent the expansion of the 

use of electronic DCCs as the national standard. This study 

aimed to elucidate the terminology gap in DCCs used in acute 

care and LTC hospitals. 

Methods 

1) Data collection 

Twenty-five local areas in Japan that provided a DCC 

template on their websites were enrolled in the study. We 

therefore collected and examined 57 DCC forms from these 

areas. 

2) Data analysis 

First, the 57 DCCs were classified based on document user 

(sender/receiver). Next, each DCC was analyzed using a text-

mining tool (KH-Coder 2.00f, Japan), and terms contained 

within each DCC were numbered. These terms were then 

categorized and analyzed to elucidate the terms that were most 

often used, relative to each setting (acute care or LTC 

hospital). Finally, frequently used terms were matched with 

those in nursing practice standardized terminology (NPST). 

NPST was approved to contain national standard 

terminologies in Japan by the Ministry of Health, Labor and 

Welfare in 2016. The NPST, as the national standard, covers 

the widest range of terminologies. 

Results 

1) Type of DCC forms 

As for the sender of the DCCs, 26 of the 57 DCCs originated 

in medical settings (e.g. acute care hospitals), 22 originated 

from “care managers” (CM), and 21 in LTC settings. The total 

number includes common-use forms for both settings; thus, 

the total number is actually more than 57. A CM is a specialist 

who builds each patient’s care plan under LTC insurance. 

As for the receiver of the DCCs, 9 of 57 DCCs were CMs, 42 

were acute care hospitals, and 17 were LTC settings (Table 1). 
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Table 1 – Sender and Receiver of DCCs (n=57) 

User of DCCs N (%)

Sender  

� Medical Settings (e.g. Acute hospital) 26 45.6

� Long Term Care Settings 21 36.8

� Care Manager 22 38.6

� Others (e.g. Dental, Pharmacy) 4 7.0

Receiver  

� Medical Settings (e.g. Acute hospital) 42 73.7

� Long Term Care Settings 17 29.8

� Care Manager 9 15.8

� Others (e.g. Dental, Pharmacy, EMS) 5 8.8

 

2) Character of each DCCs 

Each DCC form averaged 194.2 terms. The number of terms 

in DCCs from acute care hospitals or other medical settings, 

CM, and LTC settings was 187.8, 248.0, and 224.2, 

respectively. DCCs from acute care hospitals or other medical 

settings tended to contain pharmaceutical information (e.g. 

ability for drug self-management). DCCs from LTC settings 

and CMs tended to contain information related to patients’ 

lives (e.g. having meals, toileting, etc.) (Figure 1). 

 

 

Figure 1. Character of each DCCs by correspondence 

analysis 

3) Matching DCCs to NPST 

The top 30 recurrent words found in each type of DCC were 

matched to the NPST. The match rate was 96.7% for DCCs 

from acute care hospitals or other medical settings (exception: 

“unnecessity”), 93.3% from CMs (expection: “smooth”, 

“filling up”), and 86.7% from LTC settings (exception: “at a 

fine�nice, pretty, sad�pass” etc.). 

Discussion 

Some DCC forms have multiple functions, e.g. guiding the 

transition between (1) acute care hospitals to LTC settings, 

and (2) LTC settings to acute care hospitals. However, multi-

function DCCs are not specialized, so the number of words 

was not enough. These forms tended to include free-text areas 

and were less structured. 

DCCs from acute care hospitals contained some structured 

terms, but DCCs from CM and LTC settings tended to be 

unstructured. Unstructured DCCs are labor-intensive, and 

require senders to fill out the forms, possibility preventing 

future implementation of electronic DCCs [4]. 

DCCs from all settings (acute care hospitals, LTC facilities, 

and CMs) contain mostly local language and contain much 

standardized text. Even while working with paper-based DCC 

forms in the future, DCC terminology should consist of 

standardized terminology completely. 

Conclusions 

We found a terminology gap in the transition between acute 

care and LTC settings by analyzing DCC forms. 

Our results suggest a need to use common terminology by 

expanding the NPST to cover terms that are frequently used in 

LTC settings. This is a realistic plan for improving the quality 

of continuous care in Japan. 
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Abstract 

In Western healthcare, an important goal is to provide clinical 
decision support “for the right healthcare personnel, in the 
right situation, at the right time”. In this poster, we use a 
qualitative approach to outline the preconditions for enabling 
such advanced patient-centered decision support. This study 
indicates that establishing a national knowledge information 
infrastructure demands well-defined national standards, 
codes, and terminologies, as well as structured clinical data. 
An extensive governance structure is also required. 
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Introduction 

In most developed countries, the demand for improved e-

Health information and communication technology (ICT) 

solutions such as electronic patient record (EPR) systems has 

grown enormously [1; 2]. Well-designed EPR systems have 

the potential to support complex healthcare processes and 

subsequently raise the quality of treatment and improve 

patients’ outcomes [3; 4]. In addition, it is important that 

healthcare personnel actively use evidence-based knowledge 

to ensure quality healthcare services. In the Norwegian 

context, the National eHealth Strategy (2017 – 2022) [5] 

emphasizes that EPR systems must be able to provide clinical 

decision support (CDS), where evidence-based knowledge is 

used to support patient treatment and care. Today, however, 

CDS capabilities are not widely used [1]. One reason for this 

is the lack of a central or national repository [1; 6] that enables 

access to evidence-based guidelines, procedures, and 

treatment protocols. Currently, the knowledge bases in 

Norway are scattered among different organizations. In 

addition, healthcare workers only have access to knowledge 

support through external publishing channels, which makes 

the process of finding and using the newest evidence-based 

knowledge complex and time-consuming [6].  

Therefore, a national initiative has been started to explore how 

to establish a standardized “knowledge platform”, the overall 

goal being to enable high quality knowledge support “for the 

right healthcare personnel, in the right situation, at the right 

time”. In this poster, we explore the preconditions for 

establishing a national knowledge platform. We raise the 

following research question: How can a national knowledge 

information infrastructure be organized, and what are the 

preconditions to enable advanced patient-centered decision 

support?  

We conceptualize the national platform for evidence-based 

knowledge as an information infrastructure (II) in order to 

analyze the complexity of organizing and using a large-scale 

knowledge base. The notion of II addresses how technology, 

like the “knowledge platform”, is intertwined with users, work 

practices, and organizational structures. Therefore, 

standardization is an important prerequisite for 

communication within an II [7].  

Methods 

The study applied a qualitative approach based on literature 

searches and semi-structured interviews with EPR vendors, 

knowledge-base providers, and healthcare personnel and 

managers (see Table 1). The interviews followed a 

hermeneutic approach where we considered the informants’ 

different viewpoints. All of the interviews were transcribed 

and systematized through thematic coding based on terms 

from the literature search [8], aiming to answer the research 

question and provide further recommendations for the national 

work with a “knowledge platform” [9]. When analyzing the 

data, II theory was used as a lens to make the findings relevant 

for other organizations beyond the Norwegian healthcare 

context [9].  

Table 1 – Overview of the Data Collection 

Organization Duration Category 

EPIC 60 min System provider

Cerner 90 min System provider

DIPS AS 120 min System provider

Inter Systems 60 min System provider

Duodecim 60 min Knowledge provider

Elsevier 60 min Knowledge provider

UpToDate 45 min Knowledge provider

Catalonia, Hospital 120 min Clinical field

Finland (Pegasus) 60 min Clinical field

HIMMS 45 min  

Results 

This study presents three different categories of clinical 

knowledge support determined by the extent of the integration 

between different sources of evidence-based knowledge and 

the EPR system. Based on the empirical data, it is clear that 

the structure of and access to knowledge support varies 

extensively. 

External passive knowledge support 

In this most basic form of knowledge support and CDS, 

healthcare personnel are only able to access knowledge 

through external publishing channels outside of their EPR. 
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This makes the process of finding and using the newest 

evidence-based knowledge complex and time-consuming [6]. 

There exist both national knowledge sources, like the National 

Directorate of Health and the Norwegian Institute of Public 

Health, and international commercial knowledge providers 

that offer passive evidence-based knowledge support for 

healthcare. A representative from an international commercial 

knowledge provider stated, “We mainly provide external 

passive knowledge support and the knowledge is based on the 

best available evidence out there, without being tailored to 

specific countries, needs, or markets”.  

Almost every Norwegian healthcare organization has its own 

quality system which includes clinical procedures and 

guidelines. The knowledge content in these systems is 

developed and governed by the organizations themselves. 

Healthcare organizations abroad also work to develop and 

govern their own knowledge support systems. The CTO from 

Hospital A stated, “We have integrated some regional 

guidelines and procedures into the EPR system and work on a 

regional solution for real-time knowledge and decision 

support”. This knowledge support provides such services as 

drug allergy warnings and advice on when to order blood tests. 

Integrated passive knowledge support  

In integrated passive support, CDS solutions are integrated 

with the EPR systems. However, the clinicians have to decide 

actively when to access the knowledge base. In Norway, there 

are platforms of medical treatment and care procedures that 

can be accessible directly from the EPR system or through a 

link to the procedure attached to a document or care plan. In 

addition, commercial knowledge providers deliver systems for 

integrated passive support. These CDS systems are not 

integrated directly with the EPR system. The clinicians have 

to decide which patient data from the EPR they want to 

combine with the CDS motor, whereupon the data is mapped 

and returned to the EPR system. This is particularly useful for 

patients with comorbidities because it is possible to combine 

different symptoms, medications and pathways to provide 

healthcare personnel with the best overall recommendations. 

Active knowledge support 

The most advanced form of evidence-based knowledge 

support is active knowledge support, where the knowledge 

systems are embedded in the EPRs. Health professionals 

automatically receive active notifications and 

recommendations, as well as access to patient-specific 

decision support in various clinical situations. Knowledge 

support may be triggered, for instance, when the clinician 

needs to choose between different treatment methods for a 

certain patient.  

All four of the system providers interviewed are able to 

integrate their systems with any knowledge source or CDS. 

However, they argue that most healthcare organizations are 

not ready for active knowledge support. One system vendor 

stated, “The healthcare organizations must organize work 

processes and organizational structures like governance 

organizations in order to make use of effective knowledge and 

CDS”. Neither the knowledge providers nor the system 

vendors offer governance related to regional or national 

knowledge support and CDS. In addition, knowledge and 

decision support are not automatically included in EPR 

systems. Some have partial support included in their EPR 

systems (e.g. for medication administration) but adjustments 

based on local conditions are always required. The degree of 

support also depends on how the healthcare organizations 

manage to organize and govern their knowledge base. 

 

Conclusions 

It is important to establish a national knowledge information 

infrastructure in order to enable advanced patient-centered 

CDS. Establishing a national knowledge information 

infrastructure demands an extensive governance structure 

spanning multiple organizational levels. There are three 

important preconditions necessary to achieve an active level of 

support. First,� clinicians need to change their registration 

practice and document in real time in the EPR. Second, the 

EPR system must be based on structured clinical information, 

since CDS engines only extract structured data elements. 

Third, a national knowledge II requires a definition for what 

standards, codes and terminologies to use in order to integrate 

different knowledge sources into an II at a national level, as 

well as to ensure effective communication between the EPR 

and other healthcare ICT systems. This standardization 

encompasses both technical and organizational elements as a 

prerequisite for communication within the II. Finally, it is of 

great importance to involve the clinicians in the governance 

and standardization work, in order to ensure that the 

knowledge is updated and trustworthy to the clinicians. 
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Abstract 

When a critical blood glucose value is detected, then it is 

necessary to inform, advice, communicate, act and document it 

in the patient’s medical record. We sought to describe the 

development of an alert system for glycemia values at the point 

of care integrated with an EHR, both in desktop and mobile 

devices. 

Keywords:  
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Introduction 

A critical value is defined as an "indicator or result of a 

pathophysiological state, so far from normal that it can 

endanger the patient's life if it is not acted quickly, and for 

which it is necessary to adopt corrective measures" [1].  

The emission and the reception of the critical value are equally 

important so the communication in the healthcare team is 

carried out effectively and safely [2]. The JCI and others 

organizations have made references to this communication, 

highlighting the need to notify critical results and readback of 

the professionals, and receiving the result; in this matter, 

standards and guidelines have been published. [3, 4]. 

When a blood glucose critical value is detected in this context, 

it is necessary to have a defined process to identify, advice, 

communicate, act and document it in the patient's clinical 

record [5]. EHR and CDSS represent an important tool in which 

patient safety oriented guidelines can be implemented 

throughout the organization. The Hospital Italiano de Buenos 

Aires (HIBA) intends to continue acquiring tools that facilitate 

the user experience, focusing on improving the quality of care 

and patient safety, adhering to current JCI recommendations, 

including the report of the critical value of blood glucose. 

The objective of this article was to describe the design and 

development of a clinical decision support for documenting 

blood glycemia critical values at the point-of-care (POC). 

Methods 

The HIBA is a university hospital that covers the entire 

spectrum of healthcare. The institution holds a JCI certification 

since 2014, being re certified in 2018. Since 1998, it runs a 

homegrown Health Information System, that supports all the 

organization´s clinical and administrative operations. It has 

been certified by HIMSS as level 7 in the EMRAM model in 

2017. 

Glycemic critical value interface design and develop 

For the prototyping, the usability area worked under the 

methodological framework “User-centered design” (UCD), 

adapted to the format and interface templates established in the 

design of EHR. The prototypes, both desktop and mobile were 

first designed in low fidelity reproducing the workflow and 

recording the critical values, and testing sessions were  

performed with end users with qualitative analysis being done 

by members of the team. Then high fidelity prototypes were 

built, and again tested with users with same methodology 

(Figure 1). 

Results 

Process analysis and optimization 

Some key findings were achieved in the pre-implementation 

process:  

1. Nurses didn´t have a specific place in the EHR to 

register the glycemic value as critical. 

2. The documentation about the communication of the 

critical value was registered asynchronously, most of 

the times after the 5 minutes stated in the policy. 

3. Not all the information needed by the policy was 

present in the registries (e.g. physician communicated, 

read back, action taken). 

4. Nurses had difficulties in finding the physician in 

charge to whom communicate the critical value. 

Some modifications were suggested to address these difficulties 

and to comply with the organization's critical value policy, and 

the optimized process was plotted. The improvements consisted 

in having a real time documentation of the critical value 

communication; having a CDSS in which a number of rules 

were coded to interpret glycemic values and trigger the alert if 

a value was of range; create mandatory fields in the form to 

satisfy all required information by the policy; and offering the 

nurse information about the attending physician for the patient 

together with his contact number.  

Also some modifications were done in the eMAR, highlighting 

the glycemic values recorded as critical in red for better 

information retrieval (Figure 1). 

Interface design and development 

The alert system should comply with four objectives: 

5. Identify critical values of glycemia by glucometer. 

6. Alert health professionals. 

7. Communicate effectively and timely to the health team 

to provide a joint treatment. 

8. Record the critical findings of blood glucose controlled 

at the POC. 

A low fidelity mockup was built, and after user testing sessions 

a number of improvements were made when designing the high 

fidelity mockup, like adding the measured value to the pop up 

menu, showing specific fields like contacted physician and read 

back only if the option selected in the first field is affirmative, 

and changing the sides of the “save” and “back” buttons (Figure 

2). 
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The final system had the following elements: 

• Input: the trigger for the alert was the entry of the 

critical value in point of care glucose meter in the 

eMAR system. 

• Trigger: rules were developed for the alert system to 

identify and alert health professionals of critical 

value when it is less than 40 mg/dL or greater than 

500 mg/dL. 

• Output: consisted in a pop up menu with 

identification of attending physician through Master 

Professional Index, a radio buttons for registering 

effective communication, and proper read back 

process. 

Since medication administration and vital sign control are 

processes that are supported by our homegrown mobile eMAR 

application, android native interfaces were also designed and 

developed with the same methodology, objectives, and having 

the same elements as the desktop platform. Also, as both 

systems run in the same production environment, critical values 

recorded in one of them were seamlessly read in the other one. 

Conclusions 

This study presented the description of an iterative development 

with the objective of complying with the recommendations of 

the JCI that included, identify, alert, communicate and record 

the critical values of blood glucose by hemoglucotest, involving 

stakeholders in the validation of each of the tests. Establishing 

a protocol of action before critical values is a recommendable 

quality practice. Although there is a varied bibliography about 

the effective communication of these findings in areas such as 

clinical laboratory or diagnostic imaging, no literature was 

found that reports the development of blood glycemia critical 

values at the POC.   This project only made the description of 

the glucose alert system in the electronic medical record, future 

lines of research could focus on the measurement of before and 

after implementation, and monitoring the tool. 

 

 

Figure 1 - Process analysis 

 

Figure 2 - Low fidelity mockup of the alert in the EHR 

 

 Figure 3 - High fidelity mockup of the alert in the EHR 
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Abstract 

The goal of this study was to determine a consensual 

proposition for the development of computer tools in primary 

care. A Delphi study using colored abaci was conducted among 

23 French experts, some of whom were patients. The tools 

expected by the experts were: a customizable knowledge 

database integrated into an efficient clinical support system, a 

follow-up calendar designed as a collaborative patient-focused 

tool, and an information exchange data system.  

Keywords:  

Primary Health Care; Health Information Systems; Electronic 
Health Records 

Introduction 

Information and communication technologies are precious 
tools in dealing with present day health care challenges [1,2,3] 
but practical uses are often less efficient than expected. Their 
current use lies far below their potential and future possible 
applications.  

In French primary care, general practitioners (GP) often use an 
electronic medical record but only in minor functionalities. A 
national e-health record is having difficulty getting off the 
ground. Patient portals are beginning to be deployed [4]. Health 
data is only partially collected using social insurance data, and 
just beginning to be opened with the “Système National des 
Données de Santé” (French health data organization) [5]. 

The purpose of this study is to determine a consensual 
proposition for expected computer tools to be used in primary 
care between different expert profiles. Three directions were 
explored: assisted systems for medical decision making, care 
coordination and communication, health data exploitation and 
the ethical issues involved. 

Methods 

A Delphi method associated with Regnier colored abaci [6] was 
conducted using an online written survey with the website 
colorinsight® (http://www.colorinsight.fr/). 

Experts in medical and paramedical practical fields, care 
coordination, health project management, medical IT 
(information technology) systems, or patients’ experts in health 
system use were recruited. Their expertise was assessed by their 
training and professional experience. 

The first propositions were built from literature analysis 
supplemented by discussion with experts during recruitment. 
The second and third surveys were devised from analysis of the 
previous surveys content, to explore non-consensual points and 
find new ideas in view of obtaining a consensus. Finally, global 
answers were analysed by theme and summarized. 

Surveys were given to experts with a glossary explaining 
technical words and the summarized personalized answers of 
previous survey when necessary. Experts were invited to 
express their opinion about each proposition by a colored vote, 
with an optional comment section, to enable them to justify 
their position. A comment was systematically requested in case 
of disagreement.  

For each survey, the analysis was quantitative, with 
measurement of agreement rates, and qualitative, with the 
colored vote distribution analysis on the abaci and subsequent 
comments.  

The primary objective was achieving a positive consensus, 
defined by an agreement rate of over 75%. The distribution of 
the other votes showed strength of consensus.  

Expert consent was collected throughout the survey.  French 
data protection authorities were notified (CNIL – “Commission 
Nationale de l’Informatique et des Libertés”). 

Results 

Panel of experts and proceedings  

Twenty-three experts, among thirty-seven originally contacted, 
agreed to participate. Refusals were related to lack of time for 
volunteer contribution. They were 8 primary health care 
professionals, 2 coordination professionals, 5 physicians 
involved in IT health projects, 3 medical IT experts and 5 
patients promoted to patient experts. 

Three surveys with 21, 20 and 18 propositions were given to 
experts between March and August 2018. Answers from 
respectively 23, 21 and 17 experts were collected. 

Answer content 

Main consensual propositions are presented in figure 1.  

Clinical support system 

The use of a knowledge database to gain access to organized 
information in order to support clinical decisions was 
consensual. It had to be integrated into professional workflow 
and to be personalized by using comments and personal 
documents.  

The possibility for professionals to use a follow up calendar 
(including prescriptions, complementary investigations, 
secondary and tertiary health care feedbacks) for each patient 
was consensual. The calendar had to function collaboratively 
(between health professionals, social workers, other concerned 
parties and patients) and include major life events.  

Data exchange 

The need to consider interoperability in a global environment 
including health care facilities, the electronic health record, the 
pharmaceutical record and social facilities, was consensual. As 
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far as data standardization was concerned, experts suggested 
that standardized data was not accurate enough to be used as a 
means of supporting decisions and the only consensus was 
around consultation assessment.  

Health data access by the patient and the possibility to exchange 
and share the data with other health professionals in a secured, 
structured way was a consensual point. Data exchange using a 
secured mailbox was consensual as was that he different data 
exchange methods be centralized around a single online access. 
Experts expressed the need for health professionals to manage 
electronic exchange in order to limit legal risk and preserve data 
treatment capacity. 

Other communication systems seemed consensual: online 
prescription transfer to a designated pharmacist, an instant 
mailbox to communicate between health professionals and 
access to electronic exchange from the patient’s electronic 
record in work IT software. 

 

Figure 1 - Main results of Delphi rounds 

Data treatment 

Health data utilization and regulation was not agreed upon. Use 
of the data for research purposes and to improve health quality 

was not consensual.  Some experts wanted a regulated control 
of data anonymization and a limitation of their utilization to 
pre-selected projects. Other experts were in favor of free access 
to the data to foster further research. Having a separate 
organization handle health data use was not consensual. 
Analysis of the data was described as difficult, because of 
disparity in electronic health record quality and in data 
collection.  

The necessity for each patient to give his/her consent to the use 
of his/her health data was consensual.  

That GP’s should be able to offer the research protocol to a 
chosen patient was consensual. 

Conclusions 

This study shows common expectations for computer tools 
developing patient focused work. It highlights the need for a 
single and sharable medical record, thought around the patient, 
adapted to professional health needs and including training and 
communication features. Application of the consensual 
propositions of this study could have a major impact on primary 
health care organization. It should foster further research and 
question French national policies for e-health development. 
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Abstract 

Patient Reported Outcomes (PROs) provide essential clinical 

data for the diagnosis and treatment of patients. Mobile 

technologies enable rapid and structured collection of PROs with 

a high usability. MoPat is an electronic PRO system developed 

at the Münster University that enables patients to complete PROs 

in multiple languages. This research reports the further 

development of MoPat and the inclusion of features to document 

images electronically that will be evaluated in a multi-site 

clinical research. 

Keywords:  

Patient-reported Outcomes, Mobile Health, Electronic 

documentation.  

Introduction 

Patient-reported outcomes (PROs) are information provided by 

patients without any interpretation by a clinican or anyone else. 

Electronic systems and specially mobile devices provide a 

fantastic opportunity for the collection of these. In recent years, 

initiatives such as ResearchKit [1] have modified the way how 

PROs were being collected and also the kind of data that can be 

documented including new question types such as reaction time 

and tapping speed among others.  

The Institute of Medical Informatics in Münster (Germany) has 

developed its own electronic patient-reported outcome system 

(ePRO): the Mobile Patient Survey (MoPat) [2]. MoPat is an 

interoperable and multi-lingual web-based ePRO that enables 

clinical data collection in clinical settings and at home.  

The Translational Pruritus Research Group
1
 aims to identify 

clinical and therapeutical relevant mediators for chronic itch, as 

well as related anatomical and functional neuronal changes. To 

achieve these aims, patient data regarding the regions where 

pruritus and pain appear need to be collected. A similar 

functionality is required by the McGill-Pain index PRO [3], 

where patients also need to mark painful regions on the image of 

a human body.  

The objective of this research is to integrate an applicable way of 

reporting parts and individual marks in arbitrary images within 

the MoPat ePRO.  

Methods 

Before starting the implementation of the new features, it was 

necessary to perform a system analysis in order to define the 

software architecture of the new features and plan their 

integration into the existing code. At the same time, the 

                                                           

1
 www.prusearch.net 

development team identifyed available libraries that could be re-

used to fulfill the requirements. 

The major updates needed were the following: on the one hand, 

it was necessary to create and save the question data such as the 

images and the predefined body parts. On the other hand, it was 

crucial to display the new question types in a user-friendly way 

within a survey.  

The image marker question uses an HTML5 <img>-tag that 

allows setting base64 strings as source of the image. This tag is 

embedded in a canvas element that facilitates the drawing of 

marks. The marks are stored in a list together with an additional 

pointer that indicates which marks should be displayed.  

The body part question type was implemented using a class that 

contains an enum ‘BodyPart’, which defines the selectable 

regions. This class includes the multilingual message code, the 

path element, which defines the body region to be selected, and 

the enum ImageType that links the body part to the 

corresponding image. The path element is represented by an 

XML string that defines the region inside of a scalable vector 

graphics image.  

The images in both question types are transmitted in a data 

transfer object to the client as base64 encoded strings. The new 

functionality was internally tested using automatic (JUnit) and 

semi-automatic tests. 

Results 

Image marker 

The image marker question type enables MoPat administrators to 

upload arbitrary images to the MoPat server. When an image 

marker question is created, the file type, the dimensions and the 

resolution of the uploaded image are validated. If the size is 

unfitting or the resolution too low, warning messages are 

displayed. During a patient survey, image marker questions show 

the uploaded images together with a brushtool to select the color 

of the marks and the buttons to revert and redo changes (see 

Figure 1). Patients can then tap (or click) on the screen and draw 

“X” marks in black or white on it.  

As MoPat enables answering questionnaires offline, the images 

had to be transfered at the beginning of the survey to the client 

without reloading it from the server, which explains why base64 

encoding was chosen. 
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Figure 1– Snapshot of an image marker question with two 

marks on the right front and right back thigh 

The marks included by the patients are stored as a percentage of 

the image width and height to ensure correct positioning if the 

survey is stopped in one device and restarted on another one with 

a different screen size or resolution. 

The image marker question type was informally evaluated 

including 15 testers who completed a test script and filled out the 

System Usability Score questionnaire reaching an average score 

of 90. 

Body Part 

The body part question type enables MoPat administrators to 

include a predefined body part question and its selectable regions 

in a MoPat questionnaire. The administrator decides which body 

parts can be selected and these are displayed in light blue for the 

surveyed patient. When a body part is selected, the part’s color is 

displayed in dark blue (see Figure 2). 

 

Figure 2– Snapshot of a body part question with two body parts 

selected (displayed in dark blue) 

The implementation of body part question answering is similar 

to the multiple choice questions’ one. The selectable regions are 

treated like multiple choice answers and can be exported as a 

nominal variable. 

Discussion 

The question types “Image Marker” and “Body Part” have been 

sucessfully implemented and tested within MoPat. This 

functionality will be evaluated in the context of a large multi site 

clinical study, the Translational Pruritus Research Group.  

These two new question types entail some limitations: The image 

marker coordinates (where marks are included by patients within 

image marker questions) are not exported; however, they are 

being stored. This means that it would be straightforward to 

implement a coordinate export if required. The image marker 

question brushtool is limited to X marks and black and white 

colors. The colors were initially restricted in order to avoid 

possible categorisation of the marks, e.g. green marks are 

positive and red ones are negative. The body part question images 

and the parts that can be selected are hardcoded and can only be 

modifyed within MoPat’s source code. The images are 

transmitted in base64 format, which represents a considerable 

amount of data. This could be an issue when mobile devices use 

network data.  

The development of the image marker and the body part 

questions is an ongoing task. A new version of the image marker 

module should include a more complete brushtool enabling 

drawing of circles or elipses as well as a wider variety of colors. 

Likewise, the body part question type could be enhanced with the 

possibility to include images and define body parts within the 

administrators graphical user interface.  

Conclusions 

MoPat has been enhanced with two new question types: an image 

marker and a body part selector. These types will be tested and 

evaluated in the context of a multi site clinical study. The new 

question types will be further developed to improve their 

usability.  
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Abstract 

Differences in structure and semantics of data captured using 

screen forms in different Electronic Health Record (EHR) prod-

ucts and configurations is the root cause of many interopera-

bility problems. We present a workaround enabling reuse of 

openEHR archetype and template semantics to configure forms 

in four surveyed, insufficiently standardized, EHR-products 

used in Sweden (Cerner Melior, Cerner Millenium, Cambio 

Cosmic and CGM TakeCare). Data from EHRs was then ex-

ported and queried using standardized query mechanisms. 

Keywords:  

electronic health records, semantics, medical record linkage 

Introduction and Background 

EHR systems provide both hardcoded non-configurable struc-

tures and other customer configurable parts. A significant part 

of EHR configuration is the creation of custom input forms, 

sometimes called templates, which consist of headings. How-

ever, the predefined headings are only to a small extent shared 

between the professional groups [1] within a healthcare pro-

vider or shared between providers [2]. This variation makes it 

hard or impossible to share structured information in an interop-

erable way. If the information is too different then it cannot be 

safely converted/mapped to structured exchange formats. In-

stead unstructured versions of exchange formats or telefax-

transmission of printouts are often used, combined with time 

consuming reinterpretation and restructuring of the information 

by (already too busy) healthcare staff in order to fit into the re-

ceiving organization’s IT-system and routines.  

Standards targeted for EHR content standardization such as 

openEHR, HL7 CIMI, EN ISO 13606 combined with EN ISO 

13940 can, if wisely used, contribute to support similar data 

capture at the source (data entry) making conversion processes 

unnecessary, simpler, or at least possible. In Sweden the imple-

mented support for such standards in present and recently ac-

quired EHR systems is limited. Customer-configurable forms 

do however exist.  

The idea of using openEHR archetypes to configure input forms 

in a proprietary system by making limited modifications to the 

EHR System software has been described by Chen et.al. [3], 

and would likely have been useful if it had been implemented 

beyond research pilot. The work described here builds on sim-

ilar ideas, but only uses (the more limited) mechanisms availa-

ble in the studied current systems without vendor modifications 

of the software.  

Figure 1 – Usage Context of Suggested Workaround  

Several regions have signaled interest in using shared arche-

types and openEHR-templates as building blocks when creating 

and maintaining configurable EHR input forms also in non-

openEHR systems. That is the path explored here.  

Methods 

We asked what methods different healthcare regions employ 

when formalizing requirements and configuring EHR systems. 

Excel spreadsheets or documents with tables were received 

from six of the 21 Swedish healthcare regions. A new combined 

spreadsheet was compiled to fit all studied vendors’ main 

datatypes for configurable input forms, see Table 1. A smoking-

related spreadsheet example can be found in the “ehr-form-

config” directory of https://github.com/modellbibliotek/ 

standin/   

A detailed description of openEHR-based modelling is out of 

scope, but a brief summary is that an openEHR template for a 

specific use-case can be constructed by joining and configur-

ing/constraining and combining several (possibly repeated) ar-

chetypes (and terminology subsets/lists). Any node in such a 

template has a unique archetype based “path” and can also carry 

arbitrary “annotations” (key+value-pairs). We used annotations 

to mark which template nodes to expose in non-openEHR sys-

tems’ forms and at what “indentation” level. The annotations 

could also allow automation of the (now manually executed) 

algorithm to convert from annotated template to the suggested 

spreadsheet format or ideally directly to control configuration 

APIs or interfaces. As part of the algorithm the paths of the used 

nodes are also written into corresponding spreadsheet rows (to 

enable later storage in the EHR system’s or EHR-data export 

toolchain’s data or metadata). The ID of the openEHR-template 

is also written into the spreadsheet. 
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Table 1 – A simplified view of the main datatypes found to be used for configuration in the four studied systems. In addition to the 

described datatypes the spreadsheet file, where applicable, contains descriptive help text intended to be easily available upon user 

request in form systems. Also columns relating the rows to openEHR templates and ”paths” based on openEHR-archetypes were 

added to support openEHR based post-processing and potential querying of data. HL7 FHIR mapping guidance can also be manually 

added to the spreadsheet if available. A header level “depth” column is used for systems that support headings in hierarchical levels. 

Datatype/ System Free 

text 

Date &  

Time 

Numeric  

value 

Calculation Selection list Coded term Link 

Cambio Cosmic Yes Yes, §F Yes, §F, 1…2 Yes, §F Yes, §F, +N, 2 Yes, 1…* Yes

Cerner Melior Yes Yes Yes Yes Yes Yes Yes

Cerner Millenium Yes Yes Yes, +F Yes Yes, +F, 1S Yes, 1...* Yes

CGM TakeCare Yes Yes Yes Yes Yes Yes Yes
Abbreviation legend: +F = Free text field for comments can be added (configurable); §F = Free text field is always available for comment (not possible to 

turn off in configuration); +N = Numeric value can be added to the respective choices and can be used for calculation, e.g. for assessment instruments.; 2 

= The number of choices in the selection list can be delimited to two choices by single selection, e.g. when using checkboxes for ’Yes’ and ’No’, 

respectively; 1...* = One to several code systems can be made available, e.g. both ICD-10 and ATC.; 1...2 = One or two numeric values can be specified in 

the same datatype. E.g. for blood pressure, two numerical values can be specified; 1S = If a special choice (in an otherwise multiple-choice type of) 

selection list is selected, then no more choices from the list can be made, e.g. if you choose ’No diseases’ in a selection list that in addition to the choice 

’No diseases’ contains a selection of diseases.

Results 

The combined spreadsheet format has seven different main 

datatypes, see Table 1. Free text implies narrative text without 

any additional structure. Date & Time (possibly partial) dates 

and times. Numeric value includes the value itself, unit, maxi-

mum value, minimum value and reference values. For calcula-

tion, a formula is given, combined with unit, maximum value, 

minimum value and reference values of the calculated value. 

For the selection list, the choices available to be selected are 

defined and whether single or multiple choice is allowed. 

Coded term carries codes that can be numeric or alphanumeric, 

and a meaning/display label of each code in a plain text. Link 

references other information, within or outside the EHR system  

The spreadsheet method is suggested to be used as a way to 

“translate” annotated openEHR templates (or forms) based on 

archetypes to a form that resembles what current EHR system 

administrators are familiar with and using today. The configu-

ration of the templates, in current EHR systems that lack an im-

port mechanism, then has to be made manually based on the 

spreadsheets (as usually done today) or potentially assisted by 

RPA (Robotic Process Automation) tool scripts. 

If/when openEHR modelling tools become more familiar in the 

regions and more automation is desired, then the spreadsheet 

step could be skipped and either annotated openEHR templates 

or form definitions could be used for configuration information.  

Templates were currently chosen instead of the form definition 

format already used by a couple of openEHR products, since 

there is not yet an official openEHR standard for that format. 

When standardized, it could potentially be used instead of (or 

as a complement to) annotated templates. 

Figure 1 illustrates the workflow; templates of shared interest 

are collaboratively created and annotated (using normal 

openEHR toolchains) to fit use-cases and then algorithmically 

converted to the suggested spreadsheet format and uploaded to 

a shared repository (e.g. on GitHub) When the EHR adminis-

trators configure forms based on the spreadsheet they make sure 

to also carry over information regarding which openEHR tem-

plate-ID the form is based on into the EHR. Information about 

which archetype-based path each spreadsheet row is associated 

with also needs to be stored in the EHR configuration or some 

other place that export mechanisms later can use to re-associate 

the EHR data with the path. Exact association mechanism may 

vary between systems, shorter Dewey-compressed [4] or 

hashed paths an also be used instead of full paths in EHR data. 

 

The data in the (non-openEHR) EHR systems will not need to 

contain the full openEHR tree structures. As long as the 

openEHR-template-IDs and paths can be reconstructed during 

data export then e.g. an openEHR “flat” JSON format 

(https://github.com/ethercis/ethercis/blob/master/doc/flat%20j

son.md)  can be used as import mechanism into an openEHR-

compliant system and for example be queried using AQL [5]. 

The whole approach was tested by using an openEHR-tem-

plate-derived spreadsheet to configure a CGM TakeCare EHR 

system. Export mappings to openEHR based “flat format” were 

then easily created and used to export data to an openEHR 

based open source EtherCIS EHR. The data (originating from 

the TakeCare system) could then be queried in the EtherCIS 

system using AQL (Archetype Query Language). 

Conclusion 

The described “spreadsheet” approach will of course not make 

existing non-standardized EHR content any easier to share in a 

structured way (no matter if it is user configured content or non-

configurable content designed by the vendor). Organizations 

with an existing operational EHR installation will likely not 

suddenly switch all configurable EHR-entry forms from non-

standardized to standardized, but can do it incrementally com-

bined with other process and information change management 

and maintenance work.  

References 

[1] Terner, A., Lindstedt, H., & Sonnander, K. (2012). Predefined headings 

in a multiprofessional record system. J Am Med Inform Assoc 

2012;19:1032-1038. 

[2] Halilovic, A., & Terner, A. (2018). The Extent of Shared Headings in 

Electronic Health Records in Swedish County Councils and Regions. 

Journal of Medical Imaging and Health Informatics. Vol. 8, 1–5, 2018 

[3] R Chen, GO Klein, E Sundvall, D Karlsson and H Åhlfeldt, Archetype-

based conversion of EHR content models: pilot experience with a re-

gional EHR system, BMC medical informatics and decision making 9 (1), 

33  

[4] E Sundvall, F Wei-Kleiner, SM Freire and P Lambrix, Querying arche-

type-based electronic health records using Hadoop and Dewey encoding 

of openEHR models, Studies in health technology and informatics 235, 

406-410 

[5] Archetype Query Language (AQL) specification 

https://www.openehr.org/releases/QUERY/latest/docs/AQL/AQL.html 

Address for correspondence 

Erik Sundvall, erik.sundvall@liu.se 

E. Sundvall et al. / Configuration of Input Forms in EHR Systems Using Spreadsheets, openEHR Archetypes and Templates1782



Relationship Between Very Cold Outside Weather and Surgical Outcome: Integrating 

Shallow and Deep Artificial Neural Nets 

Ahmad P. Tafti
a

, Yue Dong
b

, Elizabeth Habermann
a

, Hongfang Liu
a

, Vitaly Herasevich
b

 

a 

Department of Health Sciences Research, Mayo Clinic, Rochester, MN, USA,  

 b 

Department of Anesthesiology, Mayo Clinic, Rochester, MN, USA 

 

 

Abstract 

Patients’ hospital length of stay (LOS) as a surgical outcome is 

important indicator of quality of care. We used EMR data to 

build artificial neural network models to better understand the 

impact of cold weather on outcome of first surgeries in a day in 

comparison to a matched cohort receiving surgical treatment 

in warm days. We found that LOS for first-in-a-day cardiac and 

orthopedic surgical cases are longer in very cold days. 

Keywords:  

Length of Stay, Machine Learning, Association Learning.  

Introduction 

High-quality surgical care is of paramount importance to the 

public health community as the volume of surgery has 

remarkably increased all across the world. Successive 

assessment of surgical outcomes (e.g., LOS, readmission rates, 

functional health status, patient satisfaction) improves the 

efficacy of hospitalization, keeping LOS to a minimum, and 

helps health care providers build effective programs to patient 

care [1; 5]. Baseline heath status, condition lead to surgical 

intervention and procedural factors that can impact surgical 

outcome; however, no knowledge exists to study exterior 

factors, such as weather conditions impacting the hospital LOS 

of surgical patients. The availability of large-scale multi-modal 

data along with artificial intelligence algorithms make it 

possible to estimate association of different factors in 

measuring surgical outcome. In the present study, we develop 

machine learning-based, data-driven models to analyze the 

impact of cold and freezing outside weather on LOS after 

surgery. Our hypothesis is that freezing outside weather can 

affect the first surgical case in a day as operating room (OR) 

staff could have cold hands and be rushing to work. We 

compare hospital LOS after similar surgeries in freezing and 

summer days. Our main contributions are three-fold: (1) 

Inspired by shallow and deep artificial neural networks, we 

integrate daily temperature data with surgical data, and begin to 

understand how does the cold weather affect LOS for a cohort 

exposed to cold weather in comparison to a matched, non-

exposed to cold weather cohort; (2) We turn a descriptive 

analysis problem into a classification pipeline, and develop a 

deep-stacked, contractive auto-encoder to learn useful data 

representation and extract relevant features from the combined 

clinical and weather data; and (3) The present study is expected 

to open several research avenues to incorporate more data and 

more multi-modal data to inquiry of surgical outcome. 

Methods 

The present study was reviewed and approved by the Mayo 

Clinic institutional review board. The Mayo Clinic OR 

Datamart was used to identify first-in-a-day surgical cases 

between January 2005 and December 2017. All patients 

admitted during the study period to the OR in the Rochester 

campus of the Mayo Clinic were eligible for inclusion. The 

Rochester (MN 55902) temperature data was obtained using a 

publicly available data source, namely NOAA, the National 

Oceanic and Atmospheric Administration [2]. To ensure 

consistency, we cross-checked the temperature data using an 

alternative source, called Weather Underground [4]. Our 

proposed workflow and the software tiers we developed are 

shown in Figure 1. After data cleaning, we had 132,095 unique 

surgical cases to perform the analysis. 45 data fields across 4 

different categories (e.g., patient data, surgical data, 

intervention data, weather data) were used. Although the 

temperature data were originally obtained in Fahrenheit in the 

format of decimal numbers, an additional field namely 

“Temperature_Ordinal” was added to the dataset, in which to 

also account for a categorical representation of temperature. We 

employed the facts demonstrated in [3; 7] to turn temperature 

data from continous to ordinal values, as follows: {Temperature 

< 14 
o

F � ‘Very Cold’; 14 
o

F ≤ Temperature < 50 
o

F � ‘Cold’; 

50 
o

F ≤ Temperature < 68 
o

F � ‘Mild’; 68 
o

F ≤ Temperature < 

85 
o

F � ‘Normal’; Temperature ≥ 85 
o

F � ‘Warm’}. In regard 

to LOS, the minimum and maximum values among all surgical 

cases were 0 and 31 days, respectively. To turn LOS to a 

nominal value and have it as the target class, median and mean 

of daily basis LOS were separately calculated for each surgery 

procedure. We thus defined short-term, mid-term, and long-

term LOS for every surgery procedure as: {LOS < 

LOS_median � ‘Short-Term’; LOS_median ≤ LOS ≤ 

LOS_mean � ‘Mid-Term’; LOS > LOS_mean � ‘Long-

Term’}. All surgical data records have been combined with 

temperature data (decimal and ordinal) and stored in a single 

data repository, called Aggregated Dataset (see Figure 1). Once 

we had all data records and variables (X in Figure 1) available, 

we fed the deep-stacked, contractive auto-encoder with the data 

(each record represented as a vector X), in order to better 

capture the local relationships and directions of variables 

dictated by the surgical data records. The stacked contractive 

auto-encoder [6] is an unsupervised learning strategy that 

automatically discovers useful data representation models out 

of the given data. As a mathematical function, it maps an input 

vector X ϵ R
dx 

to a hidden representation h(x) ϵ R
dh

, as: h = f(x) 

= Sf(Wx + bh), where Sf is a non-linear activation function, and 

it is parameterized through a dh × dx weight matrix W, and a bias 

vector bh ϵ R
dh

, and decoder function will map hidden 
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representation h to a reconstruction y as: y = g(h) = Sg(W´h + 

by). The contractive auto-encoder training tries to find 

parameters ϴ = {W, bh, by} that minimize the reconstruction 

error on a training set of instances Dn as follows [6]:  

δ (ϴ) = ∑ �� ��, �	
����
 � �||
�	∈	�

�

�
�
	���|| 	

�

�

�              (1) 

Having LOS nominal variable as the target class [short-term, 

mid-term, long-term], we then utilized three different 

classifiers, namely Neural Network (NN), Decision Tree, and 

Random Forest (RF), to learn how relevant features could be 

associated to a class. We split all data records into different 

segments to first train the classifiers, and then validate and test 

how those classifiers are accurate. If the F-measure and ROC 

area we obtained using the classifiers plus those relevant 

variables that automatically extracted through stacked 

contractive auto-encoder were promising, then we took 

association rules with the help of Apriori algorithm to extract 

patterns and rules across the data. Otherwise, we were back to 

the stacked contractive auto-encoder and re-configured the 

internal parameters (e.g., penalty term for the reconstruction 

cost function, number of epochs) to iterate the process.  

Results 

We used 50% of the data records to train the contractive auto-

encoder, 25% to validate, and 25% to test. For classification 

purposes, we used 5-fold cross validation to evaluate the 

models. We ran into learning curves and calculated the F-

Measure and ROC area to see the performance of the supervised 

method (shallow nets, RF, and Decision Tree), and then 

iteratively tuned and refined the entire parameters (e.g., penalty 

term) of the feature extraction component, the deep-stacked, 

contractive auto-encoder. The best F-Measure and ROC area 

were achived by NN, with F-Measure of 0.831 and ROC area 

of 0.847. Table 1 presents some temperature-related rules that 

automatically extracted using the system. The current study 

showed some relationship between cold weather and LOS for 

cardiac and orthopedic surgeries. We are 95% confident that the 

cold and very cold day cardiac surgeries which classified as 

long-term LOS have fallen between 68.59% and 71.41%. We 

are 95% confident that the mean LOS difference between cold 

and very cold versus not cold and very cold day cardiac 

surgeries is between 2 and 2.2 days, and we are also 95% 

confident that the mean LOS difference between Long-Term 

LOS versus not Long-Term LOS for cardiac surgeries is 

between 6.5 and 6.7 days. For orthopedic surgeries, we are 95% 

confident that the cold and very cold day orthopedic surgeries 

which classified as long-term LOS have fallen between 71.37% 

and 74.63%. We are 95% confident that the mean LOS 

difference between cold and very cold versus not cold and very 

cold day orthopedic surgeries is between 1.7 and 2.3 days. We 

are also 95% confident that the mean LOS difference between 

Long-Term LOS versus not Long-Term LOS for orthopedic 

surgeries is between 6.5 and 7.0 days. Our study did not find 

any relationship in data between cold weather and some 

surgeries, including gynecology, plastic, general, and urology.  

Discussion 

In this data mining study, we found associations between LOS 

patients undergo surgeries, including cardiac and orthopedic as 

first case in a day and very cold outside weather. Some previous 

studies were done studying association between hot climate and 

perioperative outcome in elderly patients. But this study is first 

to investigate the impact of very cold weather. Besides the large 

number of surgical cases and 12-year observation period, our 

study has limitation as this is association study affected by num-

ber of biases.  

Conclusions 

We found that LOS for first-in-a-day cardiac and orthopedic 

surgical cases were statistically significantly longer in very cold 

days. In this study, we only matched type of surgeries. This was 

designed as an exploratory study that required more fundamen-

tal epidemiological approaches to eliminate biases and con-

founders. Traditional epidemiological research is required to 

support this conclusion behind simple association. 

Table 1 – Temperature-Related Patterns and Rules, 

Automatically Extracted Using the Proposed System  

Patterns/Rules Support [Confidence] 

Procedure = “Cardiac” AND 

{Temp_nominal =“Cold” OR 

Temp_nominal=“Very Cold”} � 

LOS_Nominal = Long-Term

68.59% - 71.41% [95%] 

Procedure = “Orthopedic” AND 

{Temp_nominal =“Cold” OR 

Temp_nominal=“Very Cold”} � 

LOS_Nominal = Long-Term 

71.37% - 74.63% [95%] 

 

 

 

Figure 1 – The Proposed Workflow and Software Tiers  
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Abstract 

The digitization of health records and cross-institutional data 
sharing is a necessary precondition to improve clinical 
research and patient care. The SMITH project unites several 
university hospitals and medical faculties in order to provide 
medical informatics solutions for health data integration and 
cross-institutional communication. In this paper, we focus on 
requirements elicitation and management for extracting 
clinical data from heterogeneous subsystems and data 
integration based on eHealth standards such as HL7 FHIR and 
IHE profiles. 

Keywords:  

Data sharing , engineering 

Introduction 

The SMITH project [1], along with three other consortia, is part 
of the Medical Informatics Initiative (MII), funded by the 
German government. The aim of MII is to improve patient-
oriented clinical research through optimized intra- and inter-
institutional data exchange [2]. Therefore, a core dataset [3] and 
innovative medical informatics solutions for health data 
integration and cross-institutional data sharing are developed 
within the scope of MII. The SMITH consortium unites several 
university hospitals and medical faculties as well as industry 
partners in order to implement Data Integration Centers (DICs) 
at each hospital. These DICs are responsible for health data 
sharing and interoperability issues in the MII. Essentially, the 
implementation of such a trans-institutional health information 
system that enables the integration of heterogeneous data from 
various local hospital information systems (HISs) is a very 
complex and challenging task. In this paper, we focus on 
requirements elicitation and management for implementing this 
challenge. 

Methods 

We have adopted a generic approach that enables a 
collaborative requirement elicitation and a continuous 
refinement of the user requirements. Essentially, there were two 
conditions, among others, guiding the method selection for 

requirements documentation. 1) The team members belong to 
different institutions and have different levels of experience in 
requirements engineering. Consequently, they adopt different 
perspectives for requirement elicitation. 2) There was no 
specific tool for collaborative requirement engineering 
available and familiar to all team members. Hence, we decided 
to use a widespread word processor tool to create our technical 
requirements documents (TRDs). To support collaboration on 
the documents, we used SharePoint as a tracking system and 
repository. We additionally applied the method of Balzert [4]. 
This method helped us to structure specific requirements for 
heterogeneous data sources in the participating hospitals. 
Moreover, we modified this method by adding and linking local 
TRDs to a generic document that specify the core technical 
requirements (core TRD). Furthermore, conceptual models that 
describe the architectural requirements were included. They 
had been developed based on a DIC reference model [1] and the 
local TRDs, which take into account the local IT architecture 
and the resulting requirements. Finally, we adopted an 
ontology-based specification of the data requirements using 
Excel spreadsheets. To enable semantic interoperability, 
standard ontologies such as SNOMED CT and LOINC were 
used to code the data items required to implement SMITH use 
cases. 

Results 

We analyzed all functional requirements for data integration 
and validated them in cooperation with the participating 
hospitals. The resulting requirements of core business 
processes (BPs) were specified in the core TRD. Table 1 
illustrates the core BPs. The code WP1-Core:BP50, for 
example, identifies UC data extraction as a generic BP 
requirement. The first three characters indicate the work 
package (here WP1). Table 2 illustrates an example that 
provides a generic specification for UC data extraction. 
Analogous to this example, we also defined requirements for all 
other core BPs. The implementation of this core process in DIC 
Leipzig differs from other locations. At the University Hospital 
Leipzig, i-Solutions LabCentre is installed as a laboratory 
information system whereas at the University hospital Jena 
Roche Swisslab is installed. For this reason, we also defined 
sub BP requirements specific to the local HISs. These 
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requirements were described in the separate local TRDs, which 
were linked to the core TRD. The TRD specific to DIC Leipzig 
contains, for example, five sub BP requirements that provide a 
detailed specification for the data extraction pipeline in DIC 
Leipzig. Each sub BP defines the relevant requirements for 
extracting UC data from different data sources such as 
LabCentre and i.s.h.med. I.s.h.med is a clinical documentation 
system provided by Cerner. To meet the requirement described 
in Table 2, a LabCentre interface has to be implemented. This 
interface extracts the UC data from LabCentre and transfers 
them to the data integration engine (DIE) using HL7 v2 [5]. The 
DIE is responsible for transforming the extracted data into 
interoperable standards such as HL7 FHIR [5] and CDA 
templates [5]. Finally, the Health Data Storage (HDS) stores the 
generated CDA documents in an IHE XDS [6] repository and 
loads the created FHIR resources into an FHIR server for 
discrete data. 

Table 1– Core business processes 

BP-Code Core business process 
WP1-Core:BP10 Extract calibration data for the UC tools 

and make it available for users 
WP1-Core:BP20 Configure the DIE and activate DIC 

connectors to IHE-based components 
WP1-Core:BP30 Configure the interface of DIE to clinical 

subsystems and establish connections to 
data sources  

WP1-Core:BP40 Extract the MII core dataset 
WP1-Core:BP50 Extract the UC data  
WP2-Core:BP60 Transform extracted data into eHealth 

standards and integrate it in DIC HDS 
WP9-Core:BP70 Supply UC data via standardized external 

interfaces such as IHE-profiles [6]  

Table 2– An example of core business process requirements 

/WP1-Core:BP50/ Core business process: 
extract the UC data 

Purpose UC data can be extracted from clinical 
subsystem  

Precondition  The DIE is ready for use and a connector to 
subsystem interface is established. The UC 
data are available in the subsystem to the 
extent necessary for the UC tools 

Postcondition  UC data was successfully extracted from 
clinical subsystem and transmitted to DIE via 
a standard HL7 interface  

Description A connection to subsystem data source has to 
be established (see WP1-core:PB30) in order 
to extract the necessary data. The user can 
restrict the data quality and volume by certain 
parameters such as the number of patients and 
date. The user must also be able to sample the 
required data in a given time period (for 
example every 20s). 

Once the data transformation and integration is finished, the 
next business process is data sharing. This core process requires 
IHE based data sharing services that connect all SMITH DIC 
information systems in order to provide access to anonymized 
clinical data stored in the local HDS. 

Furthermore, we interviewed healthcare IT experts of the 
participating hospitals to get information about the primary data 
and to specify UC data requirements such as communication 
interfaces, source clinical subsystems, local IDs, local coding 
systems, and sampling rate. As a result, we created a 
spreadsheet file that combines all data items required to 

implement SMITH use cases. This file contains one spreadsheet 
for every partner hospital. To enable semantic interoperability, 
all data items specified in these spreadsheets were coded using 
standard ontologies such as SNOMED CT and LOINC. These 
spreadsheets will be used as a base for a metadata repository 
that represents all the data used and provided in SMITH.  

Conclusion 

We have adopted a generic requirement engineering method for 
supporting collaborative requirement elicitation and 
management in the SMITH consortium. This approach 
provided in our project a generic solution for aligning various 
requirements specific to different local hospitals. The resulting 
TRDs provide the basis for planning the system tests and future 
evaluations. Essentially, the resulting requirements are used to 
identify dependencies and to support the project management 
task.  

In addition, the resulting spreadsheets provide a detailed 
specification of data items that should be extracted from local 
electronic medical records. Hence, our future work will include 
the development of corresponding FHIR profiles and the 
transformation of extracted UC data into FHIR resources. 
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Abstract 

Voice technology offers a range of novel and promising 
strategies for clinical diabetes management. Incorporation of 
voice-powered virtual assistants (such as Apple Siri and 
Microsoft Cortana) into diabetes care programs has the 
potential to improve patient awareness and adherence; 
facilitate comprehensive provider-patient integration and data 
collection; and expedite consultations, procedures, and meal 
preparations. This study will present a qualitative literature 
review on existing and speculative applications of voice 
technology in diabetes care.  
Keywords:  

Diabetes Mellitus, Mobile Applications, Speech Recognition 
Software 

Introduction 

Diabetes encompasses a number of related conditions chiefly 
characterized by dysregulations in glucose metabolism and 
resultant hyperglycemia. It is a globally recognized health issue 
with an estimated prevalence of over 400 million people 
worldwide [1]. Diabetes is primarily represented by two main 
subtypes: Type 1 diabetes mellitus (T1DM), an autoimmune 
condition; and Type 2 diabetes mellitus (T2DM), caused by 
deficient insulin secretion and/or insulin resistance [2]. Both 
forms of diabetes are lifelong and associated with increased 
mortality, largely due to cardiovascular and cancer-related 
causes [3].  
Clinically, there are many issues that impair contemporary 
diabetes management. As diabetes is a chronic condition, 
patient education and adherence are closely intertwined with 
overall outcomes [4]. However, long-term adherence remains 
low, largely due to the complexity and consistency demanded 
by comprehensive management plans [5]. Surgery represents a 
prominent challenge in the diabetic population, both due to its 
fasting requirement and a greater rate of cardiovascular and 
infectious complications [6]. Additional issues in diabetes 
management include underdiagnosis, polypharmacy, drug 
interactions, wound care, and healthcare delivery [7]. 
Recent advances in digital and online technologies have 
presented a novel avenue to overcome these challenges [8], 
though reports on adoption and efficacy remain variable [9]. 
Smartphone applications have demonstrated efficacy at 
improving patient adherence and reducing blood glucose levels 
[10]. Similarly, artificial intelligence systems may allow 
patients and healthcare providers to better navigate the 
complexity of diabetes [11].  
Voice technology, including virtual assistants such as Amazon 
Alexa, Apple Siri, and Google Home, offers a highly 
personalized and accessible approach to diabetes management. 
This study aims to summarize the current state of voice 
technology in diabetes management, as well as report on 
upcoming and potential applications. 

Methods 

A review of the literature was conducted to identify relevant 
peer-reviewed articles, conference abstracts, and technical 
reports. Databases searched included PubMed, Scopus, ACM 
Digital Library, and IEEE Digital Library. Google Scholar was 
used to identify relevant grey literature. The eligibility criteria 
for this study included English-language articles published 
from 01/01/2010 to 31/12/2018, as well as assessments of 
topical relevance, reliability, and data quality. 
To find studies involving both diabetes and voice technology, a 
two-pronged search strategy was developed. Diabetes-related 
search terms included “diabetes”, “blood glucose”, and “blood 
sugar”. Voice technology search terms included “Amazon 
Alexa”, “Amazon Echo”, “Apple Siri”, “Microsoft Cortana”, 
“Google Assistant”, “Google Glass”, “Google Home”, 
“interactive voice”, “virtual assistant”, “voice assistant”, “voice 
intervention”, “voice recognition”, “voice interface”, and 
“voice response”. Overall, 28 peer-reviewed publications and 2 
grey literature articles met the eligibility criteria for this study. 

Results 

Patient Adherence and Education 

Interactive voice response (IVR) systems provide automated 
phone consultations through the use of voice recognition 
software [12]. Multiple studies have shown that IVR improves 
medication and lifestyle modification adherence in T2DM 
patients, ultimately resulting in HbA1C and outcome reductions 
[12; 13]. By providing personalized advice and a range of 
answers to common medical questions, voice-driven 
technologies are also effective at educating and informing 
patients [14].  
Insulin therapy is considered to be clinically underused in 
T2DM, largely due to difficulties in manually calculating one’s 
bolus dose [15]. In conjunction with a machine learning 
algorithm for nutrient determination [16], Foltynski et al. report 
on a smartphone application that can synthesize verbal 
descriptions of meals and accurately return the corresponding 
insulin bolus dose [17]. A similar voice-activated initiative was 
successfully trialled in patients with diabetic retinopathy [18]. 
Further development and distribution of these programs have 
the potential to greatly expedite insulin therapy for existing 
users, as well as promote its adoption in current non-users. 

Healthcare Delivery 

IVR and virtual assistants allow patients to easily book health 
appointments, as well as rapidly notify care providers about 
hypoglycemic and cardiovascular events [14]. Voice 
recognition software has successfully been used to transcribe 
endocrine consultations, improving healthcare efficiency and 
continuity [19]. Taken together, these systems allow for 
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doctors’ advice and recommendations to be repeated at home, 
improving patient recall and adherence [14]. 
Surgeries in diabetic patients are often complex and demand 
significant expertise [6]. Armstrong et al. document the use of 
proprietary Google Glass software during diabetic limb salvage 
surgery to facilitate clinician communication and consultation, 
reducing errors and improving patient outcomes [20]. 

Surveillance and Diagnosis 

Notably, voice recognition software appears capable of 
identifying early diabetic [21] and acutely hyperglycemic [22] 
patients from alterations in their vocal characteristics. Basatneh 
et al. additionally propose integrating virtual assistants with 
wearable sensors, such as foot mats and ‘smart’ wound 
dressings. This would facilitate wound self-care, early 
notification of risky behavior, and timely alerts to health 
providers [14]. 

Conclusions 

Voice technology is swiftly gaining traction in contemporary 
diabetes management, with studied applications in intervention 
adherence, medication guidance, healthcare access, intra-
operative consultation, and surveillance. Future expansions 
include the potential for further integration with existing 
diabetes technologies and machine learning systems, improving 
symptom detection and reducing intervention complexity. 
While voice technology currently holds a relatively niche role 
in diabetes management, the rapidly increasing prevalence of 
virtual assistants and speech recognition software heralds far 
greater adoption in the years to come. 
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Abstract 

We report on triage before transportation by sharing patient 
information between hospitals, making it possible to use the 
Ajisai-net for 24 hours. Fifty-six times hospital collaboration 
was conducted during the period from start of hospital 
cooperation operation until October 2018. Transportation cost 
reduction of 3,935,000 yen (34,620 dollars) was estimated. 
It is expected to contribute to improvement of efficiency of 
emergency medical care in North Kyushu. 

Keywords:  

Medical information exchange, triage before transportation.  

Introduction 

Health Information Exchange (HIE) has been gradually 
spreading in Japan [1]. The Japan Ministry of Health, Labour 
and Welfare reported that the number of these networks were 
spreading to 26 prefectures (55%) in Japan. Ajisai (hydrangea)-
net, one of the most popular health information exchange 
(HIE), has been used since 2004 [1]. The electric medical 
records of 35 large hospitals of North Kyushu area (Fukuoka, 
Saga and Nagasaki prefecture) are shared among hospitals, 
clinics, pharmacies and other medical institutions. However, 
since regional collaborating room of each information 
provision hospital which implements access right setting cannot 
respond outside weekends, public holidays and weekday hours, 
it is difficult to operate for 24 hours, and lack of function has 
been pointed out in emergency medical care.  We report on 
triage before transportation by sharing patient information 
between hospitals, making it possible to use Ajisai (hydrangea)-
net 24 hours a day, 7 days a week. 

Methods 

The electric medical records of 84,332 patients were shared 
with their consent in Ajisai (hydrangea)-net from 2009 to 2018. 
This network system when utilized at the right setting is 
required to carry out strict protection of personal information of 
each patient. 

The regional collaboration room of the information provision 
hospital’s inability to set access right outside weekends, public 
holidays, weekday hours and lack of function in overtime 
medical examination has been pointed out. In addition, despite 
acute phase hospital collaboration with secondary and tertiary 
hospitals, spoil cases have been found to be appropriate for 
patients who really need transport outside of the indication. For 
these problems, it was decided to outsource weekends, public 
holidays and outside of weekday hours access right setting. To 

obtain written consent from the patient or a representative at the 
hospital, fax is sent to outsourced facility and consent form is 
confirmed by outsourcer. It performs setting of access right by 
outsourcer and makes completion report to requesting facility. 
Outsourcing facility further sends work report and consent form 
to regional collaboration office of each information provision 
hospital. The work of outsourcer is then terminated. Fax is sent 
to regional collaboration room of each hospital from the 
outsourced facility and work of outsourcer terminated. In 
addition, associated outsourcing costs were 1.2 million yen 
(10,909 dollars) per year. We examined triage before 
transportation using Ajisai (hydrangea)-net by cases where 
hospital-to-hospital cooperation was utilized. 

Results 

Fifty-six times hospital collaboration was conducted during the 
period from start of hospital cooperation operation until 
October 2018. Details were 39 cases (70%) before hospital 
transfer, 9 cases (16%) consultation, and 8 cases (14%) 
unknown (see Table 1).  

Table 1 – The reason for between hospital cooperation 

 Number Proportion (%) 
All 56 100 
Before hospital transfer 39 70 
Consultation   9 16 
Unknown   8 14 

 

Further investigation revealed that of the 39 cases conveyed 
before triage, 27 cases were transported [16 cases by helicopter 
(41%) and 11 by ambulance transportation (28%)], and 12 cases 
(31%) were not transported (see Table 2). We examined cases 
that were not transported further, and we found 7 cases 
scheduled to be conveyed by helicopter and 5 patients 
scheduled to be transported by ambulance.  
 

Table 2 – Hospitalty transfers by between hospital 
cooperation  

 Number Proportion (%) 
All 39 100 
Transported: 27  
    Helicopter 16 41 

  Ambulance 11 28 
Not transported 12 31 

According to previous reports, we estimated 530,000 yen 
(4,660 dollars) for helicopter transportation per case and 45,000 
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yen (395 dollars) for ambulance transportation in Japan [2,3]. 
Estimated total transportation cost reduction was 3,935,000 yen 
(34,620 dollars), helicopter transport cost reduction of 
3,710,000 yen (32,640 dollars), and ambulance transport cost 
reduction of 225,000 yen (1,980 dollars). 

Discussion 

The medical network system started from paper media and has 
shifted from the fax using telephone communication network to 
the internet system. With these advances, it has become 
possible to confirm patient information in real time, which has 
greatly contributed to telemedicine and medical treatment 
support [4,5]. However, protection of patient's personal 
information, response at time of remote medical care, response 
to overtime, and so on still often must be solved.  

We reported that to construct a method for registering out of 
time to the online system. By using outsourcing to solve the 
problem posed by holidays and weekday outside hours, it is 
possible to share information at emergency medical scene by 
enabling the use of hydrangea 24 hours a day, 7 days a week.  

In Japan, several hospitals in the region cooperate with each 
other for emergency medical care. It is important to share 
imaging findings and laboratory data when linking between 
hospitals. In our study, by establishing a 24-hour hospital-to-
hospital linkage, these results could be shared to allow 
treatment decisions to be made prior to transport, thus reducing 
emergency ambulance or helicopter transport by 31%. As a 
result, cost savings estimated at 3,935,000 yen (34,620 dollars) 
was reported. The role sharing of hospitals by triage before 
transportation, and reduction of medical cost is expected to 
contribute to improvement of efficiency of emergency medical 
care in North Kyushu. 

Conclusions 

It was possible to review the trial and treatment method before 
transporting by confirming the medical information in the 
receiving hospital before medical examination. 
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Abstract 

The biomechanical relationship between the body and teeth 

suggested that posture imbalance can lead to dentoalveolar 

malocclusion. A randomized crossover trial was conducted to 

compare body posture measure using tilt angles of the neck and 

center of pressure of the malocclusion patients that received 

vibrotactile biofeedback from the posture trainer device with 

those who received no feedback. The results showed that the 

system is associated with quantitative improvements of the body 

posture in malocclusion patients. 

Keywords:  

Malocclusion; Postural Balance; Cross-Over Studies. 

Introduction 

Occlusion is a term used to refer to the alignment of teeth. 

Deviations from an ideal occlusion are called malocclusion. 

Orthodontics is a branch of dentistry that treats malocclusion. 

Some patients can maintain satisfactory conditions long after the 

treatment. However, in some patients, the symptoms reappear. 

Relapses can be interpreted as a return to an earlier posture 

expressing the patient's initial postural pattern [1]. A number of 

studies have been conducted on body structures affecting 

occlusion, focusing on genetically abnormal and unvaccinated 

body structures. The results of these studies indicate that, in 

general, individuals with unusual body structures are also 

associated with abnormal facial structure and occlusion [2, 3] due 

to the fact that both structures are connected by muscles. To be 

in a balanced position both statically and dynamically, it is 

necessary to balance the neck as well as the facial muscles and 

the occlusion plane [3]. 

Studies on the relationship between biomechanical and 

neurological aspects of the oral cavity and jaw have continued to 

multiply in the literature [4-6]. The study of body balance in 

patients with malocclusion using the equilibrium platform 

showed that it was instability in patients with severe class II or 

III malocclusion [5]. Body inclination has been found in cases of 

severe malocclusion, such as prominent protrusion or short jaw 

[6]. 

The use of biofeedback has been offered in the past as an 

instrument for training that enables an individual to learn how to 

change physiological activity or behavior for the purposes of 

improving performance. In therapeutic applications, biofeedback 

training of balance and posture has shown to be effective for 

posture control in adolescent scoliosis [7], and has also decreased 

the fall rate in elderly patients with peripheral neuropathy [8]. In 

patients with bilateral vestibular loss [9], biofeedback training 

was also found useful in enhancing postural stability even under 

challenging standing conditions, beyond the effect of practice 

alone.  

This study evaluated the effectiveness of a vibrotactile posture 

trainer device that comprised of a wearable device containing an 

accelerometer sensor for measuring the tilt angle of the body 

(input) and provided real-time vibrotactile biofeedback (output) 

when the body is unbalanced measured using center of pressure 

(COP), the point where the total sum of a pressure field acts on a 

body, causing a force to act through that point. 

Methods 

The wearable device developed by our group consisted of an 

ADXL345 3-axis accelerometer sensors with high-resolution 

(13-bit) measurement at up to ±16g and a 12.5-400Hz band-

width response. An accelerometer sensor was used for tracking 

body tilt angles. The accelerometer sensor presented two rea-

ding outputs, one for the X

out 

and another for Y

out

, and a po-

wer supply voltage input of 2.0-3.6V. The expected values for 

X

out 

and Y

out 

were in the digital IO voltage range of 1.8-2.5V. 

The sensor consisted of a structure with a capacitive sensing 

cell (g-cell) and signal conditioning to detect small displace-

ments. The signals from the accelerometer sensors were ampli-

fied and converted into digital signals through a data acquisition 

card (13-bit resolution) connected to a computer. The accelero-

meter mounted on a circuit card was used as an inclinometer to 

calculate body tilt angles. The vibrotactile biofeedback was 

provided to the user via a wearable device when the tilt angles 

were higher than 15 degree (Figure 1).  

 

Figure 1– The wearable device containing an accelerometer 

sensor and vibrotactile biofeedback module was attached to 

the participant to measure the tilt angles of the body. 

A randomized crossover trial was conducted to compare  

COP of the participants that received vibrotactile biofeedback 

from the system with the control group who received no 

feedback. The COP (Newton meter) was measured using  

Bertec forceplate (BERTEC, USA). We recruited eight Class II 

malocclusion (Maxillary protrusion) and eight Class III 

malocclusion (Mandibular protrusion) patients aged between 20-

30. The study was approved by the institutional Ethical Review 

Board. A written consent form was provided by all participants. 
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Participants in the experiment group received vibrotactile 
biofeedback from the system after standing for 20 second, while 
those who were in the control group received no feedback. The 
primary outcome measures were the mean values of COP. The 
effects of a vibrotactile posture trainer (control vs. feedback 
group) were evaluated using the Paired t- test and were assumed 
to be significant at p < 0.05 (two-side). All analyses were 
conducted with the statistical package for the Social Science 
version 21.0 (SPSS, Chicago, IL).  

Results 

Participants who have Class II and Class III malocclusion that 
received feedback from the system had lower center of pressure 
which were statistically different (p < 0.05) from those who re-
ceived no feedback from the system (Table 1). 

Table 1– COP of feedback and no feedback group 

Mal 

Occlusion 

n No Feedback 

Mean COP±SD  

Feedback 

Mean COP±SD  

p

Class II 8 21.14±6.92 17.08±14.38 0.007

Class III 8 20.76±11.09 14.74±3.04 0.005

Discussion 

The findings indicated changes or modifications of the parts that 
affect any other body parts connected with muscles ensure a 
reaction by the nervous system as well, which influences the  
center of pressure and gait stability as exhibited through different 
body postures [10, 11]. A study by Lippold et al. [12] found a 
relationship between class II molar relationship occlusion and the 
balance platform. The children in the group had a poorer balance 
platform than other children. It was therefore recommended to 
observe occlusion during childhood so as to prevent future 
disorders of the body structure.  

Several studies have used vibration-type feedback data and found 
it to be highly effective. For example, a study 
by Gopalai and Senanayake [13] conducted an experiment on a 
group of 12 people, comprising 6 males and 6 females. 
Vibration-type of feedback data was used by attaching a sensor 
on the back of participants while they were standing. The results 
indicated that the group with feedback data had a better balance 
platform with less movement. This was reiterated by a study 
carried out by Alahakone and Senanayake [14], who found that 
feedback data with vibration could help improve the walking 
patterns of patients who were unable to walk in a straight line 
because of tandem gait, and was better than letting the patients 
practice alone. 

Conclusions 

The results presented here demonstrate that the vibrotactile pos-
ture training system is associated with quantitative impro-
vements of postural balance. This may be viewed as a promi-
sing first step to implement the system to minimize unbalanced 
posture that cause relapses in orthodontic treatment. 
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Abstract 

This descriptive review narratively synthesized themes and 

concepts from academic studies on pediatric personal health 

records (PHRs) from Medline EBSCO and CINAHL published 

January 1, 2007 to April 7, 2017. Reported features were 

summarized into a frequency table. Six studies in four countries 

reported PHRs for children with special health care needs, 

well-children, and adolescents. All studies advocated further 

development of such tools to improve healthcare. Such 

development might include children in the design phase. 

Keywords:  

Child, Personal health record, Review.  

Introduction 

This poster presents main findings from a descriptive review of 

academic literature on personal health records (PHRs) for 

children and adolescents (children) as a first step towards 

summarizing the evidence. PHRs have the potential to improve 

patient health outcomes by supporting patient interaction with 

and management of their own health care. PHRs may be 

defined as “a record controlled by the individual and may 

include health information from a variety of sources, including 

multiple health care providers and the patients themselves. The 

PHR is separate from, and does not replace the legal record of 

any health care provider… and may be stand alone or 

connected” (Office of the National Coordinator [ONC])[1].  

Methods 

A descriptive review methodology was chosen to identify any 

“trends or patterns” from published academic empirical studies, 

to “collect, codify and analyze numeric data” for frequency in 

pediatric PHRs, and to review a “representative sample” rather 

than being comprehensive [2]. For further rigour, the review 

relied on additional items from the Preferred Reporting Items 

for Systematic Reviews and Meta-Analyses (PRISMA) (i.e., 

rationale, eligibility criteria, information sources, search, study 

selection, data collection process, data items, synthesis of 

results, study characteristics, limitations) [3]. The topics were 

the reported key information types and functionalities - or 

features - in pediatric PHRs. From the included studies, 

reported features were abstracted into a frequency table and the 

themes and concepts were narratively synthesized. The concept 

of pediatric PHR using terms “child” AND “personal” AND 

“health record” was searched in Medline EBSCO and in the 

Cumulative Index to Nursing and Allied Health Literature 

(CINAHL) from January 1, 2007 to April 7, 2017. Excel tables 

were used to screen the returns, identify duplicates, and abstract 

and summarize findings from included studies. Inclusion 

criteria were (1) on patient-controlled integrated or non-

integrated PHRs as defined by ONC, (2) designed for or 

tailored to children, (3) reported on key information types and 

functionalities, (4) primary studies or used secondary data, and 

(5) in English. Exclusion criteria included (1) PHRs designed 

and/or used for adults, (2) records not controlled by patients 

such as school health records, (3) pediatric medical records to 

avoid skewing the frequency counts, (4) commentaries, grey 

literature, and policy statements, and (5) although a formal 

qualitative assessment was not conducted to avoid excluding 

any of the few studies, an informal assessment excluded studies 

that reported too few features to avoid skewing frequency 

counts.  

Results 

Of 49 results, 3 duplicates were excluded, and 36 articles did 

not meet the eligibility criteria. Ten articles were reviewed in 

full. Subsequently, four were excluded: three reported too few 

key information types and one was not about a PHR. Table 1 

compares key study characteristics of the six included studies 

from four countries. The studies were found to use 15 different 

terms for pediatric PHR. The frequency analysis listed forty-

eight features: all six studies reported on reminders or 

notifications, privacy (confidentiality), and security; five 

reported on patient demographics, immunizations, problem 

list/diagnosis, medications, and secure messaging; and four  

reported on lab results, calendaring/appointments, and ability to 

grant limited access. Evidence from the six studies was 

synthesized into four main themes and concepts for pediatric 

PHR design and usage. First, the main value of a PHR was the 

potential for communication and care coordination with the 

care team. Many children have multiple care providers in 

different locations and specialities [4-7, 9]. Parents used the 

PHR as a tool to support care coordination. Second, intrinsic 

motivation to use the PHR is needed for empowerment. 

Empowerment includes a balance of taking and relinquishing 

control (e.g., a patient may choose not to view a test result prior 

to the visit, a patient may review the record for any missing 

information) [7]. Third, the adoption, usage, and usability of the 

records depended on the parents’ coping ability with the child’s 

condition [5-7]. The PHR could also be a vehicle for knowledge 

transfer about the child’s condition between provider-parent 

and specialist-primary care provider, as well as a means for 

parent-parent support and identifying parents as experts in their 

child’s condition [4-7, 9]. Pediatric PHRs also need to support 

parental responsibility for  their child’s health decisions, right 

to reliable, complete health information, parental control and 

accountability of the record, and the need for understandable 

information [6]. While there was mixed evidence for PHR 

adoption by parents [7], most studies provided evidence of PHR 

adoption. Further research is needed as PHR adoption might be 
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by “parents more engaged in their child’s care” [9]. Last, 

privacy (confidentiality) and security were key especially for 

adolescents’ PHRs where both legislation and meaninful use 

criteria needed to be met. Organizational policies may help 

ensure these criteria are met in the PHR design and use [8]. 

Table 1 – Characteristics of the six reviewed studies 

First author  

(Year) 

Country 

[citaton] 

Study type 

Data source 

Record name 

(Stage) 

Integrated or 

Stand alone 

Population/ 

Condition  

(Record 

control) 

De Graaf 

(2014) 

NL 

[4] 

Evaluative 

Primary data 

huidhuis.nl 

PHR with 

treatment plan 

(Implemented) 

Integrated 

 

Congenital 

conditions 

(Patient 

owned, 

provider 

accessible)

Popkin 

(2009) 

CA 

[5] 

Evaluative 

Primary data 

eFOSTr 

PHR 

(Prototype) 

Stand alone  

Organ 

transplants 

(Partially by 

parents)

Rocha 

(2007) 

USA 

[6] 

Descriptive 

Primary data 

PedMHR –

medical home 

record 

(Design) 

Stand alone  

Special health 

care needs 

(Partially by 

parents) 

Schneider 

(2016) 

UK 

[7] 

Descriptive 

Primary data 

Patient Knows 

Best (PCEHR) 

(Implemented) 

Stand alone 

Serious 

chronic 

conditions 

(Partially by 

parents)

Thompson 

(2016) 

USA 

[8] 

Evaluative 

Secondary 

data 

MyUFHealth  

Portal 

(Implemented) 

Integrated 

Adolescents 

(Adolescent 

controlled, 

proxy granted 

to parents)

Tom 

(2012) 

USA 

[9] 

Evaluative  

Secondary 

data 

Kaiser 

Permanente 

child PHR 

(Implemented) 

Integrated 

 

Well-child 

(visits, 

immunization

) 

(Parent proxy 

via own PHR)

While four studies described participatory design with parents, 

providers, and/or organizational representatives [5-8], none 

reported involving children or adolescents in the design phase. 

This maybe an area for future research [8]. Future 

recommendations also include providing training and real-time 

technical support within a supportive health care organization 

environment, and tailoring information to the parents’ ability to 

cope with their child’s condition [6-7]. There may be 

differences in PHR use for well-children compared to PHR use 

for children with complex health care needs [5-6, 9]. Further 

research is needed. 

Conclusions 

This review attempted to synthesize academic literature on 

pediatric PHRs. Limitations included: one researcher designed 

and conducted the review, the studies’ findings might not be 

generalizable to other jurisdictions, it is possible the studies did 

not report all features, and, last, only one expression of the key 

concept and two databases were searched. 

https://www.crd.york.ac.uk/prospero/display_record.php?Rec

ordID=75346 has been registered to address the limitations. All 

six studies advocated future research of pediatric PHRs.  
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Abstract 

Skin cancer incidences have tripled in the Netherlands for the 

last twenty years and are expected to increase even more in the 

coming years. Teledermoscopy (TDsc) is implemented in Dutch 

practice to support and enhance early skin cancer detection by 

general practitioners (GPs) through remote consultation with 

dermatologists. This study assesses the effect of TDsc 

consultation on the quality and efficiency of skin cancer care in 

the primary setting by analyzing 10,184 TDsc consultations.  

Keywords: 

Telemedicine, Dermatology, Skin Cancer  

Introduction 

Incidences of the most common skin cancer types have tripled 

in the Netherlands for the last twenty years [1]. Skin cancer 

accounts for 15% of all newly diagnosed cancers.  Specifically, 

melanoma incidences are the highest in the Netherlands 

compared to other European countries, thereby likely 

increasing the burden on the general practice [1; 2].  

Teledermoscopy (TDsc) has been suggested as a method to 

enhance the quality of care by supporting patient treatment 

and/or referral decisions. TDsc is defined as the provision of a 

consultation with a remote dermatologist based on digitally 

available dermatoscopic images [3]. As a result, TDsc could 

support GPs in primary dermatology healthcare in early 

diagnosis and referral of patients with skin problems, thereby 

augmenting their expertise in melanoma detection. Also, it can 

improve the efficiency of primary dermatologic care by 

preventing unnecessary referrals to secondary care, as well as 

accelerate the time to diagnosis.  

Store-and-forward TDsc has been reimbursed and integrated 

into the Dutch healthcare system as a regular health service 

since 2009 by Ksyos Telemedical Center. Earlier studies in the 

Netherlands mainly focused on regular teledermatology [4; 5]. 

The aim of this study was to assess how TDsc affects the quality 

and efficiency of Dutch general practitioner dermatology care. 

Methods 

TDsc consultations data performed between February 2009 and 

March 2017 from routine clinical practice sent between GPs 

and dermatologists in the Netherlands using Ksyos 

Teledermoscopy services (Ksyos, Amstelveen, the 

Netherlands) was analyzed descriptively. The TDsc flow can be 

seen in Figure 1.  

 

 

 

 

Figure 1. Overview of the five evaluation questions in the 

TDsc service. Q = Question, TD = teledermatologist. 

Patients gave oral informed consent for a TDsc consultation. A 

TDsc consultation included among others, a maximum of four 

(dermatoscopic) pictures, an anamnesis, differential diagnosis 

by ICD-10 classification, and medical history. Questions to the 

dermatologist were asked in a free text field. As a result, the 

teledermatologist provided the diagnosis by providing an ICD-

10 code and advice on diagnostic management by free text.  

Five mandatory evaluation questions implemented in the Ksyos 

teledermoscopy service were asked to the GP and dermatologist 

(Figure 1). Answers to these evaluation questions were 

translated to indicators to assess the quality and efficiency of 

TDsc. Several of these indicators have also been used in a 

prospective study on the quality of general teledermatology [5]. 

In this study, dermatologists’ response time was seen as an 

efficiency of care indicator related to the efficiency in the ‘time 

to diagnose’ process. The following indicators were subject in 

this study:  

Quality of Care 

1. Extra dermatologic advice requests: when Q1 = No. 

2. Additional required referrals: when Q1 = No AND Q3 

= Yes. 

3. GP valuation of TDsc: when Q4 = Yes, Some.  And 

when Q5 = Yes, Some.  

Efficiency of Care 

1. Prevented physical referrals: when Q1 = Yes AND Q3 

= No. 

2. Overall percentage of prevented physical referrals: 1 – 

(numerator is Q3 = Yes and the denominator is Q1 = 

Yes) * 100%.  

3. Median dermatologists’ response time: this was 

measured based on working days (8.30 am to 5.30 pm) 

from a 5-day working week. 
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Results 

A total of 10,184 TDsc consultations performed between 26
th
 

February 2009 and 27
th
 March 2017 was analyzed. Those were 

sent by 730 GPs from 555 practices and answered by 95 

dermatologists. TDsc consultations with missing responses 

were excluded from the analysis (N = 2,345). Table 1 represents 

the interpretation of those outcomes concerning the indicators 

described below. 

Table 1. The TDsc quality and efficiency indicator outcomes. 

TDsc quality of care indicators  

Of the TDsc consultations:  

1. 30.3% were performed by GP due to the availability 

of TDsc, to gain extra dermatological advice. 

2. 17.3% led to physical referrals of patients otherwise 

not referred by the GP, these included pre-diagnosed 

skin cancer cases.  

3. 97.4% was reported as helpful by the GP and 95.3% 

were considered educational/instructive.   

TDsc efficiency of care indicators 

Of the TDsc consultations:  

1. 69.6% prevented a physical referral, decreasing the 

number of patients needed to be seen face-to-face by 

the dermatologists. 

2. Overall 62.1% physical referrals were prevented. 

3. 2.23 hours was the median dermatologist response 

time increasing efficiency of the diagnostic process 

(mean; 6.58h, standard deviation; 26.8h). 

 

Quality of Care 

Regarding the first indicator, 7,839 of 10,184 of the TDsc 

consultations were included and had responses on both Q1 and 

Q3. Of the included consultations, 2,379 (30.3%) were 

requested by the GP to gain supplementary dermatological 

advice (Table 1).  

Concerning the second indicator, 411 patients (17.3%) who 

would otherwise not have been referred were physically 

referred after a TDsc consultation to the dermatologist (Q1 = 

No and Q3 = Yes). Teledermatologists provided an ICD-10 

code for 149 of those consultations, including skin cancer 

diagnosis. In 7,637 TDsc consultations (97.4%)  GPs reported 

that they and their patients were helped by the dermatologist’s 

response (Q4 = Yes, Some). Assessment of the reported 

learning effect by GPs showed that 7,474 consultations (95.3%) 

were considered instructive (Q5 = Yes, Some). 

Efficiency of Care 

Of the included consultations 5,460 (69.7%) were intended to 

prevent a physical referral (Q1 = Yes). Of these, 3,800 (69.6%) 

were actually prevented (Q1 = Yes and Q3 = No). Without 

TDsc 5,460 patients would have been referred to the 

dermatologists. After TDsc 2,071 patients were referred, 

resulting in 62.1% of prevented physical referrals overall. 

Timestamps have been stored since July 2011. Hundred-

eighteen consultations were excluded due to missing 

timestamps. The median response time of the dermatologist 

was 2.23h (Figure 2). 

 

 

Figure 2. The distribution (%) of response times of TDsc 

consultations (N=10,066) 

Conclusions 

The results from this study give a strong indication that TDsc is 

improving Dutch dermatologic general practitioner health care 

regarding its quality and efficiency. TDsc availability is valued 

by GPs in gaining additional and helpful dermatologic advice 

and prevented a high percentage of physical referrals. 

Moreover, TDsc resulted in the detection of potential skin 

cancer cases of patients who would not have been referred if 

TDsc had not been available. TDsc also improves the efficiency 

of GP dermatology healthcare by obtaining dermatological 

advice within one working day.  
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Abstract 

mHealth applications have had sustained growth in recent 
years. However, there is scant and disorganized scientific 
evidence of methods for evaluating their usability and adoption. 
We conducted a systematic literature review to describe 
standards, processes, methods, and tools for evaluating mobile 
health software. We analyzed ten studies: two identify 
standards for evaluation, and seven specify tools or instruments 
for supporting assessment. PSSUQ, SUS, and MARS were the 
most referenced instruments for usability and adoption 
evaluation. 

Keywords:  

Mobile Applications, Information Systems, Review Literature 
as Topic 

Introduction 

The World Health Organization defines mHealth as "the 
practice of medicine and public health supported by mobile 
devices such as mobile phones, patient monitoring devices, 
personal digital assistants and other wireless devices" [1]. 
Mobile applications have proliferated in recent years, 
addressing health education, patient monitoring, or as part of 
health information systems. It is estimated that there are more 
than 325,000 mHealth applications for the most popular mobile 
platforms (iOS and Android) [2]. One of the challenges 
associated with the large number of applications is quality. In 
health, usability has been considered quality factors related to 
patients’ safety and care quality [3-5]. There are specific 
instruments for the evaluation of usability in mobile 
applications [6] and recommendations of global organizations, 
such as HIMMS of processes and instruments [7]. Secondary 
studies have also been conducted looking for evidence of 
usability processes for mobile applications, identifying that the 
majority of usability evaluations are based on questionnaires 
[8]. Although these initiatives are varied, there is scant and 
disorganized scientific evidence of the standards, processes, 
and tools used in real life for the evaluation of quality from this 
perspective. We conducted a Systematic Literature Review 
(SLR) regarding the use of quality assessment standards, 
processes, methods, and tools with respect to the usability and 
adoption, from the point of view of the researcher in the context 
of trending scientific publications on health and information 
technologies. 

Methods 

Based the purpose of this review, we defined three research 
questions: 

RQ1.  What standards and norms are used for the 
certification of the attributes of quality in usability, for 
the development of mobile applications for health?  

RQ2.  What processes or methodologies have been used in 
the development of mobile applications for health in 
which they include elements of usability? 

RQ3.  What tools to assess the usability of mobile health 
applications have been used by software developers?  

The search string was created according to the “Population, 
Intervention, Comparison and Output” (PICO) structure [9,10]. 
We defined population as mobile health, intervention as use and 
usability of health information systems, and ommitted 
comparison and outcomes due to lack of prior studies in the 
same context. The final search string was:  ((Mobile OR 
smartphone) AND (app OR application) AND (“mHealth” OR 
“health software”)) AND  (”Adoption” OR “Usage” OR 
”Usability” OR”Assessment” OR ”Evaluation” OR ”Study” 
OR “Standard” OR ”Metric”). We selected two main scientific 
databases as sources: SCOPUS and Web of Science (WoS). The 
search string presented in the previous section was modified 
according to the syntax of the search engines of each database. 
Studies with at least one of the below exclusion criterion were 
not selected: 

� Assessment target was not related to mobile apps, 

� Domain of mobile apps was not related to health, 

� Assessed quality attributes were not related to 
usability nor quality in use, 

� Documents type is different from article, non-English, 
or published before 2000 or after 2017, or 

� Article does not present experiences, processes, 
methods, tools, instruments, surveys, or literature 
reviews related to assessment of usability or quality. 

Results 

Figure 1 presents the results of each stage. Ten studies were 
included in the final analysis and classified according to the 
proposed protocol.  Regarding RQ1, only two studies [11,12] 
mentioned standards for the evaluation of usability of health 
information systems, including ISO 9241-11: 2018 [13], ISO 
9241-12:1998 [14], and ISO / IEC 9126-1) [16]. Regarding 
RQ2, 50% of the articles specified a process or methodology, 
while just 10% specified an ad-hoc approach. Regarding RQ3, 
70% informed the use of tools and instruments; PSSUQ[18], 
mHIMMS[7] and MARS[4] were the most referenced. 
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Figure 1 – Flow Diagram for the Study Selection Process. 

Conclusions 

We performed a SLR regarding usability assessment in 
mHealth mobile apps. From 493 initial articles, 10 were 
included and analysed. Main findings are consistent with 
previous similar reviews: usability assessment is mainly based 
on polls or questionnaires (only two studied report the use of 
standards), although specific mobile platform guidelines [19] 
and specific evaluations frameworks [11,17] were also found. 
All of the studies mentioned usability as a quality characteristic, 
30% specified other attributes such as security and efficiency, 
and 30% reported a usability sub-characteristic (memorability). 
Given that selected studies are recent (3 were published in 
2014, 4 in 2016, and 3 in 2017), it is likely that the evaluation 
of usability of mobile applications is in an incipient period. 
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Abstract 

Making therapy decisions in oncology is a challenging task in 
the medical precision era. Oncotherapy is a decision support 
system that provides oncologists with suitable therapies for the 
patient within the national guidelines. The system is capable, 
on the one hand, to help the oncologist to maximize fitting 
therapy to the patient and, on the other hand, to provide control 
tools for the country´s sanitary authorities. 
Keywords:  

Clinical decision support system, Decision making, Medical 
oncology 

Introduction 

A clinical decision support system is a technological tool to 
help the physician to make decisions. Nowadays, choosing the 
best available therapy for a patient is a difficult task. We wanted 
to make an information system to help physicians to select the 
best option for each particular case, taking information from the 
accurate knowledge of the expert in the field enriched by the 
opinion of the oncologic community. It is a valuable assistance 
to reduce the occurrence of errors [1] in the physician’s decision 
making process. This type of error is not the most frequent, but 
surely one of the most serious, because in most cases it does not 
allow the possibility of correction before any damage occurs. 
Oncotherapy also guarantees patients receive therapies in equal 
terms in the public health system. Besides, it allows the 
authorities to model the available therapies in the National 
Health System. 
The objective of this study is to show a decision-making 
process in the prescription of oncological protocols assisted by 
a clinical decision support system called Oncotherapy, version 
1.9.6.2. 

Methods 

Until June 2016, the National Cancer Institute collected, 
processed and sent by hand more than 2500 requests of series 
of therapy protocols every month. We have created an 
oncologic therapy engine with the guidelines of oncology 
therapies, based on the knowledge provided by the Guidelines 
Committee, guided by state-of-the-art oncology therapies. This 
engine will provide the available therapies according to the 
following three types of data: clinical diagnosis, clinical stage, 
and therapeutic criteria. The requests go through a designed 
workflow and may be automatically approved by the system if 
they match the criteria established by the engine. If the data do 
not match, the request is submitted to the consideration of a 
Therapy Committee and may be either approved or rejected. If 
it is rejected, the petitioner could resend this petition to the 

Coordinator of the Therapy Committee, who could approve or 
reject it definitely (see Figure 1). The main reason for rejection 
is to have another similar therapy in progress. Patients could 
receive more than one treatment at the same time or at different 
times, requested by either the same doctor or a different one. 
The procedure is allowed and controlled by the system. Each 
request is processed, by computing drugs, presentations, doses 
by patient which are packaged and sent to the medical centers 
where the patients receive oncological medical treatment. The 
request comprises a complete treatment and not one treatment 
cycle as it used to be done before. Every treatment is modeled 
within a period of time and it is required to confirm the request 
at certain intervals. The doctor receives an alert signal to 
proceed. In this way we are certain to send therapies that are 
still needed by the patient. The request could be ordinary or 
express depending on the timing that the treatment is needed 
according to the clinical situation. To date, we have processed 
2260 urgent requests. The treatment could be suspended if it 
has already begun or cancelled if it has not been sent yet. In 
case the treating oncologist should be unable to find the 
intended therapeutic protocol by using the engine, a request to 
the Guidelines Committee could be sent, which may then enter 
new knowledge into the engine to enable the new option. In this 
way, the system allows a dynamic interaction between the 
Guidelines Committee and the country’s oncologic community, 
providing the engine with feedback. One messenger service is 
activated inside the system to facilitate the communication 
among the oncologic community members, as well as with the 
Guidelines Committee. The Administrator profile is allowed to 
model the engine, feeding it with permits and constraints 
depending on the existing therapies in the National Health 
System. The solution is presented in oncological language and 
is assisted by colors and images to help the physicians to reach 
the desired function promptly. 
The sanitary authorities could control the procedure and 
indirectly they also control the expenses in medical oncology.  
Oncotherapy is made in a distributed environment, using web-
based technology, supported with Java development and uses 
the PostgreSql® database engine. The application is supported 
and administered on a TomCat ® server.   

Results 

The decision-making about oncology therapy is a very 
challenging aim to achieve. Physicians participate in Tumor 
Committees, but these are not always possible in places far 
from the oncology centers. This type of clinical decision 
support system brings the knowledge universally in the same 
conditions wherever the patient is.  
From July, 2016 to August 2018, Oncotherapy processed 14905 
requests for 9300 patient made by 78 medical oncologists 
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distributed throughout the country. The workflow of the 
requests is shown in Table 1. 80.5% of requests follow the 
automatic approval without human intervention. Therefore, the 
administrative manual work has been eliminated and the 
number of members in the Therapies Committee has been 
reduced. More than 2000 therapies are currently in progress in 
the whole country and the medical request error is nonexistent 
(see Table 2). The diagnostic area of therapeutic intervention 
was distributed as Table 3 shows. The Guidelines Committee 
has a continuous intervention in the update of the engine model. 
The administrator sets the model depending on the Guidelines 
Committee resolutions and the sanitary authorities criteria.  
Indirectly, the cost of therapies was reduced by almost 20%, in 
the same period of time the number of patients increased due to 
the possibility to request therapies across the whole country. 
The medical informatics solution will contribute to creating a 
robust procedure to request oncology therapies according to the 
national guidelines in the National Health System. 

Table 1 - Summary of Requests 

 
Status Request 
Request 14905 
Automatically Approved 12020 
Requesting    145 
Under Evaluation      10 
Approved by the Therapies Committee   2475 
Rejected     130 
Temporary Rejection      15 
Request after temporary rejection      12 
Rejoinder awaiting answer      19 
Approved by the Coordinator of the 
Therapies Committee 

     60 

Rejected by the Coordinator of the Therapies 
Committee 

     40 

Guidelines Committee Request approved      100 

Table 2 – Summary of Therapies 

 
Status Therapies Sum 
Under therapy 2105 
Awaiting confirmation   525  
Finished 7060   
Suspended    120 
Cancelled   705 
Confirmed 3670 

Table 3 – Summary of Diagnostic Area 

Area Sum 
Gynecological cancer 7312 
Urological cancer 3923 
Digestive cancer 1585 
Lung cancer   350 
Head and Neck cancer   239 
Skin cancer     66 
Brain cancer     49 
Soft Tissue cancer     41 
Primitive unknown     10 

Discussion 

It is not an easy goal to create an IT (Information Technology) 
tool that helps physicians to do part of their technical job. 
Finding the suitable windows where the information system 
could be part of the routine without interrupting the clinical 

process is a very challenging work for medical informatics. It 
requires deep knowledge of the business and the technology to 
make it part of the clinical process. In order to reach this 
objective, it is very important to understand that technology is 
not the most important thing. It is better to focus on the 
involvement with the clinical situation with the doctor. 
Until now we were working in terms of different dimensions 
such as patients, treatment, drugs, protocols of therapies and 
guidelines. However, our work has not finished yet. We are 
working on user profiles to use the physician´s dimension as a 
new filter to expand the use of the software to other cancer 
specialities and to other medical specialities, because the engine 
is useful in some other diseases. This will be included in the 
new version before the end of 2019. 
The next step is to create the interfaces of the software to talk 
with other IT solutions in the national information system.  
 

 
Figure 1 – Workflow of Request 

Conclusions 

We have created a clinical support system, where the 
oncological therapies engine is the most important input to the 
systematization of the decision-making process. This has been  
working successfully for 2 years in the control area of the 
National Cancer Bank of antitumor therapies. At the same time 
it is beneficial for the oncologic community to eliminate 
prescription errors. We have created a tool for the authorities to 
control the cost of the therapies, controlling the model and the 
spread, avoiding the waste of drugs.  
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Abstract 

The univocal identification of people is fundamental for the 

longitudinal monitoring of health status. The impossibility of 

all people to credit their identity via their identity document 

generates temporary records that make it difficult to record 

the continuity of care. This paper analyzes the Patient Index of 

the Ministry of Health of the Buenos Aires City and describes 

how the age and nationality variables influence the creation of 

temporary records. 

Keywords:  

Health Information System, Health Plan Implementation, Data 

Collection. 

Introduction 

The univocal identification of a patient in the health 

information systems is key to guarantee the continuity of care 

[1-4].  The situation of the Autonomous City of Buenos Aires 

is not replicable to other places in the world where 

accreditation is a common and indisputable fact. In our 

context, the accreditation of identity is not a mandatory 

requirement since it is imperative to comply with current 

health laws. Law 153 “Basic Health Law of the City of 

Buenos Aires” implies the obligation to provide care to all 

citizens, residents or persons in transit within the City of 

Buenos Aires (CABA) [5]. There are many reasons that make 

it difficult to prove the identity of the entire population 

attending the facilities of the public system: without 

documentation [6], no identification at the time of contact or 

not willing to present it to State institutions. 

In any case, it is known that the problem is not simply finding 

a unique patient identifier and its attributes, but the creation 

and maintenance of a Master Patient Index (MPI) with an 

associated patient identification service that supports and 

maintains [1-3]. In Buenos Aires City, the procedure through 

which the opening of an Electronic Health Record (EHR) is 

generated is called “registration” and is based on specific 

standards for the univocal identification of people [6]. These 

standards imply the search of candidates in the MPI before 

entering a new patient to avoid duplicates [1, 2, 6]. When the 

patient cannot prove identity, an EHR called “Temporary” is 

created. This condition should be exceptional in order to 

proceed to the patient's care and then be rectified by an 

admission process that identifies the patient and captures a 

document that enables the EHR to be “Permanent” [1]. The 

aim of this poster is to investigate the variables that are linked 

to the opening of EHR in a Temporary state and the 

characteristics of its use, particularly in cases where it does 

not act as a temporary situation and it is extended over time 

crystallizing the risks of the longitudinally of a non-valid  

record. 

Methods 

The Buenos Aires city healthcare network is conformed by 

Ministry of Health, 35 Hospitals, 74 Primary Care Centers 

(CESAC, CMB), 1 Ambulatory Reference Medical Facility 

(CEMAR), 2 children's dental centers, 2 health mental centers, 

It is structured into 12 geographical areas in order to organize 

health care delivery. Since June 2016, an EHR has been 

gradually implemented in the outpatient setting [7]. 

A mixed, quantitative and qualitative methodology was 

designed. In the first phase, data were requested and collected 

to confirm or rule out variables that could influence the 

creation of temporary EHRs provided by the Information and 

Statistics Management sector of the Ministry of Health. 

We analyzed the nationality, the place of residence (divided 

into the Autonomous City of Buenos Aires, the Province of 

Buenos Aires and others), the age range, plus the place where 

it was registered (Primary Care Center or hospital). In 

addition, the amount of EHRs in the temporary state and the 

percentage of temporal registers rectified were analyzed. 

Results 

Among temporary records, the variables nationality and age 

range present differences in relation to the total number of 

registered patients, while patient's address and the type of 

facility did not show significant differences in terms of the 

percentage of temporary registrants. 

Nationality  

In August 2018, the proportion of temporary records for 

people with a foreign document was 19.49% compared to 

9.07% of records with an Argentine document. 

Age 

In the last six months, an increase in number of the temporary 

records has been observed, especially in children under one 

year of age. In the last six months there has been an increase 

in Temporal EHR (Figure 2): in August 2018 the percentages 

of registered as temporary in children under 1 year, children 

between 1 and 6 years, children in 6 and 18 years and over 18 

years old, were 18%, 7.14%, 9.59% and 8.72%, respectively. 
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This coincides with the implementation of SIS in acute 

general hospitals that have maternities. 

 

Figure 1: Total number of patients registered as temporal and 

percentage of the total number of registered patients per 

month and nationality 

 

Figure 2: Total number of registered patients and percentage 

of temporal records per month and age range. 

Of the total number of patients registered as temporary (N = 

65734 = 6.6%), 10.3% was rectified (N = 6751). 36.4% had at 

least one clinical note in their Temporary EHR (Table 1). 

Table 1 - Amount of temporary and rectified records without 

clinical notes, with one note and two or more notes 

 Temporary Rectified 

Consultations n %  % 

 0 41,809 63.60 3485 8.34

 1 11,169 16.99 1131 10.13

>2 12,767 19.41 2135 16.74

 65,734  6,751 

 

Conclusions 

Regarding age, children under one year usually do not have a 

document because the parents have not yet completed the 

process or sometimes because they do not bring it with them 

to the pediatric outpatient clinic [7]. In order to minimize this 

fact, the administrative staff were asked to register the child 

with a permanent status using the parent's document. 

Regarding the temporal-nationality relationship, it may be due 

to the fact that in our country, immigrants are in a very 

vulnerable social situation, but the true cause should be 

deepened. We were not able to explain the fact that some 

temporary records are not associated to a visit, but we believe 

that the creation of a temporary records could be shortcut used 

by the administrative staff to expedite attention times, since 

this process is faster than creating a permanent patient record 

[1-6]. 

Limitations and future directions 

We need to perform qualitative explorations that allow us to 

determine and better understand why the temporary records 

are created. Understanding the causes will allow us to develop 

communication strategies and training or modification in the 

processes so that these obstacles are not an impediment that 

lasts over time. Further qualitative explorations are needed to 

better understand this phenomenon.  
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Abstract 

This paper describes the development and implementation of a 

Dental Record within an Electronic Health Record in the public 

Primary Health Care network of Buenos Aires City. In the five 

months of implementation, the adoption was progressively 

increasing but with a great deal of variability among the health 

facilities. Pediatric population was the most common assisted 

and the most frequent oral health problem was caries. 

Keywords:  
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Introduction 

Oral health has been an issue of great concern for many years. 

Reduction of risks to oral diseases is only possible if services 

are oriented towards primary health care and prevention [1-2]. 

Control of oral disease depends on availability and accessibility 

of oral health systems. In developing countries, oral health 

services are mostly offered from regional or central hospitals of 

urban centers and little, if any, priority is given to preventive or 

restorative dental care. Even more, many countries in Latin-

America have a shortage of oral health personnel, and by and 

large, the capacity of the systems is limited to pain relief or 

emergency care [1]. 

International statistics indicate that the main problem of oral 

health in underdeveloped countries is dental caries, 60% and 

90% of young students and 92% of the adult population [3].  

There are no known studies that provide data on the oral health 

status of the adult Argentinian population [4].  

A dental electronic health record has become a priority in many 

countries. However, experience shows that any dental 

electronic health record system cannot be subordinate to, or a 

subset of, a medical record. 

Optimal, oral health care needs integrated dental, medical, and 

behavioral health information into an electronic health record 

and be readily available to health providers [2-4]. The Buenos 

Aires City public healthcare network has a unique opportunity 

for the integrated Electronic Dental Record because oral health 

professionals work at a primary care level where an Electronic 

Health record has been implemented for the last two years [5].  

Methods 

Setting 

The Buenos Aires city healthcare network is conformed by a 

Ministry of Health, 35 Hospitals, 74 Primary Care Centers 

(CESAC, CMB), 1 Ambulatory Reference Medical Facility 

(CEMAR), 2 children´s dental centers, 2 health mental centers, 

and its structured into 12 geographical areas in order to organize 

health care delivery. Since June 2016, an Electronic Health 

Record (EHR) has being gradually implemented in outpatient. 

[6] Until October 2018, 60 healthcare facilities have been using 

EHR and more than 2.5 million of clinical notes had been 

registered. This EHR incorporated dental record capabilities in 

June 2018. The dental network [7] delivers care in 44 primary 

care facilities, 26 general hospitals and 3 specialized dental care 

hospitals which provide emergency services 24 hours a day. 

There are approximately 250 dental care professionals 

supporting health care in this network.    

 

Software Development Process 

There was an interdisciplinary team focused on designing a tool 

based on the professionals´ needs. Then, three iterative cycles 

of design, development and testing of the electronic dental 

record took place. The Electronic Dental Record (EDR) was 

developed within the Electronic Primary Care Health Record 

System.   

In order to know the users' needs, interviews of dentists and 

observations of dental practices were carried out in primary 

care facilities. Then, a tailor-made implementation plan was 

designed taking into account the dental care processes within 

the different facilities of the network. 

Results 

Between January and June-July of 2018, three iterative cycles 

of design, development and testing of the electronic dental 

record were completed. The design and development of the tool 

was divided into three phases. The first phase required two full 

iterations. In the first iteration, the goal was to complete the 

minimal required functionalities needed by dentists to replace a 

paper based, dental record, allowing the registration of the 

current and historical status of the denture as well as the 
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planned treatment. As a result of this first iteration, an alpha 

version was released and evaluated by an interdisciplinary team 

and a backlog of minimal required corrections and 

improvements were defined. A second iteration was completed 

in order to incorporate these changes, resulting in a production-

ready version by June 2018. 

In the second phase, which required one full iteration, non-

blocking but desired features were added to the EDR: the 

possibility to register supernumerary teeth and the live 

calculation of epidemiological indicators for dental cavities.  

The third phase, which is under development, is aimed to the 

specific registry of oral mucosal health.  

 

 

Figure 1. Dental Record Interface 

 

Interdisciplinary team and implementation strategy 

Participation in the interdisciplinary team included 2 computer 

scientists and 3 specialists in health informatics with different 

disciplines (sociology, dentistry and medicine). 

In order to understand the needs of the oral health registry and 

gather information of importance for the design and 

development of the electronic dental registry, 30 interviews 

with dentists were conducted.   

Chiefs of the primary care centers and dental network 

coordinators also participated in the interviews to find out what 

information was critical for public policy decision-making. 

Fifteen implementers were trained to give instructions about the 

use of the dental record to 100 primary care dentists from June 

to October 2018. The trainings were carried out in a 

personalized way with each professional and a passive support 

time was destined to evacuate doubts from the use of the tool.  

Electronic Dental Record Adoption 

Between June and October of 2018, the EDR was implemented 

in 30 Primary Care Facilities (CESAC).  

Conclusions 

Oral disease is a health care problem and not solely a dental 

one. This is why the dental record cannot be isolated from the 

health record. Optimal, oral health care needs integrated dental, 

medical, and behavioral health information into an electronic 

health record and be readily available to health providers. We 

did that integration but future investigation is needed to 

understand causes associated with oral health and design 

policies that improve the oral health care of the population in 

this sense.  
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Abstract 

More and more researchers have recommended critically ill 

patients to start mobilization as early as possible. However, 

the clinical utilization rate of early mobilization remains low 

for patients in the intensive care units (ICU) because of 

various factors. In order to promote the rehabilitation of 

critically ill patients, a multidisciplinary research team, 

including academic researchers, ICU head nurses, respiratory 

therapists, and a software engineer, has developed a virtual 

reality system for early mobilization in ICU. This system has 

four main features-the diverse forms of mobilization based on 

muscle strength, the integration of exercise and cognitive 

training, the visualization of the mobilization process and the 

record of the trajectory during mobilization exercises. This 

paper presents and discusses the development process of this 

system. 

Keywords:  

Critical illness, early mobilization, virtual reality 

Introduction  

With the advancement of medical technology, researchers 

concern not only the increase in survival rate with technology, 

but also the quality of rehabilitation of critically ill patients[1]. 

Traditionally, rehabilitation begins after patients are 

discharged from ICU, which could be too late for the recovery 

of physical and cognitive functions, causing a majority of ICU 

patients to lose their ability of independent living and the 

quality of life[2]. In recent years, researchers have suggested 

that early mobilization for critically ill patients during 

treatment in ICU can circumvent many complications, reduce 

the hospitalization length and improve their quality of life[3]. 

However, the current implementation of early mobilization in 

ICU is not well administered. The main reasons are due to the 

shortage of medical staff, equipment and other resources, and 

more importantly, patient's unwillingness to exercise. 

Therefore, it is necessary to explore methods to improve the 

motivation and compliance of critically ill patients towards 

early mobilization. Recently, many researchers have used 

information technology to assist patients in the rehabilitation 

process, where virtual reality technology, as novel information 

technology, has the potential to meet the needs of promoting 

early mobilization concerned with this research. Hence, our 

team has developed a virtual reality system to assist ICU 

patients and record their progress in early mobilization. The 

system is presented and discussed in this paper. 

Methods 

A multidisciplinary research team including academic re-

searchers, ICU nurses, respiratory therapists, and a software 

engineer was set up. The team had been involved in designing 

early mobilization strategies for ICU. ICU nurses and respira-

tory therapists have rich experience in critical care and early 

mobilization. 

Stage 1: Alpha Version of the System 

After reviewing literatures on ICU early mobilization and 

making reference to clinical experience, our research team 

came to the conclusion that early mobilization of ICU patients 

would be administered based on the muscle strength of their 

upper and lower extremities as measured by the MRC Muscle 

Scale; and that mobilization would be performed step by step. 

Then, the functions of the system were determined, which 

included diverse forms of mobilization based on muscle 

strength, integrating exercise and cognitive training, the visu-

alization of the mobilization process and the record of the tra-

jectories during mobilization exercises.  

Stage 2: Beta Version of the System  

The alpha version of the system was refined based on the re-

sult of stage 1. It was re-programmed to increase the ease of 

use by providing a user-friendly interface. The fidelity of the 

system was also improved by modifying the algorithms and 

parameters of the computer program so as to better capture the 

motion of the lower limbs.  

Results 

The virtual reality early mobilization system for critically ill 

patients has been developed after several rounds of discussion 

and modification. Before using this system, the medical staff 

is required to assess the patient’s basic vital sign and muscle 

strength. In the first page of the system, medical staff should 

fill in patients’ name, age, gender and muscle strength (Figure 

1). Based on the inputs, they are provided with suggestions on 

the form of early mobilization, the dosage, and intensity that 

are suitable for the patients. The four basic functions of the 

system are described as follows.  

 

  Figure 1– First page of the system 

Function 1: Diverse forms of mobilization based on MRC 

This function is to identify the best form of early mobilization 

for patients according to their muscle strength, which is de-

picted in Figure 2. For example, patients with an MRC Score 
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of 2 for their upper extremity muscle strength need to com-

plete plane movement, fisting activity, and wrist flexion.  

 

  Figure 2–Different mobilization strategies 

Function 2: Integration of exercise and cognitive training 

With this system, every patient is suggested to receive various 

physical and cognitive training. For instance, patients with an 

MRC Score of 2 for upper extremity muscle strength need to 

complete plane movement integrated with cognitive training, 

in which patients are guided to write or draw using a visual 

sensing device. When the MRC Score for the upper limb is 

greater than 3, a variety of exercise games are recommended 

for the patients to choose. The games require patients to make 

a decision and stimulate their thinking while motivating them 

to exercise more and making it an enjoyable process as a 

whole. 

Function 3: Visualization of the mobilization process 

After adjusting the devices and computer, data about the 

movement of the critically ill patients can be transmitted to a 

laptop, where all the processes of the mobilization can be vis-

ualized. In some games, the virtual person appearing on the 

screen could follow the actions of the patient. Standard exer-

cise indicators are displayed on the screen to assist patients to 

judge by themselves whether their movements are correctly 

performed. Furthermore, in the games of playing piano, jump-

ing frog and others, patients can gradually increase the intensi-

ty of exercise and target at the higher game score, which is 

helpful to increase the interest and motivation of early mobili-

zation. By adding algorithms into the program, the ability of 

patients in meeting the criteria of mobilization can be judged 

and the frequency of exercise can be recorded.  

Function 4: Record of trajectory during exercises 

The trajectory during mobilization exercises can be recorded 

by the system by capturing the patient's movement with a 

camera. In the later stage, the trajectories of daily mobilization 

exercises can be compared, which can fully reflect the 

rehabilitation trend of the patient. 

Discussion 

This is the first study to develop a virtual reality system on 

early mobilization for critically ill patients. It is well known 

that there are many barriers in implementing early mobiliza-

tion for patients in ICU, such as patient-associated factors, 

structural issues, process factors, and cultural factors. Among 

these factors, patient's willingness is the most important factor 

that is difficult to deal with. According to clinical investiga-

tion, patients with critical illness often show frailty, indiffer-

ence, and melancholy, which are partly due to the physical 

diseases and the psychological status of the patients. Medical 

staff should recognize the true state of patients, and then re-

move the discomfort from patients, and actively encourage 

them to exercise as early as possible. However, ICU medical 

staff already have a heavy workload. It is difficult to carry out 

early mobilization for the patients. The development of this 

system can help improve compliance of critically ill patients 

on early mobilization. The usual care in ICU could make pa-

tients feel boring, making it difficult to adhere to and achieve 

the effect of rehabilitation. The proposed system utilizes virtu-

al reality technology to enable patients to gain interesting ex-

perience with various forms of exercise, making them more 

willing to participate actively in rehabilitation therapy. This 

system can also reduce the workload and pressure on the med-

ical staff. 

One of the innovations of the system is the integration of ex-

ercise and cognitive training. Although some studies tried to 

combine early mobilization and cognitive training, the two 

interventions were separate and patients have to receive them 

independently. In addition, exercise games are goal-oriented, 

giving patients a good sense of achievement when they 

achieve their goals. More importantly, the usage of the system 

does not require patients to wear or carry any objects. Patients 

can use their fingers as a pen to interact with computer pro-

grams, thus making them feel more natural when doing the 

exercises. 

Another innovation of the system is to record the trajectory of 

exercises for critically ill patients. The dynamic changes of 

patients' movement are often difficult to capture and describe 

clearly. This system allows for the visualization of patients' 

movement during the whole process, which can also be rec-

orded for analysis. With this function, the patient can under-

stand their progress and the effect of rehabilitation more intui-

tively, which is beneficial to enhance their belief and confi-

dence in early mobilization. For medical staff, the system pro-

vides more detailed data and record about the progress of re-

covery. 

A limitation of this study is that it targets only at patients who 

are awake and with moderate muscle strength, For patients in 

coma or with lower MCR Score, medical staff is still required 

to perform passive or assistive exercise intervention for the 

patients. We will conduct research on this aspect in the pursuit 

of research breakthroughs. 

Conclusions 

This study described the development process of a virtual 

reality system by a multidisciplinary research team for early 

mobilization in ICU. The system is developed with novel 

design concepts and practical features. It can be applied to 

promote early mobilization of critically ill patients. This 

system motivates patients to exercise with engaging designs 

and records the trajectory of mobilization and rehabilitation. A 

further improved version of the system will be developed after 

addressing the comments from clinical experts and patients. 

The system has the potential to enhance the rehabilitation and 

the quality of life for ICU patients. It is expected to play an 

important role in clinical applications. 
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Abstract 

Private institutions of higher education in the United States were 
hesitant to institute programs of distance learning for fear that 
they could not maintain the quality of the education they had 
delivered in face-to-face programs. Vanderbilt University 
allowed their School of Nursing to embark on such an endeavor 
in 1996, as long as quality measures were incorporated. The 
result has been a comprehensive resource support team using 
Quality Matters and an increase in program rankings. 
Keywords: 
Distance Education, Online Learning, Online Education 

Introduction 

In the 1990s, the Masters of Science in Nursing (MSN) program 
at Vanderbilt University School of Nursing (VUSN) was a 
relatively small, high quality, boutique program solely aimed at 
students within commuting distance of the campus. Growing the 
program required steps to accommodate a different type of 
student—the distance learner—who in turn brought about a 
completely new set of challenges. 
The first specialty to implement a modified distance option was 
the Psychiatric Mental Health Nurse Practitioner program in the 
fall of 1996. They started by video streaming classes while 
simultaneously recording sessions for later distribution. 
Bandwidth in many of the rural areas prohibited quality viewing, 
so the IT support staff of five resorted to pressing CDs and 
mailing them out within 24 hours of the class. 
Dean Colleen Conway-Welch determined that leadership was 
needed to guide the school through the various barriers to deliver 
quality online education. She had the vision to hire a Senior 
Associate Dean for Informatics. That individual assumed the 
responsibility of guiding the expansion of the program using “at 
a distance” tools and then identified and hired the additional staff 
needed for support. Support and quality became the cornerstones 
of all subsequent planning, implementation, and evaluation. 
While the initial intent was to expand enrollments because the 
regional area had been saturated with nurse practitioner 
graduates, it soon became clear that other programs were seeing 
rising student satisfaction studies with online learning as faculty 
became more skilled with the online learning environment [1]. 
Furthermore, the quality of online courses was becoming the 
same as, or better than, traditional face-to-face courses [2]. 
This poster will explore the lessons learned during this 23-year 
journey. The design of the poster will be completed using 
innovative interactive software that will allow users to use 
smartphone technologies to further explore various subjects 
using augmented reality to visualize additional multimedia 
materials. 

Methods 

Staffing  

When the Senior Associate Dean for Informatics was hired, she 
shared her vision for a comprehensive technology and informatics 
support team. As a condition of her employment, she received 
institutional commitment that a team approach would be 
employed to provide the best support model, prepared in a range 
of skill sets from networking to instructional design. 

Technology Tool Set 

Each year the informatics support team has chosen the hardware 
and software solutions that best meet the needs of the faculty. 
Decisions are made on which tools will be supported so that 
duplicate videoconferencing solutions, for example, do not exist. 
All software purchases have been centralized under the 
informatics area, including grant purchases. This decision has 
resulted in more effective support and more efficient purchasing. 

Student and Faculty Orientation 

Orientation activities are crucial to every academic year, and are 
presented both online and during the face-to-face sessions at the 
beginning of the academic year. Configuration sessions are critical 
so that all devices are equipped with the appropriate software tools 
and can attach to the university network. Once students are at 
home, they need to be able to make the appropriate connections so 
that they can successfully use their technology tools for learning. 
Students are instructed to call or email for any support or 
connection issues once they are back in their home environment. 

Quality Standards 

For the last ten years, VUSN has subscribed to the Quality Matters 
(QM) framework. Skiba describes this framework as being built 
upon eight standards derived from current research [3]. The 
framework is based on the assumption that quality online 
education is represented by institutional commitment to quality. 
Two instructional designers trained in the QM framework work 
with faculty to help them meet the criteria incorporated in the QM 
rubric [4]. The rubric is used to examine eight general standards 
for course design. The rubric also incorporates the concept of 
alignment, which refers to several essential course components 
working together to achieve desired outcomes. 
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Results 

Staffing 

Five technology support people were at VUSN when the Senior 
Associate Dean for Informatics was hired in 2000. Implementing 
her vision for comprehensive support, the team has now grown 
to 28. Positions include classroom support, computer lab 
coordinator, network manager, web developer, graphic artists, 
general IT support, instructional designers, program coordinator, 
videographers, materials coordinator, videographers, media 
services, programmers, simulation staff, and informatics faculty. 
Enrollments have more than tripled, reaching as high as 1000 
students in the MSN, DNP, and PhD programs. 

Technology Tool Set 

In order to effectively manage on-site delivery of the technology, 
the network infrastructure was strengthened with all classrooms 
and offices having wired and wireless connections. Electronic 
classrooms have been updated to include the Crestron control 
system [5]. Hardware guidelines are agreed upon annually and 
communicated to students along with the software. 
Software solutions include:  

� digital video streaming via Mediasite,  
� web conferencing via BlueJeans,  
� clinical log via Medatrax,  
� secure large file exchange via Box, s 
� ecure testing via Remote Proctor,  
� video case studies via ReelDx ,  
� simulation software via B-Line Medical,  
� instructional design software via Lectora,  
� plagiarism checker via Turn-It-In,  
� digital signatures via Adobe Acrobat,  
� remote support via Team Viewer,  
� course management via Brightspace, and 
� Microsoft Office Productivity suite. 

Student and Faculty Orientation 

VUSN teaches courses year-round so that the August orientation 
starts the beginning of all classes. During this time, each program 
has week-long orientation activities. Reviewing technology 
standards is important to all programs, along with the 
configuration of all their devices to connect back to VUSN from 
anywhere in the world. New faculty are oriented online via 
technology support and solutions, and returning faculty are 
updated at the annual Fall Faculty meeting. Further support is 
provided online including a Tech Tools section of the VUSN 
website along with a Knowledge Base. 

Quality Standards 

The Institute of Medicine defines a learning healthcare system as 
a system in which “science, informatics, incentives, and culture 
are aligned for continuous improvement and innovation, with 
best practices seamlessly embedded in the delivery process and 
new knowledge captured as an integral by-product of the 
delivery experience [6].” The Learning Health System Cycle is 
further described by Friedman as being cyclical in nature with 
the steps of “assemble, analyze, feedback, and change [7].” This 
same process has been used by VUSN through course 
evaluations at the end of each course, curriculum evaluations 
through course portfolio reviews across all programs, and 
surveys regarding distance learning support completed by faculty 
and staff every two years.  

All MSN and DNP courses have introduced an interactive course 
template that guides them through the appropriate planning stages 
that maps the objectives with outcomes. Current efforts are on 
increasing course interactivity, and the QM rubric is being used 
internally to help all faculty improve the quality of their courses. 
Feedback from students is received via standardized course 
evaluations along with a survey sent out to students every other 
year about the technology support. All evaluations have been 
extremely positive (4.95 on a 5 point scale) with minor 
suggestions for improvement. 
Program rankings have all risen during the 23 years of online 
learning. Rankings in 2019 for VUSN were eight for the MSN 
program, and five for the DNP program, marking the first time 
that both programs have been in the top 10 [8]. In addition, 
throughout the 23-year period all VUSN programs have 
maintained accreditation by national nursing bodies, 
demonstrating that by offering education in an online fashion 
quality was at least equal to, if not higher than, face-to-face 
delivery of programs. 

Conclusions: Lessons Learned 

The lessons learned from over twenty years of experience can be 
summarized by the following important considerations. Quality 
(from an organizational commitment and framework), 
comprehensive support team, leadership at the Senior Associate 
Dean level, a strong network infrastructure, standardized 
hardware and software, student and faculty orientation activities 
followed by web tools, and feedback from users including both 
faculty and students followed by revision of activities. Late 
lessons included the need for a remote proctor tool with browser 
lockdown, the addition of a searchable knowledgebase, and the 
need to be active participants at the university level for campus-
wide selection of online tools. Maintaining faculty engagement 
continues to be a challenge due to a number of off-site classes 
rather than being taught from faculty offices. 

References 

[1] C.J. Thompson, Disruptive Innovation in Graduate Nursing 
Education: Tipping the Scales for Online Education., Clinical Nurse 
Specialist. 30 (2016), 304–307. 

[2] K. McCutcheon, M. Lohan, M. Traynor, and D. Martin, A 
systematic review evaluating the impact of online or blended 
learning vs. face-to-face learning of clinical skills in undergraduate 
nurse education,  71 (2015), 255-270. 

[3] D.J. Skiba, Quality Standards for Online Learning., Nursing 
Education Perspectives. 38 (2017), 364–365. 

[4] Quality Matters, https://www.qualitymatters.org/, 2018. Accessed 
March 25, 2019. 

[5] Crestron, https://www.crestron.com, 2018. Accessed March 25, 
2019. 

[6] Institute of Medicine, The Learning Healthcare System: Workshop 
Summary, The National Academies Press, Washington, DC, 2007. 

[7] C. Friedman, J. Rubin, J. Brown, M. Buntin, M. Corn, L. Etheredge, 
C. Gunter, M. Musen, R. Platt, W. Stead, K. Sullivan, and D. Van 
Houweling, Toward a science of learning systems: a research agenda 
for the high-functioning Learning Health System, JAMIA 22 (2015), 
43-50. 

[8] US News and World Reports Rankings, 
https://www.usnews.com/best-graduate-schools/top-nursing-schools, 
2019. Accessed March 22, 2019. 

Address for correspondence 
Elizabeth (Betsy) Weiner, Vanderbilt University School of Nursing, 461 
21st Ave. S., Nashville, TN 37240-1104, USA; E-mail: 
Betsy.Weiner@Vanderbilt.edu 

E. Weiner et al. / Twenty Plus Years of Distance Learning: Lessons Learned1808

https://www.qualitymatters.org/
https://www.crestron.com/
https://www.usnews.com/best-graduate-schools/top-nursing-schools
mailto:Betsy.Weiner@Vanderbilt.edu


A Precision Post-Operative Wellness Monitoring Solution 

Nilmini Wickramasinghe
a,b

, Vijay Gehlot
c

, Elliot Sloane
c

, Phil Smart
b,d

 and Jonathan Schaffer
e

 

a 

Swinburne University, Australia 

b

Epworth HealthCare, Australia 

c

Villanova University, USA 

d 

The Austin, Australia 

e 

The Cleveland Clinic, USA  

 

 

Abstract 

Multiple orthogonal challenges around escalating costs and 

providing quality care plague healthcare delivery, especially in 

OECD countries. This research in progress paper addresses 

the post-operative discharge phase of the patient journey and 

proffers a technology-enabled model that both supports a 

quality care experience post-discharge but also prudent 

management to minimise costly unplanned readmissions and 

thereby subscribe to a value-based care paradigm. The chosen 

context is stoma patients but the solution can be easily 

generalised to other contexts. Next steps include the conduct of 

clinical trials to establish proof of concept, validity and 

usability. 
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Introduction 

Given the challenges facing private healthcare today, there is 

an increasing pressure on private healthcare organisations to 

provide high value, high-quality patient-centred care across the 

acute-care continuum (Australian Commission on Safety and 

Quality in Healthcare 2010 [1]). While the recognition for the 

need of care delivery to be patient-centric is growing, the 

appropriateness of the approaches adopted to achieving this 

endeavour remains questionable [2]. 

An integral enabler is without question Information 

Technology (IT) solutions (see for example [3]). The limitation 

with many current systems is their limited coverage across the 

acute-care continuum [4], where both pre-admission and post-

discharge phases are not seamlessly connected to the 

hospitalisation phase in the patient journey.  

In Australia, as in other OECD countries, most notably the US, 

unplanned readmissions are now becoming more carefully 

scrutinised. In most instances in Australia, unplanned 

readmissions are considered to be readmissions for issues 

relating to the primary diagnosis within 28 days of the initial 

treatment for that primary diagnosis. We believe that it may be 

possible to reduce the number of unplanned readmission by 

developing a precision post discharge wellness monitoring 

solution and the following serve to outline this solution. 

We select stoma patients as a pilot study for this solution 

because we note that based on hospital data gathered from a 

large not-for-profit tertiary institute in Melbourne, Australia a 

common and avoidable unplanned readmission relating to 

stoma patients is around lack of hydration. This is particularly 

problematic during the hot dry Australian summer months. 

This study proposes a generic, open-source-based starting point 

for a customizable modeling, simulation and testing framework 

for mobile Patient Care Devices (PCDs) that can support 

relatively complex coordination of care for post-surgical 

patients. This system uses an architecture that can be modified 

to suit each patient’s precise needs or widely differing clinical 

protocols. These tools allow simulation of expected ranges of 

safe and reliable performance, and can also be used to explore 

or simulate likely failure modes and potential safety or health 

risks due to communication system or staffing overload, errors, 

or other complications 

Clinical Use Case 

In order to provide proactive patient care post-discharge 

following stoma surgery, several remote medical devices can 

be employed. For example, elevated patient temperature or 

pulse can indicate an emerging infection at home which might 

easily and inexpensively be treated by early intervention with 

an appropriate antibiotic. High blood pressure and pulse might 

be an indicator of patient pain or discomfort, which might be 

initially treated with basic over-the-counter anti-inflammatory 

medications. Low blood pressure and elevated pulse might be 

predictors of dehydration, which might readily be treated by 

drinking more fluids and electrolytes. The stoma bag may also 

be monitored with simple sensors that keep track of filling and 

emptying rates, providing an indication of inadequate food and 

liquid intake.  

In all cases, the monitored patient wellness parameters can be 

routed to a central patient homecare coordination team. The 

care coordination team can invoke appropriate rules and 

treatment actions. For example, a care coordinator could call 

the patient/family, provide remediation guidance, education, 

and/or prescriptions. If needed, a visiting nurse or physician 

could be dispatched to provide in-home care.  

In addition, the monitors and the data monitoring systems can 

have an alarm and/or alert level triggers pre-set or remotely 

adjusted. Thus, if a low-grade fever appears to be emerging, the 

patient, family, or care coordination team could increase the 

temperature alarm by one degree, to notify them if/when the 

fever becomes more severe. Similarly, a high and low blood 

pressure alarm could be pre-established based on the patient’s 
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discharge condition, in order to alert caregivers of unusual 

emerging risks.  

Once a patient’s physiological data is available to the care 

coordination system and team, clinical decision support 

algorithms and systems can be used to enhance, accelerate, and 

escalate emerging patient risks to staff who are appropriately 

trained to support high-quality, safe home care for discharged 

patients. Intervention at the home will usually be far less 

expensive than re-admission to the hospital, and care plan 

changes can often occur quickly. The care coordination team 

will be able to arrange emergency care or transport if home-care 

turns out to be inadequate for a specific patient situation.   

Because many physiologic monitoring devices are now 

becoming rather inexpensive and ubiquitous, and they rely on 

consumer-grade internet or cellular communication channels, 

the incremental cost of deploying such systems is falling 

rapidly. In addition, many of these devices can be cleaned and 

re-used for subsequent patients. 

In the following sections, we illustrate the system design and 

simulation of a flexible home-care monitoring and care 

coordination system. We identify representative monitoring 

devices, but the model is extensible. Additional monitoring 

devices and data can easily be added. e.g., in some cases, patient 

weight may be a valuable indicator of dehydration, or of 

congestive heart failure complications. Adding a patient scale 

and decision support rules is very easy with this system.  

In addition, this system could easily be extended to include 

patient co-morbidities. For example, a severe industrial or 

automobile trauma patient could conceivably be sent home with 

both a stoma bag and a hip replacement. If that were the 

situation, additional physiologic channels may be added, such 

as gait and PT/exercise/mobility tracking and analysis.  

Results and Discussions 

The previous section has served to proffer an appropriate 

solution leveraging the capabilities of various technologies. 

The aim is to monitor patients as unobtrusively as possible so 

that alerts can be triggered to inform the designated healthcare 

professional if a trigger incident has occurred that should be 

addressed. In this way, the patient is able to navigate the post-

discharge phase of their treatment effectively and efficiently 

and with the highest level of a positive patient and caregiver 

experience. In addition, by having alerts triggered no sooner a 

trigger situation arises, it is also possible to act as quickly as 

possible, thereby averting a more complicated, dangerous, 

and/or expensive problem further down the track. In this way, 

we believe we are addressing two critical objectives of 

healthcare delivery simultaneously; namely providing a high-

quality patient experience as well as providing a high-value 

solution as we are trying to mitigate the need for unplanned 

readmissions by catching trigger situations as early as possible 

and then addressing them. 

The next step is to run a two-arm non-blinded clinical trial to 

test the full benefits of the proposed solution. The control arm 

will continue to have patients exposed to standard practices 

around discharge and post-discharge follow up and monitoring 

while the intervention arm will focus on utilising the developed 

technology solution in addition to standard care practices 

around discharge and post-discharge. In particular, we plan to 

monitor levels of hydration, using triggers of blood pressure, 

pulse and weight to trigger levels going below an appropriate 

threshold. In addition, patients will receive via their mobile 

phones, education, reminders and other important information 

about maintaining appropriate levels of hydration. We focus on 

hydration as this has been identified as the singular most 

frequent reason for unplanned readmission with stoma patients 

at the chosen healthcare facility. We have secured ethics 

committee approval, and plan to run this trial as soon as final 

clinical post-discharge protocols are complete, validated, and 

approved and patient recruitment is complete. 

Conclusions 

This research in progress has served to proffer a solution to 

address the post-discharge phase of stoma patients. The 

proffered technology-enabled solution support both a high-

quality patient experience as well as supporting a value-based 

care paradigm. We contend that such solutions are not just 

useful in the context as we have presented; i.e., stoma patients, 

but can be applied more generally so that the post-discharge 

phase of the patient journey is also monitored and managed, 

enabling both a high-quality patient experience as well as 

prudent management of likely trigger situations that may if not 

addressed lead to unplanned readmissions. Given the 

challenges faced by all OECD countries with respect to the 

exponential costs to provide quality care and the increasing 

pressures on healthcare organisations to deliver high quality 

and high-value care, we believe such technology solutions are 

strategic necessities and must be carefully considered. Our 

future work will focus on conducting clinical trials to establish 

the validity, usability and proof of concept of the proffered 

solution.  
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Abstract 

Electronic health records (EHRs) have been shown to improve 

safety and quality. However, usability and safety issues with 

EHRs have been reported. The current state of the art in 

usability testing is to have clinicians conduct simulated 

activities in a usability lab. In this poster, we describe our 

experience with continuous recording of real-world EHR use 

to improve safety and usability. 
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Introduction 

There is ample evidence that electronic health records (EHRs), 

when implemented and used effectively, are associated with 

increased quality of care and safety [1]. However, significant 

usability and safety issues [3] with EHRs have been reported, 

including instances of patient harm [4]. Usability has been 

found to play a major role in the exacerbation and prevention 

of health information technology (HIT) hazards, and has been 

identified as a critical component of safe HIT use [3]. Poor 

usability has been shown to put patients at risk by impeding 

HIT adoption and workflow, decreasing clinician satisfaction 

and productivity, and directly causing clinical errors [2]. 

The current state of the art for usability evaluation of clinical 

information systems is to have clinicians conduct simulated 

activities in a usability lab. Less commonly, a usability 

researcher observes the clinician during routine care. These 

approaches are useful, but limit the amount of data that can be 

collected. This is particularly challenging for assessing the 

usability of infrequently used workflows (such as organ 

transplant or cardiac arrest documentation) that are unlikely to 

be observed naturalistically. 

Citrix provides application virtualization services and is used 

with many EHRs, also offers session recording software. This 

feature allows for efficient capture and archiving of full-screen 

videos of applications running through Citrix. We describe a 

pilot study to assess the usefulness of this functionality for 

usability and safety research. 

Methods 

We installed and configured session recording on our Citrix 

environment, and enabled recording for a group of pilot users. 

Videos are captured whenever users use our Epic EHR. Only 

Epic activity is recorded; local application activity such as 

email or web browsing is not captured. A system diagram is 

shown in Figure 1. 

Figure 1– System Diagram of Screen Capture 

Results 

In early pilot testing, we found the videos to be useful, and 

there was no measurable impact on system performance or 

reliability. Videos consumed 14 megabytes per hour, which 

exceeds Citrix's published estimate of 4 megabytes per hour 

but is still reasonable. Extrapolating across Partners 

HealthCare system, there are approximately 22 million Epic 

sessions per year, with a typical session lasting about 10 

minutes (with considerable variability).  This would yield 

3,704,458 hours of video per year, hence a year's worth of 

videos would require approximately 51.8 terabytes of storage. 

We currently pay 12.96 cents/gb/yr for storage, yielding a cost 

of $6,713 to store videos internally. If we used an archival 

storage system, costs would fall to a third of this amount.  

Figure 2 shows our current approach for identifying videos to 

review, indexing, and analyzing them.  Our approach adopts a 

series of general and EHR-specific usability tools, standards, 

and processes.  In pilot testing, videos were manual retried, 

and could be tedious; we are in the process of developing 

indexing tools to make video retrieval more straightforward. 

Discussion and Conclusion 

In early pilot testing, we found Citrix session recording 

feasible and useful. Special challenges included system 

upgrades and dual monitors. We plan to extend our pilot to 

additional users and collect more data. We are also planning to 
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improve indexing capabilities to make it easier to retrieve 

videos that correspond to specific events in the EHR 

transaction log. When complete, we will be able to launch 

directly to the video of a workflow under investigation. For 

example, the video of a user adding a particular allergy or 

using a particular function. We anticipate this functionality 

will have broad-based application for quality and safety, as 

well as for usability and system redesign. 
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Abstract 

Intelligent conversation agents (ICAs) have been used for 

patient self-management and support in recent years. This 

study systematically reviewed ICA resarch and innovation in 

academic and industrial institutions using bibliometric and 

patent analysis. We reported the types of diseases and patients, 

and the ICAs delivery approaches for patient-self-management. 

We identified the gaps in the productivity and focused areas. 

Keywords:  

self-management, patients, conversational agent 

Introduction 

The Intelligent conversational agent (ICA) (e.g., Amazon Alexa 

and Apple Siri) is an application that enables natural language 

communication with users [1]. The human-like communication 

nature of ICAs is making themselves very popular. Clinical an-

alysts foresee that ICAs can potentially improve patient care in 

terms of symptom management, caregiver engagement, and pa-

tient support [2]. A recent systematic review on conversational 

agents in healthcare has shown that ICAs has addressed health 

issues related to psychotherapy support, education, self-moni-

toring, and data collection for consumers (e.g., patients), care-

giver, or healthcare professionals [3]. However, no study to-

date has explicitly focused on how ICAs support patient self-

management in a non-clinical setting.  

Patents are associated with research and mirror technology de-

velopment and investment trends in a particular domain [4]. 

Analyzing patent records, thus, will help understand the state of 

the art of technology development and the landscape of the in-

novations. This study aimed to use data from both publications 

and patents to systematically investigate ICA research and in-

novation for patient self-management in home settings. 

Methods 

Data Collection 

The research publications were retrieved from five citation da-

tabases (i.e., PubMed, Scopus, CINAHL, EMBASE, ACM D-

Library). The granted patent and published applications were 

retrieved from the Derwent Innovation Index (DII) which has a 

comprehensive coverage of 40 worldwide patent-issuing au-

thorities. The searches in citation databases and DII were exe-

cuted with the same search strategies in August 2018. The 

search term consists of three parts, the ICA related terms, self-

management related terms, and patient related terms. The ICA 

related terms included about 100 synonyms and term variations 

(e.g., voice-activated interface, conversational assistant, chat-

bots). The self-management related terms included about 20 

synonyms and term variations (e.g., self-management, self-

care, self-efficacy, supportive care). The patient related terms 

included 13 synonyms and term variations (e.g., patients, care-

givers, sufferer, and survivor). In addition, this study collected 

publications identified through citations of retrieved research 

papers and from grey literatures.  

Screening Critiria 

The title and abstract fields of the retrieved publications and 

patent were screened by three of researchers (i.e., ZX, FY, & 

YQ) via Covidence [5]. Disagreement was resolved among re-

searchers in group discussion. A publication or patent was in-

cluded if it 1) adopted natural language interaction either in 

written, graphical or voice-activated communication modality, 

2) was designed for patients, caregiver or customers. A publi-

cation or patent was excluded if it 1) discussed only partial tech-

niques of ICAs such as automatic speech recognition, natural 

language understanding, dialogue management, response gen-

eration, or text-to-speech synthesis; 2) had limited and prede-

fined interaction model (e.g., Voice-Activated-Dialing which 

only allows number as input); 3) had missing titles or abstract.  

Data Abstraction and Analysis 

For publications, we extracted the following data fields: au-

thors, publication year, affiliation, title, and abstract. For patent, 

we extracted the inventor, priority date, assignee, title, and ab-

stract. All included patent applications were filed before 2018 

because patent applications are generally published 18 months 

after the earliest priority date. 

In this study, VOSviewer [6] was employed to extract and vis-

ualize the key terms from both the title and abstract fields for 

included publication and patent records. We set the threshold of 

minimum key term occurrence as 3 for publication records and 

as 1 for patent records in mapping graph, for appropriate visual 

effects. In addition, the synonyms and variations of an extracted 

key term were merged and controlled for visualization using a 

thesaurus (e.g., "child" and "kid" merge to "child").  

Results & Discussion 

Data Description 

We retrieved a total of 1835 publications from PubMed 

(N=751), EMBASE (N=137), CINAHL (N=29), Scopus 
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(N=687), ACM Digital Library (N=231), 535 patent records 

from DII, and 12 additional records from the citations of the 

patents. We included 91 publications and 21 patents in the anal-

ysis after title-abstract screening and removal of duplicate rec-

ords. The publications were contributed by 128 institutions 

from 28 countries, whereas the patents were from 22 patent as-

signees (i.e., 16 companies and 6 individuals) from 5 countries. 

The United States is the leading country in the numbers of pub-

lications and granted patents. Particularly, the Northeast Uni-

versity and Boston University have had the most research 

productivity. Regarding the patents, Koninklijke Philips N.V. 

from Netherlands had three patents and each of the rest assign-

ees have had less than three.  

Topic Mapping 

The key terms extracted from the publications and patents were 

visualized and compared based on types of diseases and 

patients and delivery approaches to patent self-management. 

The Types of Disease and Patient  

Compared with patents, the publications reported more types of 

diseases and patients (Fig 1). The publications reported that 

ICAs were developed to address chronic conditions (e.g., "dia-

betes", "cancer", "stroke", "hypertension"), mental disorders 

(e.g., "autism", "dementia", "post-traumatic stress disorder"), 

and emotional issues (e.g., "depression", "anxiety", "stress", 

"mindfulness"). The targeted users included "child", "elderly", 

"young", "woman", "mother", and "pregnant (women)". As dis-

played in Fig 2, the patents have focused on health conditions 

such as diabetes, communication disorders, and skin issues 

(e.g., "lesion"). Patterns have not specified the types of targeted 

patients but used a general term "user" instead.  

The Delivery Approach of Self-Managment Support 

The topics related to health interventions in the publications in-

cluded "psychotherapy", "neurorehabilitation", "virtual inter-

viewer" whereas the patents tended to be uniquely designed 

with customized support (e.g., "interaction plan", "first conver-

sation", "user profile", "patient relationship model") based on 

user data ("user data", "medical record") and dialogue context 

(e.g., "dialogue context", "context pattern"). This customized 

support has not been observed in publications. 

Nevertheless, the publications and patents under review 

demonstrated common interests such as patient’s decision-

making support (e.g., "patient coaching" and "health consulta-

tion") and user/patient behaviors (e.g., "behavior change", "be-

havioral intervention" in the publication and "dialogue behav-

ior" in the patents). They also discussed multi-modal interaction 

modality in ICAs. Specifically, publications described "multi-

modal interaction", "embodied agent" and the patents discussed 

"graphical interface", "voice interface", "animation".  

Conclusions 

To our knowledge, this is the first study that has systematically 

examined ICA research and innovations for patient self-man-

agement using data extracted from both publications and pa-

tents. We have found that the ICA research and innovation in 

patient self-management is in its infancy. The total numbers of 

publications and patents are small. The ICAs to-date have 

mostly focused on patient coaching, consultations for deci-

sional support and behavioral changes. In addition, the aca-

demia and industry have focused on different types of diseases 

and patients, and on various delivery approaches to self-man-

agement support by ICAs. However, they also share some com-

mon topic interests, such as multi-modal interaction ICAs. The 

diversity may lead to a broad spectrum of ICA applications in 

health care whereas the commonality may indicate the topical 

trends in the near future.  

 

Figure 1 – Publicaiton Keywords Mapping 

 

Figure 2 – Patent Keywords Mapping 
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Abstract 

We investigated problems concerning medical imaging 

management using PACS in medical settings through text 

analysis. We conducted a questionnaire survey in Hokkaido, 

Japan, where PACS related problems were described by 

radiological technologists. After analyzing the descriptions in 

response to the questionnaire, we detected four main problems 

in PACS using a word co-occurrence network; i) image 

management, ii) image fetching error, iii) DICOM violation 

and iv) name notation. 
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Introduction 

DICOM (Digital Imaging and Communications in Medicine) 

standard, which is the standard in the medical information 

field, provides a seamless connection, clinical image, and data 

sharing when introducing new devices to medical institutions. 

However, the details of the functions of PACS (Picture 

Archiving and Communication Systems) depend on the 

specifications of each medical equipment manufacturer. In 

Japan, especially in local cities, medical professionals, such as 

radiological technologists, who are not specialized in medical 

information, often struggle to manage PACS during their 

professional work. Occasionally, serious problems with the 

PACS system occur when medical staff are unable to confirm 

the interface with image scanners or hospital information 

systems. When such an incident occurs, it disrupts the delivery 

of routine examinations. Several studies about the introduction 

factors of PACS have been analyzed [1]. However, there are 

few studies investigating problems concerning medical 

imaging management using PACS in medical settings. 

The purpose of our study was to identify problems of image 

transfer and storage related to PACS specifications to avoid 

any serious trouble. 

Methods 

261 hospitals have introduced PACS in Hokkaido prefecture, 

which is the northern part of Japan. We sent questionnaires by 

mail to presidents and leaders of radiologic technologists in all 

of the hospitals, and they input the answers on the specialized 

web site we developed (from February to March in 2018). In 

the questionnaire, there were some questions about the 

hospital (Table 1) and we made open-ended statements 

(seeking arbitrary endings) about troubling cases related to the 

operation of PACS and critical points of operation. Table 1 

shows examples of items in the questionnaire.  

Table 1  Items of the questionnaire in hospital attribution 

Items 

The number of beds

Having or not medical information system correspondents in 

radiology department

Who are PACS correspondents in the hospiral

Introduction time of PACS 

Capacity of PACS

Problem cases and issue related to operation of PACS 

 

After collecting questionnaires, we added up numbers and 

analyzed the open-ended statements by natural language 

processing (NLP). In NLP, we conducted morphological 

analysis using ChaSen [2] at first. Since ChaSen is a 

dictionary-based morphological analyzer, words that are not 

included in the dictionary are output as unknown words. In 

this study,  we used ipadic-2.4.4 as Japanese dictionary for 

morphorogical analysis. Then, the number of words were 

counted. Next, we developed a word co-occurrence network 

using the co-occurrence of the words that appeared more than 

twice, to clarify the problems related to image transfer and 

storage in PACS. Jaccard index was used as a co-occurrence 

index. 
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Where, �
�

 represents the total number of sentences where 

word “A” appears, �
�
 represents the total number of sentences 

where word “B” appears, �  represents the total number of 

sentences where A and B both appear. 

We used a free software KH coder 2 [3] for a series of 

procedures from morphological analysis to developing the co-

occurrence network. The questionnaire survey was conducted 

with the approval of the Hokkaido University of Science 

Ethics Committee. 

Results 

There were 94 responses (collection rate: 36%). The number 

of completed opened ended responses was 39.  

About half of the hospitals had fewer than 100 beds. The 

number of radiological technologists in each hospital was 

1~58 and 20% of the hospitals had fewer than 10 

technologists. 84% of the hospitals had radiological 

technologists who manage PACS. 

In the results of morphological analysis, we extracted 441 

words. Regarding the high frequency of words, image (34), 

PACS (12), fetching (9), DICOM, (6) and data (6) were 

recorded (Table2).  

Table 2  Example of word appearance in each part of speech 

noun n. verb n. 

Unknown 

word n. 

�� (image) 34 ��

(conduct) 

7 PACS 12 

���	

(fetching) 

9 ���
� 

(can fetch) 

4 DICOM 6 

�
� (data) 7 ���� 

(fetch) 

3 

 

CD 3 

�� (patient) 6 ���

(differ) 

2 

 

ID 3 

��

(information) 

6 �� 

(include) 

2 Tag 3 

�����

(modality) 

5 ��� 

(consider) 

2 CS 3 

�� 

(manegement) 

5  � 

(difficulty) 

2 PC 2 

!" (doctor) # $� 

(think) 

2 RIS 2 

%
&
 

(server) 

3 ��'() 

(exchange) 

2 *+�,-.


(Publisher) 

2 

We represented the word co-occurrence network using 105 

words to visualize co-occurrence relations among words. 

Common problems reported were regarding “image 

management,” “image fetching error,” “DICOM violation,” 

and “name notation”.  

Table 3  items of the questionnaire 

Category Example 

image man-

agement 

Best storage period 

Defect of storage, education about virus 

Fetching video data 

image fetching 

error 

Can not import patient’s data from CD 

made by other hospitals 

DICOM viola-

tion 

Patient data from other hospitals are 

DICOM violation 

name notation Handling of names of international 

people in kanji and kana characters 

which are Japanese characters 

 

 

Figure 1  word co-occurence network 

Conclusions 

We clarified that radiological technologists engaged in PACS 

management in most of the hospitals, and there were four 

categories of problems when applying the guidelines in the 

medical setting; image management, image fetching error, 

DICOM violation and name notation. This study will 

contribute to developing user-friendly systems and consider 

making and revising guidelines or standardization. 
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Abstract 

As one of the countermeasures against infection at medical 
institutions, thorough hand hygiene is extremely important.
In Japan, these controls are not sufficient. In order to do this 
management, it is necessary to track the hand washing situation. 
Therefore, we decided to monitor the condition of hand washing 
by utilizing IoT. Since there are environments where we can 
use IoT in our hospital, we decided to follow up using these 
environments. As a result, it is possible to collect data 
continuously for 24 hours, 365 days, and evaluate infection risk 
based on data. In addition, our hospital can also obtain 
location information on smartphone, so we can also track work. 
We are considering support for medical staff by utilizing smart 
devices. 

Keywords:  

Hand Hygiene, Infection Control, Medical Staff  

Introduction 

The World Health Organization (WHO) created hand hygiene 
guidelines in 2009. It saught compliance with hand hygiene at 
five timing.  However, in the announcement of the Japan 
Society for Environmental Infections in 2017, our hand hygiene 
compliance rate is 38% on average, which is lower than much 
of the world, and the occurrence rate of resistant bacteria is very 
high compared to the Northern Europe such as Sweden. For this 
reason, we consider it necessary to reduce the infection rate. 

Nurses who have many contact opportunities with patients are 
actively engaged in nosocomial infection prevention. They 
always carry disinfectants and maintain cleanliness of fingers, 
are cooperative in countermeasures against nosocomial 
infections, and the compliance rate of hand hygiene is higher 
than other medical treatments It shows a high price compared 
with the person. However, medical personnel other than doctors 
and nurses do not adequately comply with the WHO hand 
hygiene guidelines and are low consciousness. 

Since Internet of Things (IoT) devices using Bluetooth and 
others can be used cheaply, the use of radio wave networks has 
begun to spread to solve medical problem problems. In our 
hospital, we can also use it for patient observation, and the 
positioning of medical staff is possible in the whole hospital as 
well. Using this kind of communication environment, we 
attempt to solve the problem of nosocomial infection control 
using hand hygiene disinfectant with IoT. 

By visualizing the present state of hand hygiene using IoT and 
supplementing the management of infection control by utilizing 

the collected data, it is believed to lead to the creation of a safer 
medical environment. In addition, by evaluating hand hygiene 
for each medical doctor and giving feedback to individuals of 
medical personnel in real time, if there is a risk, educational 
effect can be obtained, and expectation can be expected for 
habitualization of behavior change of handicap and hand 
hygiene. Furthermore, we decided to aim for a method to use 
on a daily basis with smartphones and others. 

Methods 

In our hospital, we are strengthening the use of wireless 
communication as part of promoting medical ICT. Therefore, 
communication such as Bluetooth and ZigBee can be used. We 
have created and installed modules so that these 
communications can be used in hospitals. The configuration of 
the IoT gateway module is for converting from communication 
such as Bluetooth, Zigbee etc. to a Wifi connection to Wi-Fi. 
(Figure 1) 

We developed this IoT gataway to acquire data and location 
information including alarms from medical devices and various 
sensors.  We have already installed 1,500 IoT gataways in the 
hospital. In addition to this device, the staff distributes the 
smartphone as an extension, so this smartphone is used for 
location detection and personal identification. 

 

Figure 1 � Structure of IoT Hateway 

We use a combination of smartphones and IoTgateway to detect 
medical staff locations. As a positioning method, Bluetooth low 
energy (BLE) beacon is performed by position calculation from 
multiple RSSI radio wave intensity measurements. In order to 
detect hand hygiene, it is necessary to detect the operating state 
of the disinfectant. For this reason, we created a mechanism to 
output a signal when the disinfectant was operated (Figure 2). 
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Figure 2 � Disinfection Pump Operation Detection Sensor 

By combining the staff's flow line and disinfection pump 
operation, it is possible to detect the hand disinfection situation. 
In this way, it is possible to detect the hand disinfection 
situation at the time of entering the area or approaching the 
patient. By collecting these data continuously, it is possible to 
measure the required hand hygiene performance. 

Results 

In this system, positions and flow lines of staff are acquired 
with accuracy of approximately one meter (Figure 3).  For this 
reason, we are making it possible to receive multiple BLE 
beacons at any location. 

 

 

  Figure 3 � Acquisition of Position and Flow Line of Staff 

The fixed disinfection pump maps the coordinates of the 
installation position, and the carried disinfection pump is made 
to correspond to the person. Timing is determined by matching 
the operation signal of the disinfection pump with the position 
information. As a result, continuous measurement is possible , 
and it is possible to present collected hand hygiene data. 

One result is the measurement result of the ICU. The status of 
hand hygiene compliance when entering the ICU and entering 
the patient area was (94.5%, 21.3%) by nurses (37 people), 
(64.3%, 12.5%) by anesthesiologists (5 people), (28.0%, 
13.5%) by cardiac surgeons(6 person), (48.0%, 15.7%) by 
circulatory physicians (1 person),  (100%, 18.2%) by 
physiotherapists (1 person), (100%, 100%) by nurse assistants 
(6 persons). 

This is an ICU situation, but similar measurements are possible 
in hospital wards. By feedback the results of hand hygiene 
measurement,  the hand hygiene action of the medical staff has 
improved. However, we believe that infection control is an 
inadequate condition. 

Discussion 

With this method, the compliance rate of hand hygiene can be 
measured steadily. However, simply presenting this 
compliance rate is insufficient for continuous improvement. 
Although there are advantages in terms of visualization of 
compliance status, there are many cases where it is limited to 

presenting data. In order to make this improvement, we need to 
develop a method that reflects our actual behavior. we think that 
real-time assistance should be provided in important situations 
for infection control. 

Conclusions 

By using this method, it is possible to measure the behavior of 
medial staff in real time, so it is necessary to consider a method 
to utilize this result. In our hospital, one staff member uses 
smartphones, so we believe that hand hygiene can be improved 
by adding a mechanism to notify warnings when hand hygiene 
is needed. In the future, we will consider implementation with 
smartphone notification function.  We plan to develop from the 
location of the medical staff's smartphone to a system that can 
provide appropriate assistance notifications. This method can 
be used in the same way as patient monitoring in the future, so 
it can be used together with these devices. We are also 
considering combining it with the sensor used in the nurse call 
system. In such a combination, we believe that this method is 
widely available. 
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Abstract 

To prevent worsening of diabetes mellitus, we conducted a 

developmental research of personal health record (PHR), 

whereby affected individuals, medical staff and an insurer 

cooperate and manage effective treatment. Medical expenses 

can be suppressed by preventing the onset of lifestyle-related 

diseases. Companies can benefit from improved employee 

productivity by promoting healthy and efficient working styles. 

We conducted a health and medical consciousness survey to 

examine PHR models that are attractive for both employers 

and employees. 

 

Keywords: 

Personal Health Record, Survey 

Introduction 

In Japan, there is a universal insurance system that allows 

most people to have one health insurance. [1]. Company 

employees engage in corporate health insurance and mutual 

aid insurance coverage that are affiliated by employers. In 

addition, retirees and individual business owners subscribe to 

the National Health Insurance. Till date, the social security of 

Japan has been substantial, with the citizens receiving equally 

high-quality treatment, regardless of which medical institution 

they attended. However, with an increase in lifestyle diseases 

and acceleration of the ageing population, medical expenses 

are increasing and insurers are also being dealt with. 

To prevent worsening of diabetes mellitus (DM), we conduct-

ed a developmental research of personal health record (PHR), 

whereby the affected persons, medical staff and insurer 

cooperate and manage effective treatment by themselves [2,3] 

]. In the case of mild diabetes, there is not much burden on 

patients and insurers. Patients can visit medical institutions 

once a month and receive appropriate treatment after 

examination and through medication at hospitals. However, 

when diabetes becomes severe, it results in renal failure, 

blindness, etc. For example, it is inevitable for patients to 

worsen their quality of life owing to the requirement of 

artificial dialysis. The burden of medical expenses is increased 

on both the patients and insurers. Alternatively, in Japan, 

companies tend to be concerned about their employee's health 

management. 

Companies are also believed to contribute towards the im-

proved productivity of their employees by promoting healthy 

and efficient working. To investigate the development of an 

attractive PHR model for both employers and employees, we 

conducted a preliminary survey on health and medical 

attitudes of 10,000 people residing in the country. 

Methods 

The survey included questions regarding the current health 

status, status of medical examination attendance, meals and 

sleep pattern, lifestyle habits, job types, working hours, pre-

ferred leisure activities and consciousness of own health. This 

web questionnaire survey was conducted in March 2018 after 

acquiring the consent of 10,000 workers aged >20 years in 

Japan. We allocated participants to different groups based on 

their age and sex. For each sex in their 20’s, 30’s, 40’s and 

50’s, as a unit of 1,000 at the age of 10, >60’s were taken as a 

group of 1,000 each, and total 10,000 people were targeted. 

Results 

Respondents included 41.7% children and 28.5% single 

people, with 32.7% involved in office work, 23.3% in 

professional and technical work and 12.9% in the service 

industry. Approximately 72.4% of the participants worked for 

5 days a week and 13.5% for 6 days a week. Of 28.5% indi-

viduals currently undergoing treatment, 47.3% had confidence 

in their own health, 22.9% smoked regularly, 57.5% 

consumed alcohol and 46.8% preferred to sleep to rest. The 

main questionnaire results are listed below. When N is not 

displayed, N = 10000. 

 

1. Regarding discomfort in the most concerned body part, 

the following was found: stiff neck in 36.1%; headache 

in 27.8%; lower back pain in 25.7%; and obesity in 

10.8% patients.  

2. Diseases under treatment included: hypertension 

25.4%; dyslipidaemia 12.5%; lower back pain 11.1%; 

DM 10.7% patients (N = 2851).'. 

3. For illness prevention, 70.4% received medical check-

ups conducted by companies and municipalities. 

4. The reasons for not receiving medical check-ups in-

cluded the following (N = 2,959): ‘Proceedings are 

troublesome’ for 26.5%, ‘Because I do not want to 

spend on such things’ for 16.2% and ‘I was unaware of 

health check-ups as such’ for 12.0%. 

5. Regarding whether paper inspection results or 

prescriptions were preserved, 51.4% said ‘We have not 

kept it at all or I do not know’, 13.8% said ‘all are 

kept’, 10.5% said ‘I have stored test results on chronic 

disease’, 24.4% said ‘I keep results of important test 

results and prescription’. 

6. Approximately 59.8% of persons retain the results of 

past health check-ups for the following reasons: 

‘Because it is custom’ by 38.7%, ‘I want to use it when 
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I become sick in the future’ by 32.8% and ‘to review 

my own lifestyle’ by 24.6% (N = 5989). 

7. Approximately 60.4% persons regularly measure their 

weight (daily); 21% (N = 6041) preserved records of 

their weight. 

8. Of the 27.9% participants that used pedometers and 

activity meters, 38% (N = 2787) record their results. 

9. Regarding physical exercising, 35.8% said ‘I always 

liked exercising’, 23.5% said ‘I do not dislike exercise, 

but I enjoy it’ and 40.7% said ‘I do not prefer to 

exercise’. 

10. Regarding regular physical exercise, 21.9% responded 

with ‘I do it’ and 78.1% with ‘No, I do not’. 

11. Regarding eating habits, ‘meals considering physical 

condition and nutrition balance are important to them’ 

was responded by 59.3%, ‘Meals that are balanced and 

nutritious are not fun’ by 21.1% and ‘I am not 

interested in meals’ by 19.6%. 

12. About using a healthcare application in smartphones 

(such as applications for blood pressure and diet 

management), 1.6% said ‘I use paid apps’, 13.3% said 

‘I use free apps’ and 85.1% said ‘I do not use apps’. 

13. On things necessary for maintaining health, 26.4% vot-

ed for ‘strong will’, 25.1% for ‘target with deadline’, 

14.5% for ‘everyday encouragement’ and ‘Healthcare 

IoT (Internet of Things) device that automatically 

measures weight and step count’ by 14.2%, and 

‘Comrade’ by 13.8%. 

14. As for PHR using a smartphone that holds all data on 

health and medical care, such as daily weight and 

blood pressure as a result of examination result and 

prescription, periodical health check-up and can be 

used when necessary; 65.6% responded as ‘I want to 

use it for free’, 4.5% as ‘I want to use it for a fee’ and 

29.9% as ‘I am not interested or do not want to use it’ 

(multiple answers). 

Discussion 

Based on the survey results, most participants worked for 5 or 

6 days in a week and 70% of the participants were healthy. 

The participants who were suffering from illnesses tended to 

have more number of lifestyle diseases and pre-diabetes 

mellitus. Stiff shoulder, headache and back pain were believed 

to be caused by labour and lifestyle habits. 

More than 50% of participants had drinking habits and 20% 

were smokers. In addition, half of the participants did not get 

enough sleep and half were not confident about their health. 

Approximately 70% of the participants underwent periodic 

health check-up for prevention, with more than half of them 

preserving health check-up results. In addition, 60% of the 

participants weighed themselves regularly and 20% of them 

recorded their weight. 

The results showed that diet for nutritional balance was con-

sidered to be important. 

Despite 60% of the participants believing that physical 

exercise was important, only 30% exercised daily. Regarding 

the necessary factor in maintaining health, ‘strong will’ and 

‘goals that decided the deadline’ were rated higher than ‘the 

need for convenient healthcare IoT devices’. 

Approximately 25% of the participants who used health 

applications, 65.5% wanted to use PHR service by smartphone 

for free, whereas 4.5% were willing to use it for a fee. Com-

panies can thus consider providing health apps and PHR to 

employees as an effective step towards health management. 

Conclusions 

Based on the results of our questionnaire survey, workers 

suffering from illness had lifestyle diseases and pre-diabetes 

mellitus. Approximately 70% of the workers had mild disa-

bilities and several of them had bodily malfunctions owing to 

stiff shoulder, headache and back pain, which are believed to 

be caused by labour and lifestyle habits. 

Based on the results of the questionnaire survey, it is expected 

that the development of PHR using an appropriate Healthcare 

IoT device can help prevent or delay the onset of lifestyle 

diseases. For employers, it is expected that employees who 

work in a healthy and efficient manner show improvement in 

productivity and face reduced burden of medical expenses and 

bear a part of the introduction cost of PHR. 
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Abstract 

The purpose of this study was to develop an ICT-based care-

management support system and to assess its validity and 

applicability through pilot testing. The system links users’ 

health and social needs to community resources. Users and 

care managers participated in each step of care management 

through an interactive decision support system. The system 

contributes to facilitate person-centered community care. 

Keywords:  

Case management, community health Services. 

Introduction 

Care systems in Korea face significant challenges due to an 
aging population and the increasing complexity of the health 
care system. Needs continue to grow for services and care 
from an integrated and coordinated system that is easy to navi-
gate, efficient, and communicates well.  

According to KISA (Korea Internet Security Agency), all 
households in Korea are able to access the Internet through 
mobile devices. To respond to these changes, we developed an 
Information Communication Technology (ICT)-based care-
management support system for care managers and citizens in 
the community.  

The purpose of this system is to support efficient care 
management and to provide tailored service information, 
based on the individual health and social needs of citizens. 
The main study objectives were to develop a care-
management support system based on ICT by modifying the 
case-management to be more user-centered and to test the 
suitability and validity of the developed system. 

Methods 

The study developed a prototype of an ICT-based care-
management support system. The system involved the 
following modules: 1) Engagement and relationship building 
with users; 2) Basic information collection and assessment;    
3) Patient decision to participate in care management; 4) 
Comprehensive assessment, including physical condition and 
health, activity and engagement evaluation, and environment 

evaluation; 5) Comprehensive profile of users' needs based on 
standardized ICF classifications on functioning, disability, and 
health; and 6) An individualized service plan.  

This ICT-based care-management support system will help 
service users and care managers collaborate in each stage. In 
addition, the user-friendly diagrams and infographics  guided 
each decision step. A pilot test of this system was performed 
with 30 older citizens. 

Results 

The majority of users were positive about the usability of the 
ICT-based care-management support system. Users responded 
that they felt actively involved in the care-management 
process by sharing health and social care information on the 
web. The ICT solution enabled efficient collection of data 
through standardization and individualization of care 
management and provided user-friendly individualized 
recommendations for users. 

Discussion 

The ICT-based care management support system was 
developed for the Korean community case management users 
and reflected feedback from the case management users and 
community residents to assess its usefulness and feasibility. 
As the results show, users actively engaged in care 
management through a user-centered care-management 
system. However, various incentives are needed to keep ICT-
based case managers involved. Further training is needed to 
make it easier for users to use the ICT system.  

Conclusions 

The overall prospect was that the ICT-based case management 
system would enable service recipients to become involved in 
the decision-making process of care management. Therefore, 
the care-management system using ICT can serve as the basis 
for person-centered community care. 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190665

1821



Acknowledgements 

This work was supported by the Community Business 
Development Program through the Korea Institute for 
Advanced  Technology (KIAT) funded by the Ministry of 
Trade, Industry, and Energy (Project No. P0004335). 

References 

[1] J.Y. Joo and D.L. Huber, Case management effectiveness 
on health care utilization outcomes: A systematic review of 
reviews, Western journal of nursing research (2018), 
0193945918762135. 

[2] G.T. McMahon, H.E. Gomes, S.H. Hohne, T.M.J. Hu, 
B.A. Levine and P.R. Conlin, Web-based care manage-
ment in patients with poorly controlled diabetes. Diabetes 
care (2005), 28(7), 1624-1629. 

[3] S. Willard, G. Cremers, Y.P. Man, E. van Rossum, M. 
Spreeuwenberg and L. de Witte, Development and testing 
of an online community care platform for frail older adults 
in the Netherlands: a user-centered design. BMC geriatrics 
(2018), 18(1), 87. 

 

Address for correspondence 

 

Minjung Kwak 

College of Nursing, Chungnam National University 

266, Munhwa-ro, Jung-gu, College of Nursing, Chungnam National 

University, Daejeon 

35015, Republic of Korea 

Telephone number: +82-42-580-8407 

Fax number; +82-42-580-8309 

E-mail address: qufquf1029@naver.com 

N. Lee et al. / Pilot Testing of an ICT-Based Care Management Support System to Deliver Integrated Community Care1822



Implementation of a Novel User Interface for Review of Clinical Microbiology Results  

Gianna Zuccotti
a,b,c

, Skye Aaron
a

, Adam Wright
a,b,c

 

a 
Brigham & Women’s Hospital, Boston, MA, USA, 

 
b 
Harvard Medical School, Boston MA, USA 

 
c 
Partners HealthCare, Boston, MA, USA 

 

 

Abstract 

Compared to other laboratory data, microbiology data are a 

complex mix of quantitative and qualitative results that return 

iteratively over time. Commercial electronic health records 

(EHR) frequently have limitations in the manner in which they 

manage microbiology data, not attempting to codify data but 

rather displaying it as text. This contributes to time- consuming 

and error-prone clinical workflows. We developed a 

microbiology viewer application to aggregate results and 

implemented it in our EHR. 

 

Keywords:  
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Introduction 

Microbiology data is a critical component for care delivery in 

Infectious Diseases. Availablity and accuracy of such data 

facilitates appropriate antimicrobial therapy, guides duration of 

therapy, can limit the spread of drug-resistant organisms and 

can enable detection of outbreaks.[1] Comprehensive review of 

microbiology results is a time-consuming and complex activity 

made more challenging by a high volume of tests, time delay to 

test positivity, co-existence of clinically significant and 

insignificant organisms within a single specimen, and complex 

antimicrobial susceptibility patterns. [2] 

 

Commercial electronic health records (EHR) generally have 

limitations with regards to clinical workflows for review and 

management of microbiology data. EHRs generally do not 

attempt to codify microbiology data at all, instead displaying it 

as text.  This prevents searching, grouping, and other functions 

that streamline clinical workflow and instead shifts the 

cognitive burden of assessment and summary to the clinician. 

[3] Despite its complexity, microbiology data does have an 

underlying hierarchical structure of specimens, organisms, tests 

and susceptibilities that, if preserved, can facilitate electronic 

summarization and decision support. We developed a tool that 

reviews text data and displays it in a manner that permits rapid 

assessment and trending.  

Methods 

We developed a microbiology viewer application that contains 

two views; a tabular view, that displays all microbiology and 

other Infectious Disease-related results and an organism view 

that displays all results by organism. The tabular view sup-

ported the activities of searching, sorting and filtering. It also 

allowed access to the full text report. The organism view 

facilitated rapid assessment of all organisms in a patient’s his-

tory, which allowed a user to see data organized by organism 

rather than chronologically.  

 

The original prototype of the microbiology viewer was devel-

oped as a standalone web-based Java application, outside of our 

EHR.  The prototype viewer used web services to authenticate 

users, retrieve patient identity from our enterprise master pa-

tient index, clinical team assignments from our enterprise pa-

tient list, and structured microbiology data from our compre-

hensive clinical data repository (CDR). After demonstrating the 

value of the system with usability testing [4], we integrated a 

hardened version of the application into our EHR (Epic Sys-

tems v2018), which permits seamlessly embedding external 

web applications. 

Results 

We successfully coded our microbiology viewer to launch 

within Epic and to coexist within the vendor-supported clinical 

workflow. Figure 1 shows the tabular view. A key feature of 

the viewer was the novel organism-specific (i.e. Bacteria, 

fungus etc.) view (Figure 2) that allowed the user to see data 

organized by organism rather than chronologically. This view 

has been particularly useful for patients with complex, multi-

year histories, such as those undergoing hematopoeitic stem 

cell transplant. In addition, we have developed the ability to 

filter/sort data to permit clinical review to focus on a subset of 

information, further enhancing user experience. User adoption 

took place seamlessly and without specific training, further 

supporting the usability principles that we observed when the 

product existed outside of the EHR.  

Discussion and Conclusion 

We have demonstrated successful integration into a commercial 

EHR of a tool that was initially built entirely outide of our 

legacy EHR system. Information systems that can aggregate, 

synthesize and present data are well-suited to improvement of 

the management of microbiology test results.  
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Figure 1. Microbiology Viewer – Results and Filter Function 

 

Figure 2. Microbiology Viewer- Organism View 
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Abstract 

The goal of the Precision in Symptom Self-Management 
(PriSSM) Center is to advance the science of symptom self-
management for Latinos through a social ecological lens that 
takes into account variability in individual, interpersonal, 
organizational, and environmental factors across the life 
course. Informatics and data science methods are foundational 
to PriSSM’s research activities including its pilot studies and 
research resources. This work highlights three areas: Latino 
Data Repository, Information Visualization, and Center 
Evaluation. 
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Introduction 

The goal of the Precision in Symptom Self-Management 
(PriSSM) Center is to advance the science of symptom self-
management for Latinos through a social ecological lens that 
takes into account variability in individual, interpersonal, 
organizational, and environmental factors across the life course. 
Informatics and data science methods are foundational to 
PriSSM’s research activities including its pilot studies and 
research resources. The PriSSM Center is a Center of 
Excellence funded by the National Institute for Nursing 
Research (NINR) and a member of its Center Directors 
Network, which collaboratively works to advance symptom 
and self-management science. [1,2,3] The purpose of this work 
is to highlight three areas in which informatics and data science 
methods have been used to facilitate the goal of the PriSSM 
Center: Latino Data Repository, Information Visualization, and 
Center Evaluation. 

Methods 

Setting 

Columbia University Irving Medical Center is an academic 
medical center in a primarily Latino neighborhood in Northern 
Manhattan and is affiliated with NewYork-Presbyterian 
Hospital. 

Approaches 

Methodological approaches including procedures, data sets, 
sample size, and analytic plans that where relevant are 
summarized within each research activity.  

Latino Data Repository 

All PriSSM Center pilot studies include collection of genomic 
and phenotype data including a set of NINR-designated 
common data elements (CDEs) related to patient-reported 
symptoms. We received supplemental Center funding from 
NINR to create a Latino Data Repository that integrates 
genomic data, CDEs, and other phenotypic and environmental 
data from PriSSM pilot studies as well as our other Latino data 
sets. We processed, transformed,  and integrated all data into a 
Research Electronic Data Capture (REDCap) database. 

Information Visualization 

Information visualization is a methodological focus in the 
PriSSM Center. We convene a monthly interdisciplinary 
Visualization Design Studio, support a doctoral level course in 
information visualization for research synthesis, and conduct 
participatory design research to create information 
visualizations for returning individual research results.  

Center Evaluation 

To examine co-authorship patterns and grant and publication 
topics for PriSSM Center investigators (n=22), we apply 
network analysis and topic modeling, respectively, to 
publication and grant corpora created from online sources 
(PubMed, NIH RePORTER, Federal RePORTER, Columbia 
University Scientific Profiles).   

Results 

Latino Data Repository 

The Latino Data Repository contains sociodemographc data, 
NINR CDEs, other patient-reported data such as diet and 
physical actiivty, Ancestry Informative Markers, and a selected 
set of common variants and rare mutations. We also store 
participants consent for data sharing, data linkage, and 
willingness to be contacted for future research along with 
medical record number if available. The latter facilitates access 
to clinical data for particpants who have consented to data 
linkage. Columbia researchers can request access to both 
samples and data as demonstrated in a recent Cell 
publication.[4] 

Information Visualization 

Through the Visualization Design Studio, we have provided 
guidance on the design and creation of a broad variety of 
information visualizations including those for returning 
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research results, patient-provider communication tools, 
mHealth apps, and clinical dashboards. We are offering the 
doctoral-level information visualization class annually. Figures 
1 and 2 display information visualizatons for returning results 
to research participants.   

 

Figure 1. Depression Common Data Element Visualization 

 

Figure 2. Ancestry Informative Marker Visualization 

Center Evaluation 

The co-authorship network (Figure 3) shows that Pilot Project 
principal investigators (PIs) have developed publication 
networks that distinguish them from the PriSSM Center PIs.  
The topic model (Figure 4) illustrates the clinical application 
areas as well as informatics and data science methods in grants 
(n=44) and publicatons (n=121). 

 

Figure 3. Network Analysis Showing Co-Author Patterns of 
Center Investigators 

Conclusions 

Our results demonstrate the important role that informatics and 
data science play in enabling the PriSSM Center to achieve its 
scientific goal as well as to evaluate Center performance. 

 

Figure 4. Topic Models of Grants and Publicaitons. Thicker 
lines mean higher frequency.   
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Abstract 

The availability of statistical information is usually associated 

with ‘better decision making’, fundamentally within the 

paradigm of evidence-based decisions. Thus, it is interesting to 

understand the demands and expectations, interpretations and 

effective use of statistical information by decision-makers at the 

primary health care level, considering the implications of the 

recently implemented Information System in Public Health 

(Buenos Aires, Argentina).  

Keywords: 
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Introduction 

The introduction and development of information systems has 

an impact on the way in which significant data is generated for 

decision-making at the clinical, institutional, organizational and 

resource management levels. The implementation of an 

Information System (IS) in health -including an Electronic 

Health Record (EHR) cluster- began, in Buenos Aires City, in 

the year 2016. This process brought certain transformations in 

the way in which information is generated, available for and 

used by decision-makers: previous statistic information was 

merely descriptive and resulted of hand-filled forms, and the 

implementation of an EHR lead to the development of new 

strategies to collect and obtain information.  

Within the introduction of an IS, the information sources are 

unified. This is considered an advantage, because “decision 

making by health care professionals is often complicated by the 

need to integrate ill-structured, uncertain, and potentially 

conflicting information from various sources” [3]. Thus, it is 

important to understand the way in which decision-makers work 

with and use the available statistic information. Even though 

statistical information is referred to be used for either 

management and clinical aspects, this poster analyze the use of 

statistical information for decision-making involving the 

collection, systemization, structuring, storage, combination, 

distribution and provision of valuable information - considering 

the impact of the IS introduction in the resulting access to 

information.  

 

In the field of public health, decision-making is defined by 

Cediel Becerra as “the process that implies being able to 

continuously respond to changing circumstances, anticipating 

emerging threats and identifying ways to control them” [1]. It 

implies decisions that affect the health of entire communities or 

populations. The decision-making process in managerial roles is 

a fundamental mean to promote the achievement of objectives 

set by managers in every institution; in this sense, its exercise 

cannot depend on the sole experience or intuition of the 

decision-maker. It should be based on knowledge and 

interpretation of the best available evidence and local data.  

 

With the implementation of the Electronic Health Record in the 

first level of care, we aspire to obtain high quality statistical 

data to support these decision-making processes. Actually, the 

information resultant of the use of EHR by professionals of the 

primary health care level is been processed with the aim to 

develop a dashboard with extensive sets of information. 

Nevertheless, it is not clear how managers at the primary care 

level make actual use of the available information.  

 

This work aims to analyze the use of statistical and(or) scientific 

information in the decision-making process carried out by 

health center managers of the primary health care level.  

Thus, it is necessary to identify the decision-making main 

topics, the different agents involved through the process, and 

the difficulties and issues that may arise along it. The main 

decisions topics and specific demands of information were 

identified, according to the experiences of Managers of Primary 

Health Care Level Centers.  

 

As well, it analyzes the impact of EHR concerning the access 

and availability of information and specific information 

requirements issued by managers at the primary care level. In 

light of the little reliable evidence quantifying the extent to 

which research evidence is used in public health decision 

making processes [4], in the specific case of Buenos Aires city, 

the question on which this work relies is: an increased 

availability of information, necessarily involves an upgrade in 

decision-making? This question is significant to conduce local 

analysis, considering background information refers to 

international settings [5]. 

Methods 

Setting 

The Buenos Aires city healthcare network is conformed by a 

Ministry of Health, 33 Hospitals, 81 Primary Care Centers and 

it is structured into 12 areas in order to organize health care 

delivery. The health system employs a total of 41,000 people. 

Since June 2016 an Electronic Health Record (EHR) is being 

gradually implemented in the outpatient setting. [2] Until 

October 2018, 60 healthcare facilities are using EHR and more 

than 2.5 million of clinical notes had been registered. 

 

Through a qualitative approach, 9 (nine) managers of the 

Primary Care Centers participated in individual semi-structured 

interviews. Throughout these interviews, the following 

dimensions were explored: circuit and current flow of 

information; personal experience as decision makers; influence 

of the available statistical data in the decision-making process; 

and the expectations about information available on dashboards. 
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Results 

During the interviews, managers were asked about their 

decision-making governance areas. They defined three key 

dimensions: 

 

Management: this item involves supplies, personnel and 

infrastructural demands. 

 

Activities: refers to specific activities that are designed 

according to general prevalence of health problems and 

characteristics of the population. 

 

Prevention: on one side, this is bound to identify health-trends 

in order to plan interventions. On the other, it relates to 

comparative studies between actual and historic information, to 

identify health-fluctuations in the population.  

 

By processing the content of the interviews conducted, we were 

able to identify a ‘theoretical’ and a ‘practical’ dimension, 

associated with the importance of statistical information 

availability. On a theoretical level, the interviewees said that a 

greater amount of statistical information would contribute to 

characterize and typify health problems and identify 

epidemiological tendencies along the city territory. They also 

mentioned that if typification is not correctly achieved by the 

use of data, it might be misled by intuition or personal-biases of 

the healthcare teamwork, and it would generate erroneous 

planning and diagnoses. On the other hand, on a more practical 

level, the interviewees revealed that the usefulness of statistical 

information in decision-making is post-factum, as decisions are 

not necessarily based on statistical evidence. 

Conclusions 

The analysis of the decision-makers’ perspective points out that 

there is not a detailed proposal related to the content and 

availability of statistical information. The demands usually refer 

to specific topics, such as patient absenteeism, amount of 

consultations according to each professional, chief complaints 

and concerns. Even though professionals point out the strong 

potential of data resulting of EHR, there is still uncertainty over 

the access and usefulness of information associated to decision-

making. Also, there is no specific or structured notion regarding 

the ideal way to make information available: the electronic 

format generates a perception of potentiality but at the same 

time it is not clear to them how data is generated and processed.     

 

Ideally, actors with decision-making power in public health 

providers should incorporate scientific evidence to make 

decisions, develop policies and implement programs. However, 

in reality, these decisions are often based on short-term 

demands. 

 

Statistic information availability is not sufficient on its own if 

there is not a clear view of which data is needed, what for, and 

the how is these data interpreted. Even though the analysis 

presented on this poster is exploratory, it intends to show the 

professional’s expectations over the use of information 

regarding decision-making processes.   

 

The importance of the availability of information is not 

exclusively at the central level or in decision-making positions, 

but it is also extremely important for professionals (who in turn 

are the ones who generate it) and the use they can make of it. 
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Abstract 

Observational research in cancer requires substantially more 
detail than most other therapeutic areas. Cancer conditions 
are defined through histology, affected anatomical structures, 
staging and grading, and biomarkers, and are treated with 
complex therapies. Here, we show a new cancer module as 
part of the OMOP CDM, allowing manual and automated 
abstraction and standardized analytics. We tested the model in 
EHR and registry data against a number of typical use cases. 

Keywords: 
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Introduction 

Observational research utilizes secondary use of observational 

healthcare databases for pharmacoepidemiology, health out-

comes, and health services research. A variety of statistical 

and epidemiological methods produce estimates of desired or 

adverse effects caused by medical interventions and associated 

statistical artifacts such as confidence intervals and p-values.  

Cancer research is no different from general observational 

research. However, cancer characterization requires much 

more details such as: histology of the tumor tissue, anatomical 

sites affected by the disease, tumor size, affected lymph nodes 

and metastases, tumor markers (conventional and genomic 

aberrations), and standardized disease grade and staging. 

The treatment of cancer is also more complex than most other 

conditions since it involves surgery, radiotherapy, chemother-

apy, targeted therapy, and immunotherapy. Many of these are 

administered in cycles. In addition, chemotherapy compounds 

are applied in predefined regimens. 

Cancer diagnosis and treatment interventions are complicated 

healthcare interactions stretching over longer periods of time. 

To perform observational cancer research, low-level events 

need to get abstracted into higher level disease episodes, 

treatments, and outcomes such as initial diagnosis, drug  regi-

men, radiotherapy, surgical resection, response to treatment, 

overall and disease-free survival, etc. 

Systematic and standardized analytics requires data harmoni-

zation, which also enables distributed research networks [1]. 

Both data format and representation (coding) need to be 

standardized for true federated analytics. Currently, there is no 

comprehensive data model or standard semantic terminology 

system covering the cancer domain available in the public 

domain to support this approach. 

ICD-10 is the most common coding scheme for defining the 

condition in observational data. However, it details mostly 

anatomical sites of cancer, while histology and tumor attrib-

utes are poorly covered. ICD-O-3 is a classification with ex-

plicit topology and histology domains, but it is not connected 

to other terminologies. The two coding systems are not com-

bined to form meaningful conditions and it lacks detailed tu-

mor characteristics. The CAP Cancer Protocols solves the 

latter problem by defining a mandatory and specific set of data 

elements for each cancer type, called synoptic reporting. 

However, this resource does not have a freely available com-

puter-readable representation and does not have a properly 

defined terminology. The NAACCR Data Dictionary is ad-

dressing this issue and also contains terminologies for treat-

ment. However, its data elements are not conceptualized to 

carry a distinct meaning independent from context, and for 

most of its data elements, it does not utilize or map to any 

external existing coding system. For clinical trials, CDISC 

developed comprehensive Therapeutic Area Standards, but it 

covers only four cancer types and also lacks relationships to 

external standards. HL7 FHIR is developing cancer-specific 

profiles, but only Breast Cancer Staging is available today. 

The Nebraska Lexicon addresses all of the above issues, creat-

ing a freely available ontology embedded in SNOMED-CT, 

but it is a work in progress, and currently only covers breast, 

colorectal, lung cancer, and malignant melanoma. 

For cancer treatments, the situation is equally inconsistent. 

RxNorm is the standard vocabulary for the OMOP drug do-

main, but it is not specific to oncology and does not contain 

regimens. Both the NCI List of cancer drugs, the SEER*Rx, 

and the NCI Metathesaurus contain cancer specific drugs and 

their indication, but not regimens with constituent ingredients 

normalized to RxNorm. The NCCN has comprehensive drug 

and regimen information, but nothing is available in the public 

domain. The SEER OROT contains a comprehensive cancer 

drug repository with maps to NDC and HCPCS. Finally, 

HemOnc contains a rich drug and regimen ontology, including 

indications and links to RxNorm but requires proper life cycle 

of their concepts. 

Here, we introduce the OMOP Cancer Module. It consists of a 

comprehensive hierarchy of cancer conditions, including to-

pography, histology and tumor attributes, as well as treatments 

with regimens. It also contains the data model for abstracted 
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episodes and a mechanism to link them to the lower level clin-

ical detail. We converted four cancer databases into this model 

and tested it for a number of typical use cases. 

Methods 

We used the following standardized vocabularies: 

1. Cancer diagnosis: We incorporated all ICD-O-3 

histology and topography codes and created equivalent 

or “uphill“ links to SNOMED. We combined all 

histologies and topologies to create standard conditions. 

Instead of instantiating the entire Cartesian product, we 

only used reported combinations derived from ICD-O-3 

site, ICD-O-3 SEER Site/Histology Validation List, 

Columbia University Medical Center (CUMC) Cancer 

Registry, and Northwestern University (NU) Tumor 

Registry. We mapped the resulting conditions that 

existed in SNOMED, and connected the rest of the 

conditions to their histology and topography and linked 

them to the higher level SNOMED concept. 

2. Modifiers: We incorporated and instantiated both the 

NAACCR Data Dictionary and the Nebraska Lexicon 

and de-duplicated the resulting corpus. For ambiguous 

NAACCR concepts, we pre-coordinated the data 

elements with its site-specific context. 

3. Treatment episodes: We instantiated NAACCR surgery 

and radiation concepts. We incorporated HemOnc drug 

regimens and classification. We used OROT to connect 

drug concepts to the underlying source codes. 

Episode model 

We introduced new Episode and Episode_Event tables to rep-

resent disease and treatment episodes and their connection to 

lower level events (Figure 1). 

Database instantiation 

We converted Electronic Health Records (EHRs) and regis-

tries from four participating institutions into the new model. 

Abstraction 

We used an automatic abstraction algorithm to derive disease 

and treatment episodes [2]. We also performed manual ab-

straction and compared it to the automatic abstraction. 

Empirical Model Testing 

We compared the manual to the automatic abstraction and 

characterized the results. We then tested the following use 

cases using either abstractions. 

• Complete history of cancer disease for patients cohort 

• Complete list of modifiers for cohort of patients 

• Stratification of therapy by high level classes based on 

vocabulary hierarchy 

For each use case, we distributed a standard query through the 

network of databases and experts validated the results. 

Results 

We successfully generated the Standardized Vocabularies and 

converted the data from four participating institutions: NU, 

CUMC, Maine Medical Center Research Institute, and IQVIA. 

We achieved 95% of coverage for the diagnoses reported in 

the source data by the Standardized Vocabularies, the remain-

ing 5% represented rare cancers. The positive predictive value 

(PPV) of the automatic abstraction compared to manual chart 

review and Cancer Registry was 96% for any cancer diagnosis 

for four cancers, 100% for chemotherapy, 98% for hormone 

therapy, 100% for immunotherapy, and 86% for radiotherapy. 

 

Figure 1– New Episode and Episode_Event tables 

Conclusions 

We successfully standardized the key aspects of cancer dis-

eases required for observational research. Further work will 

include: extending Standardized Vocabularies to provide 

complete coverage of diagnoses and diagnostic modifiers, 

modeling of genomic data and outcomes, and creating auto-

matic abstraction algorithms that would be utilized in an Open 

Network of cancer databases. 
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Abstract 

To prevent healthcare-associated infections, there are a range 

of clinical practices that should be followed. For example, 

appropriate administration of prophylactic antibiotics 

[process] is essential to reduce risks of surgical site infections 

post-operatively [outcome]. Monitoring adherence to these 

processes provides insights into potential causes of infection. 

The Victorian Healthcare Associated Infection Surveillance 

System (VICNISS) captures process data in the same system as 

outcome data, thereby providing integrated data to support 

quality improvement within healthcare and reduce the burden 

of healthcare-associated infections. 

Keywords:  

Cross Infection, Antibiotic Prophylaxis, Population 

Surveillance 

Introduction 

The Victorian Healthcare Associated Infection Surveillance 

System (VICNISS) was established in 2002 with the primary 

aim of reducing the incidence of healthcare-associated 

infections (HAI) in the Australian state of Victoria [1].  

While the initial program was targeted towards large acute 

hospitals (greater than 100 acute beds), subsequently a smaller 

hospitals surveillance program was established and more 

recently residential aged care facilities have commenced the 

HAI surveillance program. There are currently approximately 

460 participating facilities. 

Surveillance activities through the VICNISS program can be 

classified into three types: infection outcomes, preventative 

process, and vaccination compliance/immunity. 

When facilities have an increase in infection rate/s, clinicians, 

quality improvement staff and hospital executives seek to 

understand how to lower the rate and improve patient outcomes 

[2]. A sole focus upon monitoring infection outcomes does not 

enable relevant factors contributing to risk to be identified. It 

has been demonstrated that clinical processes (or multimodal 

processes, ‘bundles of care’) can be implemented to reduce the 

risk of acquiring a range of infections in healthcare settings [3]. 

The importance of process adherence in the prevention of 

surgical site infections is documented in a World Health 

Organisation (WHO) guideline [4]. 

Table 1– Examples of processes that are integrated with 

infection surveillance in the VICNISS program 

Infection (outcome) 

Associated clinical practice 

(process) 

Surgical site infection Antibiotic prophylaxis 

(choice, duration and timing)

Staphylococcus aureus 

bloodstream infection (s) 

Hand hygiene compliance, 

Central line insertion practices

Central line-associated 

bloodstream infections

Central line insertion practices 

Surgical site infections fol-

lowing colorectal surgery 

Colorectal surgery process ad-

herence (multimodal bundle)

 

Process monitoring requires additional data collection and 

therefore resource allocation. In our experience, additional data 

required to monitor the prevention process of antibiotic 

prophylaxis can be quite easily collected in tandem with 

surgical site infection data. 

This paper describes how we integrated process adherence 

monitoring, namely surgical antibiotic prophylaxis, with 

surgical site infection surveillance. 

Methods 

The VICNISS SSI surveillance program is based on the U.S. 

Department of Health & Human Services - Centers for Disease 

Control and Prevention (CDC) National Healthcare Safety 

Network (NHSN) [1]. In Australia, national medication 

prescribing guidelines, including recommendations for surgical 

antibiotic prophylaxis, are widely available and utilised within 

healthcare [5]. 

Surveillance for post-operative surgical site infections (SSI) 

requires the collection of demographic and surgery details for 

every patient undertaking the surgery under surveillance. Many 

of these data elements are routinely captured by hospital IT 

systems and are extracted for infection surveillance use. 

Additional data are required to monitor concordance of 

antibiotic prescribing with the national guidelines [5]: antibiotic 

agent, time of administration, and if the antibiotic is continued 

for greater than 24 hours.  

Hospital infection prevention staff extract data from their 

hospital system and either upload a batch file or enter the data 

onto a web form in the VICNISS secure portal. Validation and 
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quality checks are processed at time of entry. Data are stored in 

a relational database structure. 

We expanded our web form to allow the collection of additional 

antibiotic fields at the same time as the surgical procedure data 

are entered. These fields were also added to the bulk upload 

process.  

To enable reporting of antibiotic prophylaxis compliance the 

national antibiotic guidelines are transcribed into single 

business rules that can be applied to each surgical procedure 

and antibiotic combination. As such, there are four possible 

results of applied rules: optimal, adequate, inadequate and 

unknown.  

Business rules are stored in a database table and code written to 

run on a nightly schedule that applies the rules to incoming data. 

Results are saved into a subsequent table. Once data have been 

uploaded to VICNISS, individual hospitals are able to run 

reports showing their infection rates together with process 

compliance over time [6]. 

Results 

Figure 1 summarises the time-trend for appropriate antibiotic 

choice for surgical antibiotic prophylaxis. Over time, ‘optimal’ 

choice has increased while ‘inadequate’ choice of agents has 

diminished. The surgical procedures included in Figure 1 are 

CAGS, cardiac, hip prosthesis, knee prosthesis, and colorectal 

surgery.  

 

 

Figure 1– Top: Assessment of appropriateness of prophylactic 

surgical antibiotic choice over time (high-risk procedures). 

Observed increase in optimal prescribing. Bottom: Reported 

surgical site infections following surgery over time (high-risk 

procedures). Observed reduction in infections outcomes. 

In addition to antibiotic choice, the timing of administration and 

duration of prophylaxis are captured. For prolonged 

procedures, the administration of repeat doses of antibiotic for 

prophylaxis, are also recorded. 

At a hospital level, these data allow clinicians to identify key 

areas for quality improvement and education. Antibiotic 

stewardship teams may opt to focus upon choice, timing or 

repeat dosing in strategies to enhance quality of prescribing.  

Conclusions 

While it is well-documented that infection surveillance 

activities are associated with a reduction in healthcare-

associated infections, we demonstrate that a small increase in 

captured data (to include relevant processes) is an efficient way 

to gain greater insight into possible opportunities for practice 

improvement to reduce infection risk[7].   

We are achieving our aim of reducing healthcare-associated 

infections and very efficiently answering the first question that 

front-line hospital staff ask: ‘What should we do when we have 

an increased infection rate?’ 
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Abstract 

Patients with olfactory disorders are often encountered with 
a complex workflow and  unsatisfied results. This article 
explores an informatics application to manage olfactory 
disorders with clinical decision support. Evidence from 
PubMed was used to analyze and extract the workflow, 
according to the “five rights” CDS framework. Five focus 
points and corresponding tips were identified. This work 
provides disease analysis and life guidance for prediction of 
the occurrence of more serious diseases. 
Keywords:  

Olfactory disorders, elderly, clinical decision support  

Introduction 

Olfactory disorders (OD) are common diseases in ENT 
clinics. The elderly are the main population affected by OD 
and are sometimes unaware of risky circumstances. It has 
been proven that OD are also early signs of 
neurodegenerative disorders [1]. 
The current treatment of OD is far from satisfactory. Doctors 
suffer from only a limited number of methods that can be used 
for treatment. Patients have to accept unsatisfactory results 
after complicated examinations and treatment.  
The clinical decision support system (CDSS) is typically an 
effective application of electronic health records (EHR) [2]. 
Osheroff’s “five rights” of clinical decision support are a 
good summary of what needs to be done in design, 
development, and implementation of CDSS application [3].  
This poster explores how we apply the “five rights” CDS 
framework to effectively manage OD, from the perspective 
of all spectrum of OD participants including doctors, patients, 
patient family members or caregivers, aiming to create 
personalized informatics prescriptions, and thus improve 
patients’ quality of  life. 

Methods 

Articles related to senile OD were captured from the PubMed 
database between 2008~2018. MeSH terms “olfactory 
disorders” and “age 45+ years” were used in the literature 
search strategy. A total of 1047 articles were retrieved. 73 
articles were included and further reviewed based on the titles 
and abstracts, once the following information was extracted 
from each article: the morbidity, onset characteristics, 
inducing and prognostic factors, hazardous events, treatment 
methods and cure rates of OD. Using the “five rights” as a 
CDSS theoretical framework, three professors of 
otolaryngology were consulted, and combined with the 
application data of the EHR system in the nasal clinic where 
the researcher worked (more than 40,000 outpatient visited 
per year), the entire OD workflow was analyzed. 

Results 

In the EHR system, there are five focus points found to 
intervene with the treatment workflow of OD as the workflow 
progressed. 

The 1st focus point: age over 50  

The incidence of OD in the elderly is extremely high (Table 
1). The growing aging population will inevitably surge the 
OD incidence accordingly. 

Table 1— Epidemiologic Surveys of OD Patients in 
Different Countries 

 
Country 

Age Group 
≥50ys ≥60ys 65-80ys ≥ 80ys 

2002 U.S 25%[4]     
2004 SWE 19.1%[5]    
2009 U.S   50%[6] 75%[7] 
2011 U.S  12.5%[8]   

The 2nd focus point: lasting more than 1 year 

The basis for OD treatments relies on the identification of the 
cause. In a latest systematic review, OD commonly origin 
from five causes: naso-sinal disease, head trauma, upper 
respiratory infection [URI], age-related loss, and congenital 
disorders [9]. Within a year, all of them can be treated 
accordingly and get a stable therapeutic effect. 
Other than the above-mentioned causes, the National Health 
and Nutrition Examination Survey (NHANES) self-reported 
olfactory function index appears to offer 12 months to screen 
for anosmia (loss of olfaction) in the community [10]. 

The 3rd focus point: hazardousevents caused by OD 

The hazardous events caused by OD are not rare. In 2004 and 
2014, two scientists separately published the results that the 
incidence of experienced any hazardous event (Table 2) is 
progressively increased with degree of impairment and there 
is significant differences based on age [11][12]. The 
questions about hazardous events are simple indicators for 
assessing the impact on patients' previous life, and are 
warnings and reminders for their future life. 
 

 Table 2 Ratio of hazardous events among OD patients  

OD 
pts  

Pts with 
events  

events Cooking 
related  

Spoiled 
food 

Neglect  
gas leak 

Neglect 
fire 

340 124(37%) 165 45% 25% 23% 7% 
543 179(33%) 266 47% 30% 12% 11% 
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The 4th focus point: questionnaire of OD (QOD) 

The QOD is widely used in clinical and field surveys since it 
was developed by Thomas Hummel and Johannes Frasnelli 
in 2005 [13]. Due to its high degrees of reliability and 
validity, the QOD is a self-reporting and systematic 
questionnaire implemented at the national level in the United 
States. Meanwhile the QOD score comparison before and 
after treatment can be used to evaluate the patient's life status, 
ease communication barriers caused by information 
asymmetry, and resolve the contradiction between doctors 
and patients. 

The 5th focus point: Family history and early 
manifestations of neurodegenerative diseases. 

About 20 years ago, neurologists observed that OD are a 
cardinal feature of several neurodegenerative diseases such as 
Alzheimer’s Disease (AD) and Parkinson’s Disease (PD). In 
both diseases, the deficit is present in 85~ 90% of early-stage 
patients. Subsequent research suggests that OD in first-degree 
relatives of PD patients is associated with at least a 10% 
increased risk for developing clinically defined PD within 2 
years [14]. The EHR is an ideal location where the above five 
points can be found easily. 
During the regular workflow, how the 5 focus points to 
intervene in the follow-up treatment of OD patients 
intervened is shown in Figure 1. 

Conclusion 

The current OD workflow is often incomplete for the 
following reasons: (1) No one has explained the correlation 
between age and course with  prognosis; (2) No one pays 
attention to the family history of neurodegenerative diseases 
and whether dangerous events occur in the patient’s life; (3) 
The main purpose of current OD diagnosis and treatment is 
still to find the cause, often without accurate quantitive 
indicators; and (4) Almost no one gives a valid informatics 
prescription. With the help of EHR, the OD diagnosis and 
treatment process under the intervention of CDSS can help 
reduce medical errors, clear referral, predict the possibility of 
ND, and improve patient life treatment. 
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Figure 1- Five Focus point intervention towards CDSS 
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Abstract 

Each year, millions of rescue operations occur in Germany. 

Despite rising numbers, there is a shortfall of systematic quality 

management (QM). Focusing on finding the required quality 

parameters, this work aims at linking heterogeneous and 

distributed data sources on the patient-level. Presented here is 

necessary IT infrastructure for linking patients’ data records 

properly and efficiently. The focus of the IT infrastructure is to 

provide a lightweight and easy applicable solution with an 

utmost generic approach. 

Keywords:  

Privacy, Health Services Research, Emergency Medical 

Services 

Introduction 

“About 14 million emergency runs take place annually in 

Germany. However, little systematic quality assurance (QA) that 

includes the course of the patient, medical outcomes and 

interregional comparisons is conducted” [1]. Founded to address 

this shortcoming, the Inno_RD [2] research project investigates 

parameters necessary to establish a systematic quality 

management for German emergency medical service operations. 

In order to evaluate the medical outcome of these, medical data 

of patients from different sources needs to be linked. In Germany, 

health service providers and health insurances share specific data 

sets, consisting of billing information needed for later 

reimbursement. For each case, the data sets contain the health 

insurance number of the respective patient. Connecting the data 

sets from multiple service providers and health insurances allows 

for the tracking of the patient course beyond single contacts to a 

specific service provider. Thus, there is the need for an IT 

infrastructure to link the data on a patient-level. 

One must consider the recent changes in regulation induced by 

the general data protection regulation (GDPR), especially 

regarding sensitive information such as health data. When 

following the GDPR, it is a requirement to link data without 

directly sending and using the patients’ names or identifying 

information, as the use of pseudonymization is encouraged if not 

mandatory when processing personalized (health) data. The 

GDPR defines pseudonymization as “the processing of personal 

data in such a manner that the personal data can no longer be 

attributed to a specific data subject without the use of additional 

information, provided that such additional information is kept 

separately and is subject to technical and organizational 

measures to ensure that the personal data are not attributed to 

an identified or identifiable natural person” (Article 4 (5)). 

We developed a data protection concept, determining the 

technical requirements for the implementation of the IT-

infrastructure. Our goal was to deliver a lightweight and easy-to-

handle IT infrastructure for identity management and data 

linkage in small, distributed research networks. This IT 

infrastructure must meet the needs of offering local file 

processing and batch processing of data. 

State of the Art 

Different approaches for the given challenge can be found in 

literature. The ToolPool Gesundheitsforschung [3] has provided 

an overview of established solutions for the German health care 

system. The ToolPool contains approaches like the Mainzelliste 

[4] or MOSAIC [5]. The Mainzelliste is an identity management 

system based on pseudonymization and REST-Services for 

distributed data warehouses developed by the University of 

Mainz. MOSAIC is a modular approach for data management in 

epidemiological studies, which provides identity management as 

well as pseudonymization tools. The University of Greifswald 

developed MOSAIC. Most of the existing solutions process 

identifying patient data consisting of names and additional 

personal information for identity management. These systems 

employ complex algorithms to convert strings into phonetic 

codes or use word distance techniques to ensure proper linkage 

[6]. The latter approaches provide identity management in the 

form of federated IT infrastructures. Medical research registers 

or data warehouses with continuous data flow often use these 

techniques.  The investigated tools are not designed for local file 

processing and fast batch processing of large data sets. 

Concept 

Based on the data protection concept and the project’s context, 

we performed a requirement analysis for the IT infrastructure. 

We prioritized these requirements according to the MoSCoW 

prioritization [7]. We base the core concept for data linkage 

within the project on a cryptographically secure identifier 

generator and pseudonymization service that is supposed to be 

able to translate the health insurance number used as a 

pseudonym by health service providers and health insurances 

into a new pseudonym. The direct usage of the health insurance 

number is not possible. A pseudonym should minimize the 

possibility to identify the respective patient, and the health 

insurance number identifies the patient on each provider site. 

Thus, we need to build cryptographically a new pseudonym. One 

can assume, that the quality of the data of the health insurance 
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number is quite high due to its purpose as key value in the billing 

process.  

Using these concepts the data is processed based on a two level 

pseudonymization approach in our IT infrastructure. On the first 

level of the pseudonymization process, we generate a permanent 

identifier (PID). For generating the PID, we used the personal 

identity data (IDAT, being the health insurance number) of each 

patient. The PID is sent to a pseudonymization service (PSS). 

The PSS performs the second level of the pseudonymization 

process. For each deposited PID the PSS generates a unique 

permanent pseudonym (PSN).The data analyst receives this PSN 

in place of the original IDAT, enabling the linkage of different 

datasets. Each IDAT and thus PSN is linked to specific medical 

data (MDAT).The MDAT is not touched as it routed through to 

the PSS in encrypted form [8]. With the PSN, the data analyst 

can link data from different data providers on a patient-level. 

With this approach, none of the three participants hold enough 

information to single-handedly trace the research data back to a 

patient or vice versa (c.f. Fig. 1).  

 

Figure 1: Pseudonymization and transmission of encrypted data 

We base the PID generation on a pepper-based hash method. 

Hashing with pepper is a cryptographic process that adds a  secret 

phrase serving as a password to any input. This method shares 

the phrase between all data providers and keeps it away from 

identity management, pseudonymization and the data receiver. 

The aim of this approach was to minimize the possibility of 

reconstructing the health insurance number of a patient. Using 

our IT infrastructure, we then send the PID to the identity 

management, which generates a PSN for each PID and a 

temporary ID (tempID). Identity management sends the tempID 

to the data provider, to replace the health insurance number in the 

original data set. The data receiver then collects the data set with 

the tempIDs. The receiver of the data set sends the tempID to 

receive the respective PSN replacing the tempID.  

We base the IT infrastructure on a client-server-architecture 

where the PSS functions as a server. It provides and manages the 

allocation of PIDs, tempIDs and PSNs. A software-application, 

or the so-called pseudonymization software, manages the client-

side.  The PSS acts as a passive service provider reacting only to 

send requests from the pseudonymization software. Designed to 

be firewall-friendly, this approach gives full control of all 

connections to the client software. Also based on the GDPR 

principle of data minimization (Article 5 (1) (c)), this system 

offers full control over the data delivery process to each data 

provider. The pseudonymization software contains a module for 

data receivers and a module for the data provider. An access 

management via authentication keys decouples the different 

functionalities of the two user groups. 

Implementation 

On the server-side of the IT infrastructure we are using Java 

Enterprise Edition for a lightweight server application. On the 

client-side, we employ an executable Java desktop application 

with a graphical user interface able to process data in CSV 

format. The desktop application offers encryption of the 

pseudonymized data based on a hybrid encryption process using 

AES and RSA encryption. The software also supports the transfer 

of files via a separate FTP file server. This option simplifies the 

process of pseudonymization and sending the data in an 

encrypted way for the user to a user interface that is similar to a 

simple file upload graphical user interface. 

Lessons learned 

The designed and implemented IT infrastructure delivers a 

generic tool to link data records for small research projects with 

distributed data sources. The main prerequisite is a unique 

identifier that identifies the subjects across all data sources. The 

approach encapsulates the data provider, the data analyst and the 

trusty agency through our pseudonymization concept. This is 

reached through the use of the client-server architecture and 

locally executable client software.  

During the development process, the need for a toolbox 

combining multiple methods needed for small research projects 

became obvious. This toolbox needs to integrate the developed 

tools and offer further instruments, which we need to identify. 

There is a need for potential solutions inter alia for encryption, 

pseudonymization, record linkage, and data preparation as well 

as legal requirements, such as the data protection concept. These 

could save research projects time and gives the possibility to 

focus more on research itself. 
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Abstract 

Patient-reported outcomes measure patients' views of their 
health-related quality of life. With the increasing interest and 
usage of PRO's in the world, Sheba Medical Center is the 
pioneer in the field in Israel looking at the potential value in 
PRO implementation in routine practice as a quality 
improvement tool together with the opportunity to help drive 
changes in healthcare delivery. 

The PRO implementation process involves the multi-
disciplinary ward or clinic staff in order to engage them and 
transform the process into a work routine. The collection 
methods and usage differ from one clinical area to another and 
require cultural adaptation in each area. 
Adjusted reporting and usage during patient encounter assist 
to improve patient enrolment and provide better and more 
accurate outcomes for the patient and the medical center. 

Keywords:  

Patient Reported Outcome Measures, Health-related Quality 
Of Life, Quality of Health Care   

Introduction 

Objective clinical outcomes are highly valued by healthcare 
professionals, but may not reflect the disease impact on the 
patient's life. Patient-reported outcomes (PROs) are of any 
health report or indicator given directly by the patient, without 
an external interpretation by a physician or researcher. This tool 
can be especially useful following medical procedures and 
interventions.  

PROs were initially developed for research use, which has 
culminated in some regulatory bodies mandating their use. 
From there, PROs were adopted by a limited number of doctors 
to enhance the clinical management of individual patients. In 
recent years they have been used in order to assess and compare 
the outcomes achieved by healthcare providers. 

Patient-reported outcomes (PROs) ask patients to evaluate the 
features of their health, including symptoms, quality of life, 
mental and functional status following healthcare treatment. 
The resulting data provides valuable information on how 
healthcare interventions affect critical aspects of an individual's 
life[1].  

An ongoing PRO program launched at the Sheba Medical 
Center in 2015, based on the pioneering work at the Boston-
based Partners HealthCare network. The pilot stage began with 
three clinical areas – prostate cancer, acute coronary disease, 
and cataract surgery. 

The project aims to improve the quality of medical care and 
service by identifying and collecting outcomes that are 

significant for treating patients by reporting the results back to 
clinicians and the patients and by thus enhance patient 
engagement, adherence and shared decision making  [2]. 

Methods 

The PRO process begins with an initiative that usually comes 
from the ward head or clinician inside the ward or clinic. At the 
initial meeting, a clinical and patient profile is built in order to 
later adopt the required questionnaires, implementation method 
and work routine to the unique clinic culture and regime. 
Primary work with the clinical staff is required to choose the 
correct tools and questionnaires according to the clinician, 
patient preferences, language barriers, and relevant literature. 
In Sheba Medical Center each adult questionnaire contains the 
PROMIS Global Tool in addition to disease-specific reliable 
and validated questionnaires. 

The information is gathered from patients during the waiting 
period in outpatient clinics when the patient is asked to fill out 
a questionnaire consisting of questions regarding his quality of 
life, functional and mental status and symptoms related to his 
medical condition. The set is completed on a tablet using a 
dedicated applet or with a manual questionnaire, which is later 
transferred to the PRO dedicated database. Then, on specific 
periods, the patients are tracked, using the same toolset, during 
the follow-up meeting, directly via the patient portal (Sheba 
Connect) or using a phone operator. Each tool set is processed 
by the dedicated PRO system and its results are presented in an 
easy to read PDF format that was developed using both 
clinicians and patients. While the patients can access the report 
via the patient portal, the report is embedded into the EMR and 
accessible to the clinicians.  

 

Figure 1 – patient report 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190674

1839



In the initial implementation period, the primary focus is put on 
staff involvement and education. Clinical staff is educated 
about the collection process method and outcomes, especially 
report structure and benefits in routine work. The 
administrative staff is involved in adopting the process into 
their work routine. 

Results 

The program began in 2015 in three areas, developed into 20 
active clinical areas and 40 additional areas in different stages 
of information gathering and implementation. From an active 
managerial approach focused on area recruiting it transformed 
to dealing with ward and clinic request for PRO program 
enrollment. The main volume is relying on the early areas, 
cataract (30%)  and acute coronary disease (26%) together with 
oncology (14%)  and orthopedics (21%) while other disciplines, 
including chronic illness, are being integrated into the program.  

Program growth and collection methods improvement intend to 
double the number of questionnaires collected between 2017 
and 2018 and almost triple in relation to 2016. 
Similarly, the number of participating patients raised in 63% 
between 2017 and 2018 and rose by 115% against 2018. 
The use of the patient portal had a significant impact and 
involved 11% of all complete tool sets and 30% of the follow-
up questionnaires. 

 

Figure 2 – PRO collection 

Discussion 

Current basic collection tools and methods that depend on man-
power should be replaced with electronic collections methods 
such as IVR and automated messaging. 

Constant project growth and deep clinical implementation, as 
part of medical quality improvement, require constant efforts 
and increasing resources as the foundation for a much elaborate 
system for Sheba Medical Center and the future of medicine 
using international collaboration. 

Shared big data combined with socio-demographic, genomic 
and other EMR existing data can be used to create and measure 
outcome benchmarking as well as construct patient predictive 
tools for patients to make informative treatment decisions and 
to perform as clinical decision support tool for both patients and 
clinicians, at a hospital or home setting. 

Conclusions 

The PROs program expansion in the past three years shows 
success in patients, clinicians and managers recruitment to the 

program. Understatement of the process and its benefits of all 
involved parties increases the patient responsiveness and 
continues to generate interest among wards and clinics towards 
an accelerated expansion expected in 2019. However, many 
challenges still exist, such as educating clinicians to use the 
tools in routine clinical encounters, collecting and reporting 
processes as part of the routine clinical environment and 
implementing the use of tools by the online portal system. 

 

Figure 3 – PRO areas 
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Abstract  

Diagnosis and prescription data in the electronic health 

records (EHR) of a New Zealand primary care clinic are 

analyzed to identify skin infection occurrences in support of a 

public health initiative. High prevalence of this disease and 

substantial differences in the prevalence and occurrence rates 

among ethnic groups are identified. The findings indicate 

application potential of the analysis algorithm in public health 

for identifying the population groups with high needs and 

assessing intervention impact. 

Keywords:  

Electronic Health Records, Infectious Skin Diseases, Ethnic 

Groups, Public Health 

Introduction 

Skin and Soft tissue infections (SSTI) are highly infectious 

diseases caused by Staphylococcus aureus and/or 

Streptococcus pyogenes bacteria. The SSTI rates are rising in 

New Zealand, with significant health disparity among ethnic 

groups [1]. SSTI are easily treated in individuals but the blood 

borne spread of the infection carries a serious threat to 

survival with the development of osteomyelitis, septic 

arthritis, pneumonia, and cerebral abscesses. This suggests 

that SSTI treatment should be considered from a public health 

perspective. As a part of the public health initiative (The 

Whakakotahi Initiative), The Happy Skin Project aims to 

improve SSTI management in the community, particularly 

among Pacific people. In support of this project, we analyzed 

baseline electronic health records (EHR) from an Auckland 

primary care clinic to identify SSTI occurrences.  

Methods 

The participating clinic serves predominantly Pacific people in 

West Auckland. Anonymized EHR data of recent 12 months 

(September 2017 – August 2018) were extracted from this 

clinic using Structured Query Language (SQL) queries on 

demographic, diagnosis, and prescription data. The patients of 

24 years of age or younger who are registered at this clinic are 

included in this study. Three ethnic groups are considered in 

the analysis as Tuvaluans, other Pacific people (including 

Samoan, Tongan, Cook Island Maori, Niuean, Tokelauan, 

Fijian, and Pacific people not further defined), and non-Pacific 

people. 

The SSTI identification algorithm was developed based on 

previous research that validated the use of EHR data in 

automatic detection of SSTI occurrences [2]. In this study, the 

diagnosis records of cellulitis, abscess, boil, impetigo, infected 

eczema, folliculitis, furuncle, and other skin infections were 

identified by examining the EHR-recorded READ codes 

(READ Version 2 [3], as implemented in the clinic’s EHR 

systems). Prescription records of the antibiotic medications 

commonly used to treat SSTI such as fusidic acid were also 

examined to identify those SSTI occurrences in which the 

diagnosis was not coded in EHR. (The identification 

algorithm, including the list of READ codes and the drug 

names used in this study are available on request.) To verify 

the algorithm accuracy, in terms of the positive predictive 

value, the EHR records (diagnosis, prescription, notes, and 

laboratory testing results) of a small sample of algorithm-

identified SSTI occurrences (n=135) were manually reviewed 

by a clinician.  

The SSTI prevalence rate is calculated based on the algorithm-

identified SSTI occurrences within the 12 months and is 

presented in percentage. Chi-square tests are performed to 

examine ethnicity differences in SSTI prevalence. The 

monthly and yearly occurrence rates per 1000 patients are 

calculated. An example of the monthly rate equation is: 

 

The monthly SSTI occurrence rates by ethnic group are also 

tracked over the 12 months. Microsoft Excel and SAS package 

are used in the data analysis (with significance at <0.05 level). 

Results 

All registered patients aged 24 or younger (N=4644) are 

included in this analysis. Among these patients, 81% are 

Pacific people (including 15% Tuvaluan and 66% other 

Pacific people), 19% are non-Pacific people. 

High SSTI Prevalence and Significant Ethnic Differences 

As shown in Table 1, the overall SSTI prevalence rate for the 

12 months in the sample is 12%, with significant ethnic 

difference observed (X

2
=39.6, p<0.01). 

Table 2 shows the total number of SSTI occurrences over the 

12-month period and the occurrence rate (per 1000 patients) in 

this period for each ethnic group. The substantial ethnic 

differences appear persistent over time, as shown in Figure 1. 
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Table 1 – SSTI Patient Counts by Ethnic Group 

Ethnic 

group 

SSTI 

patient 

number 

Total patient 

number 

SSTI 

prevalence 

Tuvaluan 125 717 17%

Other Pacific 

people 

349 3053 11% 

Non-Pacific 

people 

61 874 7% 

Total 535 4644 12% 

Table 2 – SSTI Occurrences over 12 Months by Ethnic Group 

Ethnic group 

SSTI 

occurrence 

number 

Total 

patient 

number 

Yearly 

occurrence rate 

per 1000 patients

Tuvaluan 201 717 280 

Other Pacific 

people 

501 3053 164 

Non-Pacific 

people 

79 874 90 

Total 781 4644 168 

 

 

Figure 1 – Monthly SSTI Occurrence Rate per 1000 Patients 

by Ethnic Group (Sep. 2017 – Aug. 2018) 

High Level of Algorithm Accuracy  

High level of accuracy is indicated via the manual review of a 

small sample of the algorithm identified SSTI occurrences 

(positive predictive value = 100%). Within the ongoing Happy 

Skin Project, we plan to continue testing for algorithm 

accuracy and track the intervention impact on SSTI rates. 

Discussion 

Pacific people living in New Zealand are overrepresented in 

infectious skin diseases [1]. This study confirms this disparity 

and finds even higher SSTI rates among a subgroup of the 

Pacific people, Tuvaluan people. This identifies an urgent 

need for public health intervention in this population. This 

study also demonstrates meaningful use of EHR technology in 

public health initiatives that aims to improve health outcome 

and reduce health disparity. The seasonal variation of SSTI 

rates observed in the study (Figure 1) is consistent with 

previous research that finds higher SSTI rates are associated 

with higher temperature and humidity [4]. This seasonal 

variation will be considered when assessing the Happy Skin 

Project impact on the disease occurrence rate. The outcome 

analysis may also examine the temporal patterns of the disease 

and the causes for the variation. 

A limitation of this study is that the convenience sampling of 

one clinic may not represent the clinics or the population in 

other settings. Another limitation is that we have only tested 

positive predictive value in the algorithm accuracy evaluation, 

but further testing with more cases and more measures is 

planned. Ongoing efforts are also made to support continuous 

refinement of the SSTI identification algorithm while we 

monitor the ongoing public health initiative. 

Conclusions 

High SSTI prevalence and substantial ethnic differences in the 

disease rates are identified using diagnosis and prescription 

data recorded in EHR. The current baseline analysis indicates 

feasibility of EHR data analysis in public health initiatives to 

identify the population groups with high healthcare needs and 

to assess the intervention impact on disease rates. 

Acknowledgements 

Funding for The Happy Skin Project is provided by the Health 

Quality & Safety Commission New Zealand (HQSC). We also 

thank the clinical and community team members, including 

Sally Dalhousie, Temasi Kitara, Edlyn Hetutu, Fala Haulagi, 

Minister Teatu Fusi, Uelese Malaga, Tauliani Monise, 

Marama Papau, Ana Aitcheson, and Hira Harema.  

References 

[1] Williamson DA, Ritchie SR, Lennon D, Roberts SA, 

Stewart J, Thomas MG, et al. Increasing incidence and 

sociodemographic variation in community-onset 

Staphylococcus aureus skin and soft tissue infections in 

New Zealand children. The Pediatric infectious disease 

journal. 2013;32(8):923-5. 

[2] Gu Y, Kennelly J, Warren J, Nathani P, Boyce T. 

Automatic Detection of Skin and Subcutaneous Tissue 

Infections from Primary Care Electronic Medical Records. 

Stud Health Technol Inform. 2015;214:74-80. 

[3] Health and Scocial Care Information Centre. Read Codes 

Leeds, England: Health and Social Care Information 

Centre; 2015 [cited 2015 Jan 30]. Available from: 

http://systems.hscic.gov.uk/data/uktc/readcodes 

[4] Wang X, Towers S, Panchanathan S, Chowell G. A 

Population Based Study of Seasonality of Skin and Soft 

Tissue Infections: Implications for the Spread of CA-

MRSA. PLoS ONE. 2013;8(4):e60872. 

 

Address for correspondence 

Yulong Gu, School of Health Sciences, Stockton University, 101 

Vera King Farris Drive, Galloway, NJ 08205; Email: 

yulong.gu@stockton.edu. 

Y. Gu and J. Kennelly / Ethnic Difference in Skin Infection Rates: An Analysis of Electronic Health Records1842



Genomic Common Data Model for Biomedical Data in Clinical Practice 

Seo Jeong Shina, Seng Chan Youb, Jin Rohc, Yu Rang Park d, Rae Woong Parka,b 

a Department of Biomedical Sciences, Ajou University Graduate School of Medicine, Suwon, South Korea;  
b Department of Biomedical Informatics, Ajou University School of Medicine, Suwon, South Korea; 

c Department of Pathology, Ajou University Hospital, Suwon, South Korea;  
d Department of Biomedical Systems Informatics, Yonsei University College of Medicine, Seoul, South Korea  

 
Abstract 

A common data model for clinical NGS panel data that is used 
in a distributed research network to achieve large scale to make 
evidence for improving patient care should be developed. This 
study developed OMOP-CDM extension for NGS panel data 
and confirmed the feasibility of the model by finding the 
differences between a database generated by research-purpose 
and clinical practice. We believe this data model can be used 
in distributed research model and will facilitate the usage of the 
clinical NGS data in patient care. 
Keywords:  

High-Throughput Nucleotide Sequencing; Data Analysis; 
Observational Study 

Introduction 

An impact on improving the medical care of cancer has 
increased the role of clinical next-generation sequencing (NGS) 
in precision medicine. The patient’s NGS data are already being 
generated by large-scale projects that finding the role of clinical 
NGS in precision medicine [1]. However, the NGS panel data 
is relatively sensitive in privacy, which raises worries about 
exporting the data out of the center and collecting it in a silo. 
Also, the NGS panel data from the study cohort cannot be 
applied directly to the whole population in the point-of-care due 
to low diversity. 
There has been a global trend to collect genomic data of patients 
in clinical practice through routine tests [2]. Moreover, since 
March 2017, the conditional insurance for NGS-based cancer 
panel has been provided in South Korea. The Distributed 
Research Network (DRN) uses the Common Data Model 
(CDM) and allows researchers to share the results of analysis 
rather than the data of multi-center without exporting sensitive 
data. The DRN is being adopted by global research consortium, 
including the Observational Health Data Sciences and 
Informatics (OHDSI). The Informatics for Integrating Biology 
and the Bedside (i2b2), a warehouse platform for clinical and 
genomic data, only covers health centers in the United States, 
which is resulting in the limitation.  
To support diversity, such as ethnicity, and address privacy 
issues of genomic data, the Observational Medical Outcomes 
Partnership (OMOP) CDM used in OHDSI was chosen in this 
study. The OMOP-CDM is developed by OHDSI and their 
clinical data has been transformed into OMOP-CDM over 
twenty countries, 1.5 billion patients. However, OMOP-CDM 
shows low coverage of NGS panel data and is hard to reflect 
the stream of precision medicine. Although a few standard 
models have been introduced for genomic data, they had 
limitations on application. 

The aim of this study is to design an OMOP-CDM extension 
model for NGS panel data that could be used in the DRN. 
Moreover, we purposed to confirm the feasibility of the data 
model through conducting multi-center analysis and describing 
the difference of NGS panel data harvested from the research 
project and clinical practice. 

Methods 

Building Genomic CDM 

Existing data model and NGS report format, such as COSMIC 
and ISO20428, were reviewed to design OMOP-CDM 
extension to cover clinical NGS panel data. Standard 
nomenclature, such as HGVS (Human Genome Variation 
Society) and HGNC (HUGO Gene Nomenclature Committee), 
was adopted for a controlled vocabulary system.  

Genomic Data Transformation 

Clinical NGS panel data of Ajou University Hospital 
(AUSOM) were transformed by Ajou University to the 
genomic CDM. Yonsei University downloaded NGS data from 
TCGA database and transformed the data to the genomic CDM. 
R version 3.5.1 was used in the data processing. For storing and 
querying the sequencing data during data conversion, SQL 
script on Microsoft SQL Server 2017 was used as the relational 
database backend.  

Data Description 

In AUSOM, 92 lung adenocarcinoma (LUAD) and 22 lung 
squamous cell carcinoma (LUSC) patients had NGS cancer 
panel test. Public NGS data of the lung cancer cohort studies, 
Pan-Lung Cancer (TCGA, Nat Genet 2016) [3] were 
downloaded through the cbioportal of Memorial Sloan-
Kettering Cancer Center (MSKCC). The TCGA database 
(TCGA) contained 603 LUAD patients and 457 LUSC patients.  

Study Design 

The data in G-CDM, such as gene name, variant type, and 
actionable variants, was compared between institutions for 
model validation. Comparison between two different databases 
is conducted using a Chi-squared test and results with P<0.05 
were regarded as statistically significant. T-test was computed 
for the group differentiation. The waterfall plot was generated 
using an R package “GenVisR” that available via 
Bioconductor. R Shiny was used in implementing the data 
explorer as a pilot application of the genomic CDM. 
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Results 

Data Structure of Genomic CDM 

For linking clinical data of an OMOP-CDM, the information 
about a person, specimen, procedure, condition, and care site in 
NGS panel results was stored in a PERSON, SPECIMEN, 
PROCEDURE_OCCURRENCE, CONDITION_OCCURR-
ENCE, and CARE_SITE table respectively. The data about 
NGS panel and pipeline were stored into four tables; 
GENOMIC_TEST, TARGET_GENE, VAIRNAT_OCCURR-
ENCE, VARINT_ANNOTATION. Relationship between 
tables can be identified in Figure 1. Specification of a genomic 
CDM can be identified in the ‘CDM Builder’ category of the 
OHDSI forum site (http://forums.ohdsi.org/t/genomic-data-in-
the-cdm). 

Data Comparison for Model Validation 

AUSOM and TCGA databases had differences in variant 
frequency. The 15 genes as a union of top 10 genes in each 
database were the targets for profiling. On AUSOM, top 10 
genes had a frequency over 75% out of lung cancer patients, 
while only TP53 gene had a frequency over 25% in TCGA. 
Especially, EGFR variants had 89.47% frequency in AUSOM, 
while 6.96% frequency in TCGA. The mean proportion was 
different between databases (AUSOM: 69.59, TCGA: 12.86, 
P<0.00, 95%CI: 33.99-79.47). All 15 genes had different 
proportions between databases (P<0.05). The gene order was 
also different between databases, but the variant type of most 
frequent was a ‘missense’ in both databases (Figure 2).  

An Application Based on Genomic CDM 

Data exploring application ‘GeneProfiler’ was developed to 
generate the results of the descriptive analysis, such as variant 
types, pathogeny distribution, gene/variant proportion, and it 
can service patient proportion of input queries such as gene 
symbol and HGVSp (Figure 3). The ‘GeneProfiler’ code was 
uploaded and uploaded to the public in OHDSI Github 
(https://github.com/ABMI/GeneProfiler). 

Conclusions 

In this study, we propose a genomic CDM, as an expansion 
point for a broader discussion. During data comparison, 
differences in clinical NGS data between institutions were 
found. This study conducted distributed research using 
genomic CDM between institutions minimizing privacy issue. 
This is meaningful in that this study was done in an area of the 
genomic data that was not previously performed. We believe 
that the construction and adoption of the standard data model 
will facilitate the usage of the clinical NGS panel data. 
 

Figure 1– Schematic Diagram of the Relationship between 
Tables that Make Up the GCDM. 

Figure 2– Waterfall Plot Describing the Variant Profile of the 
top 10 Genes in AUSOM (a) and TCGA (b) Databases. 

Figure 3– Data Exploring tool ‘GeneProfiler’ for G-CDM. 
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Abstract 

Next-generation sequencing has prompted the development of 

numerous -omics applications. Along with experimental 

procedures, various computational pipelines became available 

to address the inherent complexities concerning the volume and 

quality of data. These pipelines are effective and routinely 

applied; however, interpreting their outcomes into actionable 

evidence is still poorly addressed. In this context, this work 

proposes a method for translating patient genomic profiles to 

drug response aberrations by integrating pharmacogenomic 

data into sequencing data analysis pipelines.  

Keywords:  

Polymorphism, Pharmacogenomic Variants, High-Throughput 

Nucleotide Sequencing 

Introduction 

During the last decade, next-generation sequencing (NGS) 

technologies coupled with bioinformatics advancements have 

proved their potential to address previously unmet needs, such 

as improved personalized diagnosis, disease management and 

stratified treatment. Exome sequencing of patient samples is 

among the most popular and cost-effective NGS applications 
that enables the detection of single-nucleotide variants and 

small insertions/deletions with potential clinical significance. 

Transforming sequencing data, called reads, to genomic 
variants is a complex computational problem requiring the 

execution of several tools that are usually combined into 

workflows [1-3]. Most of these workflows end up with a set of 

high-quality variant calls that is annotated with respect to their 

functional consequence, while the therapeutic importance of the 

detected variants is rarely evaluated [4].  

To cope with this issue, the present work proposes a method 

that besides the main processing steps it elaborates further on 

the interpretation of the called variants by identifying those 

with pharmacogenomic significance and by evaluating the type 

of interactions and level of evidence that are associated with 

known drug response aberrations.  

Methods 

The proposed method comprises of three modules (Figure 1). 

Module 1 contains a set of chained processes that transforms 

raw exome sequencing reads to high-quality mappings against 

reference human genome. Specifically, the reads are first 

checked for their quality and trimmed to remove low-quality 

base calls, adapter sequences, etc. Then, BWA [5] is used to 

align high-quality reads against the indexed human reference 

genome, followed by Picard [6] and GATK [7], which remove 

PCR duplicates and detect systematic errors in base quality 

scores, respectively. Module 1 exports quality reports of the 

reads and alignments, as well as the alignment files that will be 

subsequently used to identify variants.  

Module 2 performs variant calling for each sample and joint 

genotyping on multi-sample variant files, using the GATK  

workflow [7]. Variants are then processed, including quality 

control, filtering and functional effect analysis. The latter 

functionality is performed by GEMINI [8], which also 

annotates variants, with respect to their functional pathways 

and protein-protein interactions. Finally, Module 3 automates 

the identification of pharmacogenomically important variants 

in a two-step procedure that includes: a) parsing of local 

distributions of curated clinical annotations, and b) 

identification of interacting drug labels, along with the type of 

interaction (toxicity, efficacy, metabolism dosage), the level of 

evidence, the associated phenotype etc., that are available 

through PharmGKB [9]. 

Results 

The methodology is implemented in an automated workflow 

that combines freely accessible tools and public data 

repositories for variants annotation and variant-drug 

interactions. Currently, the workflow is able to analyse both 

whole-exome and targeted gene sequencing data for the 

detection of germline variations. The workflow is built to run 

on high-performance computing infrastructures, enabling 

parallelization, that is particularly important for whole-exome 

data analyses. 
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Besides the variants and alignment files generated during the 

execution of Modules 1 and 2, the workflow exports user-

friendly reports of the drug-rankings and various visualizations 

that are built on the variant-drug associations. An example 

visualization is shown in Figure 2, where variant-drug 

interactions are depicted with respect to their type of interaction 

(axis y) and level of evidence (size of concentric circles).  

Conclusions 

During the last few years pharmacogenomic research has 

revealed strong associations between genomic profiles of 

patients and their response to drug treatment. The incorporation 

of these associations to downstream analysis of high-

throughput data sequencing pipelines can be particularly 

important for ranking the pharmacogenomically actionable 

variants and for enabling stratified therapeutic decisions. In this 

context, the proposed method is designed and implemented in 

order to facilitate targeted treatment decisions and to provide a 

means to identify biochemical mechanisms underlying variant-

drug interactions. 

 

Figure 2 – Example drug-ranking visualization with respect to 

the type of variant-drug interaction. Concentric circles denote 

multiple evidence levels. Bigger circles correspond to higher 

evidence levels (Level 1A/1B), according to PharmGKB [9].  
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Abstract 

In Taiwan, the safety of intra-hospital patient transportation 

(IHT) is an important issue of patient safety. However, the 

effects on the quality of patient transportation and the results 

of patient safety in applying informatics and communication 

technology were less discussed. The purpose of this study is 

aimed to understand the current status of IHT events through 

the patient transportation management system as a reference 

for further improving the IHT quality. 

Keywords: 

Transportation of Patients,, Information Technology  

Introduction 

In hospitals, patients are frequently transported to other 

professional units in the hospital for further diagnosis or 

treatment, called intra-hospital transportation (IHT). Over the 

years, risks and adverse events of IHT have been extensively 

studied and identified as risky processes, especially for 

critically ill patients. However, IHT of non-emergency patients 

is the most frequent event in the hospital, but it is rarely 

discussed [1]. 

The goal of IHT is efficiently stated as the 'right patients' to get 

to the ‘right place' at the 'right time’. Yang et al observed 102.5 

patient safety events per 100,000 IHTs in Taiwan. 71.8% of the 

patient safety events were no harm events, and 71.4% were 

related to the process of transportation. The most common 

safety events were: delayed departure (13.1%), error in the 

process (12.1%) and prolonged waiting after arrival (9.2%). 58 

(28.2%) events were associated with patient harm, including 

mild harm in 35 (17.0%) and moderate harm in 23 (11.2%) due 

to  typical acute change in physiological status [2]. 

Furthermore, poor efficiency of IHT can lead to increased costs 

for the hospital, longer hospital stays and patient anxiety [1]. 

The pre-transport communication, the appropriateness of the 

transport personnel, the timing of the transportation, and the 

safety and efficiency of the transport processes are key factors 

that affect the quality of transportation and safety of the non-

emergency patient transportation. Non-emergency patient 

transport processes should be standardized to reduce risks of 

IHTs and increase the efficiency of patient transportation. The 

application of information and communication technologies 

(ICT) may help to improve the quality of transport services for 

patients [1]. However, related research is rare.  

To improve transportation quality of the non-emergency 

patient, the study hospital has developed a patient 

transportation management system which was developed by 

applying ICT and combined with nurses'  and patient transport 

team’s participation to transport non-emergency patients. The 

purpose of this study is to understand the current status of IHT 

events through the patient transportation management system 

as a reference for improving the IHT quality. 

Methods 

The study was conducted at a medical center in southern 

Taiwan. The hospital has 1,278 beds. Deducting emergency 

department, intensive care units, and special purpose beds, 

there are 843 beds in the general ward. There are 5 medical-

related buildings in the hospital. All patients have to be graded 

for transportation safety, according to their condition, by their 

doctors after hospitalization. According to the hospital's policy, 

only non-emergency patients can be transported by the patient 

transport team members in the hospital. The hospital's transport 

team consists of 2 senior nurses (team leaders) and 43 members.  

One or two senior transport team members were in charge of 

the assignments during each shift before the system 

implementation. They had to print the transportation schedule 

from the computer every 4 hours, receive the instant telephone 

notifications, write down the patient information and assign the 

task to team members with radio pagers. It was difficult to 

measure the time interval between each step. Therefore, we fail 

to obtain data prior to system implementation. 

According to the transportation process of the hospital, a patient 

transportation management system was developed by applying 

mobile phone and computer network communication 

technology. The system can receive scheduling appointments 

for all non-emergency patient transportation every day from the 

appointment scheduling systems of other departments in the 

hospital, as well as immediate patient transport requests. Each 

transport team member must carry a smartphone with him or 

her during work to receive the assigned task instantly through 

the mobile application. The detail patient and transportation 

task information will be presented in the app. 

All transport team members followed standard operating 

specifications. The working status of transport personnel was 

divided into available, on duty, resting, and at  meals. The 

action flow of each transport event included assigned, took 

over, transporting, and completed.  

We recorded the time of each step performed by each member 

in each transport event. Variables included time of 

appointment, time of assignment, transport personnel, the 

location of take over, time of take over, destination, time of 

arrival, transport tool, main transport purpose, etc. After 2 

months of system implementation, all data was remitted and 

descriptive statistical analysis was performed through Tableau 

Desktop public edition 2018.3.0. 
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Results 

Two months after system implementation, the transport team 

members were familiar with the system operation. We 

conducted a retrospective analysis on 24,457 patient transport 

requests from August to September 2018. We excluded 922 

(3.77%) requests canceled before transport assignment and 546 

(2.23%) uncompleted requests due to patient not ready for 

transport. A total of 22,913 (93.69%) patients were taken over 

and completed transportation smoothly, including 76 (0.31%) 

transportations without recorded completion time. The most 

frequent patient transportation happened between the general 

ward and radiology (8,138), followed by general ward and 

operating room (4,242), and general ward and exam room 

(4,002) (Figure 1). 

 

Figure 1- The frequency analysis between the transport units. 

The frequency of transportation purpose was the highest for 

various examinations (12,456, 54.18%), followed by various 

treatments (6,037, 26.26%), surgery (4,101, 17.84%) and 

consultation (395, 1.72%). The main purpose and classification 

of transportations were analyzed and shown in Figure 2. 

 

Figure 2- The histogram of the main purpose and 

classification of transportations. 

The duration between the stages of each IHT event was 

analyzed. After the patient transportation management system 

implementation, most patients were taken over within 10 

minutes of assignment (76.82%). After take over, 62.41% of the 

patients arrived at the destination within 10 minutes. The rate 

of transportation completion within 20 minutes was 93.71% 

(Table 1). 

Table 1- The analysis of the execution duration between each 

stage of each IHT event. 

Time interval 

(minutes) 

From assignment to 

take over patients 

(n, %) 

From taking over 

patients to mission 

completed (n, %) 

No assign 245 (1.07) 76 (0.33)

> 30 888 (3.86) 385 (1.67)

20~30 714 (3.11) 986 (4.29)

10~20 3,481 (15.14) 7,195 (31.3)

3~10 16,238 (70.63) 10,809 (47.02)

< 3 1,423 (6.19) 3,538 (15.39)

Discussion 

Communication, efficiency, and appropriateness are regarded 

as important issues affecting the quality and safety of non-

emergency hospital transport [1]. The implementation of 

information systems has been widely recognized in improving 

communication and administrative efficiency of hospitals. One 

limitation of this study is the inability to obtain data prior to 

system implementation, but the results of this study can be used 

as a status analysis before IHT quality improvement. We found 

that most IHTs were concentrated in transportations between 

the general wards and the radiology department, operating 

room or the rehabilitation department. In addition, 6.29% IHTs 

were not completed within 20 minutes. The results of this study 

will help us further explore the appropriateness and efficiency 

of the current examination and treatment process and may 

prove helpful for designing automatic patient transportation 

management systems. 

Conclusions 

In Taiwan, the communication and safety of handing over 

patients and the risk management of patient transportation are 

important issues in patient safety. Safe and efficient patient 

transportation is a common expectation for patients, families, 

and health providers. Through the implementation of a patient 

transportation management system, we have gathered baseline 

data on the timeliness of non-emergency patient transportation. 

In the future, the impact of this system on the quality and safety 

of non-emergency patients will be further evaluated. 
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Abstract 

Patients’ roles in preventing errors has been emphasized. 

Patients’ and families’ participation is one of the important 

strategies to improve patient safety. Therefore, it is necessary 

to educate patients and families who visit hospitals. Web-based 

educational programs can be useful tools to provide patient 

safety information easily and enhance patients’ and families’ 

knowledge. This study analyzed requirements  for developing a 

web-based program for patient participation in patient safety. 

Keywords:  

patient safety, patient participation, education 

Introduction 

Patient participation has been recognized as an important factor 

to improve quality of care, which is associated with positive 

health outcomes [1]. Ensuring that patients have the 

information needed to act as advocates for themselves may help 

to decrease patient safety incidents. The concept of ‘patient 

participation’ and ‘patient-centeredness’ implies that the 

patient can choose realistic goals independently and engage 

voluntarily in health care during the care process [2]. 

Patients and their families who have more knowledge about 

safety issues and information are more likely to participate in 

patient safety practices in their health care [3]. To promote pa-

tient participation in health care, appropriate interventions with 

educational materials and health information have been consid-

ered a crucial component of the methodology [4]. Therefore, 

healthcare professionals need to develop techniques and educa-

tional tools that increase patients’ knowledge in preventing er-

rors. However, there are not sufficient educational programs fo-

cusing on patient participation in patient safety activities in 

South Korea.  

The purpose of this study was to assess patients’ and families’ 

educational needs for improving participation in safety 

practices and to identify the most important areas to be 

addressed in a web-based program for patient participation. 

Methods  

To construct the educational contents of a web-based program 

for patient participation, we conducted a survey, focus group 

interview, and literature review. 

Previously, we conducted a online survey of health consumer’s 

willingness to participate, their recognition of the importance 

of their participation, and their experience of engaging in 

patient safety practices. Our population was adults aged 19 

years or older who had visited hospitals in South Korea within 

the previous one year [5].  

Two-hour focus group interviews were held with two groups of 

six participants who had completed the survey and volunteered 

for the focus group interview. Data were collected during 

March 2018. The key interview question was as follows: “How 

was your experience with visiting medical institutions as a 

patient concerning patient safety?” All interviews were 

recorded and transcribed. After each interview, the research 

team listened to the recorded data, reviewed the transcribed 

data, and then coded the data. The qualitative data were 

analyzed using content analysis. 

In addition, we conducted a literature review related to patient 

participation, patient safety frameworks, and evidence-based 

strategies for patient involvement in healthcare. 

Results 

A total of 493 respondents completed the online survey and 

65% of the particpants reported that they had experience of 

patient safety incidents. The survey results demonstrated that 

their experience of participating in patient safety was relatively 

low compared to their perceived importance to patient safety 

and their willingness to participate in patient safety activities. 

They were reluctant to engage in confrontational situations, 

such as asking healthcare professionals to wash their hands [5]. 

Eight interview participants were female and four were male. 

Respondents’ educational needs in patient safety practices 

varied considerably. Based on the focus group interviews, we 

analyzed interview data and categorized what patients wanted 

to know as ‘patient rights’, ‘disease and diagnosis’, ‘treatment’, 

‘surgery and medical testing’, ‘medication’, ‘patient advocacy’, 

‘error disclosure’, ‘patient question checklists’, and ‘manuals 

for empowered patients’.  

Through a review of the literature based on the patient safety 

frameworks and patient participation, we identified four com-

petencies needed to improve patient participation in healthcare; 

‘speak up’, ‘ask questions’, ‘find health information’, and ‘en-

gage with healthcare’. 

According to the survey results, educational needs assessment, 

and the literature review of previous research on patient partic-

ipation in healthcare, we identified thirteen priority areas to 

construct educational contents based on the most effective 

safety practices in reducing patient safety incidents: ‘introduc-

tion to patient participation’, ‘patient rights’, ‘error prevention’, 

‘patient advocacy’, ‘medical testing’, ‘surgical care safety’, 

‘medication safety’, ‘infection prevention and control’, ‘fall 

prevention’, ‘patient-provider communication’, ‘patient identi-

fication’, ‘preparation for admission’, and ‘transitions of care’.  

After initial development, the educational contents on patient 

participation were reviewed by four experts (one doctor, two 
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nurses, and one pharmacist) for content validity test. On the ba-

sis of their comments, some contents were too complex or dif-

ficult to understand were modified. 

Conclusions 

Health consumers are not active in particiting in patient safety 

activities in South Korea. They need to be informed of more 

information and resources for patient safety to enhance their 

engagement in safety practice. We are implementing a web-

based program for patient participation in patient safety practice 

through content development based on the results of this 

requirement assessment. 
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Abstract 

The results of Human Leukocyte Antigen (HLA) antigen testing 
in transplant patients are not generally used to predict future 
adverse events. In this study, free-text HLA screening results of 
transplant patients were analyzed and stored in a database, and 
the frequencies of patients with adverse events according to 
HLA allele were extracted. Approximately 25% of patients had 
HLA alleles associated with serious drug side effects. 
Keywords:  

HLA Antigens, Pharmacogenomic Testing, Drug-Related Side 
Effects and Adverse Reactions 

Introduction 

Human Leukocyte Antigen (HLA) is a protein that plays an 
essential role in the immune function of our body with a wide 
variety of allele types [1]. HLA diversity is particularly 
important in organ transplantation because transplant recipients 
and donors with different serological HLA proteins will exhibit 
organ transplant rejection [2]. Therefore, transplant recipients 
need HLA screening before transplantation. Recently, HLA 
diversity has been reported to cause severe drug 
hypersensitivity as well as organ transplantation rejection [3]. 
According to the PharmGKB database, there are about 40 drugs 
known to cause HLA-related adverse reactions, commonly 
prescribed drugs such as statins and NSAIDs were involved as 
well [4]. However, the HLA results of transplant patients and 
donors have not been used to predict future adverse drug 
reactions. This is because the HLA test is performed in different 
ways, ranging from a simple serological test to next-generation 
sequencing (NGS) test. Also, because the nomenclature for the 
representation of the HLA results is continuously updated, the 
test results simply stored as free text in the electronic medical 
record (EMR) [5]. In this study, we designed a data model, 
GDM-STAR, which expresses HLA test results according to 
HLA nomenclature and stores the test results in a database. We 
then used this database to derive predictable drug adverse 
events using HLA testing. 

Methods 

We extracted HLA test results performed between February 
2002 and June 2018 including basic clinical data of the patients 
using SUPREME®, a clinical data warehouse at the Seoul 
National University Hospital. The research design and analysis 
methods were approved by the Institutional Review Board of 
Seoul National University Hospital (Seoul, South Korea). We 
parsed free text in clinical notes to extract HLA test results 
using the Python 3 regular expression function and loaded them 
to a database according to the allele type of HLA-A, B, C, DR, 

and DQ genes. Incomplete test results were filled in by a 
manual review by a research nurse (JY Lee). We then matched 
the HLA allele type loaded in the database with the HLA 
genotype in the PharmGKB clinical variants table. Finally, we 
derived a patient-drug table associated with a specific allele. All 
descriptive statistics and graphs were generated using R 
software [6]. 

Results 

As a result of HLA parsing, a total of 16 HLA-A, 43 HLA-B, 
15 HLA-DR, 19 HLA-DR, and 12 HLA-DQ genes were 
identified respectively. Of the 11,289 total transplant recipients, 
the HLA allele type of the patient matched the PharmGKB drug 
adverse event related genotype in 2,813 patients, accounting for 
25% of the total patients. A total of 34 PharmGKB drugs or 
classes were matched to these patients. A total of 258 (9.4%) 
patients had drug-related HLA alleles in all five gene families 
(Figure 1). The most common drug associated with the patient 
was carbamazepine, and a total of 1,975 patients were found to 
have a side effect-associated gene for this drug. Table 1 shows 
drugs and frequencies of patients related to that drug with a 
patient frequency of 1% or more. 

Conclusions 

In this study, we designed a parser to extract HLA test results 
contained in free text in EMR and transform them into a tabular 
form according to the the five HLA gene families. Assuming 
that the organ transplant recipients are representative of the 
population, the database of HLA results shows that we could 
prevent adverse drug reaction in about 25% of the patients by 
building an HLA database.  
It is essential to integrate such a clinical decision support (CDS) 
system within the EMR to achieve real-time precision 
medicine. Developing and testing of the CDS system using the 
HLA database is subject to further study. It is also important to 
increase physicians' understanding of pharmacogenomics to 
efficiently utilize the pharmacogenetics information derived 
from existing NGS tests.  
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Table 1- Distribution of patients by HLA allele- matching 
drugs 

No Drugs #Samples % 
1 Carbamazepine 1975 17.5 
2 Nevirapine 1907 16.9 
3 Allopurinol 1330 11.8 
4 Oxcarbazepine 1119 9.9 
5 Lamotrigine 827 7.3 
6 Peginterferon alfa-2b,ribavirin 696 6.2 
7 Clindamycin 510 4.5 
8 Phenobarbital 498 4.4 
9 Interferon beta-1a 428 3.8 
10 Ticlopidine 400 3.5 
11 Statins 308 2.7 
12 Antithyroid Preparations 307 2.7 
13 Antiepileptics 295 2.6 
14 Phenytoin 257 2.3 
15 Azathioprine,mercaptopurine 199 1.8 
16 Lapatinib 199 1.8 
17 Influenza vaccines 173 1.5 
18 Sulfasalazine 152 1.3 
19 Methazolamide 120 1.1 
20 Acetazolamide 120 1.1 

 

 
Figure 1– Distribution of patients with HLA allele belonging 

to a specific HLA gene family 
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Abstract 

Clinical Quality Language (CQL), a HL7 authoring language 
to express clinical quality indicators, provides the capability to 
express logic that is human readable yet structured enough for 
processing a query electronically. OpenEHR is a widely used, 
modeling methodology, but currently CQL cannot support 
openEHR archetypes which hinders its usage in openEHR  
environment. This paper presents a method to express and 
compute clinical quality indicators by extending CQL with 
openEHR archetypes. To verify the feasibility of this method, 
64 indicators from the Centers for Medicare & Medicaid 
Services (CMS) and 118 indicators from local environment in 
China were utilized. The results show that those indicators can 
be well represented and computed in openEHR environment. 
Keywords:  

Language, Quality Improvement, Quality of Healthcare Care 

Introduction 

It is a challenge to assess the validity of healthcare services to 
improve the patients’ health. Clinical quality measures are 
important tools that help achieve the goal. Typically, clinical 
quality information can be represented in the form of indicators 
[1]. It can make information about clinical quality comparable 
across different healthcare service providers.  
 
There exist some problems with the development of indicators. 
First, they are conducted by different providers for specific 
purposes, like government and large medical institutions.  The 
absence of a unified and well-defined specification makes it 
difficult to share indicators among different organizations and 
cover the need for regional medical organizations. Second, the 
fuzzy expression of the natural language may lead to inaccurate 
computation. 
 
Clinical Quality Language (CQL) is a HL7 authoring, language 
standard and provides the ability to express logic that is human 
readable yet structured enough for processing a query 
electronically. It acts as a mature specification and is widely 
used in the domains of quality measurement and decision 
support. As a well-known EHR modeling specification, 
openEHR is designed to ensure universal interoperability 
among all forms of electronic data. However, currently CQL 
cannot support openEHR archetypes which hinders its usage in 
openEHR environment. 
 
The objective of this research is to explore an approach to 
express and compute clinical quality indicators through 
extending CQL with openEHR to facilitate the share of clinical 
quality information in openEHR environment. 

Methods 

In order to apply CQL directly to archetype-based context, we 
have proposed three extensions including archetype binding, 
terminology binding, and metadata. 

Archetype Binding 

The openEHR specification is used as the information model to 
express the medical concepts in clinical quality indicators. The 
archetype binding mechanism in Guideline Definition 
Language (GDL) [2] has been taken as a reference. It helps 
design indicators in a unified form. The mechanism established 
a relationship between medical concepts and data elements in 
archetypes which can lay the foundation for understanding 
meaning of indicators and binding terminologies.  

Terminology Binding 

Terminology can be used to disambiguate the expression of 
indicators. For the sake of including both public and private 
terminology sets, terminology binding mechanism was brought 
in to the extension. Two mechanisms used in Archetype 
Definition Language (ADL) [3] has been taken as a reference. 
One is to use the external terminologies directly and the other 
is defining a set of dictionaries about terms within the 
archetypes.  

Metadata 

Metadata was designed to help manage indicators easily and 
share indicators among different organizations. A series of 
metadata data elements were defined, including the name, 
version, purpose and so on.  

Results 

64 clinical quality indicators defined and revised by CMS in 
2016 and 118 indicators from National Health Commission of 
the People’s Republic of China were expressed successfully. A 
complicated indicator about controlling high blood pressure [4] 
was chosen to describe the detailed process of expression.  
The complete expression is in Figure 1. The overall operational 
process is shown in Figure 2. 
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Figure 1. Complete Expression for Controlling High Blood 
Pressure 

 

 

Figure 2. The Overall Operational Process 

Discussion 

By introducing archetype binding, terminology binding and 
metadata to formalism of quality indicators, it is helpful to those 
developers in openEHR community who works on assessment 
of indicators. Compared to CLIF[5], the method can take 
advantages of archetypes directly rather than define 
information models, related terminology and operations. On 
account of extending from CQL, the method can also support 
clinical decision support and clinical quality measurement 
relative to LERM[6]. The limitation of the method is that a 
relatively small number of indicators were expressed for 
validation. 
 
 
 

Conclusions 

We have explored a method to extend CQL with openEHR 
specification. Metadata, terminology binding and archetype 
binding have been refined and redesigned to satisfy the need of 
formalism of clinical quality indicators with the help of unified 
information models. These extensions can eliminate the 
inaccuracies of indicators and make them comparable among 
different organizations. 
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Abstract 

Vaccination against influenza is important in pregnancy for 

the health of both mother and unborn baby.  Influenza 

introduces risks to pregnancy and to the baby who relies on 

maternal antibodies for protection. Because the data 

associated with pregnancy is fragmented across multiple 

providers of health care, it is challenging to conduct 

pregnancy-related public health surveillance using a single 

data source. We report the integration of a novel ontological 

approach to identifying pregnancies in routine data with a 

web-based dashboard that feeds back information to general 

practices in a sentinel network. As a result, practices receive 

information about how well they are performing influenza 

vaccination in pregnancy in near-real-time.   

Keywords:  

Electronic Health Records, Pregnancy, Vaccines; 

Introduction 

Uptake of influenza vaccine in pregnancy is very important 
because there are considerable associated risks, both to mother 
and unborn baby.  Influenza in pregnancy can result in 
preterm delivery and also morbidity and mortality for the 
mother.  This was apparent in the 2009 pandemic. In the UK 
hospital and maternity data give a complete retrospective 
overview of data, but this is not available for many months 
after collection.  Public health bodies need near real-time 
monitoring of vaccine uptake in pregnancy and also to be able 
to study influenza vaccine effectiveness.  

Monitoring influenza vaccination during pregnancy is 
challenging due to the suboptimal recording of pregnancy data 
in computerised medical record (CMR) systems [1]. Pregnant 
women are considered to be a risk group in influenza 
immunisation programmes and therefore require to be 
monitored by sentinel networks. The Royal College of 
General Practitioners (RCGP) Research and Surveillance 
Centre (RSC) works in collaboration with Public Health 
England (PHE) to monitor influenza, other infections, and 
vaccine effectiveness – particularly influenza - in England. 

Pregnancy related data is sparse are often scattered across the 
health care providers. Obstetric care is frequently shared 
between midwives, the family physician, and specialist 
obstetric units. Therefore data is stored in different formats 
and locations.  

Dashboards that visualise health data are increasingly being 
used as decision support tools to make health care delivery 
more dynamic. This paper describes how a pregnancy case 
identification method was incorporated into an updated 
version of the dashboard that is currently being used to 

monitor the vaccine uptake of pregnant women in the sentinel 
network. 

Methods 

Identification of pregnant women from routine data 

We developed an algorithm that accurately inferred 
pregnancies even when the availability of pregnancy-related 
data was limited. This was achieved by adopting an 
ontological approach for case finding [2]. Ontological 
approaches use technology agnostic information structures and 
can make use of existing technology stacks that assist with 
semantic reasoning and formal validation of the relationship 
between concepts used. An ontological approach to 
identifying pregnancies and associated complications uses a 
systematic approach to derive this information from routine 
data. Both direct pregnancy codes and surrogate markers, such 
as therapeutic data, can be used to identify cases. The 
ontological concepts were identified from a combination of 
literature searches and input from experienced General 
Practitioners. The concepts were annotated using two coding 
systems used in computerised medical record systems within 
the sentinel network (i.e. Clinical Terms version 3 (CTV3) 
and Read V2).  The pregnancy ontology was implemented 
using the OWL (web ontology language) standard using 
Protégé ontology authoring environment. The pregnancy 
ontology is currently hosted on the BioPortal ontology 
repository. We implemented the pregnancy case identification 
algorithm using Structured Query Language (SQL).  

Integration of the pregnancy algorithm outputs with the 

winter wellness dashboard 

The dashboard was developed as part of a “Winter Wellness” 
dashboard.  The purposes of the dashboard were to feedback 
to the practices about their clinical care. The dashboard 
interface contained a combination of tabular and graph 
displays [3]. 

The RCGP RSC database is refreshed on a weekly basis using 
increment data extracted from contributing general practices 
in the sentinel network. The weekly increment update is 
followed by the execution of the pregnancy case identification 
algorithm on the weekly data. This allows the identification of 
additional pregnancy outcomes recorded during the week. 
This information is processed with the vaccination data 
received through the same weekly increment data to ascertain 
the status of vaccination of pregnant women in the sentinel 
network. 
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Results 

We were able successfully to integrate the vaccination data of 
pregnancy women in the winter wellness dashboard. The 
dashboard allowed the user to view the number of pregnant 
women eligible for influenza vaccination and the number of 
pregnant women that were administered with the influenza 
vaccination.  RCGP RSC has over 200 practices currently 
uploading over 2 million patient records each week 
(www.rcgp.org.uk/rsc) into a freely available national report 
about influenza and over thirty other monitored conditions.  
We have now added the ability to report on the uptake of 
influenza vaccine in pregnancy.  

We seem to have a similar cumulative vaccination rate in 
pregnant women as non-pregnant women in the same age-
group The vaccination rates shown in Figures 1 and 2 are the 
vaccination performance of the sentinel network for the 
current season from ISO week 35 (2018) to 11 (2019).  This 
information can also be obtained on the dashboard for each 
practice by entering a practice specific code.  

 Figure 1 – The graph indicates the rate of practice 

population, rate of population eligible for vaccination and 

rate of pregnant women vaccinated at each ISO week (from 

week 35(2018) to week 11(2019)) 

Figure 1 indicates two peaks in weekly vaccination (week 40 
and 44) when most influenza clinics are held at general 
practices for the current season. Figure 2 provides a 
cumulative rate of vaccination for the three groups described 
above. This information is particularly useful to understand if 
the vaccination programmes within the general practices are in 
a trajectory to meet the seasonal vaccination targets set.  

Discussion 

The use of the ontological approach also allowed us to 
consistently ascertain pregnancies throughout a network that 
uses and two different types of clinical coding systems for 
recording pregnancy events. We anticipate that this method 
will also make it easy to adapt the case identification in the 
system to the needs of SNOMED CT once this is fully 
adopted in English primary care.   

 

Figure 2- The graph indicates the cumulative rate of practice 

population, rate of population eligible for vaccination and 

rate of pregnant women that were vaccinated each ISO week 

(from week 35(2018) to week 11(2019)) from the beginning of 

the influenza season 

Conclusions 

To our knowledge this poster reports the first near-real time 
monitoring dashboard for influenza vaccine uptake in primary 
care. Realising this goal was particularly challenging due to 
suboptimal data quality of pregnancy events in primary care 
and the heterogeneity of the CMR systems we collect data 
from and coding systems in use. A web-based dashboard is 
now operationalised and providing weekly feedback of 
vaccine uptake to general practices in our sentinel network 
and will deliver reports about the level of uptake in our 
nationally representative network of practices to public health 
colleagues.  
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Abstract 

Adverse drug effects are a serious problem in hospital patient 

care [1]. The use of Enterprise Digital Assistants (=EDA) 

proved succesfull in HUS hospital pharmacy. The quality of 

order picking was better with EDAs. In 2018 75% of order rows 

and over 1 milloin packages in are picked with EDAs. There is 

a growing need for more detailed information of the medicines 

given to each patient. With EDAs this goal can be achieved cost 

effectively.  
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Introduction 

Medication errors are common errors in hospital treatment and 

care operations [1]. In order to minimize and prevent the 

number of adverse drug effect to patients hospitals must find 

out new solutions to ensure cost effective and reliable 

medication to their patients. New technologies can help to solve 

these problems. In HUS the cost of adverse drug event 

attributed to € 1.8 million in additional costs [2]. Hospital 

pharmacies supply hospital wards with their daily medication 

needs. The accuracy of medication picking in hospital 

pharmacy is an important step in hospital medication safety 

chain. In this research the hospital pharmacy changed the way 

the medicines were recognized during medicine picking. The 

traditional way is to print the medicine order into a paper sheet. 

The personnel would collect the right medicine with the help of 

this paper. In the paper there is the name of the medicine, the 

strength of the medicine and the number of packages ordered, 

the place of the medicine and the code of the medicine and the 

details of the ordering ward. It is labourous to read and 

recognize all this by eye. All these hand picked medicines have 

to be checked by a pharmacist before they can be delivered to 

the wards. An enterprice digital assistant (EDA) was introduced 

to the hospital pharmacy in order to recognize the medicine 

ordered also with the help of a bar code recognition technique, 

Picture 1. Also there was no longer need for paper lists as all 

the information of the medicine order could be found in the 

screen of the EDA with the help of the new pharmacy software 

program. 

Methods 

This study was carried out by analysing the times used in order 

picking in a hospital pharmacy medicine picking in HUS 

Pharmacy Meilahti in Finland. First the manual order picking 

process was analysed by 8843 order lines. Later the order 

picking of selected hospital wards (n=8) were carried out with 

the help of EDA equipment in 2014. This sample consisted of 

9286 order rows. In 2016 and 2017 a second phase of the 

pharmacy software program was applied and the EDAs were 

taken into use to all hospital wards (n = >500 in Meilahti) and 

all types of orders lines, except the narcotics were the 

traditional order picking is still in use. In 2018 32000 order 

rows picked with EDA in Meilahti were analysed.  

Results 

The number of picking errors before phaumaceutical inspection 

was smaller with the use of EDAs (0.136%) as compared with 

the traditional picking, 0.938% in 2014, Table 1 [4].  

Table 1 – Comparison of Traditional order picking and EDA 

picking in 2014 

Picking technique, n 

Picking 

speed 

Picking 

errors 

Picking with paper,  

   n=8843 order rows

1.4 rows per 

minute

0.98 %

Picking with EDA, 

   n=9286 order rows

2.29 rows per 

minute
0.14 %

 

With the phaurmaceutical inspection the picking error rate 

reported by the hospital pharmacists was 0.131%. In 2017 an 

analysis of the order picking errors resulted good as the wrong 

strengteh and wrong medicine errors dimished with the use of 

EDAs [3]. Also the speed of order picking was faster with 

EDAs than with traditional picking in 2014. With traditional 

order picking the result was 1.4 order rows per minute. With an 

EDA the order picking rate was faster, 2.29 rows per minute. A 

secondary check out of the hand picked medicines by a 

pharmacist was found out unnecessary as the picking result was 

better with the use of EDAs than with traditional hand picking 

with pharmaceutical inspection. In 2017 the number of order 

lines picked with the use of EDAs exceeded 130 000 order rows 

in HUS Pharmacy Meilahti. In 2018 already 75% of the order 

rows are now picked with the help of EDAs in HUS Pharmacy 

Meilahti, Table 2. With the help of the second phase of 

pharmacy software the amount of medicine packages 

recognized with the EDAs was raised from 44% to 100%. 

During 2014 to 2018 the EDAs also developed and the time 

used for order picking was even faster, 2.1 rows per minute, 

n=32000. The picking process was also more reliable as in 2014 

only one medicine package / order was recognized with the help 
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of an EDA (57%) but in 2018 all the picked medicine packages 

were forced to be recognized by the settings of the hospital 

software program by their bar code (100%) with the help of an 

EDA. This change in the hospital pharmacy sorfware settings 

helps in preventing the picking errors very efficiently. Also the 

EDA equipment developed during 2014-2018 and the third 

generation of these equipment are faster to work with. With 

these developments both a faster and a more precise picking 

process could be achieved. 

Table 2 - The development of EDA order picking in Meilahti  

Year 

Medicine 

packages 

recognized 

with a bar 

code 

% 

recognized 

with a bar 

code 

All 

order 

rows 

Order 

rows 

picked 

with 

EDA 

% of 

order 

rows 

picked 

with 

EDA

2014: 

4 months 

1046 57.75 233725 571 0.24 

2015:  

12 months 

21418 44.17 260698 15394 5.9 

2016:  

9 months 

11469 71.93 262210 5754 2.19 

2017:  

12 months 

5E+05 96.02 251798 1E+05 52.03 

2018:  

5 months 

3E+05 100 113457 86072 75.86 

Conclusions 

The HUS hospital pharmacy is very satisfied with the new 

technique of picking medicine packages with the use of EDAs. 

The number of medicine picking errors is smaller and the rate 

of order picking is faster with the new EDA models. More 

pharmaceutical personnel nowadays work at the hospital ward 

directly with patient medication processes instead of the 

hospital pharmacy warehouse logistics chain. Therefore HUS 

hospital phacmacy has now applied this technique of order 

picking in all their 6 hospital pharmacies during 2016-2018. In 

year 2018 the number of order lines picked with the help of 

EDAs in these 6 hospital pharmacies will exceed 1 milloin 

order rows. HUS Pharmacy will further develop the process by 

adding more information into the bar coding of each medicine 

package as there is a growing need for more detailed 

information of the medicines given to each patient. 
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Abstract 

Support for elderly people with dementia is required in the 

community. Many elementary school students are taking 

dementia kids supporter training courses, but it is difficult to 

nurture the ability to correctly understand and respond to 

dementia.. By using multiple information communication 

technologies, we developed a practical program with concrete 

response method to convey knowledge on supporting of 

elderly people  with dementia.. 

Keywords:  

Dementia; primary schools, robotics 

Introduction 

Supporting with elderly people with dementia is becoming an 

imminent issue in Japan that is faced with the highest elderly 

people with dementia prevalence rate of 2.33% among the 

OECD member countries with its population aging at a rapid 

pace like none in the world [1]. Neighborhood connections are 

declining, and more elderly are living alone. Under such 

circumstances, however, elderly people in need of assistance 

tend to hesitate to seek help from people around them. Many 

elderly are also living with dementia [2].The isolation of the 

elderly leads to abuse,  unattended death, suicide of their 

caregivers from fatigue, and other threats to health and 

safety[3]. 

Therefore, existing organizations, such as neighborhood 

associations, elderly people groups, and parents and teachers 

associations, are keeping their watchful eye on senior citizens. 

But young generations know little about how to associate with 

elderly persons with dementia. Thus, public awareness 

campaigns about elderly with dementia are necessary among 

young people. 

The elderly with dementia supporters training course, has been 

developed in Japan, with the aim of nurturing the ability to 

understand the elderly with elderly without prejudice and treat 

them with respect. The organizers also established a 

framework to educate supporters by using learning materials 

that are commonly applicable in Japan. 

The current elderly with dementia supporter training course 

promotes an understanding of dementia for members of 

society. Participants apply the knowledge and skills they have 

learned in the course  wtih  practical experiences of 

engagining with elderly. .Elementary school students  

particpated in the course to increase their enagegement  with 

elderly persons.. Organizers provided sought to create 

enjoyable learning material that would inspire students' 

interest in the disease. The developer utilized information 

communication technologies that are being introduced into 

school education for its highly expected learning efficacy. The 

developer combined a set of slides that aimed at raising the 

awareness of elderly with dementia among primary school 

students with the communication robot named Pepper and a 

clicker. The program enabled the robot to play multiple roles, 

to assist students in gaining knowledge, and learn specific 

countermeasures related to dementia. The developer is now 

examining the efficacy of the program. 

Methods 

We recruited elementary school students through posters 

placed in three districts of H prefecture from 2016 to 2017. 

Developed Softbank Robotics, Pepper was used for our study. 

Pepper is a humanoid robot measuring 121 centimeters high, 

and was designed to recognize faces and voices and strike a 

conversation. A special program has been built into Pepper 

that enables Pepper to play the roles of a tutor and as an 

elderly person with dementia. The developer has given the 

humanoid robot multiple roles that target the robotic process 

of acquiring knowledge and subsequently learning practical 

skills.. Ethics approval was obtained by the research ethics 

committee of the affiliated institution of the author. 

Materials for Acquiring Knowledge 

In the earlier part of the training course, the slides rely on 

illustrations and stories to encourage participants to draw an 

affirmative image of elderly people. The  content was 

designed to help participants understand that dementia is a 

cognitive disease that makes it difficult to remember, think 

and learn. 

To maintain the interest of participants, quizzes about the 

elderly with dementia were given by Pepper at the beginning, 

the middle, and near the end of the course. Participants 

answered the quiz using the clicker.  The clicker enabled 

participants to confirm the knowledge they had learned in 

real-time and to maintain their motivation. To comparie their 

degree of understanding of the elderly and the disease, 

answers from all participants were instantly displayed. 

Anonymity secured by the clicker encouraged all participants 

to answer the quiz and compare their answer with other 

participant's answers.  

Materials for Mastering Skills 

To effectively achieve a successful learning environment we 

applied the M. D. Merrill First Principles of Instructional 

Design (ID)  to the design of the teaching material [4]. Figure 

1 shows the timing to apply the first principles of Merrill's ID 

to teaching materials. Specifically, when Pepper showed the 

symptoms of dementia, participants face � a problem (� 

problem) with their knowledge (�  activation). After that, 

when participants did not do the right correspondence, Pepper 

gentlely provided an example (� example). Next, participants 

tried to apply their understanding to different challenging 

scenarios (�  application), and  and and looked back on 
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Pepper's reaction when answering questions (� integration). 

Through this process, participants could effectively integrate 

learning. 

Results 

We recruited 38 elementary school students through the 

posters.  To the question: "Was slide teaching materals easy to 

understand?", 35/38 people (92%) responded “It was easy to 

understand".   In the free description, there was a statement 

that "It was easy to understand with colorful pictures and 

figures, large letters". 36/38 people (95%) answered "It was 

easy to understand" about "Pepper's talk was easy to 

understand". Additional statements in the free description, 

included "the talk stopped suddenly, and it was hard to hear", 

"it was a one word". Regarding "Was it easy to understand 

using Clicker", all responded "easy to understand" The 

following was noted on the questions when comparing the 

correct responses before and after the course: "Dementia can 

Affect anyone" (p <0.001), "Dementia patient and trouble 

family" (p = 0.002), “I know about elderly support networks 

"(p = 0.004). (see Table 1). 

About the learning effect of the modeling of the role of elderly 

with dementia questionnaires, we conducted a questionnaire 

by five level evaluations to five experts in community welfare. 

The average points of the results were 4.2 points for "� 

problem", 3.6 points for "� activation", 4.6 points for "� 

exemplification", 4.4 points for "�  application", and 4.2 

points for "� integration". On the whole, we found the course 

to be effective in showing how elementary school students' 

behavior affects elderly people with dementia; they can see 

the influence of their own action and enhance the educational 

effects. 

Discussion                                                              

The use of multiple media encouraged participants to be 

actively involved in the elderly with dementia supporter 

training course and maintained their motivation.  The course 

helped to build an affirmative appreciation of the elderly, and 

improve participants' understanding of elderly with dementia. 

Acting as a tutor, Pepper raised the interest and concern of 

participants, explaind important parts of the slides and gave a 

quiz. By making a robot play the role of a tutor, the program 

created a trilateral relationship that advanced proactive 

learning, instead of a bilateral confrontational relationship 

between teacher and learner.  In order to strengthen the 

understanding of dementia among all participants. future 

development should focus on creating content that will 

encourage participants to exchange their knowledge with each 

other and subsequently build such a content into the program. 

Participants will be able to respond appropriately to elders 

with dementia through their role-playing interactions with 

Pepper. 

Conclusions 

We are incorporating Pepper to serve as  tutor and role-play an 

elderly person with dementia. By making the humanoid robot 

take multiple roles, will allow for particpants to acquire and 

practice their new knowledge. Future work will focus on a 

practical application in the program where the robot will play 

the role of elderly person with dementia and incorporates the 

primary school grade viewpoint.  
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Abstract 

Regional disparities in the implementation rates of 
recombinant tissue-type plasminogen activator and 
endovascular thrombectomy treatments have been reported in 
Japan. We simulated the cost-effectiveness of specialist 
dispatching system in Hokkaido, Japan using Geographic 
Information System. In the system a qualified specialist is 
dispatched to another hospital for endovascular thrombectomy. 
Since the system improved patient accessibility, and the cost-
effectiveness was excellent, the system could help enhance the 
equality and cost-effectiveness of ischemic stroke treatments in 
Hokkaido. 
Keywords:  

Cost-Benefit Analysis, Geographic Information System, 
Ischemic Stroke  

Introduction 

The proportions of stroke in the medical and nursing care 
expenditures are not ignorable. Therefore, it is necessary to 
consider the cost-effective management of stroke treatments. 
Endovascular thrombectomy (EVT) combined with 
recombinant tissue-type plasminogen activator (rt-PA) has 
been known as effective for acute ischemic stroke (AIS) 
patients [1]. However, due to the time limits, regional 
disparities in accessibility to the treatments have been reported. 
Specialist dispatching system (SDS), in which a qualified 
specialist for EVT is dispatched to another hospital for EVT, 
has been partly in practice in Hokkaido. SDS can be a solution 
to the regional disparities that will be achievable without 
allocating any further resources. However, there is no research 
that evaluates the effect of SDS on patient accessibility to rt-PA 
and EVT, and the effect on the cost-effectiveness of SDS. To 
suggest a solution to enhance the equality and the efficiency of 
AIS treatments in Hokkaido, this study simulates the effect of 
SDS on accessibility to rt-PA and EVT, and simulates the cost-
effectiveness of SDS from the public perspective.  

Methods 

Subjects and Outcomes  

The subjects in this study are a virtual cohort of patients with 
AIS in Hokkaido, Japan, at the time setting of 2015. Solitary 
island areas are excluded. There are 2 scenarios: (1) current 
scenario in which patients are taken to the closest of the 29 
facilities where qualified specialists for EVT work (Hub 
hospitals); (2) SDS scenario in which a qualified specialist for 

EVT is dispatched from a hub hospital to another hospital 
without a specialist that is equipped for rt-PA and EVT, and that 
is within 60-minute drive distance. The primary outcome is the 
Incremental Cost-effectiveness Ratio (ICER) from the public 
perspective, which is calculated by dividing incremental costs 
by incremental Quality Adjusted Life Years (QALY) 
(Equation1). In this study, ICER is evaluated using the 
threshold of 5,000,000JPY per QALY (approximately 
US$44.154 at the exchange rate on November 7, 2018), which 
has been suggested for cost-effectiveness evaluation in Japan 
[2]. Cost gain (reduction) by the system is also analyzed.  

 

Patient Generation  

The number of AIS patients in Hokkaido in 2015 is estimated 
from the patient’s behavior survey 2014 by the Ministry of 
Health Labour and Welfare [3], and are generated on 
Geographic Information System (GIS) based on the population 
distribution (Arc GIS Desktop 10-ESRI Inc.), using the 
“Random Point Generation” function.  

Transport Time Analysis 

Patient transport time is analyzed with the “Closest Facility 
Analysis” function of GIS. The sum of ambulance arrival time 
at the patient’s location and the time from the arrival up to the 
hospital is defined as “transport time”. The patients are grouped 
into four by the transport time windows, 0-1hour, 1-2 hours, 2-
3 hours, and 3 > hours.  

Patient Outcome Estimation  

Patient severity is estimated in the form of modified Rankin 
Scale (mRS) at 90 days after onset, based on the transport time 
windows [4] (Table 1). Our analysis attempts to reflect the 
nature of rt-PA and EVT that the later a treatment start is, the 
worse outcome will be expected. The data of treatment time and 
patient outcome from the HERMES research is used for the 
analysis [4].  It is assumed that 16.9% of patients transported 
within 3 hours are eligible for rt-PA and EVT, according to the 
data from the Stroke Databank which is a nationwide database 
of stroke cases in Japan [5].  

Cost and QALY Estimation 

Total costs and QALYs are calculated by multiplying the per-
patient cost at each time window by the number of patients at 
the time window, and summing the total costs of all the time 
window. Medical costs, as well as nursing care costs, are 
included in the cost analysis since stroke patients are likely to 
suffer post-stroke disability lifetime. Those costs are estimated 
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based on the estimated patient mRS stages. Data on the medical 
cost for patients at each mRS stage is obtained from the Stroke 
Databank [6]  (Table 1).  Nursing care costs are estimated 
from patients’ Care Need levels (Table1), which is the official 
classification of patients with nursing care. (The Care need 
levels are divided into 7 categories (Support level 1 to 2, and 
Care Level 1 to 5), with Care Level patients severer than 
Support Level patients, and larger numbers mean that patients 
tend to have a severer disability ). The estimated mRS stage is 
changed into the care needs and the nursing costs at each care 
need level are calculated, according to Yamaga et al. [7]. It is 
assumed that patients utilize nursing care services at the rates 
shown in Table2 [8]. QOL utility data at mRS stages are 
obtained from the study by Hattori [8], which collected data 
from a cohort of Japanese stroke patients.  

Results 

The results of patient transport time are shown in Table 4. The 
rates of patients transported within 3 hours would increase from 
98.5% to 99.0% with SDS (45 increase in number). Other 203 
patients (2.3% of all the patients) could be benefited from 
earlier treatment windows. Estimated Per-patient costs at each 
time window are shown in Table 5. The results showed that 
shorter transport time led to cheaper cost expectations. The 
ICER by implementing SDS was dominant since QALY gain, 
and $214,710 cost reduction would be achieved with SDS. 

Table 1 – The expectations of mRS stage distributions at 90 
days at the transport time windows and treatment eligibility 

Time window 
Treat 

eligiblity 

nRS stage (%) 

0 1 2 3 4 5 6 

0-1 hour after onset 
Eligible 
for rt-PA 
and EVT 

0.11 0.216 0.245 0.194 0.116 0.05 0.07 

1-2 hour after onset 0.096 0.198 0.24 0.202 0.127 0.057 0.08 

2-3 hour after onset 0.084 0.181 0.213 0.209 0.138 0.063 0.092 

All time windows 

Not 
eligible 

for rt-PA 
and EVT 

0.036 0.062 0.125 0.087 0.312 0.15 0.225 

Table 2 – Per-patient medical costs, Care need levels, nursing 
care service utilization rates, QOL utilities for each mRS stage 

 
mRS stage 

0 1 2 3 4 5 6 

Total medical 
costs (US$) 7,594 10,244 14,570 16,780 20,130 28,520 23,930 

Care need 
level / Support 

level 1 
Support 
level 2 

Care 
level 1 

Care 
level 2 
or 3* 

Care 
level 4 or 

5* 
/ 

Nursing care 
service 

utilization 
rate 

0.0% 26.1% 91.8% 98.5% 100.0% 100.0% / 

QOL utility 0.89 0.797 0.65 0.588 0.363 0.092 0 

Conclusions 

This study simulated the effect of SDS on accessibility to rt-PA 
and EVT, and cost-effectiveness of SDS from the public 
perspective. Excellent cost-effectiveness, or, cost reduction 
effect of SDS was revealed. Therefore, even though the 
potential patients who would be benefited don’t account for a 
large part of all patients in Hokkaido, SDS will enhance the 
equality and cost-effectiveness of AIS treatments in Japan 

without allocating any further medical resources. Further 
analysis is required on each secondary medical area, which is a 
regional unit to provide in-hospital medicine, for the purpose of 
evaluating the areas where SDS will be the most effective. 

Table 3 – Per-patient nursing costs for each Care need level 

 Support 
level 1 

Support 
level 2 

Care 
level 1 

Care 
level 2 

Care 
level 3 

Care 
level 4 

Care 
level 5 

Nursing care 
costs (US$/year) 3,079 5,263 11,264 15,224 22,296 26,757 30,811 

Table 4 – The number of patients in each time windows 

Scenario 
Transport Time Window 

Total 0-1 hour 1-2 hour 2-3 hour Over 3 
hours 

Within 3 
hours 

Current 8,528 7,085 8,037 8,397 131 98.5% 
SDS 8,528 7,270 8,104 8,442 86 99.0% 

Table 5 – Expected per-patient costs at each time window 
Transport time Medical cost Nursing cost Total cost 

0-1 hours $14,459 $18,730 $33,189 
1-2 hours $14,877 $20,055 $34,932 
2-3 hours $14,418 $21,242 $35,660 
3 hours $20,177 $35,547 $55,724 
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Abstract 

Under the term “big data”, the secondary use of available IT-

based clinical routine data promises to easily support quality 

management and research. Available clinical data can, for 

example, be used to measure care quality, as this is an 

important aspect in the evaluation of health interventions. 

Different indicators are available for measuring care quality, 

e.g. nursing sensitive outcome indicators. However, a specific 

methodology for using clinical routine data to measure quality 

of nursing care is not available at the moment. We present first 

ideas for a model to use clinical routine data to derive nursing 

outcome indicators measuring quality of care. In particular, we 

are interested in the question of which care indicators can be 

extracted to predict care outcome.  

Keywords:  

health care quality indicators, outcome assessment, patient 

safety 

Introduction 

Measuring care quality is an important aspect in the evaluation 

of health interventions due to increasing economic pressure and 

legal requirements on health care facilities. For this purpose, 

meaningful key indicators are necessary.  

In many countries, basic indicators for care quality are defined 

by law. For example, in Austria, the Inpatient Quality Indicators 

(A-IQI) are already established as a legal instrument for 

measuring the quality of outcomes [1, 2]. 

However, this instrument ignores indicators that measure the 

quality of nursing care. Nursing sensitive outcome indicators 

can be used to measure the quality in nursing. Nursing-sensitive 

outcomes are measurable patient conditions based on 

interventions for which nurses are responsible [1]. These 

indicators can be subdivided into subjective and objectively 

measurable outcomes. The subjective outcomes are e.g. patient 

satisfaction, well-being and quality of life. The objective 

outcomes are e.g. patient safety, symptom management, 

functional status and self-management.  

Nursing-sensitive outcomes may also focus on patient safety. 

Six types of nurses-reported adverse events are often described. 

These are: medication - administration errors, pressure ulcers, 

patient falls with injury and three types of healthcare-associated 

infections (urinary tract, catheter related bloodstream infections 

and pneumonia). All are considered sensitive to nursing care 

[3].  

Currently a standardised collection of data with scientifically 

supported instruments for assessing the quality of nursing care 

outcomes does not exist in Austria [1]. 

In the USA, for example, data on nursing outcome indicators 

are collected in a standardised way in national databases such 

as the collaborative alliance for nursing outcomes (CALNOC) 

or the national database of nursing quality indicators (NDNQI).  

This data is used as a basis for analysing Nursing Outcome. In 

Europe the currently largest study on nursing outcomes was 

conducted in 12 countries and with a total of 30 hospitals. Data 

was collected on structure, process and outcome quality. With 

this data the research group was able to perform nursing 

specific outcome analyses [4].  

In practice, models of this kind require a considerable amount 

of additional documentation, and the collection of data is 

always carried out on a selective basis, e.g. once a quarter. 

However, routine clinical documentation is a key task in 

nursing practice and produces a great amount of electronically 

available data. Standardised methods for using clinical routine 

data to measure nursing outcomes are currently not available. 

A further challenge is to structure the clinical routine data in 

order to make it usable for analysing quality of care.  

Objective 

To develop a model for using clinical routine data to analyze 

quality of care for selected patient safety nursing sensitive 

outcome indicators.  

Methods 

The development of the model is based on the SPIRIT 

(Systematic Planning of Intelligent Reuse of Integrated Clinical 

Data) methodology. SPIRIT provides a general framework to 

plan and design solutions for the reuse of clinical routine data 

[5]. 

The development of the conceptual data model follows three 

steps (cf. Fig. 1): 

1. Expert interviews 

Experts from nursing quality control divisions from different 

hospitals are sampled for interviews. A semi-structured 

interview guide is used. The interviews cover four areas: (1) 

Relevance of nursing outcome indicators; (2) Currently used 

measurement methods; (3) Process of creating and structuring 

care data (4) Needs for care outcome analysis. The interviews 

are analysed using the qualitative content analysis according to 

Mayring [6]. Based on the results, questions for the data model 

are developed. 

2. Identification of influencing factors for outcome. 
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In a second step, evidence for factors influencing nursing 

outcome indicators (e.g. patient falls) are collected from 

scientific literature. A systematic literature research is 

conducted in scientific databases such as Pub Med and 

CINAHL. All influencing factors from studies and guidelines 

considered to be relevant are included as objects in the 

conceptual data model. 

3. Identification of clinical processes  

Scenarios are created in order to obtain information about 

where routine clinical data is created in the process of care. 

Based on this, the relationships between the objects in the data 

model are detailed. The scenarios are evolved using five phases 

as described in Kosow (2008). First is the identification of the 

scenario field, second is the identification of the key factors, 

third key factors are analysed, then the scenario is generated 

and finally transferred [7]. 

After the development of the conceptual data model, a case 

study is conducted to match the objects of the data model with 

the available clinical routine data in a health care facility. 

Statistical analyses are carried out with the available data and a 

procedure for the analysis is described. Based on the results, a 

framework for using clinical routine data to analyse nursing 

sensitive patient outcomes is created.  

 

Figure 1: Overview of the conceptual nursing sensitive outcome data model 

with the different steps of development. 

First Results   

Expert interviews and literature research are currently under 

way. Nursing outcome indicators and quality measurement 

approaches have been identified based on a broad literature 

research.   

Discussion 

This study will offer a way to detect quality of care by using 

routinely collected patient data. The conceptual nursing 

sensitive outcome data model is developed as a best-practice 

framework, which permits the use of clinical data to measure 

nursing outcomes. This study will reveal if routinely collected 

patient data is suitable for measuring quality of care and patient 

outcome. If it fails to do so, it can produce input into how 

clinical documentation must be modified in order to achieve 

this goal. 

Acknowledgements 

This work is part of the PATIS-Project (A Patient safety 

Intelligence System and framework for the secondary use of 

multimodal clinical data to assess and improve patient safety) 

which is funded by the Austrian Science Fund (FWF-P 29076).   

References 

[1] S. Türk, Austrian Inpatient Quality Indicators (A-IQI), 

Bundesministerium für Gesundheit. (2015). 

[2] F. Stewig, P. Schuchter, B. Domittner, and E. Breyer, 

Pflege-Ergebnisqualität, Gesundheit Österreich GmbH, 

Wien, 2013. 

[3] D. Ausserhofer, M. Schubert, M. Desmedt, M.A. Blegen, 

S. De Geest, and R. Schwendimann, The association of 

patient safety climate and nurse-related organizational 

factors with selected patient outcomes: A cross-sectional 

survey, Int. J. Nurs. Stud. 50 (2013) 240–252. 

doi:10.1016/j.ijnurstu.2012.04.007. 

[4] D. Ausserhofer, B. Gehri, S. De Geest, K. Fierz, and R. 

Schwendimann, [Quality and general practice development 

in Swiss acute hospitals as a result of study results - a 

follow-up survey of nursing directors of RN4CAST 

hospitals], Pflege. 28 (2015) 49–56. doi:10.1024/1012-

5302/a000404. 

[5] W.O. Hackl, and E. Ammenwerth, SPIRIT: Systematic 

Planning of Intelligent Reuse of Integrated Clinical 

Routine Data, Methods Inf. Med. 55 (2016) 114–124. 

doi:10.3414/ME15-01-0045. 

[6] P. Mayring, Qualitative Inhaltsanalyse, 10.Aufl., Beltz, 

Weinheim Basel, 2008. 

[7] H. Kosow, and R. Gaßner, Studies Methods of Future and 

Scenario Analysis, Dtsch. Inst. für Entwicklungspolitik. 

(2008). 

 

Address for correspondence 

Renate Nantschev, UMIT, Institute of Medical Informatics, Eduard 
Wallnöfer Zentrum 1, 6060 Hall in Tirol, Austria,  
renate.nantschev@umit.at. 

 

R. Nantschev et al. / Developing a Model for Using Clinical Routine Data1864



The Survey for Determining Knowledge-Related Problems in the Dissemination of ICD-11 

Akemi Nishio
a

, Eizen Kimura
b

, Ryoma Seto
a

, Yoko Sato
c

, Hiroshi Mizushima
b

 

a 
Tokyo Healthcare University Setagaya, Tokyo, Japan  

b 
National Institute of Public Health, Wako, Saitama, Japan 

c 
National Defense Medical College, Tokorozawa, Saitama, Japan 

 

 

Abstract 

Changes in the 11th revision of the International Classification 

of Diseases (ICD-11) from ICD-10 may significantly impact 

coding quality. We conducted a field trial in 2017 to evaluate 

the line coding quality of 19 cases coded using the coding 

method of the World Health Organization. The cases with low 

agreement between the accuracy rates of ICD-10 and ICD-11 

were cases that required the extension code. We should prepare 

effective educational content about how to use the extension 

code for proper coding in ICD-11. 

Keywords:  

International Classification of Diseases, World Health 

Organization, Clinical Coding  

Introduction 

The World Health Organization (WHO) requires that 

investigations of the effects of the revisions through field trials 

assess applicability, reliability, and usefulness so that the WHO 

may fix issues before the rollout of the final version of ICD-

11[1]. Field trials are conducted by experts who perform ICD 

coding in actual medical settings so that they not only provide 

useful information on the effects of revision on statistical data 

but also measure the effectiveness of the revision itself[2; 3]. 

The WHO provided the ICD-11 Reference Guide and the ICD-

FiT (a web-based data entry tool to support the protocols of 

implementation of ICD-11 field trial core study), case 

scenarios, and diagnostic terms for the field trial[4]. We 

conducted a field trial in 2017 and evaluated line coding and 

case coding. In this study, we investigated the relationship 

between the gold standard code provided by WHO and the 

codes entered by the participants to determine what education 

and training are necessary for ICD-11 dissemination. 

Methods 

We conducted a field trial from August 2017 to September 

2017, in collaboration with the Japan Society of Health 

Information Management and the Japan Hospital Association. 

Participants were recruited online. During the trial period, they 

logged into the field trial system (ICD-FiT) and entered the 

answers at their convenience time. We translated the ICD-11 

reference guidelines and some of the instructions in ICD-FiT 

into Japanese. However, the overall interfaces and messages in 

ICD-FiT were left in English. We examined whether the ICD-

10 and ICD-11 codes coded by participants were consistent 

with 19 gold standard diagnostic terms provided by WHO. 

Agreement analysis using Gwet’s AC1[5] was carried out to 

confirm whether the answers of ICD-10 and ICD-11 were 

consistent with one another. If divergence observed in the 

accuracy rates of ICD-10 and ICD-11, we assume that there is 

some gap of knowledge for coding. We used the R Statistical 

Software v.3.5.1 (R Foundation for Statistical Computing, 

Vienna, Austria) and ‘sirt’ package (supplementary item 

response theory models).  

We classified comments of respondents who found difficulty 

during coding into eight categories and tabulated the 

proportions of each category for ICD-10 and ICD-11 (Table 2): 

(1) the classification code was ambiguous; (2) the inclusion 

term was insufficient or missing; (3) the classification code was 

indistinguishable from the others; (4) the coding guide was 

incomplete or unclear; (5) the description of a diagnostic term 

was ambiguous; (6) lack of knowledge about the code; (7) the 

concept of the code was too broad; and (8) other. After the field 

trial, we administered a questionnaire on English proficiency to 

the participants. 

Of note, the ICD-11 provided by WHO in this trial was the 

development version as of August 2017 and is not identical to 

the ICD-11 that is currently published. 

Results 

Three hundred seventy-eight health information managers 

participated as evaluators of ICD-Fit. The total number of 

responses for line coding was 3,959 for 19 diagnostic cases. The 

accuracy rates of ICD-10/11 on Central line associated 

Escherichia coli (E. coli) sepsis and Kaposi's sarcoma of the 

soft palate with AIDS were 0%. The results of the other 17 cases 

are shown in Table 1. Cytomegalovirus Colitis, Right breast 

angiolipoma, Pleomorphic adenoma of right parotid gland 

showed extremely low Gwet’s AC1 value; however, 

Cytomegalovirus Colitis had higher accuracy rate for ICD-11 

than that for ICD-10. There were 8 cases where the accuracy 

rate of ICD-11 exceeded the ones of ICD-10, and 9 cases were 

lower than the ones of ICD-10. In the case where an extension 

code was required, the accuracy rate of the ICD-11 was meager.  

The numbers of participants who experienced difficulty in 

coding were 91 and 115 for ICD-10 and ICD-11, respectively 

(Table 2; n represents the number of responses and % the 

proportion ). Lack of knowledg of ICD-10 and that the concept 

of code was too broad for ICD-11 were the top reasons for 

causing difficulty in coding. In the cases with 0% accuracy rate  

in ICD-11, too broad concept of the code was the most common 

reason. There were 93 respondents to the questionnaire on 

English proficiency; 25 people chose “understand to a certain 

extent,” 67 people chose “do not understand well,” and 1 person 

chose “other.”. 
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Table 1. The agreements and accuracy rate of the coding results of ICD-10 and ICD-11 

ID Disease Name n Gwets’AC1 

ICD10 Accuracry 

Rate(%) 

ICD11 Accuracy 

Rate(%) 

w 

Extention 

1192 Puerperal sepsis 291 0.8968 93.47 95.88  

1193 Sepsis due to Escherichia coli (E. coli) 187 0.6715 50.36 87.77  

1194 Staphylococcus sepsis 151 0.6865 50.91 80.36  

1195 Methicillin-Resistant Staphylococcus Aureus (MRSA) Septicemia 253 0.6336 11.86 30.04  

1196 Sepsis due to urinary tract infection 238 0.6328 26.89 1.68  

1199 Chronic obstructive pulmonary diease with pneumonia and HIV disease 194 0.9948 0.52 0.00  

1201 AIDS-related dementia 82 0.8925 4.10 0.00  

1202 Pneumoncytis pneumonia (PCP) with AIDS 180 0.8759 0.00 11.11  

1203 Wasting syndrome due to HIV 178 0.7362 84.27 88.76  

1204 Clostridium difficile diarrhea 198 0.7013 93.43 78.79  

1205 Acute gastroenterotos amd dehydration 185 0.7561 18.92 1.08 � 

1206 Cytomegalovirus Colitis 197 -0.2054 36.55 89.85  

1207 Right breast angiolipoma 186 -0.173 65.59 0.00 � 

1208 Moderately differentiated invasive adencarinoma of the duodenum 173 0.5652 94.80 67.05  

1209 Pleomophic adenoma of right parotid  gland 168 -0.5114 80.89 3.57 � 

1210 Neurofibromatosis 182 0.478 70.88 82.42  

1212 Mature teratoma of ovary 175 0.9331 6.29 0.00 � 

Table 2. Causes of difficulty in line coding 

Choice Number 

ICD10 ICD11 

n % n % 

1 6 6.59 3 2.61 

2 4 4.40 5 4.35 

3 10 10.99 5 4.35 

4 3 3.30 5 4.35 

5 5 5.49 15 13.04 

6 28 30.77 33 28.70 

7 18 19.78 43 37.39 

8 17 18.68 6 5.22 

Total 91  115  

Discussion 

In most of the cases that require an extension code, the accuracy 

rate of ICD-11 was low. The current study was conducted only 

on infectious diseases; therefore, we could not determine the 

critical factors influencing whether the ICD-11 codes by 

participants matched the gold standard. We should investigate 

the cases requiring extensions with other types of diseases and 

the details in errors. Since this study was generally conducted 

in English with only a few materials translated into japanesse, 

its influence on the low accuracy rate in the complex code was 

considered to have been great. For a short diagnostic term, ICD 

codes can be easily retrieved by copy and paste  in the coding 

tool. However, for the longer ones, it’s hard for evaluators to 

choose the appropriate word to search. Linguistic problems 

might have inhibited non-English native participants from 

acquiring the appropriate search terms. We plan to confirm how 

the accuracy rate will change after all materials in ICD-FiT 

translated into Japanese. 

For future work, we will investigate sections other than 

infectious disease, identify common causes of gaps between 

ICD-10 and ICD-11 in accuracy rates, and develop an effective 

curriculum in which participants can learn new features of ICD-

11 efficiently. 

ConclusionIn the cases that the extension code was included, 

the coincidence rate between ICD-11 respondents and the gold 

standard was very low. The low accuracy in the cases with 

extension code might be also due to the language barrier. We 

think it is necessary to translate the materials into Japanese and 

to have more field trials after teaching the notions of extension 

code to take ICD-11 to the practical stage. 
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Abstract 

The aim of this work is to study the influence of contamination 
with infusion in clinical chemistry tests and to design an 
algorithm for detection of inadequate blood specimen. We show 
that panic value of postassium (K+)/ glucose (GLU) or 
decrease of total protein (TP), albumin (ALB),  urea nitrogen 
(BUN), uric acid (UA), high-density lipoprotein cholesterol  
(HDL-C), total cholesterol (T-CHO), and calcium (Ca) is an 
index of contamination of drip infusion solution. Through a 
clinical study, we show that our algorithm is useful for 
preventing adverse medical errors. 

Keywords:  

Patient Safety, Medical Errors, Clinical Chemistry Tests 

Introduction 

Panic value due to inadequate blood specimen is often reported 
in hospitals as one of the causes of contamination with drip 
infusion solution into the blood [1 – 2]. It is shown that 
contamination with drip infusion solution is caused by incorrect 
blood drawing techniques or positions. Therefore, drawing 
blood guidelines are determined by Japan Committee for 
Clinical Laboratory Standards (JCCLS) or National Committee 
for Clinical Laboratory Standards (NCCLS). Panic values due 
to incorrect blood drawing may be detected and confirmed 
using conventional quality control methods. However, it is 
difficult to detect contamination with drip infusion solution, 
where tests may not reach the panic value and may go 
unnoticed, leading to adverse incidents in hospital. The aim of 
this work is to study the influence of contamination with drip 
infusion in clinical chemistry tests, and to design an algorithm 
for detection of inadequate blood specimen that is contaminated 
with drip infusion solution. 

Materials and Methods 

Materials 

The subject of research is a healthy adult person. We used five 
types of drips with different contents of electrolytes and glucose 
isotonic electrolyte infusion solution (Lactec) or hypotonic 
electrolyte infusion solution (T1 /T2 /T3 /T4) ) for this study.

Methods 

The infusion needle was injected into median antebrachial vein 
and the drip solution was then infused. The flow speed of 
infusion was controlled from 0 ml/h to 150 ml/h with infusion 
pump. Blood was drawn from up/down stream position of same 
side vein as well as from the opposite side vein (see Figures 1 
and 2). After blood centrifugation, serum was collected and 
analyzed using a dry-chemistry auto-analyzer (FUJI DRI-
CHEM 4000). We then extracted the biochemical test items that 
changed due to the contamination and determined the cutoff 
value of infusion contamination. We designed a detection 
algorithm for inadequate blood specimens due to contamination 
with infusion solution in the clinical chemistry tests. The 
sensitivity and specificity of the algorithm was evaluated  using 
contaminated or non-contaminated (blineded) blood specimen 
from 20 patients. 

 

Figure 1 -  Flow Chart 

 

Figure 2 - Blood drawing position

D
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Figure 3 -  Influence at each blood drawing site by T3 solution 

Results 

The influence at each blood drawing site is shown in Figure 3. 
The change of value was not observed at the downstream site 
and the opposite side. Conversely, significant change was 
observed at the upstream site. The influence of infusion speed 
by infusion type at the upstream site is shown in Figure 4. 
Potassium (K+) and glucose (GLU) values changed 
significantly (over +200%:75ml/h), reaching panic values. 

 

 

 

Figure 4 - Influence of infusion speed by infusion type 

Total protein (TP), albumin (ALB),  urea nitrogen (BUN), uric 
acid (UA), high-density lipoprotein cholesterol  (HDL-C), total 
cholesterol (T-CHO), and calcium (Ca) decreased in proportion 
to flow speed (-20%:75m/h, -60%:150m/h). Other biochemical 
tests showed slight changes (within -20%), trending towards the 
lower limit level of analysis.The detection algorithm for 
inadequate blood specimens is shown in Figure 5. We designed 
two kinds of algorithm based on the result. Type A showed 
66.7% sensitivity and 100% specificity. Type B showed 83.3% 
sensitivity and 75.0% specificity. 

Figure 5 - Detection algorithm for inadequate blood 
specimens 

Conclusions 

We showed that increase in K+/ GLU to panic values or 
decrease in of TP, ALB, BUN, UA, HDL-C, T-CHO, Ca is an 
index of contamination of infusion solution. For the latter case, 
even if each of these biochemical values do not to reach the 
panic value, we should suspect contamination with infusion 
solution, when the tests show a downward tread. Our detection 
algorithm seems to imply that confirming the reduction of red 
blood cell related values may prevent medical errors. This 
algorithm is also effective for detection of contamination of 
infusion at low speed. The sensitivity of the algorithm, 
however,  needs improvement. Our future study will be focused 
on quality control methods for auto analyzer in contamination 
of infusion. 
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Abstract 

The International Cancer Research Partnership (ICRP) has 

developed a cancer research funding database since its 

establishment, with data gathered from the participating 

funnding organizations. We estimated and compared the total 

amount of cancer research funding from governmental 

organizations in the USA, the UK and Japan using ICRP and 

publicly available databases. We also discussed use of the 

ICRP database as a tool to consider the cancer research 

funding allocation at a national level.  

Keywords:  

Cancer research, Database, Government organizations 

Introduction 

Strategic cancer research funding is needed to maximize the 

impact of the funds at both national and global levels. The 

International Cancer Research Partnership (ICRP) was 

established in 2001 [1], and is an alliance of governmental and 

charitable organizations funding regional, national, and 

international cancer research grants and awards. There are 24 

Partners, representing 129 cancer research funding 

organizations in 2018 from Australia, Belgium, Canada, 

Denmark, France, Hong Kong, Japan, the Netherlands, the 

United Kingdom, and the United States.  

ICRP partners code their annual funding portfolios to a 

common format and submit the coded portfolios to a publicly-

available database on the ICRP website (hereinafter, ICRP 

database). The ICRP database currently contains over 78,000 

awards from 1990, and estimated roughly 60% of cancer 

research funding at global level. 

The ICRP database contains a classification system, “Common 

Scientific Outline” (hereinafter, CSO) [2]. CSO was originally 

developed by the National Cancer Institute and the US 

Department of Defense to analyse cancer research funding 

comprehensively. The CSO has been used by ICRP and various 

funding agencies and countries to analyze and achieve 

appropriate allocation of cancer research funding.  

The current version of the CSO (CSO v2) was adopted by the 

ICRP in April 2015 and all awards in the ICRP database are 

coded to this version. CSO v2 is organized into six broad areas 

of scientific interest in cancer research (Table 1) [1]
 

. 

 

 

Table 1– CSO codes [1] 

CSO 1 Biology

CSO 2 Etiology

CSO 3 Prevention

CSO 4 Early Detection, Diagnosis, and Prognosis

CSO 5 Treatment

CSO 6 Cancer Control, Survivorship, and Outcomes 

Research

The ICRP database also contains a standard cancer type coding 

scheme. CSO and site coding lay a framework to improve 

coordination among research organizations, making it possible 

to compare and contrast the research portfolios of public, non-

profit, and governmental research agencies.  

ICRP publishes regular data reports using ICRP database, e.g., 

2005-2008 benchmark analysis of cancer research funding, 

Disparities in cancer research, and Childhood cancer [1].  

The governments fund a considerable amount of medical 

research to cancer care including biology, aetiology, 

prevention, treatment and public health [3]. Given that the total 

amount of money devoted to cancer research is limited, it is 

important to maximize allocation of cancer research funding as 

a part of national caner control programmes (NCCPs). As the 

ICRP database contains most of the cancer research funding 

from governmental organizations in some countries, such as the 

US and UK, it could be a useful tool to consider the cancer 

research funding allocation at national level. 

The purpose of this study is to estimate and compare the total 

amount of cancer research funding from governmental 

organizations (hereinafter public cancer research funding) in 

the USA, the UK and Japan using ICRP database and publicly 

available databases, and to discuss effective use of the ICRP 

database as a part of national cancer control programmes. 

Methods 

We extracted data of public cancer research funding between 

2011 and 2015 from the USA and the UK from the ICRP 

database.  

As most of Japan’s public cancer research grants data has not 

yet been included in the ICRP database, we extracted public 

cancer research grants data in Japan between 2011 and 2015 

from publicly available databases of three ministries of Japan; 

namely the Ministry of Health, Labour and Welfare (MHLW), 

the Ministry of Education, Culture, Sports, Science and 

Technology (MEXT) and the Ministry of Economy, Trade and 

Industry (METI). We allocated at least one CSO and one site 
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code per grant. Grants with more than one CSO or site codes 

were divided equally by the number of CSO or site codes for 

the analyses. All Japanese grants were converted from Japanese 

Yen to US$ using the exchange rates of 1 JPY = US$ 0.0114. 

We estimated the total amount of public research funding in the 

USA, the UK and Japan. We conducted a comparative analysis 

of public cancer research funding among the three countries, 

CSO and cancer site. All data was analyzed using SPSS ver. 25 

(IBM, NYC). 

Results 

Annual public cancer research funding between 2001 and 2015 

was estimated at US$ 4,407 – 5,814 million in the USA, US$ 

289 – 324 million in the UK, and US$ 244 – 333 million in 

Japan.  

Public cancer research funding was distributed primarily to 

“CSO5 Treatment” in all three countries, followed by “CSO1 

Biology”. The smallest proportion was estimated as “CSO3 

Prevention” in the USA and Japan, and “CSO2 Etiology” in the 

UK (Table 2).  

Table 2– Total Amount of Public Cancer Research Funding in 

the USA, UK and Japan in 2011-2015 

�  

Total Amount (Million US$, [%]) 

2011 2012 2013 2014 2015 

US 

CSO1 

1,274.3 

(24.5%) 

1,155.3 

(24.6%) 

977.5 

(22.2%) 

1,089.4 

(23.3%) 

1,477.1 

(25.4%)

CSO2 

738.7 

(14.2%) 

630.5 

(13.4%) 

617.0 

(14%) 

623.7 

(13.4%) 

840.4 

(14.5%)

CSO3 

424.8 

(8.2%) 

438.7 

(9.3%) 

440.5 

(10%) 

416.1 

(8.9%) 

469.3 

(8.1%)

CSO4 

690.4 

(13.3%) 

640.9 

(13.6%) 

651.3 

(14.8%) 

659.2 

(14.1%) 

775.3 

(13.3%)

CSO5 

1,426.6 

(27.4%) 

1,269.1 

(27%) 

1,222.2 

(27.7%) 

1,376.4 

(29.5%) 

1,661.7 

(28.6%)

CSO6 

646.1 

(12.4%) 

569.0 

(12.1%) 

498.8 

(11.3%) 

502.6 

(10.8%) 

590.4 

(10.2%)

Total 

5,200.9 

(100%) 

4,703.5 

(100%) 

4,407.3 

(100%) 

4,667.3 

(100%) 

5,814.1 

(100%)

UK 

CSO1 

73.8 

(25.6%) 

62.9 

(20.8%) 

60.2 

(20.8%) 

64.4 

(21.5%) 

60.0 

(18.5%)

CSO2 

21.5 

(7.4%) 

14.7 

(4.9%) 

11.5  

(4.0%) 

13.7 

(4.6%) 

17.6 

(5.4%)

CSO3 

22.8 

(7.9%) 

28.8 

(9.5%) 

26.8 

(9.3%) 

27.1 

(9.0%) 

29.1 

(9.0%)

CSO4 

45.9 

(15.9%) 

51.9 

(17.2%) 

51.4 

(17.8%) 

51.9 

(17.3%) 

56.4 

(17.4%)

CSO5 

91.9 

(31.8%) 

106.6 

(35.3%) 

101.9 

(35.3%) 

104.1 

(34.7%) 

122.1 

(37.7%)

CSO6 

32.7 

(11.3%) 

37.6 

(12.4%) 

37.2 

(12.9%) 

38.8 

(12.9%) 

39.0 

(12%)

Total 

288.6 

(100%) 

302.4 

(100%) 

289.1 

(100%) 

300.1 

(100%) 

324.2 

(100%)

JP 

CSO1 

56.7 

(21.9%) 

63.6 

(23.5%) 

59.8 

(24.5%) 

50.6 

(13.1%) 

70.6 

(21.2%)

CSO2 

23.7 

(9.1%) 

24.2 

(8.9%) 

24.9 

(10.2%) 

36.3 

(9.4%) 

31.1 

(9.4%)

CSO3 

9.7 

(3.8%) 

12.3 

(4.5%) 

9.2 

(3.8%) 

7.8 

(2.0%) 

4.8 

(1.4%)

CSO4 

40.1 

(15.5%) 

31.8 

(11.7%) 

31.9 

(13.1%) 

54.6 

(14.1%) 

61.8 

(18.6%)

CSO5 

100.1 

(38.7%) 

112.2 

(41.4%) 

97.1 

(39.8%) 

213.1 

(55.2%) 

144.6 

(43.5%)

CSO6 

28.7 

(11.1%) 

26.9 

(9.9%) 

21.1 

(8.7%) 

24.0 

(6.2%) 

19.6 

(5.9%)

Total 

258.9 

(100%) 

271.0 

(100%) 

243.9 

(100%) 

386.3 

(100%) 

332.5 

(100%)

 

 

Among the cancer sites evaluated, “Not Site-Specific Cancer” 

received the highest amount of funding in the three countries. 

There were differences in the allocation of public cancer 

research funding per cancer site among the three countries. In 

the past 5 years, breast cancer, prostate cancer and lung cancer 

were funded as the top three cancer sites in the USA, while 

leukemia, breast cancer, colon and rectal cancer, and prostate 

cancer in the UK, and lung cancer, colon and rectal cancer, 

leukaemia and liver cancer in Japan.  The differences may be 

partly explained by the cancer mortality and incidence of each 

country. 

Table 3– Top Three Publicly Funded Cancer Research by 

Cancer Site in the USA, UK and Japan in 2011-2015 
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Conclusions 

This study indicated that public cancer research funding can be 

analysed using the ICRP database. The USA, the UK and Japan 

have common features of public cancer research funding in 

general, i.e., relatively higher investments in treatment and 

biology (CSO), and breast cancer (cancer sites). However, 

some differences have been revealed from our analysis 

particularly in the allocation of cancer research funding by 

cancer sites.   
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Abstract 

This contribution outlines a conceptual model of a novel 

approach to chronic disease prevention and management: 

Preventative Health Account Supported by Electronic Medical 

Records (PHASE). The PHASE model combines predictive 

computation of risk scores for chronic disease and use of 

alternative currencies on blockchain technology to build a 

preventative health account to help individuals invest in a 

healthier lifestyle, reduce their risk scores and, in turn, reduce 

the related potential cost to the healthcare system. 

Keywords:  

Electronic Health Records, Preventive Medicine, Social 

Determinants of Health.  

Introduction 

The financial and societal burden of chronic diseases (CD) is 

very high worldwide. Globally, more than 70% of deaths are 

due to CD. CD directly affects health care budgets, employee 

productivity, and economies [1-2]. CD are highly preventable 

as health promotion and prevention policies can limit the 

impact of modifiable risk factors. One way to limit risk factors 

is to focus on behavior and lifestyle as typically what an 

individual does (or fails to do) along with general well-being, 

play a key role in CD development [3-4]. In general, the concept 

of individual health extends beyond the absence of disease as it 

encompasses the state of complete physical, mental, and social 

well-being [5]. In the past decades there has been a growing 

interest in health promotion and prevention strategies but they 

typically follow a generalized approach of CD prevention 

which does not consider the individual profile and context nor 

the fact there are differences in CD risk patterns and incidence 

related to socioeconomic status (SES). For example, the fact 

that people from lower SES are disproportionately affected by 

CD and have difficulty affording the cost of preventative care 

[6]. A variety of financial incentives have been proposed to 

promote healthy lifestyle and CD prevention, for example cash 

rewards, shopping vouchers, discounts for goods, or in-kind 

benefits, as well as non-guaranteed rewards (e.g. the chance of 

winning a lottery or raffle) [7]. Similarly, the concept of health 

spending accounts (HSAs) has been introduced as an alternate 

method to decrease healthcare costs for CD. HSAs work by 

providing the insured individual a specific amount of funds to 

be used exclusively for healthcare, typically for standard 

medical services [8]. However, financial incentives and HSAs 

have not been explored systematically for prevention in any 

country yet.  

In general, the current systems largely focus on treating 

diseases rather than providing sufficient funding for services or 

products to improve mental and social well-being, and they do 

not compensate or reward disease prevention [9]. There is a 

need for health promotion and disease prevention programs that 

take into account SES as well as risk profiles for CD and that 

are able to focus on the individual behavior, lifestyle, and well-

being. In this contribution, we outline the conceptual model of 

a novel approach to CD prevention that combines alternative 

currencies (ACs) on blockchain technology and predictive 

analytics supported by Electronic Medical Records (EMRs) 

data for individualized intervention.  

Conceptual Model 

Figure 1 outlines the conceptual model of the proposed 

approach, the Preventative Health Account Supported by 

EMRs (PHASE).  

Figure 1 – Conceptual Model of PHASE 

 

In the PHASE model the government or, in general, the 

organization overseeing healthcare expenditures, determines an 

allotted amount of money to provide to pre-identified 

individuals. Each individual has an associated risk score that 

identifies the potential high-cost users of the healthcare system. 

The risk score is computed by using predictive analytics on data 

collected from physician EMRs including, e.g., specific risks 

for CD, SES, and other variables. The risk score determines the 

individual prevention plan and the related amount of funds 
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deposited in the individual’s preventative health account. The 

risk score is evaluated regularly by a family physician to 

determine any changes and update the individual’s prevention 

plan and account accordingly. Data are collected within the 

physicians’ EMR which is sent to the organization overseeing 

healthcare expenditures.  

In the proposed PHASE model two different ACs can be 

deposited into the individual’s account, namely the Healthcare 

AC (hAC) and the Reward AC (rAC). ACs are supported on a 

blockchain to automate transactions following user-defined 

criteria and logic through the use of its smart contract 

functionality.  

The hAC can be used to purchase services or products that 

would help individuals to lower their risk scores. For example, 

the hAC can be spent at pre-approved businesses/organizations, 

such as healthcare providers or participating stores, e.g. to 

purchase fresh food, to sign up for a gym membership, to pay 

for housing, and so on. As the aim of hAC is to decrease the 

risk scores, allotment will be revised based on changes to risk 

scores and healthcare costs avoided.  Since hAC can only be 

used at pre-approved organizations it will help to prevent any 

misuse of funds. The PHASE model also includes incentives to 

businesses/organizations to participate in such a program, for 

example a tax break or an annual credit related to the amount of 

hAC spent. The rAC is introduced in the PHASE model, in 

parallel to the hAC, to reward individuals who successfully 

lower their risk scores. The rAC acts as a rewards-based 

incentive for individuals to actively improve their health. It is 

deposited in the individuals’ account based on their progress 

and how much they have saved the healthcare system. The rAC 

may be a combination of loyalty points and monetary incentives 

to be used on a wider variety of products or services compared 

to hAC. The goal of the rAC is to encourage individuals to 

continue maintaining or lowering their risk scores.  

The proposed PHASE model is supported on a private, 

permissioned Ethereum blockchain to capture hAC and rAC 

transactions between government, physicians, individuals, and 

businesses/organizations. The solution will require two types of 

smart contracts built within the blockchain, owned and updated 

by the government or agency responsible for ACs: 

1. The Complete Data Contract, holding a data structure 

containing the logic requiring all necessary patient 

information to be entered before the information can be 

stored in the data structure and used to assess their 

eligibility for hAC and rAC.  

2. The AC Distribution Contract, containing the logic 

outlining how much hAC and rAC can be distributed 

based on data provided by the physician’s EMR. 

For the proposed model to be successful, key components such 

as the correct balance of hAC and rAC (amount and timing), 

which CD to focus on, as well as how to compute the risk 

scores, need to be optimized. The amount of the incentive acts 

as a motivator or demotivator, shaping the individual’s 

perspective of the behaviour whereas the timing of the incentive 

influences reinforcement of the desired behaviour.  

In general, the program would be considered effective and 

sustainable to the extent that allocation of AC to individuals 

with selected conditions can induce behavior change, lower risk 

scores, and help individuals maintain a healthy lifestyle. For 

these reasons, the program must have stringent eligibility crite-

ria that take into account factors such as genomic predisposition 

and social determinants of health in order to serve its intended 

population and help reduce the related healthcare costs. 

Conclusions 

We have presented the conceptual model of PHASE, a disease 

prevention solution drawing on components of HSAs and 

incorporating two types of ACs as a way to provide necessary 

financial assistance to people from lower SES to prevent and/or 

better manage their CD. The use of blockchain technology can 

help reduce transactional costs between stakeholders and 

ensure accountability, as well as record a history of 

transactions. Further investigations are needed to determine 

how to correctly implement the model (identification of 

selected CD, computation of risk scores, allottment of AC, 

monitoring of healthcare costs, and role of the various 

stakeholders) in a way that it can contribute to sustained health 

behaviour change, decreased CD risk scores, and reduced 

financial burden on the healthcare system. 
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Abstract 

Understanding public risk perceptions, and how these affect 

behavior, is critical to public health’s ability to leverage 

technology for risk communications. However, little is known 

about Zika virus risk perceptions. We addressed this gap by 

analyzing nationally representative (U.S.) survey data. Our 

results suggest that a minority of U.S. adults perceive Zika to 

be a major threat (13%), and only about 15% have taken 

protective actions. Our findings have implications for 

improving technology-supported risk communication. 

Keywords:  

Zika Virus Infection, Risk, Social Media 

Introduction 

One of the most important public health (PH) responses to the 

threat of Zika virus (ZKV) is communicating the risk to the 

public and empowering people with the knowledge they need 

to protect themselves. PH authorities continue to disseminate 

such information through traditional media; however, 

increasingly, they also leverage information and 

communication technologies (ICTs), such as social media. This 

shift is a response to the rapid growth in the public’s use of the 

internet to get news[1] and to seek health information [2].  

Recent qualitative studies have found that people do indeed 

seek information about ZKV from PH authority websites and, 

when faced with scientific uncertainty, some turn to social 

media to collect additional information to inform their personal 

decision-making, and to collaboratively assess the risk of ZKV 

at multiple levels [3], [4]. Unfortunately, this research also 

suggests that PH authorities’ ZKV communication through 

ICTs, especially social media, has been insufficient [3], [5]. 

These studies have provided important insights into social 

media users’ risk perceptions – their judgements about the risk 

associated with ZKV – as well as into their information needs 

and the extent to which PH authorities have met those needs. 

To improve their technology-supported risk communication, 

though, PH authorities need to understand the pervasiveness of 

different ZKV risk perceptions and the factors that predict these 

perceptions and taking protective actions. We aimed to address 

this gap by quantitatively analyzing publicly available data on 

different ZKV risk perceptions and their effects on self-reported 

mitigation behaviors. 

Methods 

The results of this cross-sectional study are based on data from 

the Pew Research Center (PRC) Wave 17 American Trends 

Panel Survey, which was conducted between May 10 and June 

6, 2016. The dataset, as well as the detailed survey 

methodology, are available on PRC’s website [6]. Briefly, 

4,563 adult members of the national, probability-based 

American Trends Panel completed the self-administered online 

(90%) or mailed (10%) survey in English or Spanish. PRC 

provided survey weights to account for differential probabilities 

of selection into the panel and nonresponse. We utilized the 

data from Form 1 (of three survey forms), which was completed 

by 1,549 individuals. Although PRC has released a report based 

on this survey, [7] it did not include results related to ZKV. 

We examined factors associated with two main outcomes: 

1. Risk Perception: ZKV risk perceptions were measured by 

the survey question, “How much of a threat, if any, is the Zika 

virus for…” (a) “The health of the U.S. population as whole” 

(N=1,510); (b) “Your personal health” (N=1,525); and (c) “For 

women who are pregnant or trying to get pregnant today” 

(N=1,514). For (a)-(c) the following options were provided, “A 

major threat,” “A minor threat,” and “Not a threat.” While we 

compared perceptions for different target groups, we focused 

our bivariate and multivariate analyses on (b), using weighted 

chi-squared tests of independence for the former and a 

multinomial logistic regression model for the latter. 

Based on the literature, [8] we hypothesized that the following 

would be associated with perceiving ZKV to be a threat to 

personal health: higher Zika knowledge; discomfort with 

scientific uncertainty; social factors (e.g., recently discussed 

health); personal risk factors, including demographic variables 

associated with higher risk of getting ZKV (i.e., U.S. region, 

age). We included internet use, sex, race/ethnicity, income, and 

education as control variables [8], [9]. 

2. Risk Mitigation: We were also interested in the factors 

associated with U.S. adults taking protective actions. This was 

measured with the survey question: “Have you, personally, 

taken any actions to reduce your risk of getting the Zika virus, 

or haven’t you done this?” (N=1,523). While “action” was left 

to respondents’ interpretation, based on PH recommendations, 

one action may be avoiding travel to high-risk areas – areas 

with cases of locally transmitted ZKV. In addition, if one 

decides to travel to or lives in a high-risk area, it may include 

actions such as preventing mosquito bites. 

We developed risk mitigation hypotheses and selected factors 

based on the widely used Health Belief Model [10]. Weighted 

chi-squared tests were used for bivariate analyses, and a 

binomial logistic regression model for multivariate analysis. 

Specifically, we hypothesized that taking action would be more 

likely among those: perceiving ZKV to be a risk to their 

personal health, and a more severe threat (i.e., major vs. minor); 

with indicators of being “activated” – higher general health 

self-efficacy and higher knowledge of ZKV; and with personal 

risk factors (see above). We also hypothesized that the 

following may be barriers to action: comfort with scientific 

uncertainty, limited access and interest, lower education, and 

lower income. Finally, based on previous studies, we included 

sex and race/ethnicity as control variables [9]. 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190691

1874



Results 

Risk Perceptions: A majority of U.S. adults judged ZKV to be 

a major threat to pregnant women (60%) and a minor threat to 

the U.S. population (60%). In both cases, fewer than 10% 

believe that ZKV poses no threat. On the other hand, only 13% 

of adults believe that ZKV is a major threat to their personal 

health, and 38% no threat at all. 

Personal Health: The descriptive analysis revealed that all 

hypothesized factors were significantly associated with ZKV 

risk perception (α=0.05 level), with the exception of age 

(p=0.10). All statistically signficant factors were included in the 

multinomial logistic regression model. In addition, we 

controlled for differences in technology use by age, and an 

interaction between income and education. Table 1 summarizes 

the significant results from the multivariate analysis. 

Table 1– Results of Multinomial Logistic Regression 

Predicting Perceiving ZKV to be a Threat (Major and Minor) 

to Personal Health Compared to No Threat. 

 

Major Threat  

OR (95% CI) 

Minor Threat 

OR (95% CI) 

ZKV Knowledge 

Nothing at all 

A lot 

 

ref 

2.77 (1.50-5.10) 

 

NS 

Discomf. w/ Uncer. 1.57 (1.04-2.36)   NS 

Social Factors 

Disc. Health & Med. 

Social Media User 

 

NS 

NS 

 

1.40 (1.09-1.79) 

0.52 (0.33-0.83) 

U.S. Region 

Midwest 

Northeast 

South 

 

ref 

NS 

1.72 (1.05-2.83) 

  

ref 

2.04 (1.40-2.98) 

2.49 (1.81-3.44) 

Race/Ethnicity 

White non-Hispanic 

Black non-Hispanic 

Hispanic 

Other 

 

ref 

3.02 (1.73-5.28) 

2.67 (1.59-4.49)
 

NS 

  

ref 

NS 

NS 

0.63 (0.40-0.98)

Risk Mitigation: About 15% of U.S. adults have taken action 

to reduce their risk of ZKV infection. The descriptive analysis 

showed that all hypothesized predictors were significantly 

associated with the outcome variable. Thus, all factors were 

included in the binomial logistic regression model, with the 

exception of potential barriers with descriptive evidence of not 

actually being barriers – internet use, education, and income – 

which were excluded on a conceptual basis. Table 2 

summarizes the significant results from this analysis. 

Table 2– Statistically Significant Results of Logistic 

Regression Predicting “Taking Action to Mitigate Risk of 

Getting Zika.” 

 OR (95% CI) 

Susceptibility & Severity 

Not a Threat 

Major Threat 

 

ref 

1.77 (1.07-2.92) 

Activation 

Self-efficacy 

Low 

Medium 

High 

Zika Virus Knowledge 

Nothing at all 

A little 

A lot 

 

 

ref 

1.78 (1.06-3.13) 

2.71 (1.50-5.08) 

 

ref 

4.89 (1.94-16.33) 

8.41 (3.35-27.98)

Potential Barriers to Action 

Low Interest in ID Threat News 

   

0.20 (0.09-0.37) 

U.S. Region 

Northeast 

Midwest 

South 

 

ref 

2.39 (1.41-4.10) 

2.31 (1.47-3.72) 

Age Category 

50-64 

65+ 

30-49 

 

ref 

2.39 (1.41-4.10) 

2.31 (1.47-3.72) 

Conclusions 

The results of this study suggest that a relatively small portion 

of the U.S. population perceives ZKV to be a major risk to their 

personal health. This perception may be a result of intuitive 

judgments, research, or some combination. Since perceiving 

ZKV to be a major threat to personal health is a key predictor 

of taking action to mitigate risk of infection, our results may 

indicate a need for PH authorities to adjust their ZKV risk 

strategies and communications to reach and engage new 

audiences and address misperceptions. Towards this end, social 

media presents key opportunities, including to better engage the 

public in mitigating the risk of ZKV in their community. 
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Abstract 

Patients with nervous system disorders with an accurate nursing 

assessment can experience an improved prognosis and 

promotion of health.The lack of uniform terminology limits the 

accuracy of nursing in China. ICF constitutes a unified and 

standard language can help standardize nursing assessment 

terms. This study show that ICF is suitable for Chinese nursing 

practice by using ICF Clinical Checklist and ICF-linking-rules 

to map the nursing assessment terminology of neurological 

conditions with ICF.  

Keywords:  

nursing informatics; International Classification of 

Functioning; Disability and Health; neurological; 

Introduction 

According to Chinese epidemiological investigation, stroke is the 

leading cause of death and confers a huge burden and effort on 

patients and health professionals. The American Heart 

Association points out that about 90% of patients who survive a 

stroke have varying degrees of dysfunction, which seriously 

affects the patient's psychological status, social function, and 

quality of life. Neurological conditions have become a global 

concern. Nursing assessment reflects the functional status and 

changes of patients accurately and provides an objective basis for 

diagnosis and treatment. Patients with nervous system disorders 

with an accurate nursing assessment can experience an improved 

prognosis and promotion of health. Standardized nursing 

terminology is the basis for improving work communication and 

promoting sharing of patient information. The electronic nursing 

information system(e-NIS) is the product of standardized 

terminology. The e-NIS is widely used in clinical practice, which 

is helpful to improve work efficiency. The lack of uniform 

terminology, different hospital has different e-NIS in China, 

which limits the accuracy of nursing and the sharing of 

information. For nurses, sharing knowledge with other health 

care workers can contribute to a broader understanding of 

patients’ situation. Comparability of information is essential to 

ensure that the widest range of information is available for any 

decision-maker at all levels of the health system. ���� ����

	
��
�
�
������������������
�������language suitable as a reference 

for comparability of health information. ICF has a complete set 

of terminology systems related to function, disability, and health. 

The characteristics of the terminology system are accurate 

definitions, neutral words, the separation of structure and 

function, alternatives of disability and participation disabled 

(humanities), category definition is consistent in meaning and 

logic, the concept of all kinds of categories are specific and 

identifiable, can accurately expression the basic properties of the 

concept [1]. The application of the ICF in clinical nursing 

practice is mainly in the field of Rehabilitation Nursing about 

nursing diagnoses and interventions in Europe. However, there is 

no study of ICF cross-mapping with nursing terms in China. It is 

not known whether ICF is suitable for Chinese nursing 

assessment terminology. The purpose of this study is to analyze 

the application status of neurological nursing assessment terms 

and determine whether the ICF covers nursing assessment. 

Methods 

Three hospitals from the different cities of Zhejiang province in 

China were invited to participate in this study, all of them agreed. 

All participants were recruited, and case documents were 

collected between January 2016 and December 2016. Three 

research staff travelled to each hospital to evaluate the patients 

who met the standards and collected their care documents. A total 

of 377 patients participated in this study. 

Research Tool: ICF Clinical Checklist(ICC) [2]. 

At first, we set up a research team consisted of a chief nurse, a 

postgraduate nurse, and two nurses who have been clinically 

active in neurological for more than ten years. The research team 

leader conducted a one-week theoretical and practical training for 

team members. The training content includes the concept of 

standardized nursing terminology, concept, and intention of ICF, 

how to use ICC, etc. Then the three members used the ICC to 

conduct a one-year on-site assessment of patients in neurology 

and neurosurgeon department at three tertiary general hospitals, 

and collected electronic nursing evaluation records, medical 

records, self-reports, family member's reports, medical 

examinations, clinical records, etc., from which, extracted 

nursing assessment terms related to neurological conditions. 

Forming a term pool. Next, we mapped the nursing assessment 

terminology with ICF based on well-established ICF-Linking-

Rules [3]. Two researchers familiar with the ICF and ICF 

Linking Rules were appointed who link the identified source of 

information independently to the ICF and then compare and 

contrast their linking. In the case of ambiguity, a third researcher 

would be consulted for final decision on the most appropriate 

linking. If nursing assessment terms comprised more than one 

concept, every single concept was linked to the ICF, meaning that 

one nursing assessment terms could be linked to more than one 

ICF category. Finally, content analysis was used to analyze the 

current status of electronic nursing assessment terminology of 

neurological disorders.� �
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Figure 1 Linking Decision Tree 

Results 

One hospital has an independent daily nursing assessment form 

which is convenient for nurses to assess the patient's physical 

function and health every day. The electronic nursing assessment 

records of hospitals vary from one language to another. 

Evaluation rate of 4 (75%) neurological nursing assessment 

concepts were 100% (377), evaluation rate of “Dizziness” was 

95.5% (360), evaluation rate of 10 (17.9%) concepts were range 

from 50% to 90%. There were 37.5%(21) nursing assessment 

concepts are closely related to neurological conditions, but did 

not appear in the existing electronic nursing assessment records, 

unrecorded rate of 9 (16.1%) categories were range from 40% to 

50%, unrecorded rate of 8 (14.3%) concepts were more than 

80%, of these concepts, the unrecorded rate of “orientation”, 

“muscle tension”, “fine motor skill” and “blepharoptosis” are all 

more than 90%. The evaluation rate of “quality of sleep” was 

100%, but the evaluation rate of the sub-concepts including “on 

set of sleep”, “maintenance of sleep” and “functions involving 

the sleep of cycle” were only 53.3%. Nobody evaluated and 

recorded the “memory” 

 

Figure 2���������	
��
�����neurological diseases�nursing 

assessment languages��������� 

Conclusions 

The nursing assessment related to functional status is incomplete 

and electronic nursing assessment terms still lack of unified 

standards in China, resulting in failure to fully reflect the content 

of nursing work and thus fail to reflect the value of nursing. 

ICF is a multidimensional "biological-psychological-social" 

ecological model, which can comprehensively assess the 

function and health status of patients.�ICF can help standardize 

nursing assessment terms.  

A total of 54 (96.4%) concepts matched with a corresponding 

ICF category, in terms of 37 “same” concepts (66.1%) and 9 

(16.1%) concepts of “similar” granularity, which means ICF is 

applicable to describe the nursing assessment terms of 

neurological conditions. There were 6 (10.7%) of the nursing 

assessment terms more specific (“narrower”), such as “b134 

Sleep function” in ICF, including amount of sleep, onset of sleep, 

maintenance of sleep, quality of sleep and functions involving the 

sleep of cycle, which means the original ICF categories cover the 

electronic nursing assessment language. ICF is applicable to 

describe the nursing assessment terms of neurological conditions. 

Limitations  

Research may be limited by the region. Zhejiang Province is one 

of the fastest growing provinces in e-NIS in China. It is probably 

that the status of nursing assessment terminology in other 

provinces is worse than in Zhejiang. So it is an essential issue to 

carry out standardized terminology as soon as possible.  

Research prospects 

In the next phase, the research team intends to construct a 

terminology system for neurological conditions nursing 

assessment that meets China's national conditions based on ICF 

and collaborates with software engineering developers to embed 

it into the e-NIS and apply it to clinical practice to verify its 

scientificity and practicality.�
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Abstract 

To facilitate easy use of health data standards, we collected 

health data standards and parsed them into more fine-grained 

knowledge units. Reference and inclusion relations among 

these standards were constructed into knowledge map. Until 

now there are 156 standards collected and 4796 reference 

relations linked within those standards. Besides, an interface 

was built to enable users to easily get one standard’s main 

information without referring to numerous PDF documents. 

Keywords:  

ICD Codes; Data Linkage; Knowledge Bases 

Introduction 

The increasing volume of data in healthcare makes it a 

challenge to use these health data correctly and effectively. The 

standardization of the health data is the precondition to perform 

analysis methods [1]. National Health Commission of the 

People’s Republic of China released many health data standards 

covering many fields in medical management activities [2]. 

Besides, some commercial literature databases also include 

some health data standards. But data in health data standards 

are difficult to capture and are not systematically collected and 

linked in those databases, usually as they are “trapped” in PDF 

documents that can be difficult to parse into structured fields 

computationally. For example, to know what data item and their 

allowable values in a laboratory test report would be a time-

consuming task, for several databases and documents should be 

searched and checked. Health data standards will be collected, 

parsed and organized in a formalized, editable and searchable 

way. Also based on the reference relations among standards, 

linkage among those health information standards will be built 

into a knowledge map thus researchers, as well as clinicians, 

can easily get well-organized knowledge from the national 

health data standards.  

Methods 

Data Overview and Preprocessing 

The health data standards can be divided into 3 main 

collections[2]. One part is health data elements which consist 

of 6 properties and focused on one subject. Take the standard 

‘Health data element dictionary-Part 12: Medical plan and 

intervention’ as an example, abdominal pain degree code is one 

of the data elements in it. As listed in table 1, the six properties 

are: data element identifier; data element name; definition; data 

type of data element value; presentation format; and the 

allowable values. In that data element, the data type is S3, 

meaning they referred to other code systems and the 

presentation format is N..3, which means the code is a number 

with at most 3 characters, which were all defined in the primary 

health data standards. Sometimes the allowable values may be 

an enumerated type, or sometimes they may be referring to 

other resources like other code systems or other code value 

domain standards. 

Table 1–Data Element for Administration Route Code 

Items Values 

Identifier DE06.00.134.00 

Name Administration route code

Definition 

Indicate the route of medication in a 

particular coding system 

Data Type S3

Presentation 

Format

N..3 

Allowable 

Values 

Refer to the standard “WS 364.12-2011 

Classification and coding for value domain 

of health data element-part 12: Medical 

plan and intervention”, one of the common 

value sets CV06.00.102 Administration 

route code  

 

Other important parts are standards for medical activity records, 

like electronic medical records and residents’ health records. 

These standards have specifications for the document of 

different medical activity scenarios, like outpatient and 

emergency medical record and consultation record. They 

defined what items should be included in those standards, how 

these data should be organized and what standards should be 

referred to or adopted. Besides, standards for coding value 

domains are collected which consist of allowable values for 

some of the data element. Most of the health data collected 

standards documents are in a non-editable format. To parse the 

knowledge units in them and digitize and create linkage among 

health data standards, we conducted Optical Character 

Recognition (OCR) process to all the collected health data 

standards and put them in a structured database. 

Knowledge Linkage Design 

To construct the knowledge map, we digitized each standards’ 

data elements, code values and document content compositions 

and specifications.  We defined three main relations in the 

knowledge map: has part; refers data model and refers data 

value. Has part means the inclusion relationship. Refers data 

value indicates the value range will be based on the other 

standards’. Refers data model means one standard may adopt 

the other standards’ data elements which provide not only data 

values but also data types and formats. Thus linkage can be 

constructed based on the inclusion relationships and reference 

information. The health data standards knowledge map linked 

among standards are listed below in figure 1. Besides referred 
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Figure 1–Health Data Standards Knowledge Map

to other standards’ code values, some data elements’ allowable 

value range may also adopt some common international code 

system’s standard, like International Classification of Diseases 

(ICD) and national recommended standards. In this way, we 

linked all those three collections of health data standards and 

they can be easily reached and explored. 

Results 

This work provided a more fine-grained and searchable health 

data standards database, which currently consists of 156 health 

data standards, of which 37 are mainly standards for medical 

activity documents and 119 are mainly standards for health data 

elements and code values. There are 622 code value sets and 

1748 data elements who will provide references for other 

standards. Up to the submission, there are 4796 reference 

relations. Besides, we also provide users an interface to search 

and check standards, more finely grained data elements and the 

reference map. The health data standards were linked by the 

data elements, code value sets and other code systems, and both 

the standards and data elements can be browsed or searched in 

a user-friendly interface. All of the data have been curated and 

standardized. Here is an example of data linkage based on the 

knowledge map. 

������������

• Identifier: DE06.00.108.00
• Name: Follow-up Mode Code

• Definition: Medical follow-up Code in a particular coding system

• Data Type: S3
• Presentation Format: N1
• Allowable Values: WS 364.12  CV06.00.207 Follow-up Mode Code Table

ICD-9-CM-3

Follow-up mode code

WS 445.5

Basic dataset of 

electronic 

medical record-
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treatment record
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and intervention
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Figure 2– Data Linkage examples 

Conclusions 

By digitizing and connecting health data standards in a 

knowledge map, the detailed items and referrention relations 

can be more directly obtained thus in the future could improve 

the efficiency for researchers and medical staffs. Compared in 

searching abilities with WANFANG DATA and CNKI, two of 

the most commonly used commercial literature databases in 

China, and Chinese Health Information Standard Portal, our 

system can provide data element retrieval function within 

hundreds of health data standards. Properties of data elements 

will be easily accessed, especially the allowable value which 

may be the most commonly used ones. Besides, reference 

relations like which standards have referred to one same data 

element are showed clearly. However, there are still some 

places needed to be further explored since we haven’t opened 

this interface to researchers and medical staffs to facilitate their 

work and get their feedbacks and evaluations. 
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Abstract 

In order to reduce the rate of needle re-insertion (hereafter, 
retaking) during a blood drawing operation, we proposed a 
method for training blood drawing staff, based on data 
analysis. The method is composed of three steps: (1) analysis of 
collected data for selecting staff to be trained intensively, (2) 
training, and (3) assessment of training results. We obtained 
the result that the retaking rate was reduced for the trained 
staff. 
 
Keywords:  

Phlebotomy, Data Analysis, Training Programs 

Introduction 

In order to assure quality in a blood test, phlebotomy, the act of 
drawing blood, is important as an upstream process step. 
Reducing the rate of needle re-insertion (hereafter, retaking) 
reduces adverse events and ensures smooth operation.  
Akinaga et al [1] have developed a system to match the level of 
difficulty of a blood draw from a particular patient, and the level 
of skill required for the staff drawing blood. The matching 
system has been effective in reducing the rate of retaking and 
the time required to draw blood. This matching system on its 
own, however, does not contribute to raising the skill level of 
phlebotomy staff. 
In order to increase the level of blood drawing skill, suitable 
training for staff is required. General contents of training have 
been developed by the World Health Organization [2] and by 
the Japanese Committee for Clinical Laboratory in Japan [3]. 
These standards are however not sufficiently precise for 
targeted training. 
In this study, we aimed to assess the effectiveness of a targeted 
training, which makes use of an operation support system, in 
reducing the rate of blood retaking. 

Methods 

This study was implemented as follows: 

Analysis of collected data about retaking 

The authors collected data for all outpatients at Iizuka Hospital 
who had blood drawn in daily work. The data included detailed 
information on both patients who had blood drawn and 
phlebotomy staff. 
When blood retaking occurred, the condition of the patient’s 
blood vessel was also collected. The condition of the patient’s 
blood vessel was described using thirteen elements that 
describe characteristics of the blood vessel, such as “thin,” 
“difficult to anchor,” and so on.  

Then, we analyzed the collected data to select staff who 
required intensive training. These staff were selected based on 
the number and the situation of blood retaking.  

Training of selected staff 

The selected staff received training that included:  
� lecture following the prepared procedures,  
� practical phlebotomy exercise, and 
� on-site training by an educational committee for one 

or two days.  
During the on-site training, selected staff were observed 
peforming the phlebotomy procedure, and the correct procedure 
was explained in accordance with each staff member. 

Assessment of training based on data analysis 

In order to verify the effectiveness of the training, we conducted 
data analysis of the rate of retaking defined as below: 
 

 

 
Then, we analyzed the rate of retaking by comparing the rates 
before and after training. We used chi-squared tests to compare 
the pre-training rate of retaking and the post-training rate of 
retaking for the eight trained staff members. 
This study was approved by the institutional review boards of 
Iizuka Hospital. 

Results 

The results showed the following: 

Analysis of collected data of retaking 

Based on analysis of the collected data for all staff members, 
eight staff members who had the greatest number of retaking 
due to blood vessel being “thin,” were selected for intensive 
training. 

Training of selected staff 

The selected eight staff members were trained through the 
designed training program. In the on-site training by the 
education committee member, the explanation for each staff 
was different. For example, one of the eight staff members was 
instructed about the position for phlebotomy, and another staff 
member was instructed about how to anchor a blood vessel to 
perform the procedure. 
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Assessment of training based on data analysis 

We observed the rate of retaking by the selected eight staff 
members. Figure 1 shows the monthly rate for six months, 
including the training period.  
 

 
Figure 1–Monthly rate of retaking for eight trained staffs 

Then, we analyzed the rate of retaking by comparing the rates 
before and after training. Table 1 shows a significant reduction 
of the rate of retaking. 

Table 1– Comparison of the retaken patients                             
before and after training 

 Before Training 
(n=2130) 

After Training 
(n=4365) P 

Retaken 
Patients, 

n (%) 
98 (4.6%) 133 (3.0%) 0.001 

Conclusions 

First, we analyzed the data collected for all outpatients who had 
blood drawn in daily work in order to select the staff members 
who received intensive phlebotomy training. Then, the assigned 
members trained the selected staff members. Our analysis 
found that the rate of retaking of trained staffs was reduced 
significantly when comparing post-training to pre-training 
retaking rates. These findings could provide a method to train 
assigned staff members based on data analysis in healthcare 
operation. 
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Abstract 

The multidisciplinary aspect of patient care is not yet 

sufficiently taken into account in hospital ward management. 

By gathering data from the administrative database of hospital 

stays and the operating theaters management software, we 

developed a graphical user interface to visualize and analyze 

the pathways of patients who underwent thoracic surgery in the 

Nantes University Hospital of France in 2016 and 2017.  
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Introduction 

In the last decades, medicine has evolved from organ-by-organ 

treatments to multidisciplinary patient care. But the hospital 

organisation and the administrative management of hospital 

stays are still compartmentalised, and the complexity of patient 

pathways is little-known. We are not currently able to 

determine the typical pathways taken by patients during their 

stay, their relative frequencies, variations, time trends, etc. 

Some attempts have been conducted to visualize medical data 

in a dynamic way, but they focused on the evolution of care and 

pathology, rather than hopitalization pathways [1,2]. Medicine 

can benefit from the achievements of other fields, such as social 

science [3], energy management [4], or multi-parametric 

visualisation design [5]. 

Our objective was to develop a management support tool by 

means of a graphical user interface (GUI) enabling the 

visualization and the analysis of the patient pathways. We 

focused on patients who underwent thoracic surgery at Nantes 

University Hospital of France in 2016 and 2017. 

Methods 

Data  

We based our work on two software databases used in the 

hospital: the administrative patients management software and 

the management software for the operating theaters. The first 

provided us with admission, transfer and discharge data, and the 

second allowed us to select patients who underwent thoracic 

surgery in 2016 and 2017. 

These two datasets were merged into a single dataset of 

hopitalization sequences representing the patient pathway 

among medical units and operating suites. These sequences 

were the series of what we called "positions": combinations of 

the code of the medical unit where the patient went through and 

an index number in relation to the first surgical intervention. 

The data management was carried out using Python 3.6. 

Interface 

Our GUI was composed of two parts. The first was used for 

displaying a flowchart of all patient pathways within a year by 

a Sankey diagram. The user was able to adjust the chart through 

parameters like its length or precision level. 

The second part was dedicated to a closer analysis of the 

datasets. We used a sequential pattern mining (SPM) algorithm 

to retrieve the most frequent patterns among the patient 

pathways. SPM allowed us to keep repetitions visible within the 

patterns and were more adapted to our linear data than 

algorithms relying on cycles or networks, like in process mining 

[6]. Then, every pattern was associated with indicators like its 

support (frequency) or the confidence of sequential rules 

between its items. The user was able to adjust parameters like 

the length of the pattern, requirement of specific medical unit 

codes, or posting of selected indicators. 

The GUI was built as an interactive webpage in order to make 

it portable and easy to use. The SPM was carried out using the 

SPMF Java library [7] and the Hirate-Yamana algorithm to 

forbid leaps over consecutive medical units [8]. 

Evaluation 

We evaluated the user experience of the GUI. We devised an 

experimental protocol with a sample group of managers and a 

control group of external users (with knowledge only in either 

medicine, statistics or computer science), and conducted user 

observations followed by a debriefing. We also designed five 

exercises to do on either part of the interface, and observed how 

the users used the GUI to solve them. We focused on usability 

and recorded all difficulties encountered by users. 

Results 

We retrieved 3331 total hospital stays in 2016 and 2017. 

Examples of the GUI can be seen in the Figures 1 and 2. Figure 

1 depicts the flow chart part for 2016, and Figure 2 shows the 

results of a SPM. 

We observed three manager users and three control users. 

Overall, the user experience evaluation was satisfactory. The 

GUI was appealing, but some exercises showed that it can be 

hard to use, especially when users have a low statistical 

background. Participation in the construction of the tool and 

knowledge in the operation of hospital records seem to be the 

most important facilitating factors for its use and 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190695

1882



understanding. Some areas for improvement were highlighted, 

especially in ergonomics. Users were overall satisfied and 

reported being "interested" or even "very enthusiastic" about 

this project. 

 

 

Fig.1 – Screenshot of the first part of the GUI: flow chart of 

patient pathways in 2017. 

 

Fig.2 – Screenshot of the second part of the GUI: SPM 

beginning and ending with specific medical units in 2017. 

Discussion 

Overall, the user experience of the application was satisfactory; 

the professionals enjoyed it, and it helped them understand the 

patient pathways, correct the way they pictured them, and 

reorganize the patient coordination management properly. 

Some professionals from other medical specialities (e.g. 

surgical intensive care) who took part in meetings about this 

GUI even asked for a version with their own patient pathways.  

However, despite its novelty and its perceived usefulness, this 

tool remains difficult to use, as it requires a minimum of 

knowledge in both statistics and hospital record operating. As 

requested after the evaluation, a guide has been written to help 

users understand how the GUI works, aside from ergonomic 

improvements and a context-sensitive help. Integrating users in 

the development of this tool was a great chance to make it more 

convient. Although a small amount of people were targeted, a 

larger evaluation of the new version should be conducted. 

Another limitation of this work is that it was based on data 

extraction; therefore, we cannot apply it directly elsewhere with 

other parameters and a new database, such as in years to come 

or other reasons for hospitalization. A committee shall be 

formed to integrate this tool into the hospital information 

system (IS). But one of the main difficulties of this will be 

merging two databases from two unconnected software 

applications. Thus, this work points out the necessity of 

interoperability within IS. 

Conclusions 

We developed a GUI to improve the understanding of patient 

pathways during hospital stays. Based on two management 

software databases, our tool displays a Sankey diagram of all 

patient pathways in a year and the results of a SPM procedure. 

The user-experience evaluation highlighted great interest but 

also low user-friendliness due to a high level of specialization. 

This tool allowed managers to better depict the patients flows 

and to discuss their reorganization in a more informed way. 

Despite the need for ergonomic improvement, we managed to 

create a helpful tool to better understand the patient pathways. 

Efforts should be made both to pursue this project to adapt it to 

suit other reasons for hospitalization and to widen its use, and 

to assess its usefulness on a larger scale. 
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Abstract 

In a cross-sectional study, we evaluated the perception of the 
community pharmacist in Belgium about his satisfaction with 
the implementation of the electronic prescription in his 
software. 246 community pharmacists scored the 
implementation in their software with an average of 
6.46±2.16(SD) on a score of 10. This satisfaction is associated 
with the software used (p<0.001), the frequency of slow 
responses (p<0.001), the perception of unavailability of 
systems (p=0.003) and the knowledge of the pharmacist 
(p=0.036). 

Keywords:  

Electronic Prescribing; Pharmacies; Belgium 

Introduction 

Electronic prescribing, or “e-prescribing” is the computer-
based electronic generation, transmission, and filling of a 
prescription, taking the place of paper and faxed prescriptions 
[1]. Often the terms electronic prescribing, e-prescribing, 
ePrescribing and eRx are used interchangeably. 

ePrescribing was introduced in healthcare primarily for 
increasing patient safety and reducing prescription errors. 
Another reason for introducing ePrescribing was the potential 
administrative simplification for healthcare practitioners, 
healthcare insurance institutions and other governmental 
institutions [2].  

In Belgium, the government started the e-MED project in 
April 2007 with the intention of developing a coherent action 
plan for making the ePrescription of medicines in ambulatory 
care possible [2]. During a pilot phase in 2009-2012, 
infrastructure was tested. In 2013, software vendors of both 
physicians and pharmacists were invited for mini-labs to test 
all use cases related to ePrescribing and in 2014, the project 
was introduced to the Belgian public. As of 2017, a unique 
barcode (i.e., the Recip-e ID (RID)) was added on the paper 
proof of ePrescription. Independently, the organization 
Recip-e is responsible for the temporary storage of encoded 
ePrescriptions on a national server. 

In the flow of ambulatory ePrescribing, there are three main 
actors: the prescriber, the patient and the pharmacist; they are 
sometimes referred to as the 3 Ps within ePrescribing [3, 4]. 
Since pharmacists are at the end of the chain and thus are most 
likely the party that observes the most problems and hindrance 
in processing ePrescriptions, we are interested in the 
perception of the implementation of the ePrescription within 

his software package and what other factors that influence 
this. 

Methods 

A cross-sectional study was conducted among pharmacists 
working in community pharmacies in Belgium, between 
March and May 2018. The survey included self-administered 
questions about demographic characteristics, pharmacy 
software characteristics, satisfaction with the implementation 
of the ePrescription in the software, knowledge about the 
ePrescription workflow (tested with 7 questions about the 
ePrescribing workflow and the handling with ePrescriptions 
inside the pharmacy), and frequency and hindrance of 
problems encountered in practice. The questions of problems 
in practice were based on an evaluation of pharmacist fora [5], 
where pharmacists reported the problems they encountered in 
practice during a one-year period, ranging from January 2017 
to December 2017. In total six problems were identified: (1) 
unavailability of the eHealth system; (2) slow response of the 
software; (3) differences between paper proof and digitally 
stored prescription; (4) unclear error messages; (5) incorrect 
use of codes linked to medication; and (6) not allowed manual 
additions of the prescriber on the paper proof of prescription. 

The survey was sent to all pharmacists that were members of 
the national pharmacy organization, i.e. Algemene 
Pharmaceutische Bond (APB), via a newsletter in their 
language of preference.  

Multivariable linear regression was conducted to investigate 
what variables are associated with the pharmacist’s 
satisfaction with the implementation of the ePrescription in 
their software, verifying the underlying assumptions of 
linearity and homoscedasticity. All p-values were 2-sided and 
p  < 0.05 were considered statistically significant. For model 
building, both forward and backward model selection using 
AIC was used. Afterward, a significance check was performed 
for each covariate that was included in the model; covariates 
with a P-value of less than 0.10 were included in the final 
model. 

Ethical clearance and approval were obtained from the Ethical 
Review Committee of the university hospital UZ Brussel, 
Brussels Health Campus (reference number B.U.N. 
143201835300). 

W
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Results 

The survey was distributed to 7,487 pharmacists [6] of 
respectively 4,943 community pharmacies. In total 4,200 
newsletters were sent in Dutch (56.1%) and 3,287 newsletters 
sent in French (43.9%) (Table 1). A total number of 246 
respondents completed the survey (response rate of 3.3%). 

Respondents were asked to score how satisfied they are with 
the implementation of the ePrescription in their software on a 
scale of 1 to 10, where a score of 1 indicates very poor 
satisfaction and 10 indicates excellent satisfaction.  

Belgian pharmacists rated the implementation of the 
ePrescription in their software with an average score of 
6.46±2.16 (SD) out of 10 (Table 2). The minimum score 
obtained was 1 and the maximum score obtained was 10.  

This satisfaction score was significantly associated with the 
software used in the pharmacy (p < 0.001, Table 3). For 
privacy reasons, no information about software vendors (n=6) 
was given. The perceived frequency of occurrence of a slow 
responsive system was associated with satisfaction, adjusted 
for other covariates (p < 0.001). A better knowledge of the 
workflow was associated with higher satisfaction with the 
implementation in their software package, adjusted for all 
other covariates (p = 0.036). A trend was observed for the 
perceived frequency of unavailability (p = 0.086). When both 
of these problems were perceived to occur less frequently, the 
community pharmacist’s satisfaction was higher. If a 
pharmacist indicated to have problems with the unavailability 
of the system, the community pharmacist was asked to 
estimate the percentage of time that the services were down. 
This covariate was also significantly negatively associated 
with satisfaction (p = 0.003).  

Table 1– Characteristics of mailing and respondents 

 Belgium Respondents 
Pharmacists   
   - Mail messages sent 7,487 - 
   - Language used 
         Dutch 
         French 

 
4,200 (56.1%) 
3,287 (43.9%) 

 
143 (58.1%) 
103 (41.9%) 

   
   - Community  
     pharmacies 4,943 246 (3.3%) 

Table 2– Satisfaction of the implementation 

 Score (n = 246) 
Satisfaction  
   Mean (± SD) 6.46 (±2.16) 
   Median 7 
   Min – Max  1 – 10 
   Q1 – Q3 (IQR) 5 – 8 (3) 

Conclusions 

In this study, the satisfaction of the Belgian community 
pharmacists about the implementation of the ePrescription in 
their software along with their knowledge and problems with 
it was questioned. The relation between these factors and the 
community pharmacist’s satisfaction was observed. In general, 
Belgian community pharmacists are moderately satisfied with 
the implementation of the ePrescription in their software 
package. Satisfaction with the implementation of ePrescribing 
is mostly associated with the software package itself, the 
frequency of a slow responsive system, the knowledge a 
pharmacist has about the ePrescribing process, and perception 

about the percentage of unavailability of the system. A 
limitation of the study is that 3.3% response rate might limit 
the generalizability of the study. Moreover, causal 
associations cannot be inferred due to the cross-sectional study 
design. 

Table 3– Multivariable analysis of satisfaction  
(squared transformation was applied) 

 Beta ± SD p-value 
Intercept 30.950 (±3.850) < 0.001 
Software a - < 0.001 
Frequency of slow responses  < 0.001 
   Daily (reference) - - 
   Weekly 13.644 (±3.392) < 0.001 
   Monthly 16.710 (±4.005) < 0.001 
   Less than monthly 13.823 (±4.868) 0.005 
   Never 14.155 (±6.091) 0.021 
Knowledge 2.563 (± 1.222) 0.036 
Frequency of unavailability  0.086 
   Daily (reference) - - 
   Weekly 8.787 (±3.610) 0.016 
   Monthly 6.053 (±4.100) 0.141 
   Less than monthly 9.742 (±5.422) 0.074 
   Never b NA NA 
Perception of the percentage of 
unavailability -0.225 (±0.076) 0.003 

 

a: For privacy reasons no detail about the software is given; 
b: One observation was dropped out of the analysis, because when a 
pharmacist indicated he never faced problems with unavailability of the 
system, he never obtained the question about the perception of the percentage 
of unavailability. (n = 245) 
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Abstract 

On October 2018, Buenos Aires hosted the Youth Olympic 

Games. The organization asked the Health Information System 

Office to provide the health stations and clinics with an 

Electronic Health Record (EHR) and bring support during the 

duration of the games. Four hundred and fifty healthcare 

professionals from different disciplines were trained in the use 

of the EHR. 

Keywords:  
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Massive Event 

Introduction 

The 2018 Youth Olympic Games (YOGs) was the most 

important multisport event in the history of Buenos Aires city. 

The event took place on October, and 4012 athletes from all 

over the world were housed in the Olympic Village. [1] As with 

other large-scale events, YOGs presented many challenges to 

the teams involved in their organization. The Ministry of Health 

had two central goals, on one hand to organize the healthcare 

delivery around the needs of the event and, on the other hand to 

implement an Electronic Health Record (EHR) in all healthcare 

delivery points. 

Previous editions of the YOGs focused on the clinical record 

during the event in order to get statistical data on the most 

common lesions and illnesses of the athletes. This information 

could be valuable for decision making in the participants 

prevention and care. [2]  

While the previous Games registered around 1000 medical 

encounters per Olympic game [3] [4], Buenos Aires presented a 

record of 2161 consultations between those registered in the 

clinic of the Olympic Village, the medical offices of the venues 

and referrals to Hospitals. 

This mass event was held in four theme parks located in 

different parts of the city and in four independent venues around 

the suburbs of the Buenos Aires City.[1] The venues were 

scattered across all around the city district (203 km2). An 

Olympic Village was built to house the athletes and delegations 

over 100 hectares of Goverment real estate. 

The Olympic Village had a clinic built specifically for athletes' 

medical care and had an own pharmacy. 34 medical posts were 

built within the venues that provided healthcare for both the 

athletes as well general audiences. In addition, medical care 

delivery operated in coordination with the public emergency 

medical system and with 14 acute care hospitals and 2 pediatric 

hospitals. 

Methods 

Descriptive analysis of the processes carried out for the 

implementation of the EHR during the YOGs Buenos Aires 

2018. For this description, we took the eight sociotechnical 

dimensions of Sittig et al. [5] as a guiding point 

Results 

Hardware and Software. 

Each of the 34 Health posts of the venues and clinic was 

equipped with a desktop PC. The software used is an in-house 

Electronic Health Record (SIGEHOS) developed by the 

Ministry of Health, which allows the recording of clinical notes 

and the entry of structured data,  such as anthropometric values 

and clinical problems. Connectivity was provided by the 

Government's Information Systems Agency. 

Clinical Content 

Following the International Olympic Committee (IOC) 

recommendations, a digital form was developed and included in 

the EHR, which allowed to fill specific information called 

"athlete injuries and diseases form" (Figure 1). In previous 

editions, this form was was filled out on paper. It recorded the 

athlete’s discipline, the venue and the time of the episode to 

attend and days of absence from training or competition. The 

Injuries section included anatomical fields, type and cause of 

the same. The section Diseases, registered diagnosis, symptoms 

and causes. In addition, it was decided, in conjunction with the 

medical area of BAYOGOC (Buenos Aires Youth Olympic 

Games Committee), to add fields to record additional 

information such as: Patient's state of consciousness (conscious 

or unconscious), the treatment administered and if it needed a 

referral to a hospital, thus achieving a more complete record. 

Therefore, it was possible to comply with the requirements of 

the IOC information register. 

Human Computer Interaction 

SIGEHOS presents several modules, each of them represents a 

functionality. There are user profiles that organize access to 

each module according to the role that the user has. It was 

decided that both health professionals, administrative 

employees and site coordinators had to have access to the EHR. 

Within the Olympic Village also, professionals 
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Figure 1. Electronic health form  

belonging to the pharmaceutical area could access another 

specific module called "drug administration". To speed up the 

process of registration and registration of the "Olympic family" 

(athletes, delegations, workforce, etc.) [6] it was decided to 

carry out a massive information transfer from the IOC, in order 

to have  EHR available for every member and also avoiding 

mistakes in the records’ identification. 

Peopleware 

The medical staff consisted of more than 450 professionals that 

included: doctors, pharmacists, dentists, kinesiologists, 

psychologists, nurses and administrative staff. The areas that 

took part in the coordination and development of the work 

protocols and the computer tools that were used were 

"BAYOGOC"; formed by the Argentine Olympic Committee 

and the Government of Buenos Aires City, the Special Olympic 

Games Project Unit (BAYOGOC-MED), the Health 

Information Systems Office, the informatic helpdesk (MDA) 

and the Information System Office (ASI) that It was in charge 

of the governmental policies that regulate the use and 

management of electronic media, also guaranteeing 

interoperability and accessibility of the electronic services of the 

Government of the City [7].  

Communication and Workflow 

The Health Information Systems Office was in charge of 

training and support for all the professionals who participated in 

the field, within the clinical devices installed in the different 

Olympic parks. The initial task was to train in the use of 

applications to professionals and administrators who were going 

to use the system both in the clinics and in the field of play. 

Training was carried out in two instances: a virtual one where 

the professional had a first approach with the application. The 

second instance was carried out in person at the offices of the 

Health Information Systems Office. It consisted of an 

explanatory class about the contents of the virtual course. 

To complete the registration to the trainings, an email was sent 

to each professional with a link to a questionnaire. This had to 

be completed with the personal information that would allow 

him later, to generate the permissions to access the application 

from his work stations. 

The user's request for registration would be received by the 

informatic helpdesk, which would then communicate to each 

successful discharge professional and the procedure to establish 

a personal password. 

The health professionals transmitted the different problems of 

use of the system to the medical coordinator of the headquarters 

where they were working, and this was in charge of 

communicating it to the supporters of the Health Information 

Systems Office. In this way, they would evaluate the necessary 

measures for their prompt resolution in the field. This would be 

communicated through the same channels. The means of 

communication used were telephone call, instant messaging and 

email. 

As a contingency plan, paper forms on were distributed to all 

offices and of hospitals’ Emergency Rooms which gave 

assistance in order to ensure no data loss in case of 

unavailability of service. 

Regarding the referral of patients to hospitals, it was performed 

by the Emergency Medical Attention System (SAME). 

 

Conclusions 

  

The advent of an event of the magnitude of a Youth Olympic 

Game involves a great planning. Regarding a Health 

Information System, this planning is of utmost importance for 

ensuring infrastructure and connectivity, an adequate software, 

and implementation efforts. A fourth item to have in mind 

regards troubleshooting and assistance for endpoint users. 

The use of the Socio-Technical model described by Sittig et al 

[5] served as a checklist for these means. Regarding 

troubleshooting, it became a fortitude to have available a 

dedicated team in all the venues to assist the clinical caregivers. 
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Abstract  

We piloted a Spanish and English survey on data privacy. 
Thirty-one Latino behavioral health patients completed the 

survey in person with a preference for paper (78%) over 

electronic questionnaire. Dialect variations across Latino 
countries and the lack of tools to assess reading level in Spanish 

affected comprehension. Our experience will help others 

address similar tasks more effectively and encourage inclusion 

of Latino populations in future research.  

Keywords:  

Health Surveys, Privacy, Behavior, Latinos 

Introduction  

In the US, behavioral health conditions affect 44 million  adults, 

a quarter of whom suffer from a serious mental illness 

(SMI).[1] About 17.8% of the US population is Latino or 

Hispanic, and of those, 15.6% had a diagnosable mental illness 

in the past year compared to an overall past year prevalence of 

18.3%.[2] The rate of illicit drug use for Hispanic individuals 

ages 12 and up was 8.9%, while the national average was 

10.2%.[3]  

Latino patients often do not seek mental health treatment due to 

stigma. [4] We are moving towards more integrated care 

models where electronic data exchange is being facilitated by 

the electronic health records and health information exchanges. 

This means non-behavioral care providers might gain access to 

sensitive health information. Understanding the perceptions of 

Latino patients with behavioral health conditions relating to 

privacy and data sharing is vital to better inform and guide 

successful transitions to integrated care models.  

The purpose of this study was to design, pilot test and refine 

Spanish and English surveys to elicit behavioral health patients’ 

perspectives on data privacy.  

Methods 

Sample 

Inclusion criteria were: 1) speak either English or Spanish; 2) 

no legal guardian; 3) receive care at the partnering outpatient 

facilities; 4) have a diagnosis of a behavioral health condition; 

and 5) be 21 years or older. This study was approved by the 

Arizona State University Institutional Review Board (IRB). 

Procedures 

Initial questionnaire design and organization 

A 17-item English-language survey was designed to collect 

patient demographics (Q1-5) and behavioral health diagnoses 

(Q6), experience and willingness to share medical information 

for care (Q7-10, Q12-15), sensitivity perceptions of the 

information in those records (Q11) and willingness and 

motivation to share data for research (Q16-17). 

Translation of questionnaire from English to Spanish  

Two researchers, both native Spanish speakers with graduate 

degrees and academic knowledge of the subject, translated the 

survey. Back-translations were performed by a third native 

Spanish speaker to ensure that literacy levels commensurate 

with the patient’s educational background and reading ability. 

An accuracy certificate was presented to the IRB.  

Questionnaire administration  

After consenting, participants completed the University of 

California, San Diego Brief Assessment of Capacity to Consent 

(UBACC) test.[5] Patients scoring lower than 15 were 

excluded. Eligible participants completed the survey in English 

or Spanish, using a paper survey or electronic tablet. The 

participants completed the survey twice (test-retest), 14-21 

days apart. The time taken to complete the survey was recorded.  

Survey revision 

Questionnaire items were revised in response to reliability 

testing and recruiter feedback. Review of the Spanish versions 

of the revised items was performed by two native Spanish 

speakers born in Mexico. During the revision, we had access to 

behavioral health-specific vocabulary used by a Spanish-

speaking behavioral health academy in Arizona. 

Data analyses 

Test-retest reliability was assessed using Cohen’s Kappa and 

intra-class correlations (ICCs). Frequencies and percentages of 

item responses were tabulated. 
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Results 

Sample characteristics 

Threre were 31 (16 Spanish and 15 English) participants; 11 

SMI; most were women (74%), aged 21-50 years (65%), 

completed high school (74%) with an annual income of 

≤$20,000 (74%). Most participants presented with depression 

(75%) and/or anxiety or panic disorder (71%). The average 

UBACC score was 17.3. The paper format was preferred (78%) 

over electronic.  

Reliability testing and revision of questionnaire  

Questions yielding low ICCs < .50 and/or kappas < 0.40 were 

revised. Highlights below.  

Q9  “Which providers do you see outside this Clinic?” yielded 

a poor kappa (-0.07 to 0.51). Response “Yes, primary care 
providers. Such as a family doctor, nurse practitioner (NP), 

physician assistant (PA) or PCP” was revised to: “Primary 

care providers. Such as a family doctor.”  

In Q10 with kappa (-0.03 to 0.52), we replaced “Has anyone at 

the facility explained to you the benefits and risks of sharing 

your data outside of the facility?” with the less complex 

question:  “Have you been asked if you want to share your data 

with providers outside this Clinic?”  

Q12, ICC satisfactory, (0.53–0.86), “Extremely willing to 
share” was replaced with “Always share.” A new response (“It 

does not apply to me”) was added for when participants did not 

receive care from certain types of providers. In Q13 (ICC: 0.41–

0.75) and Q14 (ICC: 0.56–0.79; kappa: 0.19–0.54), difficulties 

in answering questions related to sharing drugs or alcohol use 

data, sexual transmitted diseases, etc., were noted. Recruiters 

reported that participants had difficulties when they did not feel 

a diagnosis or problem applied to them. To avoid hypothetical 

questions, a new option “It does not apply to me” was included.  

Q15 and Q16 yielded poor kappa (0.13 and 0.12, respectively) 

and were simplified to more direct questions, e.g. Q15, 

“Suppose that you don’t share data with your provider. You 

have an emergency. Your provider wants to see all your data. 

Do you want your provider to see the missing data?” to“You 
have an emergency. What do you want your emergency 

provider to see when he looks at your data?”.  

Q17 (ICC: 0.24–0.93) and Q18 (ICC: 0.37–0.95) were 

simplified. In Q19 when participants were asked with whom 

they would share data for research, the option “State, county, 

or federal agencies. Such as the Arizona Department of Health 
Services” was not well understood. We changed it to 

“government agencies.”  

Discussion  

Valuable lessons learned in designing and pilot testing a 

bilingual data privacy survey included the following:  

Tools to assess the reading level for Spanish documents are not 

easily accessible: Though limited methods are available to 

measure readability in Spanish, there is insufficient evidence of 

reliability or correlation to English reading levels.  

Differences between Mexican and South American Spanish 

affected survey comprehension: Translations did not target the 

ancestry of the Latino population of Arizona. In response, the 

survey was reiwritten in Mexican Spanish and reviewed by 

three Mexican Spanish speakers.  

Information to better characterize Latino subjects was not 

captured by the survey: The survey did not ask for country of 

origin or descent, years in the US, birth and immigration status,  

etc. which could healp acount for differences in culture between 

immigrants and the children of minorities born in the US.  

Technology adoption barriers encountered when offered the 

electronic survey: Most of the participants preferred paper 

surveys and were more familiar with the term “tablet” 

compared to “iPad”.   

On-demand educational material could enhance explanation of 
data types: Participants often asked for clarifications on topics 

such as genetic data. On-demand education material could have 

improved comprehension. 

Conclusions 

The design and revision of the Spanish and English survey was 

complex and resource-intensive, involving  a multidisciplinary 

team as well as native Spanish and English speakers. The result 

was a Spanish survey at a 6
th
 grade reading level, high 

understandability, culutrally-correct behavioral health-specific 

vocabulary, accurate translations, and adaptation to a more 

Mexican-friendly Spanish. We have shared the lessons learned 

to help others address similar tasks more effectively and 

facilitate the inclusion of Latino behavioral health patients in 

future research. 
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Abstract 

People with Type 2 Diabetes (T2D) control much of their illness 

by making daily decisions regarding their health behaviours. 

They require certain skills, information, and support, which 

might not be obtainable from healthcare providers, and they may 

seek support through other media, such as online support groups 

(OSGs). This study seeks to understand the role of OSGs in 

empowering people with T2D by thematically analysing threads 

and posts from two UK OSGs. 

Keywords:  
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Introduction 

Diabetes is a serious chronic condition that has serious comor-

bidities, such as increased risk of stroke, vision loss, and kidney 

failure. It is a growing global threat with approximately 425 mil-

lion adults diagnosed worldwide in 2017, a figure that is esti-

mated to reach 629 million by 2045 [1]. In 2017, approximately 

850 billion United States Dollars (USD) were spent on the treat-

ment of diabetes and its complications worldwide, which is 

around 10% of global healthcare expenditures [1]. In the UK, ap-

proximately 4.5 million people have diabetes according to esti-

mates, including 1 million undiagnosed cases [2].  

Type 2 diabetes (T2D) accounts for 90% of all diabetes cases, 

and people are usually diagnosed with T2D in late adulthood [1], 

which makes them struggle with managing the illness. Because 

of its ongoing nature, people with T2D manage 95% of their con-

dition and healthcare professionals (HCPs) only have limited 

control [3]. Therefore, it is especially important to empower peo-

ple with T2D, since the proposed behavioural changes relate 

strongly to their lifestyle [4]. However, with the limited infor-

mation provided during and after diagnosis, they often seek other 

sources of information, e.g., the Web and online support groups 

(OSGs), which have been shown to be effective media to provide 

information and emotional support for patients [5].This is partic-

ularly important when these types of support are not readily 

available from HCPs.  

Empowered patients are knowledgeable, skilled, and responsive 

to set and attain their own health goals [6]. Patient empowerment 

(PE) can lead to more effective communications between patients 

and HCPs [7], increased quality of decision making [8], 

improved control and management of the illness [8], and lower 

costs for healthcare providers [9]. Healthcare organisations 

around the world, including the UK [10], the EU [11] and the US 

[12], have set PE as a main component and have developed many 

initiatives to achieve this. 

The Health Care Empowerment model (HCEM) identifies 

empowered patients as those who are engaged in the treatment of 

their illness, committed to it, collaborative with HCPs, informed 

about treatment options as well as their rights, and are able to 

cope with uncertainty, which can occur during any phase of the 

treatment [13]. The model proposes that a dynamic interplay of 

contextual factors, personal resources, and intrapersonal 

processes can influence PE for a patient who undertakes ongoing 

treatment. The aim of this study was to investigate how these 

elements, as well as empowerment elements identified by the 

model (i.e., patient engagement, being informed, collaborative, 

committed, and able to cope with uncertainty), are influenced by 

the use of OSGs for people with T2D. In particular, it seeks to 

answer the following research questions: 1) what are the 

information needs and behaviours of people with T2D using 

OSGs? 2) how do various contextual and intrapersonal factors 

and personal resources influence PE for people with T2D? 3) 

how do patients with T2D utilise the information they receive on 

OSGs, and how does this influence their health behaviours? 

Methods 

To answer the research questions, an inductive approach, 

utilising qualitative methods was adopted for this study. Two UK 

OSGs, Diabetes.co.uk (DCU) and Diabetes-support.org.uk 

(DSOU), were selected, and threads from June 1
st
 to July 31

st
 

2017 in the general discussion sections in the groups were 

purposively sampled and analysed. In order to investigate the 

importance of OSGs in the context of empowering patients in the 

UK’s National Health Service (NHS), members who indicated a 

non-UK location in their profiles were excluded from the 

analyses. A total sample containing 57 threads, which included 

555 posts, were purposively selected (with an inclusion rate of 

25% for Diabetes.co.uk and 17% for Diabetes-support.org.uk of 

the total sample). These threads clearly showed how the use of 

the OSGs helped people with T2D to manage their illness and 

overcome social, environmental, and intrapersonal barriers. In a 

number of threads, members reported how using the OSGs 

helped them to overcome the barriers. Members with T2D 

themselves posted the sampled threads and posts, not family 

members or friends. The first author analysed the collected 

threads thematically [14]. Tracy’s eight criteria were followed to 

enhance the quality of the study [15]. Further research (i.e., 

interviews with OSG users) will be used to check the validity of 

the findings. 

Prior to the data collection, the managers of the OSGs within the 

above organisations provided consent for undertaking the study. 

The study received ethics approval in accordance with the 

University of Sheffield Research Ethics Policy. 

Results 

The sample included posts from a total of 189 unique members 

with a mean number of 2.9 posts each. Preliminarily analyses 

uncovered several themes, as shown in Figure 1 below.  
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Figure 1– Map of the Themes and Sub-Themes  

 

Members mainly benefited from the use of the OSGs to control 

and manage the illness, learn about dietary options, overcome 

barriers with healthcare professionals (HCPs), seek information 

about affordable options for tools to manage diabetes, and cope 

with intrapersonal factors (e.g., fear, anxiety, etc.). Information 

obtained from other members in the OSGs helped them to 

understand test results and set realistic plans to achieve better 

outcomes. Diet plans, recipes, and eating tips were widely 

discussed, and this clearly informed many members about eating 

options and how to make healthier choices. As a result, a number 

of members reported that the information and support they 

received from OSGs contributed to different elements of 

empowerment elements mentioned by the HCEM.  

Emotions and thoughts about how members felt about the UK 

National Health Service (NHS), how the media was criticising 

the amount of spending on diabetes, and how they have been 

observed by others (especially employers and insurance 

companies) were expressed. They also discussed thoughts and 

plans about the management of the illness. Members also used 

the OSGs to share daily stories that were not necessarily related 

to diabetes. This was observed more in the Diabetes-

support.org.uk OSG, since it is smaller in size and the members 

appeared to be closer to and confide more in each other.  

Members had debates about whether HCPs expect them to be 

involved in the management of the illness, and if they are 

knowledgeable and capable enough to get involved in health 

decisions. On different occasions, they assured the importance of 

patients’ engagement in diabetes management, especially when 

not receiving an effective healthcare service. 

Conclusions 

This study has provided a preliminary overview of ongoing 

research that seeks to understand the role of OSGs in 

empowering people with T2D in the UK. The results indicate that 

OSG members use the platforms to control various aspects of 

diabetes management. While the results answered some of the 

research questions, others remain unanswered; therefore, in the 

future, threads from the same period will be collected and 

analysed from a further OSG, to investigate whether these 

findings are present across other communities. Additionally, 

semi-structured interviews with current or former OSG users will 

be undertaken to understand in greater depth how the use of 

OSGs has changed their level of empowerment and to check the 

validity of these findings. The results of this study might help 

OSG moderators, HCPs, healthcare organisations, such as the 

NHS, friends and family members of people with T2D to 

understand their needs and challenges in managing the illness.   
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Abstract 

The WHO Strategy and Plan of Action on eHealth 2012-2017 

highlights knowledge management and digital literacy as key 

elements for quality of care, health promotion and disease 

prevention, insofar as they guarantee training and better access 

to information in an equitable manner. 

This work proposes a digital literacy program for the 

development of skills in social media use for information 

management, communication and eLearning, aimed at Cuban 

health professionals. 

Keywords: 
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Introduction 

More than 3.196 billion people use social media in the world 

(42%), which represents a 13% growth compared to 2017 [1]. 

In Cuba, the figure reaches 38% of the population [2]. 

The training of human resources in the use of social media in 

the field of health is a key element for the use of technology on 

the road to universal health coverage and to achieve the 

Sustainable Development Goals of the 2030 Agenda [3]. 

In the context of public health, social media favors information 

sharing, autonomous and networked learning, teamwork, 

communication, feedback, access to other related networks and 

contact with different experts, everything which contributes to 

management and collective construction of knowledge. In 

addition, it allows us to detect patterns and behaviors associated 

with the search and supply of health information.  

The potential of these applications for surveillance, planning of 

services, development of intervention programs and health 

promotion are evident. 

In the information society, a health professional capable of 

using this valuable resource in the management of information 

and knowledge, communication and eLearning will 

undoubtedly be better prepared to develop health promotion, 

disease prevention and medical care, based on the intensive and 

timely use of information and communication technology. At 

the same time, it will facilitate the exchange of information 

among professionals, academics, researchers, students and 

managers. 

In the Cuban context, characterized by the particular 

importance of health issues in government public policies and, 

at the same time, one of the lowest rates of Internet penetration 

in the region (40 users per 100 inhabitants in 2017), the use of 

social media for health information management is a topic of 

particular relevance. 

The WHO Strategy and Plan of Action on eHealth 2012-2017 

highlights knowledge management and digital literacy as key 

elements for quality of care, health promotion and disease 

prevention, insofar as they guarantee training and better access 

to information in an equitable manner.  

The strategy points out social media potential for the 

management and acquisition of new knowledge and the 

development of digital competencies as one of the topics to be 

considered in educational programs aimed at health 

professionals.  

This work proposes a digital literacy program for the 

development of skills in social media use for information 

management, communication and eLearning, aimed at Cuban 

health care professionals. 

Methods 

A digital literacy program was designed considering the digital 

competencies established as necessary for the efficient use of 

social media in the field of health. We also considered the goals 

proposed in the WHO Strategy and Plan of Action on 

Knowledge Management and Communications [4], the WHO 

Strategy and Plan of Action on eHealth 2012-2017 and the 

PAHO IS4H project and Framework [5].  

The program was designed following a human-centered design 

process and it was developed by four digital literacy experts 

from different Cuban health and academic institutions.  

Results 

The program consists of three postgraduate courses, one 

Massive Online Open Course, one blended learning course and 

a third in face-to-face mode, so that it can be developed 

according to the needs and conditions of health professionals in 

different contexts.  

The program targets all kinds of health care professionals 

interested in the use of social media for health information 

management, communication in healthcare and eLearning, and 

other professionals from related sectors. 

Its main objective is to develop digital skills for the efficient 

use of social media for information management, 

communication and eLearning in health, through recognition 

and experimentation in different social networking platforms. 

Each course is organized into four thematic units covering the 

following content (Table 1) 

The program was accredited by the University of Medical 

Sciences of Havana and is integrated to three master’s degree 

programs and one diploma program. By October 2018 three 

blended, five face-to-face and two virtual editions had been 

developed, reaching 232 Cuban health professionals. 

Its incorporation into the self-learning resources of the Virtual 

Campus of Public Health of PAHO is foreseen. 
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Table 1 

Thematic units Contents 

Internet, 

information and 

communication. 

From web 1.0 to 

web 3.0. Social 

media. Web 2.0 

tools 

History and background of networks. 

Internet, information and 

communication. Transition from web 

1.0 to web 3.0. Social media. Web 2.0 

tools: email lists, wikis, blogs, shared 

favorites, forums, websites, virtual 

communities of practice 

Social media. 

Horizontal 

networks. 

Social media: conceptual elements, 

emergence, characteristics and 

classification. Social networks in 

information management, 

communication and eLearning. 

Horizontal social networks: Facebook 

and Twitter. 

Academic social 

networks. 

Role of social media in science, 

scientific research and health 

communication. Science 2.0. Academic 

social networks: ResearchGate. 

Academia.edu, Mendeley, LinkedIn.

Infomed´s Social 

Networks 

Infomed 2.0. Tools: discussion email 

lists, collaboration groups, blogs, Info 

links, wiki, image gallery, comments, 

instant messaging. Specialty and health 

topic websites.

 

Conclusions 

The WHO Strategy and Plan of Action on eHealth 2012-2017 

states that one of the components of eHealth is continuous 

education in information and communication technologies, 

which will facilitate its application in health. The digital literacy 

program that we designed can be reused for other countries that 

want to deploy the same kind of program. Further research 

about the impact of the program is needed. 
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Abstract 

Social media has a growing presence in the eHealth research 
agenda. This research aims to characterize the use of social 
media in the Cuban National Health System for health 
information management and communication in healthcare.We 
specifically examine the strategy developed by Infomed and its 
main results. 
Keywords:  

Social Media, Health, Information Management 

Introduction 

According to the 2018 Global Digital report, published by We 
Are Social and Hootsuite, more than 3196 billion people use 
social media in the world (42%), representing a 13% growth 
compared to 2017 [1]. In Cuba, the number reaches 38% of the 
population [2].  
One of the main expected trends regarding the use of Internet is 
the increased use of social media in the field of information 
search, Google search engine direct competition. 
Social media has a growing presence in the eHealth research 
agenda. To date, their use in healthcare have been identified as 
a resource efficient approach to information and knowledge 
management and specialized communication, that could be 
used in many settings, and particularly where care providers 
and patients do not have the opportunity to have personal 
contact. 
As part of the analysis of this new digital environment, some 
studies have examined social media impact on health 
knowledge management. In this sense, it has been pointed out 
the need to adapt the communication between health 
professionals and patients to the new scenario of the so-called 
electronic health, in a process that leads to the expansion of the 
possibilities of social interaction and the consequent 
empowerment of citizens for healthcare, as well as the best use 
of the potential of ICT [3]. 
In the context of public health, social media favor information 
sharing, autonomous and networked learning, teamwork, 
communication, feedback, access to other related networks and 
contact with different experts, everything which contributes to 
management and collective construction of knowledge. In 
addition, they allow to detect patterns and behaviors associated 
with the search and supply of health information. The potential 
of these applications for surveillance, planning of services, 
development of intervention programs and health promotion 
are evident. 
In the Cuban context, characterized by the particular 
importance of the health issue in government public policies 
and, at the same time, one of the lowest rates of Internet 

penetration in the region -40 users per 100 inhabitants in 2017- 
the use of the social media for health information management 
is a topic of particular relevance. 
Infomed is the Cuban National Health System network that 
coordinates all the health institutions of the country in terms of 
communication and information management [4]. One of its 
goal is that social media became channels for health 
information management and communication in healthcare for 
the entire country. Each health institution in the country is 
expected to develop a social media strategy that relates to its 
particular purpose, as well as to the goals of the Cuban national 
health system. 
This research aims to characterize the use of social media in the 
Cuban National Health System for health information 
management and communication in healthcare.We specifically 
examine the strategy developed by Infomed and its main 
results. 

Methods 

A descriptive study was conducted, including all the social 
media profiles of Cuban health institutions, from January 2017 
to October 2018. The variables used were: presence on 
Facebook and/or Twitter, update frequency, type of resources, 
topics, Facebook ranking according to LikeAlyzer [5], Twitter 
impact according to Twitonomy [6].  
Infomed's strategy for social media was described and its main 
results were examined with specialized analytics tools. 

Results 

Ninety-seven institutional profiles were studied (including 
Facebook fan pages and Twitter accounts). There has been an 
annual increment of more than 1000 Facebook followers and 
about 600 in Twitter since January 2017. However, most of 
Cuban healthcare institutions have presence only on Facebook 
(64%), only 38% have also a Twitter account and 64% of them 
maintain a systematic update (at least once daily).  
The most used types of resources were articles and pictures, 
mainly about news, information resources (scientific articles 
and books), courses and events promotion, all of this related to 
health. The main topics covered include hypertension, cancer, 
obesity, diabetes, Zika, dementia, aging, pregnancy and 
HIV/AIDS. 53% of Facebook profiles obtained a ranking lower 
than the average value for any type of page (53/100) according 
to LikeAlyzer. On average, 28 out of 100 tweets are 
redistributed, according to Twitonomy.  
Infomed profiles shows a growing trend, with more than 11000 
Facebook followers and 2291 in Twitter, until November 11, 
2018.  To date, the National Center for Medical Sciences 
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Information has five fan pages on Facebook and five users in 
Twitter.  
The average daily range on Facebook is 86528 people. Infomed 
fan page rank in Facebook is 75/100, higher than the average 
value for any type of page (53/100), for pages of the same type 
-health / medicine / pharmaceutical products- (51/100) and even 
with respect to similar brands. (70/100). 
Also, 48 out of 100 tweets are redistributed, indicating a high 
level of impact, committed audience and favorable impact on 
web statistics. According to Alexa [7], Infomed users spend 
about five minutes per day navigating and review four pages on 
average. In 2017, Infomed main website (http://www.sld.cu/) 
was located as the Cuban web portal with the best positioning 
in Alexa´s ranking. Throughout the year, it remained among the 
6000 most visited portals among all Internet sites and among 
the top 10 most visited websites in Cuba. 
The main components of Infomed social media strategy 
included: goals; strengths, weaknesses, threats and 
opportunities; audience; actions for each channel; guidelines 
for the design of the visual identity, formal elements and 
content management; interaction framework with the 
community; material and human resources; technological 
means and evaluation method. 

Discussion 

Social media is changing the nature of interactions in the field 
of health. Simple qualitative methods were used that showed 
increased social media use, but suboptimal use of Facebook 
profiles and insufficient use of Twitter within the Cuban 
National Health Service Network.  
The analysis of the social media profiles of Cuban health 
institutions showed that the main difficulties were the low 
frequency of content updating, the scarce use of hypermedia 
resources, the inadequate selection of images, low interaction 
with users and the absence of a web content linked to the 
publications. 
Among the studied profiles highlight the Infomed ones. Our 
results show that the strategy implemented by the Cuban 
National Center of Medical Sciences Information, which 
integrates the social participation spaces of Infomed with 
Facebook and Twitter, is a good practice. It strengthens 
cooperation through the structuring of information services and 
resources around knowledge networks and develops spaces for 
interaction, training, advice and discussion that favor 
permanent exchange among the people involved in the 
processes, motivating new knowledge generation and 
facilitating access to it. 
Interaction between peers in social media is shaping a new 
model of knowledge management and learning, a different way 
of obtaining training and information, updating and developing 
necessary skills for professionals in healthcare sector. 
Additional research is needed to further characterize the social 
media strategies of our health institutions and evaluate their 
results. Such information can be used to design interventions 
that improve use within a health system. 

Conclusions 

In the context of the Cuban National Health System, the 
consolidation of social media use for information management 
and communication in helathcare would increase access to 
information as a pillar of knowledge production. It would also 
contributed to the development of digital skills in human 
resources, which support the integral approach to health.  

Digital social networks are considered today as the main 
standard of the new digital communication environment. 
However, this study suggests that their use in the Cuban 
National Health System is still incipient. The definition of 
institutional policies and strategies constitute the greatest 
challenge. The results of the implementation of Infomed´s 
strategy is a good example. 
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Abstract 

Based on the latest published cancer report by the Saudi Health 
Council, Saudi Cancer Registry (SCR) in 2014, the percentage 
of cancer incidence got higher than the previous report in 2012 
by 10.2% [1]. Increasing the incidences of head and neck 
cancer (HNC) remains a local public health burden that 
provoke us to consider technology innovations to manage its 
serious health consequences. We aimed to evaluate patients’ 
preception toward technology usage in reciving health care.  

Keywords:  

Technology Acceptance Model, Head and Neck Cancer, Saudi 
Arabia 

Introduction 

Researchers indicate that at the time of diagnosis, cancer 
patients retain less than 20% of the information they collect [2]. 
For that, dental health education needs to be warranted in the 
patient care routine. Effective dental health education is 
encouraging patients to minimize their risk factors in order to 
reduce and prevent severe oral complication following cancer 
therapy. Prevention will aid to better nutrition, enhance 
comfort, increase adherence to cancer therapeutic process. 
Moreover, prevention care will lead to better health outcomes 
as well as improve the quality of life [3]. The purpose of this 
study was to evaluate patients’ preceptions of using mobile 
dental health education among head and neck cancer patients in 
Saudi Arabia.  

Methods 

We adopted the technology acceptance model (TAM). Since 
the original questionnaire was in English, we used the 
recommended translation process by World Health 
Orginzation(WHO) to translate it into Arabic. The quistionare 
consisted of four main sections: demogeaphic, clincial data, 
mobile technology using data,  and TAM containing 28 items 
scored of  5-point likert scale measuring both PU and PEOU 
(14 questions for each variable). This cross-sectional study was 
conducted in the dental department of King Fahad Medical City 
tertiary care hospital in Riyadh of Saudi Arabia from March till 
April 2019. Targeted population were 253 head and neck cancer 
patients who was treated there. Data were collected by phone 
based intrviews.  

Results 

Table 1 – Demographic and Clinical Data of Patients 
Participating in the Study (n=253) 

Varibles  No. (%) 
Sex  

� Male 
� Female 

 
151(59.7) 
102(40.3) 

Age 
� Range 
� Mean±SD 

 
19-73 
49.9±11.5 

Nationality 
� Saudi 
� Non-Saudi 

 
230(90.9) 
23(9.1) 

Education 
� Primary  
� Middle 
� Secondary 
� Bachelor 
� Master 
� Doctorate 

 
4(1.6) 
39(15.4) 
87(34.4) 
115(45.5) 
7(2.8) 
1(0.4) 

Duration of disease in years 
� Range  
� Mean±SD 

 
1-18 
6.4±3 

Tumor type 
� Benign  
� Malignant  

 
1(0.4) 
252(99.6) 

Treatment type 
� Surgery 
� Radiotherapy 
� Chemotherapy 

 
108(42.7) 
245(96.8) 
166(65.6) 

Duration of radiotherapy in months 
� Min-max 
� Mean±SD 

 
0-9 
4.27±1.5 

Duration of chemotherapy in months 
� Min-max 
� Mean±SD 

 
0-9 
4.08±2.8 

Time taken in minutes between home and medical 
service 

� Min-max 
� Mean±SD 

 
 
1-900 
208.9±247.4 

Type of electronic device you use 
� Tablet 
� PC 
� Laptop 
� Mobile phone 
� Smartphone 

 
66(26.1) 
53(20.9) 
131(51.8) 
3(1.2) 
248(98) 

Have you ever communicated with a health care 
provider using telemedicine? 

� Yes 
� No  

 
 
45(17.9) 
206(82.1) 

Do you want to communicate with your healthcare 
provider using telemedicine tools? 

� Yes 
� No  

 
 
249(99.2) 
2(0.8) 
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Results (Table 1) showed an excellent usage of technology 
devices among participants, 98% were using smartphones and 
51.8% were laptop users. 82.1% were reported that they never 
communicated with healthcare providers by mobile 
technologies. Almost 18% were contacted with healthcare 
providers to reschedule their appointments or to have referrals 
to other departments such as speech therapy. Results also 
showed that 99.2% of the participants were willing to 
communicate with healthcare proviers using mobile dental 
health from home to get dental health education. The 
correlation between those who accepted using telemedicine and 
different variables such as sex, nationality and tumor type 
(Table 2) had no significant association with the acceptance of 
using telemedicine. Whereas tumor type was the only factor 
significantly associated with receiving health education (P-
value=0.03). 

Table 2 – The Correlation Between Receiving Health 
Education and Different Variables 

Variables Receiving dental health 
education  

n (%)/ mean±SD 

P-
value 

No Yes 
Sex 

� Female 
� Male 

 
 86(86) 
120(79.5) 

 
14(14) 
31(20.5) 

 
0.51 

Education 
� Secondary 

and less 
� Bachelor and 

above 

 
107(83.6) 
 
99(80.5) 

 
21(16.4) 
 
24(19.5) 

 
0.52 

Nationality 
� Saudi 
� Non-Saudi 

 
188(82.1) 
18(81.8) 

 
41(17.9) 
4(18.2) 

 
0.92 

Tumor type 
� Benign  
� Malignant 

 
0(1) 
206(82.4) 

 
1(100) 
44(17.6) 

 
0.03* 

 
By investigating the attitude of participants toward the 
importance and using dental health education program (Table 
3), the range of attitude score was 52-70 with a mean ±SD= 
62.3±2.96. There was a significant negative correlation 
between duration of disease and attitude (r=-0.148, P=0.02). 
Nationality and receiving education program had no significant 
impact on the attitude score, whereas education was 
significantly associated with attitude score, the higher 
education was significantly associated with a higher score of 
attitude (P-value=0.01).  

Discussion 

The strength of this study is that this is the first study to assess 
the acceptance of head and neck cancer patients toward using 
mobile health education in Saudi Arabia, whereas the 
limitations include the lack of similar studies so we couldn’t 
compare our findings with others. 

 

 

 

Table 3 – Correlation Between Attitude and Different 
Variables  

Variables 
Mean 

attitute 
score 

Std. 
Deviation P-value 

Nationality 
Saudi 123.48 3.08013 

0.989 
Non-Saudi 123.5 2.83816 

Education 

Lower 
Education 122.6 6.38967 

0.017 
Higher 

Education 124.4 5.21762 

Receiving 

Education 

Yes 123.6 5.86741 
0.490 

No 122.9 6.07678 

Conclusions 

There was acceptance among patients to communicate with 
health care providers by using smartphones, and they had a 
positive attitude toward mobile dental health education.  
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Abstract 

Adherence determines the impact of digital health 

interventions. Standard tools provide a measure for user 

experience and predict adherence. We evaluated the User 

Engagement Scale Short Form (UES-SF) during the POEmaS 

project, a randomized clinical trial of an online weight loss 

platform. We received answers from 178 participants (13.7% 

of the cohort) and correlated the UES-SF scores with the 

number of sessions attended. Our findings suggest the UES-SF 

is an accurate evaluation of user experience, but only one 

domain (reward) was associated with long-term use. 
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Introduction 

Lack of user engagement and adherence with digital health 

tools is a common issue in large-scale online interventions. 

The User Engagement Scale (UES) is a tool that helps 

evaluate the main determinants of adherence. Initially 

developed for e-commerce, social media, and search 

situations, the UES is based on general psychological 

constructs and can be used in other domains [1]. The UES has 

a short form (UES-SF) [2] which is composed of 12 questions 

divided between 4 domains: perceived usability (PU), 

aesthetic appeal (AE), focused attention (FA), and reward 

(RW). The RW domain is a summary of three domains from 

the original UES: endurability, a measure of how successful 

the interaction was and the likelihood of recommending the 

application to others; novelty, a measure of curiosity and 

interest; and felt involvement,  a measure of the feeling of 

being “drawn in” and having fun [2]. 

We evaluated the applicability of the UES-SF to the digital 

health domain. We explored the use of the UES-SF to evaluate 

how users perceive a digital health intervention for weight loss 

and to understand which facets of the UES are most predictive 

of long-term adherence. 

Methods 

The Online Platform for Healthy Weight Loss (POEmaS) 

project has been extensively described elsewhere [3]. It was a 

randomized controlled trial that investigated the effectiveness 

of an online platform which delivered a 24-week behavior 

change program on weight loss and lifestyle habits. The 

yearlong trial (September 2017 to October 2018) enrolled 

1298 eligible participants (≥18 years of age, BMI ≥ 25kg/m

2
, 

not pregnant or undergoing other treatments for weight loss) 

who were students or staff of the Universidade Federal de 

Minas Gerais (UFMG) in Brazil. The project was approved by 

the UFMG Ethics Committee (CAAE: 

73545717.5.0000.5149) and is registered as NCT03435445. 

Participants were randomly allocated at a 1:1:1 ratio into three 

parallel arms: 1) those given access to the web-based 

platform; 2) those given access to the platform plus online 

coaching with a registered dietitian; and 3) the waiting list 

group, which received access to the platform after six months. 

The behavior change intervention was similar for all groups 

[4].   

Prompts for answering the UES-SF were submitted to all 

participants by email. Users in groups 1 and 2 (platform 

access) were prompted at the end of the program (six months). 

Users assigned to the waiting list were prompted one week 

after gaining access to the full platform in order to evaluate 

whether the scale’s predictive capacity changes over time. All 

questionnaires were answered electronically at a webpage 

built specifically for the purpose and were not part of the 

normal usage session. 

Answers were analyzed after the end of the trial. We 

determined Pearson's correlation coefficients between long-

term engagement and the score for each domain separately, as 

well as the overall score.  We also used Student’s t-tests to 

compare the mean UES-SF score in each domain between 

users who only used the platform for one day and users who 

returned at least once; we did the same to compare users who 

attended more than seven sessions with those who did fewer 

than seven sessions. Statistical analysis was performed using 

the SciPy package v1.1.0. 

Results 

The questionnaire was offered to all 1298 participants of the 

POEmaS project. We received 178 (13.7%) responses. 

Responders were older than non-responders but had similar 

baseline body mass indices (BMI). The responder group had 

significantly more female users. The clinical trial arm was not 

determinant for whether the user answered the UES-SF 

questionnaire. The comparisons between the responder group 

and the non-responder group can be seen in Table 1. 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190704

1901



Table 1 – Baseline Characteristics of UES-SF Responders and 

Non-Responders 

 Non-

responders 

Responders p-value 

Female (%) 847 (75.6%) 149 (83.7%) 0.023

Mean age 33.35 35.27 0.020

Mean baseline 

BMI 

29.96 29.46 0.15 

Waiting list (%) 349 (31.1%) 59 (33.1%) 0.79

Total 1120 178  

 

The platform was highly rated by the users in the four 

domains of the UES-SF. The response averages can be seen in 

Figure 1. Platform evaluation was not significantly different 

between participants in different trial arms. 

 

 

Figure 1 – Average UES-SF scores, stratified by domain and 

trial arm (mean and standard deviation shown). FA=focused 

attention, PU=perceived usability, AE=aesthetic appeal, 

RW=reward  

The overall UES-SF score was positively associated with 

engagement measures. When considering the different 

domains, only the RW domain retained statistical significance 

(Table 2). 

Table 2 – Association Between UES-SF Scores and the Total 

Number of Sessions, Stratified by Domain 

 Pearson correlation coefficient p-value 

UES (all domains) 0.1864 0.013

Focused attention 0.1202 0.110

Perceived usability 0.0493 0.514

Aesthetic appeal -0.0111 0.883

Reward 0.3011 <0.001

 

UES-SF scores stratified by domain between users who used 

the platform for only one day and users who returned at least 

once were significantly different for the FA, AE and RW 

domains (Table 3). When comparing between users who 

attended more than seven sessions and those who did fewer 

than seven sessions, only the differences in the RW domain 

retained statistical significance. 

Table 3 – Association Between UES-SF Scores and Short-

Term Engagement, Stratified by Domain 

 1 session > 1 session p-value 

Number of users 41 137  

FA (mean) 8.24 9.8 0.002 

PU (mean) 9.81 10.17 0.524 

AE (mean) 10.61 11.51 0.029 

RW (mean) 9.76 11.39 0.001 

Conclusions 

The UES-SF was useful as an engagement evaluation for 

digital health interventions. Among the four dimensions 

explored in the questionnaire (reward, perceived usability, 

aesthetic appeal and focused attention), all but perceived 

usability are associated with short term engagement. However, 

only the reward dimension is associated with long term 

engagement.  
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Abstract 

Digital Health (e-Health) is the use of the technologies of 
information and communication in the health area. We report 
the design and implementation of a course in e-Health for 
multi-professional postgraduate students. It was based on two 
key ideas: a blended-learning model and real-life spaces. The 
methodological triangulation approach included the 
educational planning of a course. In this work, we present and 
demonstrate the feasibility to use a blended-learning model to 
teach e-Health to postgraduate students based on interactive 
distributed learning spaces. 

Keywords: health education, learning, informatics. 

Introduction 

Digital Health (e-Health) is the cost-effective and secure use of 
information and communications technologies in support of 
health and health-related fields, including health-care services, 
health surveillance, health literature, and health education, 
knowledge and research [1]. 

Most health professionals use information technology daily in 
their work, but few know how to adapt their roles and work 
processes to incorporate it for the most significant benefit  [2]. 
In this respect, blended learning (b-learning) might be more 
suitable for health care training because of the need to combine 
hands-on, skills-based training at a practical level, as well as 
self–directed learning [3,4]. We report the development of a 
course in digital health, which combined both a blended-
learning model and real-life spaces.  

Methods 

The course is an elective, open discipline, offered to post-
graduate students attending the master’s or doctorate on 
Mathematics and Technological Education (Edumatec) at the 
Center of Education of the Federal University of Pernambuco  
(UFPE) in Recife, Brazil. We, the teachers, used a design-
thinking approach for the educational course planning with 
brainstorming and canvas map techniques, and analyses of 
future learning spaces and scenarios. The basic structure of the 

course considered the content (academic and real-life), the 
learning spaces (physical and virtual), and strategies (scenarios 
and activities). 

The educational contents were digital health history and 
resources; and concepts, characteristics, and landmarks in 
education. The real-life themes included e-Health applied to the 
electronic health record, accreditation in the health area, 
innovation in health, telehealth, and development of personal 
competencies for health workers. All real-life contents were 
studied physically through visits plus chats with health or 
educational workers. 

The physical learning spaces were the UFPE physical post-
graduate classroom, a primary public health unit, a tertiary 
private health unit, a school of innovation, a telehealth unit, and 
a symposium attendance. The online learning spaces were an 
online classroom and a social media network. We used a 
freeware Learning Management System - LMS (MoodleCloud) 
on the Internet, office productivity programs (Microsoft Office, 
H5P) and interactions in social media software (Telegram), 
because of their availability and usability [5-8].  

Three interdependent and simultaneous tracks of learning 
scenarios were envisaged: physical and real life (regular 
classroom and guided visits), online and interactive (virtual 
classroom and social media network) and innovative 
production (hackathon).  As evaluation criteria for the course, 
we used pre- and post-tests, weekly task accomplishment, the 
Hackathon solution, and the degree of interaction of the 
participants.  

Results 

Thirteen students and two teachers were enrolled in the 
discipline for eight weeks. As a result, a thirty-hour course was 
developed in a b-learning model using an LMS platform, 
software, and social media. A myriad of activities were planned 
to better consolidate learning, both in real and virtual scenarios 
(Table 1). A hackathon with a real health problem was also 
created so that the students could follow the various phases of 
problem presentation, ideation, construction, validation, 
implementation, and solution presentation. 
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Table 1 - Structure and Timeline of the Course on Digital Health.

 
Structure 

/ Week 0 1 2 3 4 5 6 7 

Planning 
Individual work 
Meetings 
 

Classroom 
work 
Agreement 
 

Guided visit 
Hackaton 
Interaction 
 

Guided visit 
Hackaton 
Interaction 
 

Guided visit 
Hackaton 
Interaction 
 

Guided visit 
Hackaton 
Interaction 
 

Guided visit 
Hackaton 
Interaction 
 

Classroom 
work 
Products 
 

Contents 

Syllabus 
LMS 
Social Media 
Hackaton 
 

Education 
Lanmarks 
Digital Health 

Problem & 
ideation 
Electronic 
health registry 
 

Ideation 
Accrediation in 
the health area 

Construction 
Health 
innovation 

Validation 
Telehealth 

Implementation 
Compentencies Presentations 

Scenarios Univerity University Primary public 
health unit 

Tertiary 
private health 
unit 
 

Technology 
park 
 

Telehealth 
nucleus 
 

Telehealth 
nucleus 
 

University 
 

Tools Software 
 

Software 
LMS 
Social media 
 

Software 
LMS 
Social media 
 

Software 
LMS 
Social media 
 

Software 
LMS 
Social media 
 

Software 
LMS 
Social media 
 

Software 
LMS 
Social media 
 

Software 
LMS 
Social media 
 

Activites 

Brainstorming 
Canvas 
Test 
Tool 
construction 
E-mailing 
 

Conversatin 
circle 
Presentation 
 

Visual 
documentation 
Brainstorming 
Bibliographic 
search 
 

Guided visit 
Interview 
Wiki 
Canvas 
Biliographic 
search 

Guided visit 
Interview 
Wiki 
Canvas 
Biliographic 
search 

Symposium 
Wiki 
Bibliographic 
search 
 

Guided visit 
Video 
confernece 
Wiki 
Bibliographic 
search 

Concept maps 
Wiki 
Pitch 
 

Resources 

Personal 
experiences 
Scientific 
literature 

Visual libraries 
Links 
Publications 

Visual libraries 
Links 
Publications 

Visual libraries 
Links 
Publications 

Links to videos 
Visual libraries 
Publications 

Presentations 
Virtual 
libraries 
Links 
Publications 

Virtual libraries 
Links 
Publications 

Virtual 
libraries 
Links 
Publications 

Assessment 
Academic 
approval 
Announcements 

Pre-test 
Assignments Assignments Assignments Assignments Assignments Assignments Post-test 

LMS= Learning Management System.  Wiki= collaborative editing tool of the LMS. 
 

Conclusion 

We demonstrate the feasibility to design and implement a 
course in digital health for postgraduate studies, based on real 
and virtual complimentary interactive and innovative learning 
scenarios.  
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Abstract 

One of the challenges of implementing health information and 

communication technology is the need for a skilled workforce 

that understands health care and ITC. There are also people 

and organizational challenges involved. This work describes 

the strategies to create such a workforce for the public 

network of healthcare facilities in the City of Buenos Aires, 

which include promoting the adoption of technologies and 

providing lines of contention for continuous training. 

Keywords:  

Organizational Innovation, Capacity Building, Health 

Information System  

Introduction 

Developing and managing workforces to carry out Health 

Information System (HIS) implementations is key and 

challenging. Having trained professionals in the discipline that 

do not meet the required task force demands when it comes to 

regional implementations [5] increases the challenge. 

The Ministry of Health of the Autonomous City of Buenos 

Aires started the implementation of the Health Information 

System two years ago that involved 114 effectors [2]. This led 

to the creation of different working teams to carry out the 

implementation, provide support in the transformation 

processes, and ensure the adoption of new technologies during 

the management period 2015-2019 [4]. 

This paper describes the strategies designed and used for the 

conformation, growth, and consolidation of the working teams 

implementing HIS in the public health system of the 

Autonomous City of Buenos Aires. 

Methods 

Setting 

The Buenos Aires city healthcare network is conformed by a 

Ministry of Health, 114 centers, structured into 12 

geographical areas to organize health care delivery. The 

healthcare system has a total of 41,000 employees. Since June 

2016, an Electronic Health Record (EHR) has been gradually 

implemented in the outpatient setting [2; 4]. When the 

Ministry of Health decided to implement the EHR, a Special 

Project Unit (SPU) was created and the necessary manpower 

was assigned to carry it out.   

Study Design 

This is a descriptive study about the designed strategies that 

were used for the conformation, growth, and consolidation of 

the working teams that are in charge of implementing EHR 

within the City of Buenos Aires. The description has been 

approached from four axes: 

1. Talent Management: The challenge of digital 

transformation becomes the challenge of selecting 

professionals with adequate digital competences and 

digital culture [6]. In this sense, and considering that 

health systems are understood as complex systems that 

consist of dynamic and complicated networks of 

interconnected actors [1], it becomes relevant to form 

multidisciplinary working teams. 

2. Communication and Internal Training: The working 

team in charge of carrying out the implementation 

becomes the prolocutor for organization that works on 

agile methodologies. The team must be trained in 

change planning processes, have the ability to establish 

a sense of urgency, form the coalition of a local team, 

empower people, provide short-term results and 

collaborate to consolidate the introduced changes [3; 

7].  

3. Contention lines: Training and communication 

programs are contention mechanisms for the working 

teams that can also foresee the demands that may be 

received by end users. Digital knowledge, information 

management, communication, networking, continuous 

learning, the strategic vision, network leadership and 

the user’s orientation, are the thematic axes on which 

the training of the work team should focus. 

4. Geographical distribution: The demographic 

distribution of the effectors has been laid out within an 

area of 204 Km². This distribution is a variable to be 

taken into account when it comes to organizing and 

distributing HIS implementation teams, especially if 

the implementation happens to be simultaneous or 

exponential. 

Results 

Talent Management  

The SPU EHR is a team that combines disciplines, organized 

in 5 different roles and functions (Table 1). 
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Table 1– SPU EHR Team Profile 

Role Function Discipline (N)  

Director Establish Strategic 

guidelines; 

coordinate with 

Project Leaders 

Healthcare 

Informatics (5) 

Project 

Leader (PL) 

Establish tactical 

guidelines; develop 

the gantt and track 

the project 

Physicians (2), 

Sociologist (1), 

Political Scientist (1), 

Communicator (1), 

Education (1), Inter-

disciplinary Residen-

cy Program in Health 

Information Systems 

(IRHIS) (15) 

Coordinator Operate the strategic 

lines; manage field 

work 

Healthcare 

professionals (16) 

Implementer Perform survey and 

implmentation tasks

Advanced Health 

Science students (65)

Auditor Ensure the pattern’s 

quality 

Professionals of 

Administrative 

Careers (8) 

 

Due to the shortage of this professional profile, the IRHIS was 

developed to create a training program based on in-service 

training. Currently, the IRHIS has 15 active professionals 

(physicians, psychologists, sociologists dentist, 

anthropologists,) who have been assigned the PL role. 

The approach of all actors requires the involvement of other 

disciplines, ensuring the convergence of different perspectives 

and proving suitable solutions for end users, understanding 

their interests, needs and idiosyncrasies.  

Communication and Internal Training  

The SPU EHR designed a three-stage training process for the 

implementers. This training allows collaborators to pass down 

HIS implementation values, as well as teaching the use of 

their applications and finally provide certain soft tools to 

manage change. 

Project Coordinators and Project Leaders receive their training 

through similar post-graduate courses such as project 

management programs, AMIA's 10x10 program and a master's 

degree in health informatics. 

On the other hand, Coordinators and PL meet every two 

weeks to share both advances and unexpected consequences in 

order to generate consensus and find alternatives to continue 

with the implementation plan. 

Contention Lines 

In order to support the training of collaborators, a series of 

instruments as face-to-face and virtual trainings, an internal 

campus and meetings, were established to facilitate access to 

knowledge.  

Likewise, prior to the launch of a new functionality in the 

EHR, every member of the working team must undergo virtual 

training designed for end users and attend every required 

specific training meeting.  

Finally, given the complexity implied in introducing changes 

in health organizations and considering that implementers are 

those who usually receive the most unmet demands, the 

Project Management promoted dialogue and contention 

meetings with a team of experts in coaching. In these spaces, 

we sought to capitalize on the collaborators' experiences and 

provide useful soft tools to manage change within the field. 

Geographical distribution 

Geographical distribution of health effectors as well as the 

committed goals influence the way grouping and collaboration 

work among coordinators when simultaneously implementing 

several effectors. There are two main implementation scopes 

(primary healthcare facilities and hospitals) which are crossed 

by several transversal projects (contingency, printing Health 

records, Digital Signature, etc.) 

The PL team works with the coordinator to integrate the 

implementation of transversal projects to the deployment of 

EHR positions assumed as government commitment. 

Conclusions 

Digital transformation does not have to be thought as the 

transformation of the organization. Instead, it has to be 

thought as the transformation of the people that are part of it. 

Thus, the talent management of the working team that carries 

out the implementation of HIS is key when adopting change. 

Even though the SPU EHR has put a lot of emphasis on 

different strategies for the development of high-performance 

teams, there are still evaluation instances of internal processes 

to be developed. 
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Abstract 

The Working Group “Health Informatics for Interregional 

Cooperation” (WG HIIC) of the European Federation for 

Medical Informatics (EFMI) is dedicated to develop, to 

implement and to disseminate a strategy for promoting exchange 

of information, knowledge and experiences all around the world 

and more particularly, between Health Informatics arena 

players in the different European continent regions.  

Keywords:  

Europe, Social Participation, International Cooperation  

Introduction 

The European Federation for Medical Informatics Association 

(EFMI) is in Europe, since 1976 [1], is the leading organization 

in the field with more than 30 partner-countries affiliated 

societies. Among the main objectives of EFMI, a central one is 

promoting co-operation inside and outside Europe by supporting 

dissemination of academic and professional education, 

knowledge, standards and experience.  

For matching with these goals, in a continuously changing 

scientifically, technologically and regulatory contexts, EFMI has 

workgroups (WGs) focusing on how to investigate, to 

disseminate and to promote a large range of sub-specialties of 

Medical Informatics by taking into account cultural differences. 

EFMI WG “Health Informatics for Interregional Cooperation” 

(HIIC) has been created continuing the activity of the EFMI WG 

Medical Informatics for Countries in Transition (MICIT) chaired 

until 2003 by Prof. George Mihals and from 2003 by Prof. 

Lacramioara Stoicu-Tivadar who proposed to EFMI Council the 

new WG in 2007. Since 2018 a new chair – Dr. Arriel Benis - 

and co-chair – Dr. Mihaela Crisan-Vida took the lead of the WG 

and will continue the activities in a dynamic manner for the next 

4 years. 

Objectives 

• The EFMI WG HIIC activities consist of promoting 

exchange of information, knowledge and experiences 

all around the world and more particularly, between 

Health Informatics arena players in the different 

European continent regions. For addressing these, the 

EFMI WG HIIC is over the years developing and 

improving a dedicated continually evolving strategy 

[2]. 

• The main objectives of the EFMI WG HIIC are [3]: 

− to promote exchange of information and 

experiences between actors in different regions in 

Europe; 

− to investigate the needs, opportunities and 

obstacles for e-health and to review and select 

from different education options for developing 

regions; 

− to disseminate European and world-wide results 

and experiences across regions and between 

professionals; 

− to facilitate access to European groups and their 

facilities and outcomes by students and health 

professionals from developing regions; 

− to disseminate European and world-wide results 

and experiences across developing regions and 

professionals. 

Implementation 

During the last decade, the EFMI WG HIIC has been involved in 

different projects and missions, for example, 

• to support the development and the implementation of 

the Electronic Health Record in Europe; 

• to motivate national societies to join EFMI as members 

and also its WGs; 

• to support the organization and the community 

involvement in the Medical Informatics Europe (MIE) 

conferences; 

• to organize EFMI Special Topic Conferences (STCs) 

and workshops allowing researchers and practitioners 

sharing  their work in a specific sub-domain [4]. 

Several of these EFMI WG HIIC actions during 2008 - 2017 

were: 

• 2008: in April the WG chair conducted a mission of 

evaluation and support the EHR Serbia, with 

participation in The Conference «Electronic Health 

Record, options for the Future», Sava Center, Belgrade, 

April 17 (from EFMI Prof. Rolf Engelbrecht, EAR, 

MoH Serbia); participation in MIE 2008 Goteborg and 

in July Organizing the Workshop “Integration of 

Electronic Health Records” National / International and 

Technical Aspects, 24-25 July; in September 

participation in STC 2008, London. 

• 2009: during MIE 2009 in Sarajevo HIIC organized the 

the Workshop “Is There a Common Background to 

Support Better Healthcare in Central and South East 

Europe?” - to assess healthcare informatics stage for 6 
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countries in Central and East European area, and the 

real need for cooperation and its driving forces [5]; 

• 2011: HIIC chaired EFMI-STC in Laško, Slovenia, e-

Health Across Borders Without Boundaries  with prof. 

Lacramioara Stoicu-Tivadar as SPC chair and prof. 

Bernd Blobel and Tomaz Marcun co-chairs and editors 

[6]. 

• 2014: EFMI WG HIIC organized together with EFMI  

Primary Care WG the  STC 2014 in Budapest, 

Hungary, dealing with cross-border challenges in 

informatics with a focus on disease surveillance and 

utilization of big-data, editing the volume Cross-Border 

Challenges in Informatics with a Focus on Disease 

Surveillance and Utilising Big Data [7] 

• 2015: the WG supported the program and participation 

in EFMI MIE2015, Madrid, Spain; mediating EFMI-

IMIA WGs meeting during MIE 2015; in April 

participation in EU-USA project Trillium bridge 

workshop; preparing projects for consolidating cross 

border cooperation with neighbours, Hungary (Szeged) 

and Serbia (Vrsac) in e-health projects under 

INTERREG frame. 

• 2016: participation at STC 2016, Paris, France with 

scientific contributions; participation in EFMI MIE 

2016, Munich, Germany and organizing the workshop 

on regional projects and low cost solutions for 

financially challenged regions: Sustainability of 

Telemedicine Projects for Resource Challenged 

Regions having as invited speaker the regional projects 

expert Michael Weinhara. 

• to develop active cooperation at the national level 

between EFMI country (e.g. Romania / Hungary / 

Serbia since 2009), academic institutions in different 

regions of Europe (e.g. “Politehnica” University of 

Timisoara in Romania and the Holon Institute of 

Technology in Israel since 2017) in medical informatics 

education and e-health projects [8]. 

The results of the previous years show that interregional 

cooperation in the European health informatics arena is active 

and gradually moving from focused interested to broad one 

which combine academic and industrial researches and higher 

eduction training. The EFMI WG HIIC focused, focus and will 

focus on common problems that extend beyond national borders 

such as health, legal, political, economic and cultural factors. 

Lessons and future outcomings 

In the nowadays, connected world the EFMI WG HIIC is proud 

of the previously accomplishments. 

From these experiences, the group has pointed-out new needs and 

challenges for taking to the next level, the interregional 

cooperations based on medical and health informatics projects. 

An important part of the EFMI WG HIIC strategy consists for the 

next years to increase the numbers of its members, their academic 

and professional background and country of origin. Accordingly, 

it will allow the WG to be involved in more projects, such as 

taskforces, and so will be able to support them by sharing 

experience and expertise in running multinational and 

interregional projects. 

The virtualization of the workspace is a huge opportunity for 

establishing scientific, technical, educational and mostly human 

active and productive partnerships in the European landscape and 

further.   

As some examples of future outcomings, we can mention: 

collateral involvements in health informatics courses between 

academic institutions in EFMI partner-countries and the 

development and implementation of a collaborative and 

multilingual dictionary focusing on Health and Medical 

Informatics. 
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Abstract 

We consider Medical Informatics programs at universities as 

one of the main education resources for young scientists in our 

field and thus present a new design for a course teaching 

scientific skill at the University of Heidelberg as blended-

learning format. We utilize common E-learning methods and 

created the whole course with respect to the concept of 

research-based teaching. Finally, we present our lessons 

learned from the current activities of the course. 

Keywords:  

Education, Distance, teaching, medical informatics. 

Introduction 

Medical informatics is a scientific discipline with variety and 

evolving research topics [1]. Therefore, an important aim of 

academic medical informatics programs is to allow students to 

participate in scientific work. In the medical informatics 

bachelor program at Heidelberg/Heilbronn (Germany), the 

students have a compulsory practical course where all 

participating students work as a research team together on an 

up-to-date scientific question of medical informatics.  

Academic teaching in Germany is mostly organized by 

conducting weekly classroom instruction. This format is not so 

adequate for a large group of students who are working together 

on a project. There are times in the course of the project where 

intensive instruction and feedback in short intervals is 

necessary and there are phases in which the learners can work 

independently for longer periods of time. Therefore, we 

developed a blended-learning concept for practical training that 

implements research-based learning. 

Blended-learning formats are used rarely (18 % of German 

university teachers used such formats regularly in 2017 [2]). 

Therefore, a process model on how to establish such a course 

was not available. 

Methods 

We used existing work from Salmon [3,4] to implement an 

active and social Virtual Learning Environment (VLE). The 

overall design of the VLE was created following the concepts 

of research-based learning by Healey and Jenkins [5] and the 

guidelines for research-based courses from Sonntag et al. [6]. 

For the implementation of the VLE, an existing instance of the 

open-source learning management system Ilias (version 5.3.7) 

was used. To measure the students learning success and the 

general satisfaction with the course, an evaluation was 

conducted at the end of the winter term 2018 / 2019. For this 

evaluation a German questionnaire was created, which utilizes 

the F-Komp-model from Böttcher and Thiel [7], a questionnaire 

that specifically addresses the evaluation of research-oriented 

courses. The items from the F-Komp-model were combined 

with the standard evaluation form of the university’s quality 

management department. 

Results 

The blended-learning concept covers a 15-week term and is 

suited for a course which grants 6 ECTS credit points. The 

course is organised in weeks which include classroom teaching 

and exclusive E-learning weeks. The sequence of these types of 

weeks has to be flexible to a certain extent to allow adjustments 

throughout the term (see Table 1). 

Structure of the VLE 

During all weeks of the course the VLE is used to offer different 

resources, like literature, tutorials or formative tests, to the 

course members. The course is structured at two levels: on the 

first level the phases of research-based learning from Huber 

(see Figure 1) are represented as blocks in the VLE, which 

clearly distinguish different phases of the course from each 

other. 

 

Figure 1— Research Cycle (cf. [7]) 

 

On the second level, each block uses expandable container 

objects for each course week. Each week consists of an 

overview and the actual content. The overview summarizes if 

classroom teaching takes place, which tasks should be 

completed, and which resources are needed to complete them. 

The content consists on the one hand of the aforementioned 

resources and on the other hand of interactive online-forums. 

The forums are used for multiple purposes: for each classroom 

teaching there is a forum, which shall be used to discuss 

organizational and content-related matters like the absence of 

participants or summaries of classroom discussions. Other 

forums represent the so-called E-tivities. These forums are an 

activating way of assigning tasks to learners, which not just 

motivates them to work on the task, but also fosters 

collaboration in a VLE [4]. This collaboration is supported by 

a teacher all the time. According to Salmon’s principles of 

moderating, the teacher takes the role of an E-moderator, which 

is an important and different from the known role of university 

teachers [3]. 

The described structuring results in a course layout that is 

shown in Table 1. 
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Table 1 – General course layout 

Week 

Teaching 

Type Content 

1 E-learning Problem: overall subject 

2 Classroom Problem: specific problems 

3 Classroom Research Question 

4 Classroom Find Information; Select Methods

5 Classroom Develop Research Design 

6-12 Flexible Conduct Research 

13 Flexible Present Results: preparation 

14 Classroom Present Results: trial presentation

15 Classroom Present Results; Reflection 

 

Course Layout 

The first week is used to assign the learners with reading 

fundamental literature to get to know to the subject matter. To 

make sure everyone arrived at the VLE and worked on the 

assignment, each learner has to write a short message 

introducing himself and take a short formative test about the 

literature that has to be passed. This introduction to the VLE 

results in an online brainstorming for problems in the defined 

research field. In week two, the preparations from the first week 

are used in the classroom to define the problems the learners 

want to work on. Week three is dedicated to the definition of 

the research question. To enable the learners to select the aims 

of their research, methodical skills are conveyed in the 

classroom, before the learners are divided into groups of 4 to 6 

people. These groups are supported individually afterwards. 

The next two weeks (4 and 5) cover a deeper look in the field 

and the selection of research methods, which are used to create 

the research design for the coming weeks. These last preparing 

parts of the research cycle take place in the classroom. Now the 

learners should be ready to conduct their own research project. 

In this extensive part of the research cycle most teaching can be 

done in the E-learning setting, as the learners are expected to 

work independently. Classroom teaching is recommended in 

cases where the E-moderator finds a need for face to face 

motivation or discussion. The last three weeks take care of the 

preparation and presentation of the results. First, the preparation 

consists of defining requirements for the presentation, which 

can be done either in classroom or in the VLE. The trial 

presentation and the final presentation should be done in the 

classroom to create a setting, which is comparable to 

presentations at scientific events like conferences. Finally, the 

learners should be supported by talking about their 

collaboration within the course. 

Implementation 

We implemented the course according to the introduced 

concept and 18 advanced students who participate currently in 

our medical informatics bachelor program. The students work 

in the field of patient participation and consider especially 

applying components supporting this paradigm. Selected 

research questions are: “which requirements exist for 

application components that support patient participation?” and 

“which software solutions and frameworks are currently 

available, to support patient participation?”. 

Conclusions 

Generally, we found a higher workload for teachers of a 

blended-learning course, because the contact time with learners 

is not limited to fixed appointments in a work week but open 

for contact whenever it is needed. Furthermore, the 

configuration and preparation of the E-learning environment is 

more demanding than the preparation of materials for 

classroom teaching. In return, it is possible to achieve a much 

closer mentoring of the learners while they go through the 

research cycle. As this is the first time the course takes place, 

we expect a reduced workload for future terms, because it was 

implemented as a general concept, which can be instantiated by 

each year’s individual medical informatics research question. 

With a focus on optimized results of the research projects, the 

time constraint of a university term limited to 15 weeks is 

challenging especially for the first phases of defining a research 

question and creating a research design that has a varying 

demand of time. The VLE helped us to closely accompany the 

students in this crucial phase of the project. 

When term’s lecture period ended in January we evaluated the 

course with the tools mentioned. The evaluation results will be 

presented on the poster and we will use the results to revise the 

concept for the next group of students. 
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Abstract 

Evaluators need to measure whether innovations help patients 

and staff, but have lacked the tools needed to do this as part of 

routine care. We provide a taxonomy for the classification of 

survey measures, which can be used together on a pick and mix 

basis. These are described in the context of the evaluation of 

digital health innovations. 
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Introduction 

Many digital health innovations have been abandoned, failed to 

be adopted, scale-up, spread or be sustained [1]. We need the 

tools to understand not just what happens but also why. 

Most patient-reported outcome and experience measures 

(PROMs and PREMs) address a single dimension and were 

developed in isolation. 

This paper presents a taxonomy covering twenty-one short 

generic measures, which form a coherent family covering the 

patient needs, treatment outcomes, patient experience, other 

factors and key aspects of digital innovation.  

These measures are designed for digital data collection and 

results reporting using mobile devices. This taxonomy can help 

people understand the role of each measure and any gaps or 

overlaps. 

Methods 

These measures were all developed in a similar way.[2]  

• Recognition of the need for a new measure 

• Review of existing literature and brainstorming 

• Initial proposals for discussion with potential 

stakeholders (patients, clinicians, commissioners) 

• Iteration, fine-tuning and revision 

• Testing and revision 

• Validation studies 

Results 

We created a taxonomy of measures, which may be completed 

by patients, staff and carers, covering a range of perceptions 

about their health needs, treatments, experience, social factors 

and innovation (see Figure 1). 

Needs 

The howRu health status measure is a short generic patient-

reported outcome measure (PROM) to track and compare 

patients’ perceptions of how they feel physically and mentally 

and what they can and cannot do (disability and dependence) 

[2]. 

 

Figure 1 Taxonomy of measures 

The Personal Wellbeing Score (PWS) covers life satisfaction, 

worthwhileness (eudomonia) and positive (happiness) and 

negative (anxiety) affect. It is based on the Office of National 

Statistics ONS4 [3]. 

The Health Confidence Score (HCS) captures people’s 

confidence in their knowledge of their health and treatment, 

ability ot self-manage their health, access the right help if they 

mneed it and shared decision-making [4]. 

Social isolation and loneliness are important determinants of 

health and wellbeing. People need companionship, someone to 

confide in, people to help them and do things with. 

Sleep hygiene is another important determinant of health and 

wellbeing. 

Treatments 

Self-care, including diet, physical activity, weight and 

medication management. 
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Acceptance of loss, how people have learnt to live with events, 

including recognition of capabilities and change, how to do 

things differently and to move on with life. 

Medication adherence including remembering to take 

medications, following instructions given side-effects or 

recovery and satisfaction. 

Assessment of need (howRthey) by staff of people with 

cognitive loss about how much support people need 

Experience 

HowRwe is a short generic patient-reported experience 

measure (PREM), which measures their perception of the the 

care and service provided by one service [5]. 

The Service integration measure captures patients perception 

of how well different services collaborate. Perceived quality 

across services is often lower than that within each service. 

The Shared Decision-Making (SDM) measure covers several 

aspects of how involved patients have been in making health 

care choices together. 

Social Factors 

Social determinants of health, such as education, self-esteem, 

housing and poverty play an large role in determining peoples’ 

health [6]. The Social Factors measure covers these. 

Neighbours, community cohesion and social capital are 

impacted by how well people know, trust and help each other. 

Innovations 

The following measures were designed for use in digital health 

innovation evaluation [6].  

The Digital Confidence Score assesses people’s confidence in 

using digital apps and similar devices. Many patients are old 

and frail and are on the wrong side of the digital divide. 

The Innovation Readiness measure where people and their 

organisations fall on the innovativeness spectrum (innovator, 

early adopter through to laggard), covering whether they think 

new ideas are needed, their up-to-dateness, organisational 

support and capability. 

The Innovation Process measure is based on Normailisation 

Process Theory (NPT) in terms of how innovations are 

implemented. 

The User Satisfaction measure focuses on peoples perception 

of whether an innovation is useful, is easy to use, they can get 

help and their overall satisfaction. 

Behaviour change, based on the COM-B model covering 

capability, opportunity and motivation to change behaviour [7]. 

Discussion 

We have developed a taxonomy with five main branches, 

covering patient needs, treatment outcomes, experience of care, 

other factors and innovation-specific aspects. This taxonomy 

covers 21 separate measures, many of which have variants for 

patients, staff and carers. This structure is more complex and 

sophisticated than the traditional division between patient-

rported outcome measures (PROMs) and patient-reported 

experience measures (PREMs). 

This family of measures shares a common look and feel with 

four items and four responses. They are research-based and 

validated, quick and easy to use with simple unambiguous 

wording and low reading age, readily understood by thoise 

whose first language is not English. They are generic, suitable 

for almost all situations, irrespective of case mix across health 

and social care. They are channel-neutral and can be used on 

paper, smart-phone, tablet, PC or via text message or voice. 

Any practical implementation needs to give detailed 

consideration to (a) selection of measures, (b) the data 

collection process, (c) data visualisation of results, and (d) how 

the results are used to improve services. 

The results show trends, changes and comparisons.  These are 

quick and easy to interpret, giving immediate feedback to all 

stakeholders tracking changes and differences between units. 

For reporting and visualising results, a common approach is 

used. High is always good. Different items may be aggregated. 

Mean scores for groups are always reported on a 0-100 scale, 

with 100 indicating that all respondent chose the best option 

and 0 that all chose the least desirable option.  

These measures were developed to meet the need for a coherent 

family of short generic surveys for use in evaluation and as key 

performance indicators of services. They are characterised by 

brevity and low reading age. Most other measures have been 

developed as academic research projects resulting in relatively 

longer measures, whith higher reading age and little 

compatibility between measures. 

These measures have been used with success in evaluations of 

new care models, social prescribing, care homes, digital health 

applications, such as for diabetes self-care and AF detection. 

Conclusions 

This paper provides a taxonomy with five branches covering 

patient needs, treatment outcomes, experience of care, other 

factors and innovation-specific aspects. This taxonomy covers 

21 separate measures, which have been used together in a pick 

and mix way in a wide variety of evaluation studies. 
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Abstract 

Chimei Medical Center developed an intuitive intelligent 

inpatient medical record system which integrates structured, 

unstructured, and textual medical records and provides health 

insurance payment suggestions from the collaborative medical 

record writer’s point of view. Combined with the use of 

intelligent technology (Python language with the smart 

Content Difference Recognition software component), the 

system can ensure medical record quality by focusing on the 

differencse in recorded progress notes. 

Keywords:  

Medical records, intelligence, insurance 

Introduction 

The medical record is an important basis for the diagnosis and 

treatment of patients and also reflects the quality of medical 

care in a hospital. Medical records document the patient's 

condition and the medical behaviors of the medical team 

members. For example, progress notes in a medical record are 

where healthcare professionals record details to document a 

patient's clinical status or achievements during the course of a 

hospitalization [1]. However, physicians may just copy and 

paste past records (known as DITTO) with no change or very 

few changes while writing notes. Therefore, using the 

hospital's existing data, including structured, unstructured, and 

textual data, combined with the use of intelligent technology 

such as Natural Language Processing (NLP), could free 

physicians from cumbersome medical records by considering 

a collaborative medical record writer’s point of view and 

focusing on the differences in medical recordings to achieve 

the ultimate performance of collaboration within teams. 

NLP is one kind of artificial intelligence (AI) technology that 

concerns text and speech recognition and differentiation [2].  

NLP techniques are suitable for processing health record 

identification (e.g.[3]). In this study we introduced a system 

using NLP concepts to improve medical record writing in 

Chimei Medical Center, Taiwan. The top programming lan-

guage today for data scientific exploration and development is 

Python [4], and Python and associated smart data analysis 

components are suited for processing large numbers of medi-

cal records.  In this paper, we describe how an inpatient intel-

ligent medical system was developed with Python and the AI 

functions of text recognition and differentiation. 

Methods 

JCAHO points out that human factors analysis is an essential 

step to designing equipment, procedures, tasks, and work 

environment in order to support human strengths and mitigate 

human weaknesses while studying patient safety and medical 

quality (5). Thus, the concept of human factors analysis 

should be kept in mind while developing the intuitive 

intelligent inpatient medical record system.  

Chimei used the Python language and AI-based content 

difference recognition technology to develop a prototype of an 

intelligent medical record system that integrates physician 

orders, medical records, disease coding (ICD-10), and cost 

estimation (Figure 1). It provides a more convenient and smart 

way for physicians to write medical records. In addition, the 

system also displays medical record coding recommendations 

and medical expenses to the physician for immediate 

reference. This system uses the Web Flask architecture so that 

the user can clearly obtain the required information without 

installing any software components.  

For smooth development, we will complete a three-stage test 

before going online: the first stage tested the availability of 

information systems with representative users (seven 

physician members of the Medical Record Management 

Committee); the second stage tested the system with seed 

personnel from each unit to eliminate imperfections (ten 

physicians from five departments); the third stage will be a 

full user-side introduction and system on-line installation for 

optimizing and adjustment to ensure the availability, integrity, 

and ease-of-use of the system (still under voluntary use). 

 

Figure 1- Integrated medical record writing with physician’s 

orders, medical records, and disease coding as well as cost 

pre-calculation. 
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Results 

For ease of operation, the system provides an intuitive visual 

graphical interface displaying instant interpretations of Taiwan 

Diagnosis Related Groups (TW-DRG) to achieve diagnostic 

accuracy. The design feature of the Problem-Oriented Medical 

Record (POMR) [6] in the system allows physicians to 

instantly integrate disease diagnosis with medical records to 

ensure consistency in disease diagnosis and medical record 

writing. When a physician completes a progress note and 

presses the “SAVE” button, the system triggers a difference 

comparison between the past and present records and then 

shows differences in colored text (Figure 2). If the difference 

from the past is less than 30% the record will not be saved, 

forcing physicians to modify the content. In addition, the 

system also provides cost pre-calculation for possible health 

insurance alternatives for physicians while considering a final 

decision. 

Based on this rule, we computed that within nearly 40,000 

progress notes recorded from May to July of 2007, the system 

reminded the medical record makers to correct or optimize 

medical records in about 1 in 10 records. 

 

Figure 2- Medical record difference ratio displayed in red. 

Evaluation 

The system was derived from the viewpoint of the medical 

record management department with the aim of improving the 

quality of medical recording, and then improving medical care 

quality. Seven physician members of the Medical Record 

Management Committee and ten seed personnel of each unit 

were invited to pilot test this system. In general, they were 

satisfied with the system regarding its usefulness and ease-of-

use (means=4.25, 3.88 of two five-scale questions). The core 

opinions are listed below: 

1. The difference-rate of 30% is high for some specific 

departments such as pediatrics because there is little 

difference in patients’ daily conditions.  

2. The system did not work properly on old computers 

with Win XP OS. This problem was solved by the IS 

Department with Web Service technology. 

3. In the initial stage, the system uses a "warning" 

message to remind the physicians rather than forcing 

the physicians to obey. More experience should be 

collected and discussed to decide the official launch 

time. 

Discussion and Conclusions 

Combining intelligent technology in medical record writing 

can improve the quality of medical records and writing 

efficiency. After a one-month pilot trail, this intelligent 

medical record system has been fully launched except for a 

few departments (e.g. the psychiatry department). At present, 

Chimei Medical Center is developing the expansion for 

Chinese medical records, and will try to introduce machine 

learning technology in the future to develop the function of 

optimizing the coding of medical records. 

Undoubtedly, AI applications are revolutionizing how the 

health sector works to reduce spending and improve care 

quality [7]. The intuitive intelligent inpatient medical record 

system can be regarded as the touchstone of Chimei Hospital's 

AI developmemt. At present, Chimei Hospital is actively 

developing other AI applications. We believe that Taiwan's 

development of AI will be very much in line with Taiwan's 

excellent medical service and information communication 

technology. 
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Abstract 

De-implementation of a 10-year EHR configuration resulted in 

over 50% decrease in the volume of the most-common InBasket 

message type received by PCPs. Pro-actively seeking out ways 

to not only (a) implement helpful new EHR features but (b) de-

implement detrimental ones offers an opportunity to accelerate 

improvement in the S/N ratio and reduce clinician frustration 

and dissatisfaction with the EHR. Balancing governance 

decision agendas with de-implementation opportunities can 

enhance the clinician experience. 

Keywords:  

Electronic Health Records; Burnout, Professional; Cognitive 

Science 

Introduction 

Anticipated clinician benefits of migrating from paper medical 

records to an electronic health record (EHR) stubbornly 

continue to lag behind expectations. Initial high hopes for EHRs 

making clinical work more efficient, clinical decision-making 

more streamlined, and seamless access to information across 

systems gave way to unintended consequences of decreased 

productivity, increased documentation burden, and information 

overload. While physician burnout is certainly multifactorial, 

the concept of “cognitive load” is now seen to play an important 

role [1]. 

The term “signal-to-noise” (S/N) ratio originated in the field of 

electrical engineering and can be defined as the ratio of the 

power of a desired electrical signal to the level of background 

interference or noise. While this phrase’s origins in the 

deterministic world of electrical engineering may seem far 

afield from the highly variable environment of modern clinical 

care and the psychology of physician cognition and burnout, 

important similarities emerge. Both electrical signal-to-noise 

and the psychological cognitive load concept consider two 

information types: relevant to the situation at hand (“signal”) 

vs. irrelevant (“noise”). Accordingly, improvement strategies 

can involve increasing relevant information (boosting signal), 

decreasing irrelevant information (dampening noise), or both. 

In our local EHR, we sought an opportunity to measurably 

reduce the S/N ratio’s denominator and improve clinician 

experience.  

Methods 

Software:  

The authors' institution has used Epic (Verona, WI, USA) for 

its electronic health record (EHR) continuously since 2001 in 

its clinics and since 2009 across its hospitals. Clinician patterns 

of use of the EHR are available for review via an online portal 

(signal.epic.com), with appropriate security rights. EHR data is 

extracted via Epic’s Clarity reporting database into a Data 

Warehouse (SQL Server, Microsoft, Redmond, WA, USA) for 

analysis. For this report, data analysis and visualization of EHR 

data were performed using PowerBI (Office 365 suite, 

Microsoft). 

Procedures:  

Project initiation:  

One author (LC) noted that available data on patterns of EHR 

use by clinicians at our organization revealed that General 

Internal Medicine (GIM) physicians were receiving three times 

as many “CC Chart” (Carbon Copy of Chart to other than the 

primary recipient) messages in their InBasket as specialists in 

the same organization. By inspection, it appeared that GIM was 

receiving CC Charts from all specialist visits, not just ones with 

information meant for the GIM physician. In discussions with 

fellow GIM clinicians, consensus emerged that many CC Chart 

InBasket messages were extraneous and irrelevant, and wading 

through them had proven burdensome.  

Generating support:  

The opportunity for reduction in InBasket overload was brought 

to the GIM Division Chief, who strongly supported addressing 

the root cause of the problem, then to the Ambulatory Chief 

Medical Officer, who further encouraged looking at the issue 

Health System wide. 

Investigation:  

The lead physician (LC) worked with the EHR team (CG and 

colleagues) to assess the sources of the high volume of CC 

Chart messages. 

Results 

Results of Investigation:  

In a review of 3 years of InBasket messages received by PCPs 

(in GIM and Family Medicine), CC Chart messages were found  
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Figure 1: CC Chart InBasket message volume by Department-Division, thru Sept 2018 

 

to be the largest volume message by a considerable margin: 

332K total CC Chart messages received by these primary care 

physicians, followed by 256K for Results messages, and 234K 

for Patient Call messages, with other message types lower still. 

Approximately 50% of CC Chart messages were found to be 

due to a programming point that automatically sends a copy of 

each specialist’s clinic note to the Primary Care Physician on 

file when the encounter is closed. Further investigation revealed 

this practice had started early in the ambulatory roll-out of the 

EHR at our institution (>10 years prior), then propagated to 

over 50 clinic-specific settings over the years, covering the vast 

majority of specialist clinic physicians.  Consensus was reached 

among physician leadership and the practicing clinicians—

GIM and specialists alike—to abandon this practice and use 

only intentional CC Chart routing. The EHR team located 

where each automated programming point was set, and on a 

designated date removed them all. To mitigate concern for any 

unintended consequences from PCPs being unaware of key 

specialist visits, specialists remained able to “CC” the PCP on 

any individual note deemed important for PCP awareness. 

Results of Intervention: 

Prior to the EHR intervention, the frequency of CC Chart 

messages received by GIM physicians was growing steadily, 

exceeding 9,500 CC Chart messages per month (Figure 1). 

After the intervention, this frequency was cut in half, to under 

5,000 messages per month. Though a smaller practice, Family 

Medicine physicians saw an even larger relative decrease (60%) 

in CC Chart messages, from approximately 2,500 per month to 

less than 1,000 per month. Non-primary care Departments-

Divisions served as controls and saw no contemporaneous 

decrease in their CC Chart messages.  

Discussion 

De-implementation of a 10-year EHR configuration resulted in 

over 50% decrease in the volume of the most-common InBasket 

message type received by PCPs. Pro-actively seeking out ways 

to not only (a) implement helpful new EHR features but (b) de-

implement detrimental ones offers an opportunity to accelerate 

improvement in the S/N ratio and reduce clinician frustration 

and dissatisfaction with the EHR [2]. This perspective may hold 

implications for local EHR governance committees, where 

agendas often overwhelmingly contain only proposed new 

features. Balancing governance decision agendas with de-

implementation opportunities can enhance the clinician 

experience. 

Conclusions 

An initiative to reduce the denominator of the EHR “signal-to-

noise ratio” for primary care clinicians succeeded in reducing 

unwanted instances of their most common type of InBasket 

message by 50-60%. De-implementing unhelpful old EHR 

features can measurably lessen clinicians’ cognitive load, and 

complements adding helpful new EHR features. Studies of 

varied additional de-implementation initiatives are underway. 
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Abstract 

Telehealth can be used in medical education to promote 

teaching-service integration as a low-cost solution to broaden 

the field of medical practice, especially in rural areas of low 

and middle-income countries. This article presents our 

experience in the use of telehealth to broaden the practice field 

of medical students. In 2017, two itinerants' actions were 

carried out in municipalities in the state of Pernambuco. In both 

actions, 396 patients were assisted by a team of professionals, 

teachers and students in various specialties, with emphasis on 

mental health and dermatology. 9 students experimented with 

the use of an electronic patient record system, telehealth 

platform and a mobile application for tracking of disorders and 

diseases. The students reported high satisfaction with digital 

distance practices, and the enrichment of their learning. This 

digital approach to medical education has fostered greater 

collaboration among students, faculty and staff, teaching 

students the skills necessary for their future digital practices. 

Keywords: 

 Medical education; Telehealth; Digital Health 

Introduction 

Health has changed faster than other areas of knowledge and in 

this scenario, preparing health professionals to succeed in their 

careers is the greatest challenge for universities. One strategy to 

improve students' learning is to broaden their field of practice 

by learning from other health realities, but for this to happen it 

is necessary to ensure supervision of these students by 

university teachers. We present our experience with 

collaborative interprofessional practice at a distance, in which 

students participate in an itinerant health service provided by 

the Telehealth Centers Network of Pernambuco [1] connected 

to the university through the telehealth service. 

Methods 

Students of the Medicine Course were invited to participate in 

field actions carried out by the university Telehealth Center. 

These actions aim to assist patients who were waiting for 

medical attention in vulnerable municipalities. In 2017, 9 

students participated in two itinerant actions in small towns in 

the rural area of the state of Pernambuco. The students and staff 

were previously trained and had access to notebooks, tablets, 

diagnostic equipment, an electronic health record system (EHR) 

and a telehealth platform. 

Results 

In the first itinerant action, 3 medical students participated, 

where 335 patients were attended in the areas of medical clinic, 

ophthalmology, cardiology (consultation and ECG test) and 

mental health. The students used the EHR systems and 

performed mobile device screening in 26 elderly patients 

(Figure 1). 

 

 

Figure 1 - Medical student screening mental disorders in 

elderly patients during the itinerant health service event. 

 

Figure 2 - Mobile data collection interface for telehealth 

platform tracking. 

In the second one, 6 medical students participated in an itinerant 

action in Dermatology, where 61 consultations were carried out 

and educational activities in skin cancer prevention were 

performed for patients who were waiting. Skin exams were 

performed and those altered were launched on the telehealth 

platform for evaluation and discussion by experts and students. 

In both action students and staffs analyzed the data. Exams 

results for ECG and Dermatoscopy were returned to patients 

through the primary care units delivered by the internet using 

the telehealth platform (Figure 3). 

 

 

Figure 3 - Telehealth Platform interface used by students to 

connect with teams and access test results. 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190712

1917



Conclusion 

The use of telehealth as a strategy to strengthen the teaching-

learning process is being implemented at our university. The 

students who participated in the telepathic-supported activities 

were reported to have high satisfaction, had access to a greater 

number of patients in different health situations, including the 

digital practices that they would not have if they were only in 

the hospital unit, and this enriched their training. Since 2003, 

the Telehealth Center, in partnership with the Health 

Informatics Discipline of the Medicine Course, has made efforts 

to insert telehealth in the pedagogical project of the Medicine 

Course. So far, these insertions have been carried out in a non-

systematic way, but from 2017, with the good results by 

itinerant actions, the high level of satisfaction of the students 

who participated, followed by evidence in the literature of the 

benefits of distance health practices [2; 3], we believe we are on 

the right path for the future. 
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Abstract 

The ApiAppS ongoing project aims to provide physicians with 
a decision support system for the prescription / 
recommendation of mHealth technologies. We describe the 
context and the components of the project which includes: 1) a 
technical part on modelling and implementing the decision 
support system, and 2) a psychosocial investigation part 
designed to have a better knowledge of general practitioners 
(GPs) and patients’ expectations, beliefs and practices. 
Keywords:  

Mobile health, Computer Systems, Health comunication.  

Introduction 

Mobile Health (mHealth) can play an effective role in various 
domains affecting individual's health conditions (well-being, 
prevention, management, monitoring or follow-up of known or 
suspected pathologies). The use of mHealth (apps or devices) 
can reduce the number of medical visits, increase convenience 
for the patient while minimizing healthcare system cost [1]. 
However, several factors hinder this potential: diversity and 
plethora of frequently confusing products; relative variability 
and/or relevance of a solution depending on the context of its 
use; difficulties in assessing its qualities and added values; 
multitude of covered areas (health and / or wellbeing); and 
diversity of users/patients characteristics (clinical and 
paraclinic data, lifestyle, individual preferences). Furthermore, 
there is a lack of implementing knowledge of the psycho-social 
aspects/effects related to the arrival of this new technological 
third-party in the patient-doctor relationship [2].  
As well as medical prescriptions, general practitioners (GPs) 
have a crucial role to play in ensuring that the use of mHealth 
can really be at the service of the patient and be properly 
integrated into his/her follow-up and health management [3]. 
We believe that it is necessary to move towards a mechanism 
of technical integration (in practice and patient management 
software) and human integration (in the physician-patient 
relationship) of mHealth comparable to the mechanism of a 
usual medical prescription. In order to achieve this, as it is the 

case with drugs prescription tools, GPs must have the adequate 
tools to appreciate (as best as possible): the quality, the 
indications and contraindications, the possible effects of 
mHealth apps/devices and their evolution/revision (new market 
entrant, removal, modification of features). In addition, GPs 
need to know the possibilities of integrating and analysing the 
data produced by these mHealth apps/devices and how they can 
be efficiently used to enrich the relationship with the patient. 
Cataloguing mHealth apps and devices is already underway. 
There are indeed specialized health platforms, which offer such 
catalogues (for examples: myhealthapps.net, appscript.net, 
mhealth-quality.eu, medappcare.com). Some technical or 
conceptual problems still have to be resolved: advanced 
categorization of apps, rich and standardised medical terms 
indexing, indications concerning tools complementarity.  
Beyond the intrinsic improvements that can be made to these 
platforms, the key step to guide the choice of an mHealth 
app/device that meets the patient's needs, is to couple these 
platforms with one or more information sources which give a 
detailed level of the medical context. The electronic medical 
record (EMR) is a valuable source because it contains 
information rigorously collected, numerous, diversified, 
semantically rich and medically validated with an individual 
detail level (concerning the patient). Medical knowledge 
repositories/databases (clinical practice guidelines, medical 
drugs characteristics) are other sources to take into account for 
at least two reasons. First, consulting such repositories reflects 
the user’s particular concern (a medical context) for the 
accessed information (for example: consulting web pages about 
asthma or a beta2-mimetic drug expresses a very specific 
concern). Second, these repositories contain validated 
knowledge (evidence-based practice recommendations, drugs 
indications or effects to monitor) that must be taken into 
account when suggestion of an mHealth app/device consistent 
with this knowledge is desired (for example: suggest an app for 
daily steps tracking is consistent with guidelines indicating that 
regular physical activity is recommended for diabetic persons).  
To this date, EMR, medical knowledge databases and platforms 
cataloguing mHealth apps/devices (mHealth app web store), 
function in silos without interoperating. mHealth app web 
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stores operate as standalone applications and are based on 
rudimentary data to guide the choice of an mHealth app/device, 
limited to what a user can (and agrees to) fill through a search 
form. Using EMR and/or medical knowledge databases, GPs do 
not have access to mHealth apps/devices selected for their 
relevance in the management of a given patient.  
The objective of the ApiAppS project is to identify, explore 
and, when possible, remove technical and psycho-social 
obstacles so that GPs can use a system to be of help in the 
prescription of mHealth apps / devices adapted to their patients.  

Methods 

The ApiApps project has two fundamental components: 
1. ApiAppS SHS investigations (Social and Human 

Sciences): psycho-social, anthropological, usability 
studies. 

2. ApiAppS Techno: implementation of a decision 
support system and interoperability of the 3 sources of 
information. 

 
Figure 1 – ApiAppS big picture 

ApiAppS implementation will integrate the psychosocial 
aspects related to the mHealth usage and to their prescription. 
These aspects are identified and analysed in a dual approach 
(anthropological and psychosocial), with qualitative and 
quantitative studies, in order to better document:  

� Representations, expectations, beliefs and practices of 
GPs and patients, related to mHealth apps and devices. 
Are mHealth apps/devices perceived as tools to enhance 
personal responsibility (patient empowerment) or is 
mHealth perceived more as control and standardization 
tools by health stakeholders and authorities?  

� The place of mHealth apps in the doctor-patient 
relationship [4]: Are they perceived as intrusive, 
disruptive to the relationship, or conversely, as an 
element that can reinforce it (or even on a symbolic 
dimension, the extension of the relationship as for 
medical drugs)? It will also be questioned whether the 
prescription itself induces new ethical problems and 
fears in terms of data security. 

ApiAppS project aims to provide a web-service for decision 
support so that the selection/prescription of a mHealth 
app/device is adapted to the patient's profile and is relevant to 
the doctor-patient relationship and the care process. We try to 
resolve the following technology and information challenges: 

1. What kind of information should be available in the 
electronic medical record, in the knowledge databases, 
and in mHealth app web stores to allow a basic coupling 
between these systems? Which data will allow an 
optimal coupling?  

2. What are the coding format(s) and the terminology(ies) 
adapted to such data? 

3. Are the existing interoperability frameworks adaptable 
to the problem of communication with a store dedicated 
to mHealth apps/devices? 

Results 

ApiAppS is a work in progress (from 2018 to 2021). A first 
qualitative study [5] (semi-directive interviews carried out with 
20 GPs) shows there is a gap between mHealth innovation and 
GPs’ everyday practice. GPs perceive mHealth as a potential 
tool in the relationship with patients but are not familiar with 
mHealth tools and have doubts and questioning about: How to 
integrate mHealth into a medical consultation? What place 
should be given to mHealth in medical follow-up? What to do 
with the produced data? Is there a risk of isolating patients 
and/or giving them illusions of safety? Others qualitative and 
quantitative studies focused on patients’ groups are ongoing.  
ApiAppS Technological components will lead to the definition 
and implementation of an interoperability framework in 
compliance with EMR programs, knowledge databases and 
mHealth app web stores. First results of the project will be 
communicated during the poster session.    

Conclusions 

mHealth is a means to have supplementary options for the 
patient follow-up or for other aspects in the patient-doctor 
relationship. This project is in line with: the current evolution 
of the healthcare mobility; the integration of mHealth apps and 
devices in care prescription; and the need to better inform 
practitioners and patients of their relevant/irrelevant use in 
certain situations. ApiAppS project is a contribution to remove 
the bottlenecks that constrain rational use of mHealth. 

Acknowledgements 

The authors acknowledge the support of the French Agence 
Nationale de la Recherche (ANR), grant ANR-17-CE19-0027.  

References 

[1] H.E. Payne, C. Lister, J.H. West, and J.M. Bernhardt, 
Behavioral functionality of mobile apps in health 
interventions: a systematic review of the literature, JMIR 
MHealth UHealth 3 (2015). 

[2] C. Pearce, Computers, Patients, and Doctors—Theoretical 
and Practical Perspectives. In: Shachak A, Borycki EM, 
Reis SP, editors, Health Professionals’ Education in the Age 
of Clinical Information Systems, Mobile Computing and 
Social Networks, Academic Press, 2017, p. 5‑22.  

[3] F. Lopez Segui, C. Pratdepadua Bufill, N. Abdon Gimenez, 
J. Martinez Roldan, and F. Garcia Cuyas, The Prescription 
of Mobile Apps by Primary Care Teams: A Pilot Project in 
Catalonia, JMIR MHealth UHealth 6 (2018), e10701. 

[4] A.E. Tozzi, E. Carloni, F. Gesualdo, L. Russo, and M. 
Raponi, Attitude of families of patients with genetic 
diseases to use m-health technologies, Telemed. J. E-Health 
Off. J. Am. Telemed. Assoc 21 (2015), 86–89. 

[5] L. Auroy, and A. Sarradon-Eck, “The digitally engaged 
doctor”: the discourse and the reality, SGA-SSE-SSA Annual 
Congr. Zurich (2018). 

J.-C. Dufour et al. / ApiAppS1920



 

 

Biomedical Informatics Workforce in Croatia: Qualitative Analysis of Teachers’ Opinions 

on Needs and Employment Opportunities 

Kristina Fišter
a
, Hrvoje Belani

b
, Danko Relić

a
, Marijan Erceg

c,d
 

a 
University of Zagreb School of Medicine, Andrija Štampar School of Public Health, Zagreb, Croatia 

b 
Ministry of Health, Zagreb, Croatia 

c
 Croatian Public Health Institute, Zagreb, Croatia 

d 
University of Applied Health Sciences, Zagreb, Croatia 

 
Abstract 

We report a qualitative analysis of higher education biomedical 

informatics (BMI) teachers’ opinions on the needs for BMI 

workforce and employment opportunities in the Croatian health 

care system. Needs were perceived as considerable; however this 

was not coupled with adequate employment opportunities. 

Barriers were identified to correcting this imbalance, including 

the failure of the health care system planners to recognise BMI 

experts as an important part of the workforce and lack of 

adequate educational opportunities. 

Keywords:  

Medical Informatics/education; Medical 
Informatics/organization and administration; Qualitative 
Research 

Introduction 

Although medicine has been slow to adopt the rapidly 
developing information and communication technologies, 
digital medicine has become a thing of the present as well as 
future [1,2]. How to prepare the health care workforce and how 
to organize services in the digital age has been a topic of much 
debate. It seems clear that what is needed is educating and 
employing biomedical informatics (BMI) specialists, but also 
acquiring important new competencies related to the field by all 
health professionals [3]. 

A course in BMI at the University of Zagreb School of 
Medicine was first introduced in 1967 [4]. Postgraduate BMI 
studies as well as preparations for starting BMI 
subspecialisation programs for medical doctors of all 
specialties, which were under way in the late 1980s, were 
interrupted in the last decade of the 20th century, not to be 
renewed. 

Describing the current educational landscape of BMI in 
Croatia, we previously reported teachers’ characteristics and 
their attitudes about educational opportunities [5]. Here, we 
report the teachers’ opinions on the needs and employment 
opportunities for BMI workforce in the health care system. 

Methods 

We conducted an online questionnaire survey of BMI teachers 
in Croatia. We acquired the initial list of participants from the 
Croatian Society of Medical Informatics (CroSMI). This list 

was extended by online searches for higher education courses 
and programs in BMI in Croatia and affiliated teachers. 

The final sample consisted of all teachers of BMI in Croatia, 44 
women and men who were invited by e-mail to participate and 
received up to three reminders during the eight days while the 
survey was active in the spring of 2018. For data collection we 
used LimeSurvey. Participation was anonymous and voluntary. 

The questionnaire comprised 24 items, spanning participants’ 
demographic characteristics, educational and academic status, 
as well as experience in teaching BMI and details of courses 
they teach. Attitudes about BMI education in Croatia were 
assessed by 13 items with Likert scale answers, which has been 
reported previously [5]. In addition, participants were asked to 
express their opinions in free text about the need for and work 
opportunities for medical informaticians in the Croatian health 
care system, which we are reporting here. Opinions were 
assessed through three open ended items: 

1. Please describe the needs for BMI cadre in the Croatian 
health care system. 

2. Please describe employment opportunities for BMI 
cadre in the Croatian health care system. 

3. Final thoughts, comments, and suggestions. 

Before the analysis was undertaken, all participants were 
assigned pseudonyms. Two researchers (KF and DR) 
independently analysed the answers using descriptive thematic 
approach [6], which included coding and refinement of themes 
and subthemes. Disagreements were settled consensually. We 
used QSR International's NVivo 12 software for qualitative 
data analysis. 

Results 

Twenty-two teachers responded to the survey (response rate 
50%) with equal numbers of women and men. Median age was 
47.5 years (range 30-69), median time spent working in BMI 
education 11 years (0-40), and median length of overall 
working experience 23.5 years (4-42). Fourteen participants 
volunteered their answers to the three open ended items, seven 
women and seven men. 

The word frequency query showed that the most common word 
mentioned by the participating teachers was ‘the system’, in 
several declension forms of Croatian language, with a total 
number of 35 occurrences. The next most common words were 
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‘medical’ with 18 occurrences as well as ‘informatics’ and 
‘needs’ with 13 occurrences each. 

The health care system was depicted as rigid, sluggish, poorly 
organised, unable to govern data and processes, and lacking 
awareness of the importance of evidence-based decision 
making, with quotes such as: 

• “The system is crying for quality [BMI] cadre, but due 
to its rigidity in opening new positions as well as lack 
of recognition of the importance of good organisation 
of informatics services in health care, employment 
opportunities are limited. … BMI is often learnt 
informally when needed in the workplace. This leads to 
… inability to govern data and processes.” (Marta, 
female, 47) 

Teachers unequivocally recognised a great need for BMI 
experts at all levels of the health care system, but they also 
pointed out a lack of recognition of these needs by the health 
care planners as well as lack of adequate employment 
opportunities. 

• “The needs for BMI cadre in the Croatian health care 
system are increasing, yet what it currently missing, in 
my opinion, is exactly a systematic, multidisciplinary 
approach. … Although the lack of health care cadre is 
becoming increasingly conspicuous in Croatia, I’m 
unconvinced planners are aware of the need for the 
BMI cadre.” (Đuro, male, 30) 

Other participants used words such as ‘huge’, ‘urgent’, and 
‘inestimable’ to describe the needs for BMI cadre in the health 
care system. To describe employment opportunities, words 
such as ‘limited’ and ‘mediocre’ were used. Further subthemes 
identified regarding the health care system were the inability to 
ensure adequate pay for BMI experts, as well as lack of 
regulation of employment opportunities but only in the public 
health care sector. 

Not only does the lack of recognition of needs for BMI experts 
exist in the health care system; similar is apparent in the 
academic community. No dedicated BMI studies exist, and 
individual courses that are taught to future medical doctors, 
nurses, and other health professionals are often positioned too 
early in the curriculum or are considered less important courses 
for which assigning a numerical grade is not needed. 
Consequently, competencies are often inadequate, and this 
reflects poorly on the current workforce. 

• “Besides, the scientific circles do not recognise medical 
(biomedical, health) informatics, considering that 
medical informatics is like any other informatics, i.e. it 
is neither science nor profession so it should not be 
viewed as such.” (Koraljka, female, 69) 

Offering thoughts on solutions to these problems, several of the 
participants identified the need for congruence between 
employment and educational opportunities as key. 

• “Solutions should be sought through cooperation of 
health care and educational institutions in clearly 
articulating the needs for BMI cadres and defining 
educational programmes for all health care workers at 
all levels of education. Rapid development of 
infomation technology also imposes the need for life-
long learning, which is conceivable in cooperation of 
educational and health care institutions.” (Gašpar,  
male, 56) 

• “Education in BMI should be expanded/viewed from 
the aspect of the application of information/digital 
technologies in the daily work of staff employed in 
different institutions in health care - which primarily 
relates to the use of various health care - clinical - 
business information systems.” (Maja, female, 52) 

Participating teachers expressed hope that two bodies in the 
making, a central national e-health body being set up at the 
Ministry of Health Care and a CroSMI education working 
group, would help with recognition of the BMI as a discipline, 
improvement of educational opportunities, as well as correcting 
the imbalance between the needs for BMI experts and 
employment opportunities in the health care system. 

Conclusions 

Congruence between educational and health care systems is 
needed to correct the imbalance that currently exists between the 
needs and employment opportunities for BMI experts in the 
health care system. The many challenges we face in setting up 
the BMI workforce can be best tackled by concerted multi-
sectoral, multi-institutional efforts, led at the national level by a 
dedicated e-health body supported by all stakeholders including 
CroSMI. 
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Abstract 

Management improvement was strongly required at public 

hospital and Local Incorporated Administrative Agency 

hospitals in Japan. We analysed financial statements of 880 

public hospitals using Business Intelligence System. 

In order to raise the efficiency of management, it is important 

to have patients with a high profitability (seriously ill patients) 

at municipal hospitals; whereas, in Local Incorporated 

Administrative Agency hospitals, avoiding producing ordinary 

losses and not incurring excessive expenses will be important 

for management improvement. 

Keywords:  

Financial statements, Business Intelligence System, public 

hospital 

Introduction 

With the aging of patients, medical costs in Japan have steadily 

increased year by year, and now account for 10.9% (2016) of 

GDP [1]. Even under ordinary circumstances, management 

improvement was strongly required even at municipal hospitals 

and Local Incorporated Administrative Agency hospitals, 

which undertook the management of unprofitable sectors of the 

national public insurance. The purpose of this research is to 

analyze the financial situation of public enterprise hospitals 

nationwide and to extract factors for efficient management of 

public hospitals. 

Methods 

We used the financial statements of public hospitals publicly 

announced by Japanese Ministry of Internal Affairs and 

Communications. 

We collected financial data from the balance sheets and profit-

and-loss statements of about 880 municipal hospitals and 88 

Local Incorporated Administrative Agency hospitals. In 

addition, non-financial hospital data such as the number of 

hospital beds, the number of inpatients, the number of 

outpatients, etc. were collected [2]. Approximately 30 financial 

indicators were calculated from the balance sheets and profit-

and-loss statements. Among them, we analyzed which factors 

affect the representative indicators that represent revenue and 

expenses. For the analysis, a business intelligence system 

(IBM, Cognos Analytics 11.1) was used, and correlation 

analysis by scatter diagram and driver analysis by spiral 

visualization were performed. 

 

Results 

Forecasting a single driver affecting the profit margin of 

medical service, the most influential factor on the profit margin 

of 880 municipal hospitals was “outpatients unit profit per 

person per day (56%) and inpatients unit profit per person per 

day (52%)”.  

 

 

Figure 1– target analysis for profit margin of municipal 

hospitals 

 

Figure 2– correlation between profit margin and inpatient 

unit profit per person per day of municipal hospitals 
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Figure 3– correlation between profit margin and outpatient 

unit profit per person per day of municipal hospitals 

Meanwhile, the driver which influenced the profit margin of 

medical service of 88 Local Incorporated Administrative 

Agency hospitals was "ordinary loss per one bed (54%)". 

 

 

Figure 4– target analysis for profit margin of Local 

Incorporated Administrative Agency hospitals hospitals 

 

Figure 5– correlation between profit margin and ordinary 

loss of Local Incorporated Administrative Agency hospitals  

Conclusions 

In order to raise the efficiency of management, it is important 

to have patients with a high profitability (that is, seriously ill 

patients) in both the outpatient and inpatient units of municipal 

hospitals; whereas, in Local Incorporated Administrative 

Agency hospitals, avoiding producing ordinary losses and not 

incurring excessive expenses will be important for management 

improvement. 
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Abstract 

Enrollment and representativeness, in cancer trials, have been 

a problem resulting in studies with poor generalizability to the 

real-world population. This study uses qualitative analysis of 

two publicly available datasets (HSRProj and RePORTER) to 

explore funded research projects, which employ strategies at 

the macro, meso, and micro levels. Our research shows that 

although the number of projects designed to increase 

participation in cancer clinical trials peaked in the 2000s, most 

employ a single level strategy. 

Keywords:  

Clinical Trial, Patient Selection, Qualitative Research 

Introduction 

Cancer is the second leading cause of death in the United States, 

exceeded only by heart disease [1]. According to the statistics 

of the Centers for Disease Control and Prevention, over half a 

million people in the U.S. died due to cancer in 2015 [1]. Since 

early in the 20th century, cancer research has grown rapidly [2]. 

Appropriately designed clinical studies, especially Randomized 

Controlled Trials (RCTs), provide gold standard evidence for 

determining the efficacy and safety of medical interventions 

[3]. Evidence in RCTs is used by healthcare providers to guide 

their clinical decisions, and by the regulatory agency to support 

their approval and adoption of new therapies into clinical 

practice. However, the enrollment and subsequent population 

representativeness in cancer trials have been a problem in 

clinical research [4], resulting in studies with poor 

generalizability to the real-world population  

The passing of the National Institutes of Health (NIH) 

Revitalization Act in 1993 sparked increased efforts to raise 

awareness about cancer clinical trials and to reduce barriers to 

participation. In 2014, Heller et al. conducted a systematic 

review of the literature to assess the use of complex and 

interwoven strategies to increase participation in clinical trials 

at multiple levels; research system level, community level, and 

individual level [5]. This study qualitatively analyzes the 

abstracts and metadata of funded projects in two publicly 

available databases to classify goals, identify target populations 

being served, and to identify frequency patterns and trends in 

multilevel strategies to improve participation in cancer clinical 

trials over the past three decades. 

Methods 

The National Institutes of Health (NIH) funds the clear majority 

of medical research to advance cancer research and improve 

cancer care. One tool offered by the National Library of Medi-

cine (NLM) is the Health Services Research in Progress 

(HSRProj) database, which contains descriptions of health ser-

vices research in progress that has been funded by federal and 

private grants and contracts before results are available in a 

published form. The researchers queried the HSRProj database 

to identify projects related to increasing participation in Cancer 

Clinical Trials (CCTs). After iterative discussions between the 

researchers, the following search string was formulated and 

used: “cancer” AND “clinical trial” AND “participation” 

NOT “conference”. The query included all available content 

regardless of fiscal year or active status.  

The NIH Research Portfolio Online Reporting Tool’s 

Expenditures and Results module (RePORTER) is a repository 

of NIH-funded research projects and resulting publications and 

patents. The same query used in HSRProj was executed using 

the advanced text search query. The search was limited within 

the project title and abstracts. Then researchers exported the 

titles, abstracts, project start dates, and the funding amounts for 

all available projects initiated prior to 2018. The HSRProj 

database resulted in 196 abstracts for review, whereas the initial 

RePORTER results were 1062 studies but when restricted to 

unique project numbers, there were 218 projects.  

We imported the data into Nvivo 11 for coding and analysis. 

Each abstract was reviewed to determine if it was in fact 

intended to increase cancer clinical trials participation. Then we 

identified abstracts as primary when it directly indicated 

increasing participation as a major goal or outcome of the 

project. The final number of projects with a primary goal was 

94 (52 HSRProj and 42 RePORTER). 

Abstract Coding 

Descriptive information about each abstract was recorded, 

including: (1) project title, (2) start and end dates of research, 

(3) funded entity, and (4) unique project database ID. A directed 

content analysis was conducted to identify funded entities, 

under-represented populations, and strategies to increase 

participation in cancer clinical trials. To develop a coding 

schema, the researchers independently reviewed a sample of 

cases to make observations about themes among the cases. 

Together they reconciled the observations and then devised a 

scheme based on the reconciled observations. One researcher 

carried out the coding and another reviewed to confirm 

agreement. 

Strategies 

Health-related decision-making and health care delivery is 

generally distinguished using three levels; micro, meso, and 

macro [6]. The micro level targets the individual patient. It 

involves interactions between patients and providers at the 
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bedside, clinic, or health center. The meso level represents 

families, groups, or communities. It involves interactions 

between institutions, regional networks, and local agencies. 

The macro level represents research intended to benefit large 

populations. Each strategy was categorized as belonging to one 

or more of the four categories associated with the three levels: 

Micro (1a) consumer: outreach and education projects to 

improve consumer awareness and knowledge about clinical 

trials. Some projects include translation of educational 

materials; (1b) provider: workforce development and 

recruitment initiatives to increase accessibility to clinical trials; 

Meso (2) system: enterprise improvements, technological 

innovations, and strategic alliances to improve regional cancer 

care delivery, and Macro (3) research: studies to better 

understand barriers, develop interventions, and generate best 

practices for increasing participation. 

Results 

Charateristics of Included Projects 

The studies in the sample have start dates between 1983 and 

2015. The number of studies initiated in each decade, appears 

to increase linearly each decade.  In both databases, a majority 

of the research was conducted by a university. The HSRProj 

sample shows a slightly greater proportion of research con-

ducted by universities (N =26, 50%) than the RePORTER sam-

ple (N=19, 44%). National Cancer Institute’s funded entities, 

NCORP and CCOP, represent a little over one third. In each 

sample, nearly half of the studies targeted a specific race or eth-

nic group as the underrepresented population (HSRProj: 49% 

(N = 22) vs. RePORTER: 51% (N=18)). In HSRProj, each of 

the other underrepresented populations (women, elderly, or ru-

ral) combined were identified in less than 23% (N=12) of the 

studies. A similar trend was observed in the RePORTER sam-

ple with less than 40% (N=17) of the studies identifying 

women, elderly, or rural underrepresented populations. 

 

Strategies for Improving Participation 

The researchers aligned the three levels and with respective 

strategies that projects employed to improve participation in 

cancer clinical trials. There appears to be consistent frequencies 

between the level at which the projects acted.  

Single-Level Approaches 

Table 1 shows both HSRProj and RePORTER, have projects 

acting at the macro level by using research as the sole strategy 

to increase participation in cancer clinical trials (HSRProj N = 

12; 23% vs. RePORTER N=10; 24%).  

Table 1 –  Comparison of Strategy-Level Combinations. 

Level(s) HSRProj 

n, % 

Level(s) 

n, % 

Macro Only 12, 23.1% 10, 23.8%

Meso Only 7, 13.5% 5, 11.9%

Micro Only 3, 5.8% 7, 16.7%

Macro/Meso 5, 9.6% 4, 9.5%

Macro/Micro 5, 9.6% 4, 9.5%

Meso/Micro 13, 25.0% 8, 19.0%

Macro/Meso/Micro 7, 13.5% 4, 9.5%

 

Multilevel Strategy Combinations 

Some projects employed more than one strategy in the attempt 

to improve participation in cancer clinical trials. It should be 

noted, when a program employed more than one strategy of the 

same type (e.g., two consumer outreach projects within a single 

project), the researchers counted the project only once in asso-

ciation to its relevant strategy classification. Table 1 provides a 

breakdown of frequencies of studies based on approaches tar-

geting multiple levels and using two or more strategies. The 

most used multilevel strategy combination in both HSRProj or 

RePORTER was the meso-level paired with the micro level 

(HSRProj N = 13; 25.0% vs. RePORTER N=8; 19.0%).  

Discussion 

Clinical trials are the gold standard for cancer research. The 

cancer patient population is diverse [7]. Therefore, it would be 

expected that the development and testing of new cancer 

therapies would include a representative sample of individuals 

from diverse racial and ethnic groups, of different genders, 

including the elderly, and rural populations. This has not been 

the case, despite several decades of efforts to address these 

disparities. Barriers to clinical research participation are 

complex and interwoven between multiple levels and 

stakeholders [8-9]. Successful projects need more than one 

strategy to address multiple barriers in study design, at provider 

enrollment sites, for the individual, and within the community 

[5]. Our research shows that there have been increases in 

projects designed to increase participation in cancer clinical 

trials. Despite these efforts, the accrual strategies employed 

tend to be employed alone and not combined with others.  
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Abstract 

Descriptive statistics, Classical Test Theory (CTT), and Item 

Response Theory (IRT) are used to analyze learning. These 

results are a powerful synthesis for students to evaluate their 

progression into their personal pathway of learning, for 

teachers to improve the quality of different multiple-choice 

questions (MCQ) series, and for administration to assist in 

making pedagogical decisions. Our study explores tools to 

evaluate MCQ tests, and MCQs. Answers to tutorials and final 

examination of students of the first year of health contest were 

collected and analyzed. 
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Introduction 

Ongoing improvements in the quality and efficiency of 

education is a key effort. This is a huge opportunity for 

researchers because learning management systems can track 

various details of the interaction between the student and the 

learning platform. Pertinent interaction details include: time 

spent on a lecture, responses to tests, questions submitted 

online. These details represent an enormous amount of data, 

and are thus substantial work for researchers to analyse. In an 

effort to improve it and to optimize education, dashboards for 

students or teachers have been developed. Additionally, the 

fields of learning, teaching, and academic analytics let us 

analyse closed question series, such as multiple-choice 

questions (MCQ), with different tools. Such tools include: 

descriptive statistics, Classical Test Theory (CTT) and Item 

Response Theory (IRT) [2].  

Since 2006 at the Grenoble faculty of medicine, lecture 

courses have been substituted with blended learning, where 

lectures have been deleted in favour of multimedia resources 

and skills interactions [1]. The learning process is divided in 4 

sequences: self-learning using multimedia resources, questions 

submitted online, meetings for interactive question-answer 

sessions with teachers, and tutorials in preparation for the rank 

exams using MCQs [3]. Analysis of the answers provide a 

student dashboard, which serves as a tool for monitoring and 

motivation. The objectives of the dashboard is to assess the 

student’s level more accurately than with a single mean, and 

to provide ranking information among other students. The 

objectives of the teacher's dashboard are to provide an 

evaluation of students' overall level and evolution, and to 

highlight students having difficulties. The teacher’s dashboard 

also improves testing by assisting instructors to select MCQs 

based on quality. Thus, we propose how to perform a 

qualitative and quantitative statistical analysis that will  

provide second step recommendations in order to build a 

dashboard that serves the learner, teacher, and institution. 

Methods 

Classical descriptive statistics are used to characterize each 

test: the number of students who passed it, thenumber of 

MCQs, success rates, mean score of 20, median score and 

Cronbach's alpha. Classical Test Theory (CTT), or True Score 

model, is based on the assumption that for a particular test 

with a sample, the observed score on a test is the sum of the 

“true score” and of the random “error”. CTT is a collection of 

many statistics, including the average score, item difficulty 

defined as the proportion of examinees who did not respond in 

the keyed direction, discrimination index that indicates how 

well different levels of knowledge can be differentiated and 

the test’s reliability. Finally, CTT is used to analyse tests, 

rather than to check MCQs.  

More recently, the development of the Item Response Theory 

(IRT) permitted the detection of problematic MCQs, such as 

questions that are too difficult or those that are misunderstood. 

In addition, the IRT allows the calculation of the 'true score' of 

a learner at a test, which can be useful for students to assess 

their real knowledge independently of the difficulty of the test. 

The main assumption of the IRT is that a test is built to 

measure an ability, called “latent trait”. There are two types of 

IRT model depending on the assumption made on the latent 

trait; use a unidimensional model if the trait is unique, or use a 

multidimensional model if it can be assumed that multiple 

abilities are involved in the test.  

For unidimensional latent and dichotomous correction, logistic 

functions are mainly used. Unidimensional models are 

characterized by the number of parameters they include. In a 

three-parameter logistic model (3PL) the parameters are 

difficulty, discrimination and pseudo-guessing. The most well-

known model is the Rasch's model, which is considered as a 

one-parameter model, and calculates difficulty and 

discrimination too, but assumes that the discrimination level is 

equal for all items.  

In this study, we built each type of model, and then chose the 

best one for a given test using the Akaike information criterion 

(AIC). Graphical approaches, such as the Item Characteristic 

Curve (ICC), indicate the difficulty parameter. This parameter 

is defined as the level of ability for a probability of a keyed 

response of 0.5. The pseudo-guessing parameter is readable as 

the intercept. The Test Information Curve (TIC) as the sum of 
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the Item Information Curve (IIC) of each item in the test, and 

determine ability levels that can be differentiated by the test. 

Results 

During the 8-year study period, 12,478 students were enrolled. 

472 MCQ tests took place in which 16,731 MCQs asked for 

15,915,916 answers. 

Global overview with CTT per item 

We reviewed MCQs on one test in order to characterize 

questions. On this test, no MCQs appear difficult, the max was 

found to be 0.75. However, this index is linked to students' 

results, so in our case of a rank examination, where students 

work a lot, the difficulty is probably underestimated. 

Non-sigmoid curve detection for students abilities 

adequation with IRT by Item 

In Figure 1, ICCs are shown as sigmoid spread along ability 

levels with a significant slope so that the test may distinguish 

differences in students' ability. The ICCs for MCQ 4 (in blue), 

7 (the turquoise one on the left of the group), 21 (turquoise), 

23 (the red one on the right), are abrupt across space sigmoid 

from each other. A flat ICC indicates that the item measured 

something else other than the test's objective. An MCQ 

adapted to all student levels and should not be constant or 

decreasing. 

 

Figure 1- ICC graphs based on BioPhysics 3 2015-16 

Selection of questionable MCQs  

Figure 2 highlights only questionable MCQs: those with an 

ICC's intercept higher than 0.2, too high pseudo-guessing 

parameters (box a), a probability of keyed answer for an 

ability at 4 lower than 0.8, too difficult (box b), a maximum 

level of information lower than 3 times the maximum level of 

information in the test, and not informative. 

Discussion 

Our study explored several tools to evaluate MCQ tests, and 

MCQs themselves. The diversity in available tools gives 

flexibility in analyzing an MCQ, but there is also a complexity 

factor. None of the tools can be considered as better than the 

others. Thus we choose to show CTT index to the student and 

 

Figure 2- ICC graphs of questionable items 

IRT parameters to the teacher, because IRT needs explanation 

to be understood, while students might want instant results. 

Our use of IRT presents an issue based on the type of model 

chosen. Logistic models are the best ones for IRT, but they 

need a dichotomous explanatory variable. While it is not the 

type of correction used during tests, and polytomous 

correction gives fine grain understanding of the score. To 

remedy this situation polytomous IRT has been developed but 

it is not possible to provide quickly understandable 

conclusions. The use of these Rasch-type methods, in addition 

to the traditional approach, is now essential in the face of the 

emergence of educational big data, particularly in health. 

These methods require a pedagogical step of explanation with 

teachers who are not specialists in these fields, in order to 

guide them, but the gain in using the IRT can no longer be 

called into question. The era of "learning and teaching 

analytics" has already begun, it should not be missed.  
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Abstract 

Over 3 million hospitalizations and 17 million ER visits occur 

in Canada each year. A substantial proportion of these 

encounters are preventable and attributable to medication non-

adherence. Non-adherence to medication changes during 

discharge increases the risk of adverse events post-discharge. 

A mobile application was developed to improve medication 

management of post-discharge patients.  A pilot randomized 

controlled trial was conducted to assess the application’s 

usability and efficacy in decreasing non-adherence to 

medication changes made at discharge. 

Keywords: 

Medication therapy management, Medication adherence, 
Mobile applications 

Introduction 

Over 3 million hospitalizations and 17 million emergency 
department visits occur in Canada each year [1]. Seventy 
percent of hospitalized patients experience an adverse event 
involving medication(s) within 30 days of discharge [6]., At 
least 58% of medication-related adverse events are preventable 
and are the result of prescribing or dispensing errors, 
incomplete drug information, and the underuse or overuse of 
medications [3; 8]..Patients are often discharged on a 
substantially different medication regimen than the medication 
regimen prior to their admission[2]. . A previous study of 2,655 
patients discharged from one academic health centre 
determined 55% were non-adherent to at least one medication 
change made at discharge. Patients non-adherent to all changes 
had a 35% increased risk of adverse events compared to those 
who were adherent to all changes [11]. 

Patient interview data suggest that unclear communication with 
patients about medication changes may be driving non-
adherence, as might difficulties in managing complex drug 
regimen information and dosing schedules. We must consider 
innovative approaches to implementing and evaluating patient 
support mechanisms to reduce medication non-adherence post-
discharge. Mobile technologies are a potentially powerful tool 
to provide individual-level health support. Studies suggest that 
mobile health(mHealth) technologies are effective in 
improving health behaviours [7]. With 77% of adults in the 
United States reporting smartphone ownership in 2017, an 
opportunity has been created to assess the efficacy of mHealth 

technologies in improving health behaviours and outcomes [9]. 
Smart About Meds (SAM) is a mobile application designed to 
improve medication management for patients following 
discharge. The study protocol aims to evaluate SAM’s usability 
and efficacy in reducing non-adherence to medication changes 
made at hospital discharge. 

Methods 

A pilot randomized controlled trial of 100 discharged patients 
will be conducted at an academic health Patients in the 
intervention arm will receive access to the app, while patients 
in the control arm will receive usual care. A usability 
assessment will compare, between the two arms the rates of 
non-adherence to medication changes in the 30 days post-
discharge. The pilot begins in mid-2019 and will be completed 
by March 2020. 

Study Population 

The study population will comprise 100 patients discharged 
from the internal medicine unit of one academic health centre. 
Patients must be covered by the Quebec public insurance drug 
plan, be ≥18 years old, own a tablet or smartphone with internet, 
and must speak and read English or French. 

Randomization and Blinding 

Permuted block randomization with varying block sizes of two 
and four will be used to randomize 100 patients 1:1 to the 
control or intervention group. Data analysts are blinded to 
group allocation  while study participants and personnel are 
unblinded. 

Intervention 

Control arm (Usual care) 

At discharge, patients will be given a prescription, and may or 
may not receive written or verbal instructions about changes 
made during medication therapy management. 

Intervention arm (Mobile application)  

At discharge, patients will receive access to the SAM 
application. SAM was developed using a user-centred design 
and agile development processes that incorporated user 
feedback in iterative cycles of design, testing, and evaluation. 
The application retrieves medications prescribed to a patient 
from the discharge prescription and dispensed medications via 
real-time linkage with the provincial pharmacy claims database. 
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The app creates a patient-friendly list of prescribed/ dispensed 
medications, grouped by therapeutic class, and offers tools 
targeting barriers to adherence:Integrated adherence 

monitoring and feedback: Alerts patients, caregivers, and 
hospital pharmacists to adherence problems. Discharge 
prescriptions are linked to dispensed medications and decision 
algorithms that generate alerts: 1) prescribed medications not 
filled, 2) medications filled as the  wrong dose, and 3) 
discontinued medications that are refilled.Pharmacy connect: 
Patients connect with hospital pharmacists about discharge 
prescription(s), therapy changes, and alerts through a secured 
messaging service.  

Symptom checker: Patients determine which of their 
medications has side-effects similar to experienced symptoms. 

Social connect:  Patients share experiences of their medications 
(e.g. effectiveness and side-effects). Patients can view 
comments from other patients using the same medications. 

Caregiver connect: Caregivers access to the app  

Health professional dashboard: Pharmacists manage a group 
of patients, receive and respond to questions, manage alerts or 
potential medication-related problems, transmit and manage 
requests for consultation from treating physicians and 
pharmacists, and document services. 
Other features: User access to directives, pill images, drug 
information, dosing schedules, and daily pill reminders. 

Beta-testing the app 

A beta-test was conducted using the think aloud protocol [5] 
during the final stages of design and development. Eight users 
completed six standardized tasks in the application. The users 
were audio-recorded as they performed the tasks, and 
completed the System Usability Scale (SUS) survey [4]. The 
mean SUS score of 79.1 suggested that the app is usable and 
likely to be recommended by users to a friend. Audio 
recordings were analyzed and were integrated into the final 
version of the application. 

Outcome Measures 

Usability assessment 

One week post-discharge, the intervention group completes a 
questionnaire that assesses satisfaction with the app and collects 
feedback on its usability. The questionnaire has been designed 
using extended versions of the technology acceptance model 
[10]. The think aloud protocol [5] will be used to assess the 
app’s (1) ease of use, (2) user-friendliness, (3) efficiency, and 
(4) features that may cause confusion, frustration, or user errors. 

Non-adherence to medication changes 

Pharmacy claims data from the provincial health insurer will be 
used to identify medications dispensed within 30 days post -
discharge. These data will be compared with the discharge 
prescription to identify non-adherence to medication changes, 
defined as (1) failure to fill newly prescribed medications, (2) 
refilling a prescription discontinued at discharge, or (3) filling 
a previous prescription where the dosage was modified at 
discharge, but was dispensed at the incorrect daily dose. 

Data sources 

Pharmacy claims data from the Régie de l’assurance maladie 
du Québec will be used to identify prescriptions filled post-
discharge. Medications prescribed and changed at discharge 
will be determined using patients’ discharge prescriptions. 

Data Analysis  

Descriptive statistics will be used to summarize patient 
demographic and clinical characteristics, technology 
assessment questionnaire results, and non-adherence rates for 
each group and overall. The two arms will be compared to 

measure, the average number of medication changes not 
adhered to in the 30-day follow-up period using the Student’s 
t-test. Quantitative analyses will be conducted using SAS 
version 9.4 and the think aloud protocol.  

Conclusion 

The medication management app can be an effective tool to 
increase adherence to medication changes made at discharge. 
The use of the app can potentially reduce adverse events post-
discharge. Results of the pilot will be used to support a larger 
clinical trial to assess impact on adverse events. This data will 
provide supporting evidence for the use of health informatics 
tools to promote patient outcomes.   
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Abstract 

This poster presents the design of a connected system for 
telerehabilitation for patients with obesity and the assessment 
of the system through a randomized qualitative study on a 
sample of 15 patients. The patients expressed positive 
motivation but negatively assessed (as a deficiency) the system 
operation. All patients found that the system was neither 
intuitive nor easy to use. 

Keywords: 

Telerehabilitation, telemedicine, rehabilitation. 

Introduction 

Rehabilitation is a multidisciplinary intervention process combi-

ning retraining with effort, therapeutic education, nutritional 

programs, and psychosocial and behavioral interventions. This 

process can improve physical and psychological conditions and 

decrease multimorbidity mortality. Rehabilitation takes place in 

specialized centers, but accessibility is limited to a small num-

ber of patients. Nevertheless, the benefits of rehabilitation de-

crease over time due to loss of patients’ motivation. 

The number of mobile health applications (mHealth), es-

pecially those dedicated to the management of chronic diseases, 

has increased to improve access and efficiency and reduce costs 

in some areas of health. In the context of obesity, applications 

provide an additional tool that can help in behavioral manage-

ment programs by promoting the modification of regular lifes-

tyle habits. Therefore, the recent development of telerehabilita-

tion [1] is a promising approach that has been addressed mainly 

in pilot studies. 

Given technology advances, French healthcare professionals 

have designed a telerehabilitation system (Telerehab) to empo-

wer a population of obese patients to modify their behaviors 

regarding physical activity and nutrition. Telerehab was de-

signed in 2017 by a French hospital team composed of two phy-

sicians specialized in rehabilitation, a nutritionist, and a physio-

therapist in collaboration with a health app publisher and a reha-

bilitation center. The goal is to help patients with obesity self-

monitor their nutritional and physical activities to maintain their 

motivation and behaviors related to physical activity and nutri-

tional programs. The informational and educational content of 

the system is based on the French guidelines for rehabilitation 

for patients with obesity. The final objective of the designers of 

Telerehab was to evaluate in a prospective randomized control-

led study on whether a 3-month treatment with Telerehab makes 

it possible to reduce the amount of fat in obese patients with 

respect to a control group. 

In the meantime, a qualitative study aimed to assess the usabi-

lity of Telerehab in order to improve it and to evaluate the final 

objective. This paper provides the methods and results of this 

assessment.  Telerehab is composed of an application and a web-

site that provide a program of adapted physical activity (video 

capsules) and nutritional information, complemented by medi-

cal teleconsultations by videoconference and by connected de-

vices (pedometer, heart rate monitor, cycle ergometer, bike). 

Patients can track their nutrition and physical activity using the 

declarative data entered in a form. Technical support was pro-

vided by email and phone to help patients use the system. 

Methods 

A mock-up of the system was tested in February 2018. A ran-

domized controlled study was conducted for 50 patients to as-

sess the clinical objectives. Patients were recruited from the De-

partments of Clinical Physiology and Internal Medicine in 

Montpellier University Hospital (France) and from the rehabi-

litation centers of Groupe 5 Santé (France). The inclusion cri-

teria were patients aged from 25 to 65 who were considered 

obese with a body mass index (BMI) greater than 30 kg / m². 

The study was conducted on two groups, an experimental group 

and a control group, each composed of 25 patients. The experi-

mental group used Telerehab for 3 months. The ethics com-

mittee approved of the study (CPP 17/39 - F. Vasseur, clinical 

trial agreement UF 9799). 

The patients from the experimental group received a short trai-

ning session (6 h) by a research assistant who was recruited for 

the study. A technical support person would come to the pa-

tient's home after 48 h and 4 and 8 weeks to help the patient use 

the application. Patients had access to teleconsultation with a 

physician. This physician would schedule a teleconsultation for 

a patient according to the medical parameters recorded. The 

qualitative study, consisting of 15 semistructured interviews, 

was conducted among voluntary patients of the experimental 

group, 3 months after Telerehab implementation. The interview 

guide focused on the ease of use and usefulness of the applica-

tion as well as any positive aspects and aspects that should be 

improved. The demographic characteristics of the patients in-

terviewed are summarized in Table 1. 

Table 1– Demographic characteristics of the patients 
 

Sex Number 

Men 8 

Women      9 

Age Number 

25-29 years 2 

30-39 years 1 

40-49 years 3 

50-59 years 9 

60-65 years 2 
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The analysis was performed using open coding, which is an 

“analytical process through which concepts are identified and 
their properties and dimensions are discovered in the data” ([2] 

101). Data were coded independently by two authors of this pa-

per. Then, they compared the coded data and, in case of di-

sagreement, they discussed their results in order to reach a con-

sensus. Moreover, these authors also looked at the negative or 

positive assessment of the themes that we identified. 

Results 

Patients in the experimental group expressed that information 

recording was time consuming and lacked benefits, e.g., perso-

nalization of advice for meals. They also emphasized that the 

application suffered from functionality overload and a cumber-

some system. However, a majority of patients emphasized the 

potential usefulness of the system for motivation. 

The issue of personalization often came up in the various re-

flections by the patients. Personalization is one of the things 

that has been of most interest to patients. They consider that 

their use of the application should result in more personaliza-

tion: 

"With the video capsules you should be able to propose perso-
nalized tricks adapted to the person, because as we enter many 
data I would like to receive, for example, a personalized menu 
with respect to my weight and my size.” (Patient 26) 

Personalization of the system is also associated with other as-

pects of perceived utility, such as the desired added value of the 

information offered. Nevertheless, patients were satisfied by 

the teleconsultation aspect of the application. 

Another issue is related to the usefulness of connected objects, 

especially the pedometer, mainly for technical reasons. Indeed, 

the majority of patients were concerned about the synchroniza-

tion between the cycle ergometer and the application and belie-

ved that the data collected from the cycle ergometer was biased. 

The main themes that were coded are summarized in Table 2. 

We have to mention that these themes were assessed negatively, 

that is, the table shows instances where those themes were 

found lacking (with the exceptions of software slowness, hu-

man support, usefulness of teleconsultation and overall motiva-

tion). Most patients considered that information input was very 

time consuming, while at the same time they did not receive any 

information output, such as relevant alerts and notifications. 

Discussion 

These results show that Telerehab was not considered easy to 

use or useful by patients. While patients emphasized that Te-

lerehab should increase their motivation for healthy activities, 

e.g., physical activity and adapted meal plans, they considered 

that the system could not yet achieve this objective because of 

an unsatisfactory design.Previous studies have shown that func-

tionality comprising ease of use and quality of information is an 

important criterion for health apps [3]. Clinical outcomes, cli-

nical processes, healthcare utilization and costs have all been 

evaluated in assessing telerehabilitation [4]. Our study adds the 

importance of technical issues and usefulness, i.e., customiza-

tion, usefulness of teleconsultation, behavioral changes, added 

value and perceived clinical effects, to the list of issues that 

should be considered when studying methods of telerehabilita-

tion. Moreover, our results highlight the importance of techni-

cal problems related to connected objects in the context of the 

lack of interoperability of these objects [5]. 

 

 

 

Table 2–Themes coded 
 

Themes Num-

ber of 

pa- 

tents

Number 

of quotes 

across all 

patients

Intuitiveness 15 39 

Utility of the information recorded 13 36 

Technical issues, i.e., failures 12 24 

Ease of use 11 22 

Overall motivation 11 24 

Slowness 10 20 

Data preservation 9 13 

Motivation for physical activity 8 19 

Human support 8 14 

Customization 6 9 

Usefulness of teleconsultation 6 8 

Behavior change 5 8 

Added value 5 7 

Perceived clinical effects 4 10 

 

Conclusions 

This paper presents the design of a medical connected system 

for telerehabilitation and a randomized qualitative study to as-

sess this system. The results highlight several issues: technical 

problems, lack of ease of use and little usefulness of the infor-

mation recorded. 
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Abstract 

Advantages of digitalization are understood, but 

implementation to healthcare is slow. Cost savings and quality 

improvements are needed in healthcare. Continuous education 

of  healthcare professionals is essential for quality, and digital 

education (DE) enables that cost-efficiently. 

The aim was to evaluate the cost-effectiveness of a DE for 

wound care by comparing it to lecture education (LE). 

DE enabled a slightly better learning outcome than LE. 

However, combination resulted in superior outcome. DE 

provided best cost-effectiveness. 

Keywords:  

Education, Continuing, Cost-Benefit Analysis, Information 

Science 

Introduction 

Continuous  development of professional skills is essential to 

ensure good-quality care. Wound care is the key competence of 

nurses as it is estimated that approximately one percent of the 

population in developed countries suffer from a hard-to-heal 

wound during lifetime [1]. Wound care skills will be 

emphasized in the future as the population gets older.  

Even though it is important that professionals are 

knowledgeable, lecture education (LE) is expensive and takes 

time. With digital tools costs can be reduced and education 

offering scaled up [2], especially as digital tools are as effective 

as traditional learning method in professionals’ behavior [3]. 

Cost-effectiveness (CE) analysis is considered to be a good tool 

to help the decision making, and can be used to evaluate digital 

education (DE). The aim is to study the CE of a DE compared 

to traditional LE.  

The three main research questions are: 

1. What is the relationship between the wound care 

education method and health care professionals’ 

knowledge level? 

2. Do the costs of the DE differ from LE? 

3. What is the CE of the DE in wound care compared to 

LE? 

The study was done in a health and social care organization, 

which had two ways for educating professionals for wounds: 1) 

traditional classroom LE, and 2) a DE, which included three 

modules (ABC of wounds, Local treatment of open wounds and 

Prevention of pressure ulcers). The DE had written material and 

visuals to support the learning. The DE included final exam. 

Neither visits to the DE platform nor exam sits were limited, 

but the employee was allowed to visit the DE platform and sit 

the final exam as many times as they wished. The DE platform 

could be accessed from the organization as well as the 

employees’ homes. The DE was provided by Duodecim 

Medical Publications Ltd (later Duodecim), a Finnish Company 

publishing information content for medical and healthcare 

professionals. Since 2017, the organization had shortened the 

LE from a day to half a day and decided the DE to be a 

prerequisite for the half day LE. Before 2017, the one-day LE 

alone covered the education in wound care. 

Methods 

Data on knowledge level and professionals’ background factors 

were collected with a web-questionnaire, which was distributed 

to all healthcare professionals in departments possibly facing 

wounds regularly or randomly (approx. 2k professionals). 

The knowledge was tested with a knowledge test, which was 

identical to the original final exam of the DE. The background 

questions related to demographics, experience in the industry, 

and the participants education. All the participants were 

categorized into groups based on completed wound education. 

First, the participant data was divided into three: 1) completed 

one-day LE, 2) completed half-day LE, 3) no LE. Second, the 

groups were split in two: 1) completed DE, 2) no DE 

completed.  

The knowledge tests were graded and the data analysis was 

carried out by IBM SPSS Statistics. The average scores 

between different groups were tested by Kruskal-Wallis H-Test 

and Mann-Whitney U-test. Finally, a multiple linear regression 

model to control the background variables was conducted. 

Information regarding education costs was estimated by the 

organization and Duodecim. The data included the costs of DE, 

one-day and half-day LE, and organizational cost of one nurse 

per hour. The estimated cost consists of the (1) direct costs from 

acquiring LE or DE (fees and teaching), and (2) indirect costs 

(working time). The estimated direct cost of one DE per 

participant was allocated from the total acquirement cost of the 

DE license. CE of the DE was evaluated with a CE ratio: cost 

of additional (incremental) intervention and the additional 

outcome (effect caused by the outcome, i.e., knowledge level). 

Results 

Description of the participants 

In total, 94 professionals (=N) responded to the questionnaire, 

corresponding approximately 5% response rate.  
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The age range was from 23 to 64 years with a mean of 42. There 

were no great age differences between groups. The overall 

average of experience was 17 years, but the group with half-a-

day LE and DE had lower average experience in healthcare 

industry than other groups. The participants had worked in the 

organization for 12 years on average, shortest in the group of 

DE and half day LE, longest in the group with only one day LE. 

On average, the respondents had worked in their current 

department for 10 years. Most of the participants were females 

(98%) and registered nurses (66%). The frequency of practical 

wound care work was divided more evenly between 

participants, and 52% announced to work with wounds at least 

once a week, 23% at least once a month and the rest less 

frequently. Total 20 respondents (21%) were wound care 

nurses. In DE, 60% had completed at least one of the module, 

and 33% had accomplished the organization’s one-day LE 

about basics of wounds. Total 14% of the respondents had 

accomplished the half-day LE, which was available from 2017. 

The rest of the respondents (53%) had not taken part in the 

wound care LE in their organization. 

Knowledge test outcomes 

The distribution of the knowledge test scores is close to normal. 

The variation was -2 to 20 (out of 27). The average score was 

10.05 points. The most frequently earned score was eight 

points. The more education the participant had, the higher the 

knowledge test score was. All the score averages in DE groups 

were higher than in the groups without any DE. Also, the longer 

the LE had been (one-day > half-day > no LE), the higher the 

scores were. The one-day LE together with the DE resulted in 

more points  than the half-day LE and the DE combined (11.90 

vs. 11.10). If the participant had only carried out the DE alone, 

the average (9.4) was still better than if the participant had 

carried out only the one-day LE alone (average 9.2). However, 

this difference was not statistically significant.  

Statistical significance of the effect on knowledge was tested 

for six variables (research group, LE, work experience, wound 

care frequency, DE, and wound care nurse). The group with an 

accomplished DE had higher score average than without DE 

(10.7 vs. 8.9, p=0.035), and wound care nurses’ average was 

higher than other respondents (12.1 vs. 9.5, p=0.024). 

Cost estimation 

The direct cost for the DE calculation was 0.55€ per person per 

one module. The referential time to execute the DE is three 

hours in total. Because mostly nurses are participating the DE 

and LEs, the cost of nurses is used to identify the indirect cost: 

it is counted from the average cost of a nurse per hour. The 

average cost (incl. side costs, excl. holiday compensations) is 

17.85€ per hour. 

The direct cost of LE per nurse consists mostly of the 

compensation for lecturer. The direct cost estimation per person 

for the one-day LE is 50€ and for the half-day 30€. The length 

of one working day is approximately seven, five hours and for 

half-day course it is four hours.  

Cost-effectiveness analysis 

DE is inexpensive and has good learning results, thus the DE 

cost (55.19€) per outcome (9.4) ratio was 5.87€ per knowledge 

unit, and the relative CE ratio was 0.29. The one-day LE 

together with the DE achieved the best absolute outcome (11.9). 

However, this combination was the most expensive (239.02€). 

Thus the cost per outcome ratio was 20.09€ and and relative CE 

ratio was 1. 

The half-day education is not typically executed alone without 

the DE, so it is irrelevant to be analyzed individually. The cost 

(156.57€) per outcome (11.10) ratio of a combination of the DE 

and a half-day LE was 14.10€ per one knowledge unit, and the 

relative CE ratio was 0.71. The cost for one-day education alone 

was 183.84€ and the outcome was 9.2. Thus the cost per 

outcome ratio was 19.98€ and relative CE ratio was 1.  

The incremental cost-effectiveness (ICE) ratio was defined as 

the ratio between the additional cost and additional outcome. 

The additional outcome refers to the knowledge level of 

participants with education minus with participants with no 

wound education (8.9). The score from the DE is 9.4, so the 

additional effect on learning is 0.5 units. The additional 

learning was highest in DE and one day LE (3). For one day LE 

additional learning was 0.3, and in combination of DE and half-

a-day LE 2.2. ICE ratio for DE was 110.37€, for DE combined 

with half-a-day LE 71.17€, for one day LE 612.79€ and for 

combination of DE combined with one day LE 79.67€. 

Conclusions 

The relationship of wound education and wound knowledge is 

proved to be positive based on the results of this study. The 

more education, the higher knowledge test scores. DE can 

enable cost savings, increase the amount of professionals 

trained or enable better learning outcomes. Even though DE 

performed well in terms of CE, the additional LE improved the 

outcomes. With the comparison of ICE ratios, the optimal 

choices for organizations would be the combinations of DE and 

either half-day or one-day LE. 

However, the decision between the learning methods does not 

need to be fixed. A relevant response to the results is 

segmentation. Professionals could be segmented based on the 

different levels of requirements concerning wound care. The 

priorities of an organization and value judgments between cost 

and learning must be taken into consideration along with CE 

analysis. 
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Abstract 

This pilot study aimed to provide students with a learning 

activity to develop a global perspective of health care. Senior 

nursing students from New Zealand and the United Kingdom 

(n=15) were allocated to eNetwork small-groups. Students 

met weekly for one month via audio/video-conferencing for 

discussions. Students reported that this collaborative activity 

enabled them to engage purposefully with other students. 

While cultural differences were noted, similarities were also 

found and multiplestudents expressed interest in working 

overseas.  

Keywords:  

Students, Nursing; Pilot Projects; Videoconferencing 

Introduction 

Information and communication technologies (ICT), such as 

Skype, can provide opportunities for engagement across the 

globe [1]. The ways in which individuals communicate within 

their personal and professional lives is rapidly changing [2]. 

Health professional students, including nurses, are considered 

‘digital natives’ as they commonly utilise a range of internet-

sourced communication media to support their knowledge 

development and interaction with others [3]. Extending the 

use of ICT provides an opportunity for health professional 

students to colaborate demonstrating international eNetworks 

in action. This poster describes a pilot which aimed to provide 

students with a learning activity to give a more global 

perspective of nursing and health care.  

Advances in social media can facilitate opportunities to 

develop understanding of different countries and cultures. 

Nursing has a global presence, yet students can have little 

knowledge of the health and social care needs and provision 

outside their local environment and country [4]. Exchange 

activities are well-established in higher education and 

facilitate excellent opportunities for intercultural learning. 

Such scholarly collaborations are usually abroad. The 

outcomes for student exchange are often related to global 

appreciation, cross-cultural knowledge and the skills required 

in a diverse nursing workplace. These attributes are important 

for all health professionals given the cultural dexterity 

required in the delivery of health and social care [5].  

The faculties at both schools of nursing who participated in 

this pilot study already had experience in using social media 

activities with students [6,7]. This project sought to increase 

student participation and collaboration using technological 

media to facilitate opportunities to collaborate and learn from 

each other. It was designed to help prepare nurses for their 

professional career in a global environment where 

eNetworking will be valuable to address diverse population 

health issues. 

Methods 

The aim of this pilot study was to determine student nurses’ 

perceptions of an international collaborative learning activity 

mediated by ICT. Participants were volunteers drawn from 

students enrolled in the third year of their undergraduate 

nursing programmes at the University of Plymouth in the 

United Kingdom (UK) and the University of Auckland in New 

Zealand (NZ). The nursing students were placed in one of 

three groups, with each group having three UK and two NZ 

students. Ethical approval was obtained from each university. 

Students were asked to contribute during four, 30-minute 

audio/video meetings (using Zoom) with their small group 

during February 2018. Discussion guidelines were provided 

for each week’s meeting.  

As this was the first time this learning opportunity was 

offered, the researchers were interested in the students’ 

experience of the small group meetings and what they may 

have learnt from virtually meeting students from a different 

country. An anonymous evaluation survey comprised of open- 

and closed-ended questions was emailed to each student as a 

link to Microsoft Forms at the conclusion of the month-long 

learning activity. The evaluation form included ten Likert-

scale statements. In addition, there were three open-ended 

questions: What aspect of the collaborative learning activity 

was most helpful for your learning? What improvements 

would you like to see? and What, if anything, do you intend to 

do as a result of participating in this collaborative learning 

activity? Data analysis comprised collating the Likert items 

and thematic analysis for the open ended responses. 

Results 

Nine students volunteered from the University of Plymouth, 

and six volunteered from the University of Auckland. Of the 

15 participants, 13 responded to the survey (87% response 

rate). All students agreed (31%) or strongly agreed (69%) that 

this collaborative learning activity enabled them to engage 

purposefully with other nursing students. Similarily, all 

students agreed or strongly agreed with the statement: ‘I 

would recommend other student nurses participate in future 

collaborative learning activities with international nursing 

students.  

Thematic analysis of open-ended responses identified four 

themes: 

1. Cultural differences  
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2. International connections & future employment  

3. Benefits of e-engagement 

4. Limitations of e-engagement 

Overall students decsribed this pilot as “an interesting 

experience” and that it was “positive to engage with students 

from another country”. However, eNetworking did not negate 

the idea that a “lovely travel grant to enable us to meet face to 

face” would be ideal.  

Discussion 

This study describes an international collaborative virtual 

engagement activity, reports, the students’ experiences, and 

identifies practical issues. The findings from this study 

confirm that ICT provides students with opportunities to gain 

a global perspective of nursing and healthcare, concuring with 

earlier studies which also identified that students can gain 

experience and intercultural skills without having to leave 

their homes [8-10]. Internationalisation is high on the agenda 

for tertiary education institutions as they produce graduates 

that are global citizens [11]. The dialogue between students 

brought about an interest in future employment and working 

overseas which supports some intriguing results from web-

based interaction with international peers who were ready for 

international work [8]. 

Students appeared to enjoy the virtual engagement activity 

making international connections and seeing friendships 

beginning to form. This was despite the inconvenience of time 

differences between the two countries, although time 

differences are a known issue when two hemispheres, or 

multiple countries are involved [6,12]. It was evident that the 

students developed an awareness of similarities, as well as 

differences, within healthcare provision, thus enhancing their 

understanding of health with a global perspective, which has 

been noted in other uses of virtual student engagement [4,6].  

The limitations of this study were the small number of 

participants involved. Areas for further research include 

maintaining contact with the participants to see whether their 

eNetworks developed over time. Also, as it has been 

recognised that newly qualified nurses may experience mixed 

emotions upon qualifying from a sense of achievement to 

apprehension [13], it would be interesting to establish whether 

the challenges facing newly qualified nurses are the same 

globally. Furthermore, students who participated in this study 

may be able to support each other as newly qualified nurses.  

Conclusions 

Health professionals are part of global community, so 

encouraging and supporting virtual student interaction can 

help to connect professionals develop a broad perspective on 

health care. eNetworking amongst the students enabled 

identification of cultural differences and similarities in their 

programmes of study, health care systems, and issues being 

faced. Barriers included using synchronous audio/video-

conferencing and the ensuing problems of managing time 

differences. 
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Abstract 

For the treatment of smartphone addiction, it is important to 

understand users' smartphone usage patterns. Most of the 

studies are based on self-report surveys. However, there are 

differences between self-reported usage and real usage. For a 

better understanding of usage patterns, this study identified 

demographic and social factors that affect smartphone usage 

self-report levels. Also, it was confirmed that the influencing 

factors differ depending on the smartphone usage content by 

application category. 

Keywords:  

Smartphone, Self Report, Data Accuracy 

Introduction 

As smartphone addiction becomes a social problem, it 

is necessary to understand how people use smartphones.  Most 

of  the previous studies were based on self-report surveys, and 

the diagnosis and treatment of  smartphone addiction also relied 

on self-reports [1,2]. 

Some studies using both self-report surveys and real log data 

showed there was a difference between them [3,4,5]. However, 

there was a lack of confirmation as to which factors made that 

difference. Since self-report usage is a major indicator of the 

diagnosis of smartphone addiction, it is necessary to identify 

the cause of the difference between actual and self-reported 

usage. 

In this study, we used self-reported usage, real usage, 

demographic, and sociological information to find factors 

influencing the under or over estimation of smartphone usage. 

We also identified whether the factors are different for the  

under or over estimation of smartphone usage depending on the 

application (app) category. 

Methods  

We developed a mobile application system to collect the mobile 

use log. The system was implemented for four weeks to 382 

participants who lived in a metropolitan area. At the same time, 

we obtained all participants’ self-reported usage, demographic, 

and social information through online surveys. 

Then we categorized participants to the under or over 

estimation group using self-reported and real smartphone 

usage. We used a Chi-square test to find factors influencing the 

under or over estimation of smartphone usage. In addition, to 

figure out whether a factor was different depending on the 

content, the top five categories of smartphone usage were 

analyzed. 

Results 

There was no perfect match between self-reported usage and 

real usage. For this reason, people were divided into two 

groups: under or over estimation of smartphone usage. Table 1  

Table 1 – Self-report levels by factor (N=382) 

Factor 

Self-Report (%) 

χ² 

Under Over

Gender 

Male 

62 

(29.2) 

150 

(70.8)

8.55*** 

Female 

28 

(16.5) 

142 

(83.5)

Age 

20’s 

20 

(18.0) 

91 

(82.0)

2.73 30’s 

34 

(25.2) 

101 

(74.8)

40’s 

36 

(26.5) 

100 

(73.5)

Marriage 

Single 

35 

(21.1) 

131 

(78.9)

1.26 Married 

54 

(25.7) 

156 

(74.3)

Divorce/ 

Separation

1 

(16.7) 

5 

(83.3)

Education 

High school 

22 

(27.5) 

58 

(72.5)

0.87 

Graduate 

school

68 

(22.5) 

234 

(77.5)

Family 

emotional 

support 

Never 

3 

(10.7) 

25 

(89.3)

5.01* Sometimes 

47 

(21.9) 

168 

(78.1)

Usually 

40 

(28.8) 

99 

(71.2)

Bullied 

Have 

11 

(14.5) 

65 

(85.5)

4.35** 

None 

79 

(25.8) 

227 

(74.2)

Suicidal 

impulse 

within a 

year 

Have 

20 

(17.2) 

96 

(82.8)

3.69* 

None 

70 

(26.3) 

196 

(73.7)

Family 

history  

of mental 

disorders  

Have 

4 

(12.5) 

28 

(87.5) 

2.37 

None 

86 

(24.6) 

264 

(75.4) 

*: <.1,   **: <.05,  ***: <.01 
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shows the number of people who are in the under or over 

estimation group by factor. We found four factors, Gender, 

Bullied, Family Emotional Support, and Suicidal impulse 

within a year, were related to an over estimation of smartphone 

usage. Females, people without Family emotional support, 

people who had experiences of being Bullied, and people who 

had a Suicidal impulse within a year had a greater over 

estimation of their smartphone usage. 

Table 2 – Influencing factor by app category (N=382) 

Factor 

SNS (%) 

χ² 

Under Over 

Age 

20’s 

9 

(8.1) 

102 

(91.9) 

610** 30’s 

19 

(14.1)

116 

(85.9) 

40’s 

26 

(19.1)

110 

(80.9) 

Bullied 

Have 

4 

(5.3) 

72 

(94.7) 

5.28** 

None 

50 

(16.3)

256 

(83.7) 

Factor 

Game (%) 

χ² 

Under Over 

Suicidal 

impulse 

within a 

year 

Have 

24 

(20.7)

92 

(79.3) 

9.77** 

None 

100 

(37.6)

166 

(62.4) 

Family  

history of 

mental 

disorders  

Have 

24 

(20.7)

92 

(79.3) 

9.77** 

None 

100 

(37.6)

166 

(62.4) 

Factor 

Entertainment (%) 

χ² 

Under Over 

Family 

emotional 

support 

Never 

6 

(21.4)

22 

(78.6) 

5.39* Sometimes 

51 

(23.7)

164 

(76.3) 

Usually 

19 

(13.7)

120 

(86.3) 

Factor 

Web (%) 

χ² 

Under Over 

Gender 

Male 

34 

(16.0)

178 

(84.0) 

4.54** 

Female 

14 

(8.2) 

156 

(91.8) 

Marriage 

Single 

23 

(13.9)

143 

(86.1) 

8.74** Married 

22 

(10.5)

188 

(89.5) 

Divorce/ 

Separation 

3 

(50.0)

3 

(50.0) 

Factor 

Finance (%) 

χ² 

Under Over 

Age 

20’s 

43 

(38.7)

68 

(61.3) 

4.69* 

 

30’s 

40 

(29.6)

95 

(70.4) 

40’s 

57 

(41.9)

79 

(58.1) 

Bullied 

Have 

17 

(22.4)

59 

(77.6) 

7.58** 

None 

123 

(40.2)

183 

(59.8) 

Family 

history of 

mental 

disorders  

Have 

6 

(18.8) 

26 

(81.2) 

4.01** 

None 

134 

(38.3) 

216 

(61.7) 

*: <.1,   **: <.05,  ***: <.01 

Table 2 shows the factors affecting the self-report level in the 

top five app categories of Social Network Service (SNS), Game 

and Entertainment, Web, and Finance, of smartphone usage. 

The self-reported level of SNS was influenced by Age and 

experience of being Bullied. Game and Entertainment was 

influenced by the social factors of Suicidal impulse within a 

year and Family history of mental disorders. The Web was 

influenced by Gender and Marriage while Finance was 

influenced by Age, experience of being Bullied, and Family 

history of mental disorders. 

Conclusions 

As a result of the research, we found there are different 

influencing factors between self-reported levels of total 

smartphone usage and self-reported levels of the content. For 

future work, it will be helpful to consider this difference. In 

addition, it is presumed social factors are closely related to the 

self-reported levels of smartphone usage. In future research, it 

will be necessary to study this correlation. 
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Abstract 

In recent years, health care organizations, in particular 
emergency department (ED), have come under increasing 
pressure to provide quality care. In this context, human 
resources are a central aspect: a good utilization of health 
worker could improve quality of care. In this paper, a 
simulation model is proposed. The model  represents an ED 
coupled with an optimization method to optimize the allocation 
of medical and para-medical human resources in the hospital 
center of Troyes. We aim to improve the quality of services 
offered to patients through the minimization of Average Waiting 
Time (AWT) and Average Inpatient Stay (AS). The proposed 
approach has proved to be effective to reduce AWT and AS by 
12 minutes and 21 minutes respectively. 
Keywords:  

computer simulation,  resource allocation, emergency 
departments 

Introduction 

In recent years, health care organizations, in particular 
emergency departments, have come under increasing pressure 
to provide quality care while overcoming increasing volume 
pressure. In the other side, simulation has become an effective 
decision-making tool to optimally allocate the often-limited 
resources in health care to improve patient flow while 
minimizing the costs of providing care and increasing patient 
satisfaction. In addition, combined optimization and simulation 
tools allow decision makers to efficiently find optimal 
emergency department configurations, even for complex 
integrated installations.  
Over the last decade, there have been several studies in the 
literature dealing with the optimization of human and material 
resources in a health care through the technique of coupling 
simulation with optimization [1, 2, 3, 4]. 
In this paper, in order to improve the quality of services offered 
to patients in the ED of the hospital center of Troyes (CHT) 
(France), a simulation-based optimization approach is 
developed. This method uses a discrete-event simulation 
model, combined with a genetic approach. This tool allows the 
users to evaluate the Average Waiting Time (AWT; the time 
that the patient spends from their arrival to their first medical 
exam) and the Average Inpatient Stay (AS; the time the patient 
spends from the first exam to their exit) of patients for different 
organizations of the service. The expected value of patient 
arrivals is obtained through forecast models developed in a 
previous work, and that reached a very good performance (up 
to 91.24 % for the annual total flow forecast) and robustness to 
epidemic periods [5].  

Methods 

Simulation model 

The developed simulation model requires three kinds of inputs: 
1) patient arrival rates, 2) the frequency of each pathway, and 
3) the processing times of services. These were obtained from 
data collected from the emergency database for the whole 2017 
year. We modeled the considered probability distribution using 
the “fitdistrplus” package of R® software [6]. These data were 
used to determine the best probability distribution to represent 
each stage of the patient flow. The time of inter-arrival process 
(Ti) follows an exponential distribution with average of Yj * Th, 

i.e Ti ~ 
*Yj Th

, where Th is the average arrival rate observed 
for the hour h of the day, and Yj  the number of daily arrivals for 
the day j. 

Optimization 

The optimization problem considered in this work aims to 
minimize the AWT and the AS of patients. In order to reach the 
optimization goal, the problem was solved with a genetic 
algorithm coupled with the simulation model (as an objective 
function evaluator) in order to optimize emergency staff 
planning. Thus, the optimization problem can be represented as 
follow: 

Minimize ( )F x  
Subject to 

 

 
Where  is the decision variable that represents the number of 
available staff per slot time of 6h.  is the index of 
staff type: 1 for emergency physicians, 2 for resident 
physicians, 3 for nurses and 4 for caregivers, and j = 1...4 is the 
index of the slot time of 6h per day. The constraint (1) ensures 
that the same number of hours worked by each type of staff is 
fixed because the ED of CHT, as a first step, does not seek to 
increase or decrease its workforce.  
Table 1 shows the availability of interchangeable staff per 6 
hour time slot. 
To define the best parameters of the genetic approach, the 
experimental design methodology proposed by [7] is used. 
Then, the parameters used for our GA are: population size = 
100, probability of mutation = 0.9, number of maximal 
iterations = 500 and probability of crossover = 0.9. The time 
limit was set to 1h30 
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Table 1: Availability of staff per slots of 6 hours 

 00h 
-6h 

6h -
12h 

12h -
18h 

18h -
00h 

Emergency 
physician 

2 2 2 2 

Resident 
physician 

3 3 3 3 

Nurse 3 3 3 3 
Caregiver 3 3 3 3 

Results 

To assess the efficiency of the proposed simulation model, the 
performance indicators obtained from our simulation model 
were given to CHT’s decision makers who compared them to 
daily indicators of the hospital. The assessed gap between real 
and simulated indicators is less than 9%. Based on this 
assessment, the model was considered reliable and able to 
support experiments.  
The best solution of the emergency staff planning returned by 
the genetic approach is presented in table 2. In terms of 
performances, the solution reduces the AWT by 12 minutes and 
the AS by 21 minutes.  

Table 2:Optimized solution of the annual planning 

 00h - 
6h 

6h -
12h 

12h -
18h 

18h -
00h 

Emergency 
physician 

1 1 3 3 

Resident 
physician 

2 2 4 4 

Nurse 2 2 5 3 
Caregiver 1 2 4 3 

Discussion and Conclusion 

After improving the current staff planning by keeping the same 
number of staff, the effect of increasing the number of staff by 
1 for each type is studied. 
 Results show that the nurse resource has the greatest impact on 
the system. Adding a nurse allows the hospital to reduce the 
AWT by 25 minutes and the AS by 32 minutes. 
To conclude, a simulation-based optimization approach that 
aims to minimize the AWT and the AS for patients in the 
hospital center of Troyes, France is presented. The proposed 
solution provides a gain of 12 minutes in AWT of patient and a 
gain of 21 minutes in AS which represents a noticeable 
reduction in waiting times for patients.  
This work can be extended to include the planning of human 
resources, in which the assignment of resources can further 
reduce waiting time by effectively assigning resources on 
overloaded shifts. 
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Abstract 

SNIK, a medical informatics ontology, combines knowledge 

from different literature sources dealing with the management 

of hospital information systems (HIS). Concepts and relations 

were extracted from literature, modeled as an ontology and 

visualized as a graph on a website. We demonstrate the 

potential of the graph visualization for tuitional scenarios. 

SNIK complements teaching and learning with conventional 

literature by concentrating knowledge that is scattered over 

different pieces of text around one node of a graph.       

Keywords:  

Semantic Web, Information Management, Hospital 

Information Systems 

Introduction 

Although computer scientists have provided theory and 

applications for ontologies, they rarely apply ontologies to their 

own fields of research. There are well-known biomedical 

ontologies [1], but there are almost no ontologies structuring 

medical informatics knowledge. With SNIK, the semantic 

network of information management in hospitals (German: 

Krankenhäuser) we developed an ontology that describes HIS 

management from a functional point of view: Who performs 

which function and which information is needed or updated by 

this function? The role “CIO”, for example, is responsible for 

the function “strategic information management” which 

updates the information artifact “strategic information 

management plan”. Statements like these are coded as RDF 

(Resource Description Framework) triples in SNIK. 

A typical use case of SNIK is teaching HIS management at 

universities [2]. Due to its use in teaching, we needed a way to 

visualize the ontology, so that students and lecturers can browse 

through the knowledge and can easily discover how different 

concepts are linked to each other. In previous work [3], we 

tested the visualization of SNIK with the help of graph 

visualization tools. Although offering useful functionalities, 

these desktop tools are not easy to handle by occasional users. 

Moreover, the ontology could only be used after having 

downloaded the latest SNIK file and having installed the tool. 

Now, with SNIK being available as Linked Open Data together 

with a web-based graph visualization based on cytoscape.js [4], 

users can easily analyze the linked concepts of HIS 

management.  It is the aim of this work to demonstrate;  

• the visualization capabilities of web-based SNIK 

(“SNIK graph”) and  

• their use for specific teaching and learning scenarios. 

Methods 

SNIK is based on knowledge from text books, frameworks, and 

expert interviews dealing with HIS and their management. As 

a first step to develop SNIK, literature was selected in 

accordance with the learning objectives of lectures on HIS 

management at Leipzig University. In these lectures, students 

shall learn a clear terminology for roles, functions, and 

information artifacts of HIS management. For its use in 

teaching, SNIK had to provide answers to the questions “Who 

performs which HIS management function and which 

information is needed or updated by these functions?” Thus, the 

SNIK metamodel was specified, which, determines the rules for 

extracting knowledge from texts. Relevant concepts found in 

texts have to be assigned to one of the metamodel classes 

“role”, “function” or “entity type”, the latter representing types 

of information artifacts. For linking concepts to each other, 16 

different relationships were defined. Extraction from the texts 

was then done pairwise by reading through a chapter and 

extracting knowledge to spreadsheets with predefined columns. 

Each pair of extractors prepaired a consolidated spreadsheet for 

a chapter. All spreadsheets were checked again by another 

group in order to have one consolidated .csv-file containing the 

textbook’s subontology. In addition, interlinks between 

different subontologies were specified within a further 

spreadsheet. The .csv-files were then converted to RDF, 

published on the SNIK website, [5] and the extracted 

knowledge became a part of the SNIK graph.     

Results 

The SNIK graph, which represents the current status of the 

SNIK SPARQL endpoint, consists of 2,845 entity types, 1,090 

functions, and 234 roles (16.11.2018). It comprises knowledge 

from five different sources which are linked to each other by 

704 interlinks (Figure 1). 

The following teaching and learning scenarios can be visualized 

within the SNIK graph (http://www.snik.eu/graph): 

(1) A teacher prepares a lecture on strategic HIS directing. He 

or she uses the “circle star” visualization for the function 

“Strategic HIS Directing” and gets a mind map to structure the 

lecture (Figure 2).  

(2) A student has decided to be a project manager in a students’ 

hospital project and wants to know his or her responsibilites. 

The “circle star” around the role “project manager” shows 24 

functions and 8 entity types from three different sources a 

project manager is responsible for. 

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)
© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190724

1941



 

Figure 1 – Five colored clouds representing subontologies of 

SNIK. The clouds contain knowledge from three books (dark 

blue, green and orange), a CIO interview (light blue) and a 

framework (yellow). 

 

Figure 2 - Circle star for the function “Strategic HIS 

Directing” (rectangles represent entity types, triangles 

represent functions and circles represent roles). 

(3) Students learn new concepts about HIS quality by linking 

them to concepts already learned. A teacher asks a student to 

find out how the new concept “Quality of Data” is linked to the 

“Patient Identification Number”. The student connects the two 

concepts by using the spiderworm visualization and learns that 

a patient identification number is associated with object 

identity. Object identity is a subclass of integrity of data. 

Besides integrity of data, there are also 13 other criteria for 

quality of data (Figure 3). 

Conclusions 

The SNIK graph enables students and teachers to browse 

through the knowledge of HIS management on a website. With 

the help of the visualization capabilities like “circle star” and 

“spiderworm” specific questions arising during learning, the 

preparation and the execution of lectures can be answered. The 

SNIK graph complements texts on HIS management by a 

highly interconnected map. Knowledge about a concept, which 

is often scattered over different chapters or even books, can be 

found around one node of the graph visualization. Other 

possibilities of teaching support by SNIK, like the automatic 

generation of multiple choice tests (e.g [6]), are subject of 

further research. Nevertheless, due to its size, SNIK is not free 

of errors. Hence, every user can participate in the continuing 

quality assurance process and report bugs directly within the 

graph visualization.  

 

Figure 3 -  A spiderworm connecting “Patient Identification 

Number” and “Quality of Data”(surrounded by its 

neighbors).  
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Abstract 

Technology has led to the communication of the hospitalized 

patient and their family with clinical knowledge. The objective 

of this study is to describe the rate of use of the Inpatient 

Personal Health Record of Hospital Italiano de Buenos Aires. A 

cross-sectional study was conducted between May and 

September of 2018. The rate of use was 2.10% (95% CI 1.89-

2.32). The most used functionalities were analyzed. New 

strategies are needed to improve the rate of use. 

Keywords:  

Personal Health Records, Inpatients, Electronic Health 
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Introduction 

Health organizations are moving towards greater health 

information technology, allowing more comprehensive patient 

care, and improving communication within the health team. 

Often the implementation of these technologies in hospitals has 

been directed mainly to health personnel, more specifically, to 

the health care professional instead of the patients and their 

families [1,2]. 

The scope of 21st century medical care has generated strategies 

for Effective Health Care, and one of the established 

requirements is the "Empowerment of patients and their 

families in the effective management of health care decisions, 

and their implementation, including personal health records 

(PHRs), education about the individuals conditions and options, 

and support of timely and focussed communication with 

professional health care professionals" [3]. This scope is not 

only necessary in the home and ambulatory care environments, 

when the patient is hospitalized, it should also be considered.  

A PHR is one of those tools, which provides convenient access 

to personal health information from any location with Internet 

access [4]. The development of online PHRs involved the 

patient in the process of medical care, generally in the 

outpatient environment [5]. The initiatives of inclusion of health 

information technologies in the hospitalization field, encourage 

the institutions to offer patients electronic access to some 

clinical data [6,7]. Interventions that provide patients with 

clinical information have been effective in promoting patient 

participation in health-related decision-making, increasing the 

patient's adherence to their own care plans [8,9].  

The Department of Health Informatics developed and 

implemented an Inpatient Portal (IP), which is being used since 

May 2018. This work aims to describe the rate of use of the IP 

and the characteristics of the users in our Institution from the 

implementation to the present. 

Methods 

Design 

A cross-sectional study was carried out that included all 

admissions of adult patients, hospitalized during the period 

between May 20 and September 30, 2018, at Hospital Italiano 

de Buenos Aires. 

Statistic Analysis 

We defined to report the patient's rate of use with the amount of 

patient that login to the IP during the hospitalization. It is 

constructed with a denominator, defined as the totality of 

patients admitted to the hospital within the study period; and 

numerator, defined as users who log in to the IP during their 

hospital stay. It will be reported as a percentage with its 

respective 95% confidence interval (95% CI), calculated 

through normal approximation. 

Quantitative variables will be described as mean and standard 

deviation or median and interquartile range, as appropriate for 

distribution. The categorical ones will be described as relative 

frequency and percentages, with their respective 95% CI. 

Results 

The characteristics of the patients who were admitted are 

detailed in Table 1. 

Table 1: Patient Characteristics 

Variable Porcentage Users 

Age  18-20 4.0% 15

        21-30 12.1% 45

        31-40 18.9% 70

        41-50 10.5% 39

        51-60 11.0% 41

        61-70 15.1% 56

        71-80 13.2% 49

        81-90 11.8% 44

        91-99 2.9% 11

Female 58.9%  218

Healthcare Insurance Plan 53.2% 
384 

Total  100% 
370 

 

The rate of inpatients who made login to the IP during the study 

period was: 2.10% (95% CI 1.89-2.32). Out of a total of 17,612 

patients only 370 login. Figure 1 shows the income by month. 
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Figure 1: Monthly Entries to the Inpatient Portal 

The 370 users who login the IP, made 9249 clicks. The most 

frequently used sections Vital Signs, Hospitalization data and 

location transfers. (Table 2) 

Table 2: Used Sections 

Sections Use % Total use 

Vital Signs 24.6% 2278 

Hospitalization data  15.6% 1444 

Location transfers 14.5% 1350 

Health care team 14.4% 1341 

Food service 13.1% 1217 

News 7.0%  656 

HIBA TV 6.2 % 579 

Phone numbers 4.1% 384 

Conclusions 

The rate of use between May and September 2018 was 2.10% 

(95% CI 1.89-2.32). Of the 370 users who logged the IP, the 

majority were female, affiliated with Healthcare Insurance Plan 

and youth. The most used functionalities were: vital signs, 

hospitalization data, and location transfers. New planning and 

implementation strategies are needed to improve the rate of use. 
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Abstract 

Chronic kidney disease (CKD) is a Public Health problem 

worldwide. Treatment in complex and depends on patient 

education to achieve adequate adherence. We describe in this 

paper novel strategies for patients’ education based on 

internet (youtube and instagram), through videos, images and 

texts information directed for patients in a project developed 

in Brazil. 

Keywords:  

Chronic kidney disease; Internet; Social media; Health 

education. 

Introduction 

It is estimated that 10% of world population has chronic 

kidney disease (CKD) [1]. This trend is related to the increase 

in life expectancy and the prevalence of chronic non-

communicable diseases such as hypertension [2] and Diabetes 

Mellitus [3], the main causes of CKD. Studies have been 

developed to investigate the knowledge of population about 

CKD and the results show that groups of all parts of the world 

have low awareness about the disease which can reflect in 

adherence to prevention [4,5]. However, there is an even 

greater aggravation in situations of low knowledge about 

CKD: studies show that many individuals that make up the 

groups at risk of developing the disease, as hypertensive and 

diabetic, are not aware of this [6]. 

The repercussions of low knowledge on CKD can be seen in 

the high percentage of patients with late diagnosis, that is, in 

the more advanced stages of the disease, which unfortunately 

is related to the reduction of life expectancy in all age groups 

[7], and higher mortality during treatment [8]. The study of 

Ricardo et al. [9] has shown that low health literacy was 

associated to low estimated glomerular filtration rate (GFR). 

The aim of this study was to describe the use of social media 

as strategy for health education in the context of CKD.  

Methods 

This study is part of the Renal Health Project which develops 

several strategies for prevention and treatment of CKD. The 

project was funded by the International Society of Nephrology 

(ISN) through the Clinical Research Program, and is 

supported by the Brazilian Society of Nephrology. We created 

two tools of communication with the internet users, a channel 

on YouTube and a profile on social media Instagram in order 

to share digital content about the CKD. Although the goal of 

both is to disseminate information about prevention and 

treatment of the disease, it is believed that these two channels 

can achieve different population groups that have low 

knowledge about CKD, as general population [9, 10], non-

dialysis patients [11, 12] even between health team [13, 14]. 

Channel on YouTube 

YouTube is indisputably the biggest online video platform 

worldwide and the second most famous social network 

website worldwide as of July 2018, ranked by number of 

active users (1 900 millions) [15]. The YouTube channel 

Renal Health proposal Created in December 2017, 

(https://www.youtube.com/channel/UC3-

GHeHAndcrRmbE4I_qE_w). It was designed to describe, in a 

logical sequence of videos, from kidneys definition and 

functions through the CKD diagnosis to the guidelines about 

treatment of this disease. A doctor called “Kidney” was 

chosen to answer the questions made by a woman voice. 

Profile on Instagram 

The Instagram App is one the most popular social networks 

worldwide. While the number of monthly active Instagram 

users from January 2013 was 90 million in June 2018 was a 1 

billion. In that period Brazil was in third position on number 

of Instagram users (63 millions) [15]. Initially, we choose this 

social media to test the acceptability of general populations 

and CKD patients. The profile on Instagram 

(https://www.instagram.com/renal_health) was developed in 

June 2018, and arose from the need to broaden the spectrum of 

health education actions. The published content is based on 

the most current guidelines in Nephrology and contents are 

often shared by great and reliable institutions such as the 

Health Ministry of Brazil, World Kidney Day, World Health 

Organization and Brazilian Society of Nephrology. 

Results 

Currently, the channel has four videos and a total of 157 

views. The first and the longer has (3:01 minutes), it is about 
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notions of Nephrology and concepts of CKD, the second on 

diagnosis "How the doctor discovers that a person has CKD", 

the third is a tutorial for the use of the application Renal 

Health, developed by our research group, and the last is about 

of CKD stages. Until the end of this work the Instagram 

profile counted on 223 publications and 832 followers. It is 

noteworthy that on August 28th the profile had 300 followers, 

reaching 600 on October 16th, 2018, showing significant 

growth. Only from October 8th throw 14th, 2018, according to 

Instagram's management data, publications had been viewed 

8,904 times, from 1,366 accounts. A post on the CKD stages 

was viewed 1,074 times, indicating the range of reach of the 

publications. As for followers, 33% live in Fortaleza, Ceará, 

Brazil, followed by São Paulo (6%), São Luís (3%), Rio de 

Janeiro (3%) and Recife (2%); 41% are in the age range of 25 

and 34 years old, 30% are 35 to 44 and 73% are women. 

Discussion 

For CKD patients the aim of this channels is to familiarize 

them with the aspects related to their health status because 

from the acknowledge of an expanded understanding. The 

patients have the autonomy to discuss with the health team 

about the best behaviors to be implemented in their treatment, 

which is, what makes them the co-managers of their health 

care. On the profile on Instagram it is noticed that many CKD 

patients feel free to post comments on their personal 

experiences demonstrating identification with the topics 

covered. For Moorhead [16], social platforms enable chronic 

patients to share their health issues, anguish, and experiences 

with other patients, generating empathy for those who once 

accommodated regarding the disease or felt alone.  

Conclusions 

Based on the increasing number of followers in both channels 

developed there is interest by general population and CKD 

patients of to improve the knowledge about CKD. Although it 

is known that knowledge does not determine behavior, it is 

evident that the absence of knowledge hinders the adherence 

to measures aimed to prevent health problems. Therefore, the 

population, especially the groups at risk for the disease 

development, after having access to more information on 

strategies for the protection of renal function and early 

diagnosis, might be able to make conscious decisions about 

lifestyles and their effects on their health status. 
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Abstract 

There is a dearth of evidence-based tools to design the safest 

Computerized Provider Order Entry (CPOE) system possible. 

An evidence-based list of usability principles for the design of 

the CPOE interface was developed following a literature 

review, and validated with the Chief Medical Information 

Officer and CPOE team at Island Health. The list includes 11 

usability principles that can be used to inform ongoing CPOE 

interface design and evaluation efforts to improve patient 

safety.  

Keywords:  

Medical Order Entry Systems, User-Computer Interface.  

Introduction 

The design of a Computerized Provider Order Entry (CPOE) 

system is a significant decision factor in reducing medication 

errors and maximizing safe use. Although the first CPOE 

system was implemented in 1971, there are several 

outstanding challenges concerning the usability of CPOE [1] 

even 47 years later. The underlying issue “appears to be that 

there is no consolidated source of evidence that provides 

organizations with tools to design the safest CPOE system 

possible” [1]. Davis and Stoots’ 2012 article on EHR adoption 

emphasizes that organizations ought to incorporate checklists 

and tools to minimize any unintended consequences [2]. They 

suggest simple tools such as checklists act as a highly-

effective quality-control instrument that “can prevent potential 

costly mistakes and even fatal medical errors” [2]. The 

literature highlights that though there is no “best” method in 

designing a CPOE system, it requires trial and error work at an 

organizational level [1]. Sengstack (2010) underlines that 

there is a need for tools that: 

 

1. Are based on lessons learned and documented in the 

literature; 

2. Can be used to evaluate CPOE systems; and 

3. Can be used as a guide for informatics specialists at all 

levels as the iterative process of improvement 

continues to cycle [1].   

A study from Sunnybrook Health Sciences Centre in Toronto 

also highlights the importance of organizational commitment 

to CPOE design to improve efficiency, usability and safety 

prior to system implementation [3]. Similarly, Yuan et al. 

(2011) underscores the importance of using a design 

framework to identify requirements and functional 

specifications for the User Interface (UI) design of clinical 

decision support (CDS) [4]. To address the aforementioned 

recommendations from the CPOE design literature, Island 

Health developed evidence-based guidelines for the design 

and evaluation of its CPOE system, as there is currently no 

comprehensive usability tool to inform CPOE interface 

design. Three CPOE design tools were developed for CDS 

Alerts, the CPOE User Interface, and references within CPOE 

Order Sets. This paper summarizes the usability guidelines 

developed and adopted by Island Health for the safe and 

usable design of the CPOE interface. Island Health is a health 

care organization in British Columbia, Canada with over 

23,000 staff and physicians. 

 

Methods 

 

A literature review of CPOE interface design was conducted 

from November 2017 to January 2018 using Google Scholar. 

Various search terms were used, including “CPOE design” 

AND “colour” OR "color"; “CPOE design” AND "font"; 

“CPOE design” AND "alerts"; “CPOE design” AND "screen"; 

“CPOE design” AND "icons"; “CPOE design” AND "lists." 

The inclusion criteria for the literature review included 

primary or secondary articles that (1) were in English, (2) 

published between January 2000 and January 2018, and (3) 

that discussed CPOE design principles. The references of 

included articles were also mined for relevant articles. 

Recommendations for CPOE interface design were extracted 

from the included articles. A thematic analysis of the 

recommendations was conducted to identify themes from the 

articles, as well as to develop general usability principles for 

CPOE interface design. To confirm the congruence of the 

CPOE interface design principles with general user interface 

design principles (e.g., Nielsen's ten general principles for 

interface design), usability heuristics were also reviewed. The 

resulting CPOE interface design usability principles and sub-

principles were iteratively reviewed and refined to produce a 

final list usability design principles. Face validity was 

evaluated with the Chief Medical Information Officer (CMIO) 

and CPOE order set team at Island Health. In addition to a list 

of usability principles, a designer-centred checklist for CPOE 

interface design was developed for use by the CPOE team and 

clinical informatics specialists at Island Health. The checklist 

presented the usability principles in the form of a question.  
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Results  

In total, thirty articles were included in the literature review, 

and a list of 11 CPOE interface design usability principles was 

developed. The list of usability principles for CPOE interface 

design fall into 11 categories: (1) layout, (2) terminology, (3) 

use of headings and sub-headings, (4), placement and 

proximity, (5) general use of colour, (6) use of colour 

combinations, (7) text style, (8) use of punctuation, (9) use of 

icons, (10) use of lists, and (11) alert visibility. These 

principles align with 5/10 of Nielsen's ten general principles 

for interface design. Due to space limitations, only the sub-

principles for Principle 1 (Layout) are presented below. The 

full (detailed) CPOE interface design checklist with principles, 

sub-principles, and corresponding literature/evidence will be 

presented in the poster.  

Principle 1: Layout 

1. Minimize the layers of screens (to a maximum of 3 

layers) to facilitate user’s navigation in the system [5].  

2. Use visual cues (i.e., colour, font or conspicuous 

spatial arrangement) consistently. For example, use 

visual cues within the ordering screen to indicate the 

difference between the latest results vs. previous 

results) [5,6,7] 

3. Organize the screen elements into logical groups, 

visually separated by space, alignment and borders; 

their meaning should be easily recognized by users [5]. 

Discussion 

Island Health's comprehensive and validated list of usability 

design principles for safe CPOE interface design addresses the 

current gap in the literature surrounding the need for a 

consolidated source of evidence for designing safe CPOE 

systems. The list and check-list of design principles have been 

adopted by Island Health for its CPOE interface design 

practices. However, it is interesting to note that the authors did 

not come across any literature published on the use of special 

characters in CPOE design, such as asterisks. This was an area 

of particular interest for Island Health, as asterisks had been 

previously used in CPOE interface design in the organization. 

As such, it is unclear if the use of special characters may have 

any effect(s) on the quality and safety of CPOE interfaces. 

Given the iterative process of continuously improving CPOE 

design, it is important to note that the consolidated list of 

usability design principles presented in this paper is a "living 

and breathing" guideline that should be continually updated 

based on usability-related lessons learned by health care 

organizations. Based on ongoing CPOE usability evaluations, 

health care organizations across the globe should regularly 

document and make recommendations for CPOE interface 

design to ensure that the design principles are based on 

emerging best practices in the field. Specifically, pre- and 

post- evaluation design may be used to evaluate changes in the 

usability of CPOE before and after adopting the design 

principles.  

A major limitation of this research is that a scoping or 

systematic review of the CPOE interface design literature was 

not conducted due to time constraints, and only one database 

(Google Scholar) was searched. It is recommended that a 

scoping or systematic review be conducted. Additionally, the 

list of CPOE usability design principles was only validated 

with the CMIO and CPOE team at Island Health. The list 

should be further validated with stakeholders in other health 

care organizations at the provincial, national, and international 

levels.  

Conclusions 

This paper contributes a list of 11 evidence-based usability 

design principles for CPOE interface design, including princi-

ples related to: (1) layout, (2) terminology, (3) use of headings 

and sub-headings, (4), placement and proximity, (5) general 

use of colour, (6) use of colour combinations, (7) text style, 

(8) use of punctuation, (9) use of icons, (10) use of lists, and 

(11) alert visibility. Specifically, this paper addresses the sug-

gestions made by Sengstack [1] by developing a usability 

principles tool for CPOE interface design that (a) is based on 

the literature, (b) can be used to evaluate CPOE usability, and 

(c) can be used to guide health informatics specialists at all 

levels in CPOE design and quality improvement. As such, the 

list of principles has implications for usability evaluation of 

CPOE; the usability design principles may be applied by 

health care organizations as a check-list to support the evi-

dence-based design, adoption, ongoing evaluation, and im-

provement of CPOE interfaces. Given that the authors did not 

find published literature on the use of special characters (e.g., 

asterisk) in CPOE interface design, it is recommended that 

further research be conducted to evaluate the usability and use 

of special characters to ensure safe CPOE interface design.  
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Abstract 

My Little Smart Personal Assistant is a co-designed remote 

connected device with an interactive vocal assistant that 

provides a panel of social/medical services for the rural 

European elderly population. The aim is to create a new 

patient-centered solution to improve quality of life, self-

autonomy, and integration within local community. This should 

improve aging-well at home in rural settings. 

Keywords:  

aging, patient-centered care, remote consultation. 

Introduction 

Background 

The aging society is one of the major challenges for the 

healthcare system. About 17% of the overall population is aged 

65 years or older in members of the OECD (Organisation for 

Economic Co-operation and Development), and particularly 

higher in France and Portugal (18 and 20%, respectively)[1,2]. 

These statistics will rise in the next years. A main concern 

associated with aging is the forthcoming frailty, which affects 

around 10% of people 65-74 years and increases within older 

population[3].  

Besides frailty, the prevalence of chronic conditions and co-

morbidities also increase with age. In Europe, 8 in each 10 

people older than 65 suffer from at least one chronic disease. 

Frailty/chronic diseases are particularly threatening for isolated 

aged patients, as they do have little or none informal caregivers 

helping them to manage properly on their basic needs. This 

situation is even worse for those living in rural areas where 

access to health ressources is usually challenging. 

Proposed solution 

Our consortium brings together actors from the academic, 

technological, research network, associative, and industrial 

sectors in Portugal and France.  

My Little Smart Personal Assitant (MLSPA) proposes to 

develop a remote connected device which integrates an 

interactive vocal personal assistant aiming to support health and 

social care services delivered in rural areas. This package is co-

designed starting from an existent technology - the Virtual 

Social Companion (ViSoCo) developed by the Instituto Pedro 

Nunes (IPN) in Portugal[4]. IPN leads the technological 

development of the solution and works closely with GLINTT 

(Global Intelligent Technologies), a Portuguese company 

managing the market and business tasks to implement this 

solution in the European healthcare systems. Our endeavour 

takes advantage of their consolidated experience in Portugal 

and Spain.  

The consortium also benefits from the participation of EURIPA 

(European Rural and Isolated Practitioners Association), which 

is charged with the implementation in rural areas of the solution 

in Portugal and France. In addition, MaDoPa (Centre Expert en 

Technologies et Services pour le Maintien den Autonmie à 

Domicile des Personnes Agées) assists the co-developpement 

and evaluation of healthcare and autonomy innovative 

solutions. 

Université Grenoble Alpes (UGA) enriches MLSPA ensuring 

the overall management of the project and takes advantage of 

the competences of INSERM (Institut national de la santé et de 

la recherche médicale) for field investigation, experimental 

methodology, data analysis, usability, and social evaluation.   

Together, these multidisciplinary competences will cover the 

needs required for the first evaluation of MLSPA solution. The 

goal is to validate a panel of multilevel indicators obtained from 

a patient-centered approach consolidating a market deployment 

strategy. 

Methods 

Approach and experimental plan 

MLSPA proposes an innovative approach which allows the 

overall maturation of the project through a first co-construction 

phase (i.e. sinergy with end-users and stakeholders) and a 

following field-test in real settings (i.e. rural communities).  

The maturity process of our solution follows the methodology 

proposed by INSERM via the CIC-IT department of Grenoble 

(Centre Investigation Clinique – Innovation Technologique) for 

innovations in the healthcare domain. It allows to validate the 

prototype faster when compared to the time reported in other 

projects (3-4 years instead of 8-10 years). The innovation 

maturity cycle will decrease the costs for innovation 
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(technology implementation) and increase potential 

collaborations in healthcare domains[5]. This methodology 

improves the relationship amongst the consortium partners. In 

respect to an efficient behavior, a dynamic work emerges to 

ensure a beneficial agreement that provides sufficient 

incentives to market actors in order to constantly improve 

products and services in the healthcare system[6]. In addition, 

a technological maturity of the device is expected to escalate to 

TRL 6 (technology readiness level). 

In particular, MLSPA solution will be tested by the design of 

an experimental plan deployed for free in 2 rural places in 

Portugal and 2 in France, with a total of 100 volunteers (25 

patients in each place). The patients will be selected by their 

general practionners (GPs), and the cohort has been calculated 

in order to ensure an appropriated pilot study. The population 

selected for this phase are people over 65 years old living in 

rural settings, demonstrating frailty (assessed by the FRAIL 

scale – Fatigue Resistance Ambulation Illnesses and Loss of 

Weight)[7], with chronic condition, absence of cognitive 

decline (MMSE “Mini Mental State Examination” over 23), 

and an “Index of Independence in Activities of Daily Living” 

(ADL) over 3. 

During a visit, GPs will collect the following clinical data using 

a standardized questionnaire and evaluation protocol: age, 

FRAIL scale, MMSE, ADL, weight, height, BMI (body mass 

index), IADL (Instrumental activities of daily living),  Up and 

Go test, self-reported exhaustion by patient, number of 

treatments (molecules), consultations (number in 2018), 

hospitalisations (number in 2018), self-perceived frailty by 

patient (numerical scale), and perceived frailty by GP 

(numerical scale). Additionally, non-clinical data will be 

collected at the inclusion including: demographic data, existing 

internet connection at home (or possibility to obtain access), 

social environment (i.e. local community activities). Data 

collected will be recorded electronically with the support of a 

personal health data hosting provider. 

MLSPA will be compliant to the ethical standard, the clinical 

study regulations and the patient data treatment (e.g. European 

General Data Protection Regulation 2016/679). All data 

acquired by this project will be in encrypted databases (e.g. 

personal healthcare authorized data host). Furthermore, we will 

ensure that the data flow and their communication will be 

handled only under secure connections (e.g. HTTPS protocols, 

Secure Sockets Layer, and Virtual Private Network). 

Impacts and Conclusions 

The short-term objective is to demonstrate our solution in terms 

of benefits on the follow-up of the global activities of this 

population.  

In addition, this study will provide social-medical-economic 

indicators that will be used by the stakeholders for a further 

large-scale deployment plan (i.e. market access strategy, 

reimbursement policy, healthcare companies involvement…). 

Finally, data on the participation of GPs and social worker will 

be collected to optimize and correctly address the project in 

terms of usability (user’s feedback), participation, and 

personalized services. 

We aim to enable older adults to live with dignity in their homes 

and to improve their social engagement in rural communities. 

MLSPA will improve the follow-up of physical activity, 

healthy eating, monitoring of medical treatment for chronic 

diseases and social life involvement and connection of the 

participants. This paves the way to a future empowerement of 

the self-health management by citizens, providing them an 

active and participative role.  

The final goal is to provide support and guidance features 

related to self-management and health literacy associated with 

frailty prevention. This may promote social prescribing and 

reduce the impact of frailty and chronic morbidity on the 

targeted population. 

All together, this will facilitate positive, active, and healthy 

aging at home, reduce the risk of dependency, and avoid 

unexpected hospitalisations in decreasing the cost for the 

healthcare system. 

Figure 1 below displays MLSPA project vision. 

 

Figure 1: MLSPA vision 
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Abstract 

In higher education, programs in specialization in Health In-

formatics, Medical Informatics, Health Engineering are contin-

uously growing. In this research, almost 1800 universities and 

colleges were checked in order to find related educational pro-

grams at all academic levels. Approximately 1000 academic 

leading degree programs in those domains have already been 

identified. The detailed records of the related educational pro-

grams will help to understand the current educational needs 

and priorities. Although, the growth of the related educational 

programs is not the same in each country. 

Keywords:  

Medical Informatics, Education, Europe 

Introduction 

Information technologies and telecommunications improve 

prevention, public health, quality of health care and biomedical 

research. The majority of new technological tools focus on ac-

cess, processing and management of medical data and infor-

mation, enhancing the decision-making process. Thus, it is im-

portant for the health scientists and professionals to be well 

trained by instructive programs in order to develop and operate 

these systems successfully [1; 2]. 

The past few years, in higher education, programs such as bio-

medical informatics, health informatics and biomedical engi-

neering are continuously growing. Recent domestic and inter-

national articles emphasize curricula with specialization in 

Health Informatics, Biomedical Informatics, Medical Informat-

ics, Medical Engineering and Biomedical Engineering of the 

European Universities which are offered at undergraduate and 

postgraduate level. However, there is a remarkable absence of 

detailed recordings of the European educational programs in 

these specializations. Thus, the scope of this research is to fill 

in this gap. The established EFMI Accreditation and Certifica-

tion Committee (AC2) tries to fill in this gap among other tasks 

as well. This initiative was launched at that time by the EFMI 

President and endorsed by the EFMI Board in consultation with 

the EFMI WG EDU Chair. The main task of the AC2 Commit-

tee is to search for ways to develop and implement the Accred-

itation and Certification initiative in Europe. Since, the 

Committee in order to achieve its aim, has detailed records of 

the educational programs in specialization in Health 

Informatics, Medical Informatics, Biomedical Informatics, 

Bioinformatics, Nursing and Dental Informatics, Health and 

Medical Technology, Health Engineering, Medical and 

Biomedical Engineering at all academic levels [1-3]. 

Methods 

This project follows a series of steps in order to achieve the aim. 

First of all, online searching was conducted on Coursera, EdX, 

FutureLearn and Udemy databases. Secondly, a full list of the 

universities, colleges, institutions etc. of each European country 

was compiled via Google searching. Thirdly, the official web-

site of every university was carefully checked so as to locate 

educational programs related to our subject. It is a fact that the 

duration of the search process has been conducted a couple of 

years before and the research is still in progress [2]!  

It is worth mentioning that the research is limited only to Euro-

pean countries that are members of the European Federation for 

Medical Informatics – EFMI (Table 1) [4]. 

Table 1- The list of EFMI Countries-Members 

 

Specifically, this study has covered almost 27 EFMI countries-

members out of 32 [2]. In more detail, Figure 1 shows the coun-

tries have completed this process and the countries will have 

been completed in a few weeks. 

Almost 1800 universities and colleges were checked in order to 

find related educational programs at all academic levels. About 

180000 courses in total were checked.  

Results 

More than 1000 educational programs in these domains have 

been found in a wide variety of undergraduate and postgraduate 

degrees so far. 
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Figure 1-Twenty seven EFMI Countries-Members 

Specific information was collected for each educational pro-

gram. All these elements are included in Access Database (Fig-

ure 2). The information is being collected for each study pro-

gram: university/ies, department/faculty, study program name, 

academic level (e.g. undergraduate / postgraduate / doctoral / 

postdoctoral Studies), type of education (full time – part time – 

combined), mode (on campus – e-learning / distance learning), 

specializations, director of the education program, details about 

contact person of the program, curriculum, time table, learning 

outcomes, competencies and program’s language (English – lo-

cal – bilingual). Additionally, Program’s ECTS and academic 

staff’s details are contained. Needless to say, the authors’ inter-

est focuses only on academic degree programs [1; 2]. 

 

Figure 2- Catalogue of Educational Programs 

Furthermore, this database includes educational programs in 

specific areas such as Nanomedicine, Medical Electronics, 

Clinical Informatics, Clinical Technology, Clinical 

Engineering, Computational Biology, Life Science Informatics, 

Clinical Data Management, Big Data in Healthcare, Data 

Mining in Healthcare and Medicine, Digital Health Systems, E-

Health, Telemedicine, Healthcare Analytics, Wireless 

Networks in Healthcare, Internet of Thing in Healthcare etc. 

Until now, the authors’ have no view on specific countries such 

as the Russian Federation, Turkey and Ukraine due to local 

issues.  

Finally, the data on this database is published in the appropriate 

established website (http://www.bmhi-edu.org). This website is 

under development and is available on the network. As 

verification of the included information is still in progress the 

information is not still available to the public. Only the 

registered users have access to the content. 

Discussion 

Earlier efforts in developing databases of educational pro-

grammes at an international level have been made. It is worth 

mentioning the effort by WG1 on health and medical informat-

ics education of the International Medical Informatics Associa-

tion (IMIA). The initiative of IMIA had aimed at the creation 

of an online database that would provide information about pro-

grams and courses in Health and Medical Informatics world-

wide [5]. In our case, the data of the research comes from Eu-

ropean Countries and provide information about programs in 

Health and Medical Informatics, Biomedical Informatics, 

Bioinformatics, Medical and Biomedical Engineering etc. In 

addition, this study has included only the academic degrees of 

bachelor, master or doctoral and postdoctoral level in related 

educational programs. While the certificates, short courses, 

modules, summer schools, exchanges studies, lectures and sem-

inars were excluded. Due to the limitations of this research, 

there is an unclear viewpoint for specific countries such as Bel-

arus, Estonia, Georgia, and Latvia.  

AC2 Committee strongly supports the promotion and provision 

awareness of the educational initiative to the wider biomedical 

and health informatics community in Europe. Consequently, 

this information to explore in order to understand the current 

educational needs and priorities of each European country. 

Presently, the educational priorities in Biomedical and Health 

Informatics for Europe are closely interlinked with the Euro-

pean Union’s educational framework [3]. Thus, the Educational 

Policy should be focused on local, state, national and interna-

tional activities and addresses short- and long-term needs [6]. 

The Committee will work diligently to seek collaborations and 

invite other international organizations to cooperate [3]. 

Conclusions 

The present educational programs are offered at undergraduate 

and postgraduate level including a variety of specializations 

such as health informatics, bioinformatics etc. However, the 

growth of educational programs is not the same in each country. 

It would be useful to see if in each country a satisfying number 

of educational programs is provided with well-detailed 

curriculum at each level depending on their specialization [1; 

2]. 
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Abstract 

Medical information systems and care robots are two typical 

examples of human computer interaction in health care. 

Although used in a stressful environment, effects on mental 

workload and acceptance are hardly evaluated. We conducted 

an experimental design including collaborative robotics and 

eye tracking in a nursing situation to test the practicability and 

plausibility of eye tracking as a measuring method for 

workload. Results showed that eye tracking is feasible if context 

factors are adjusted. Data reduction and classification of tasks 

are necessary.  

Keywords:  

Workload, Eye Movements, Health Information Systems 

Introduction 

Health information system (HIS) has already become an 

important part of daily health care. Investigations of usability 

of HIS often focus on technical issues and not on the whole 

system (technical, human). Interacting with a computer while 

operating daily working tasks means to switch attention 

between patients, computer and other competing tasks. This can 

lead to a high workload. Comparable to the use of HIS in 

medical settings are Human Robot Interactions (HRI) in health 

care: care assistance robots have the potential to compensate 

gaps in patient-centered care caused by demographic change 

[1]. The topic of HRI poses the challenge of safety issues as 

well as usability and acceptance by users. Meanwhile, physical 

limits in interaction with robots are well defined, there remain 

open questions – as well as in the topic of HIS - regarding 

mental issues like stress and strain and acceptance by users [2]. 

Working and interacting with a robot or a HIS for a whole 

working shift needs a high amount of attention. As a result, the 

workload can be too high to manage all competing tasks. 

“Workload is defined as the physical and/or mental 

requirements associated with a task or combination of tasks” 

and “refers to that portion of the operators limited capacity 

actually required to perform a particular task” [3]. Accordingly, 

mental workload (MWL) may be an imbalance of resources of 

the operator and requirements of the task influencing the 

operator’s performance. O'Donnell & Eggemeier addressed the 

lack of valid, objective measurement methods regarding 

psychophysiological correlates that can be applied in real work 

situations [4]. Advantages of psychophysiological methods are 

that they are uncontrollable and unmodifiable by the proband 

as well as spontaneously in response to stimuli. They can be an 

effective approach for workload analysis in a highly demanding 

work situation like a health care situation [5].  

One aspect of analysing HIS is the integration of physiological 

(MWL) and intentional measures (for example, acceptance) [6]. 

For analysing “acceptance”, there exist several models, e.g. the 

unified theory of acceptance and the use of technology 

(UTAUT) identifying four key factors (performance 

expectancy, effort expectancy, social influence and facilitating 

conditions) and four moderators (age, gender, experience and 

voluntariness) [7]. Several studies investigated mostly one or 

two of the factors, but only a few studies showed extensions as 

including individual characteristics to the UTAUT model. 

Leaving out individual characteristics is one of the main 

criticism of the UTAUT model as well as in health care research 

[8]. We propose MWL as an additional factor to the UTAUT 

model that influences behavioral intention.  

As MWL is determined by task complexity and difficulty, it is 

probably a good predictor to explain the high amount of stress 

of health care staff [9]. Work psychology states that mental 

stress emerges of strain resulting from task requirements [10]. 

Knowing about a lack of acceptance of new technologies in 

health care – especially HIS – leads us to further hypotheses. 

Our main objectives are to validate eye movements as well as 

pupil width as physiological correlates for MWL measurements 

in health care settings to be able to test possible extensions of 

the UTAUT model.  

Methods 

Embedded in a students project, we developed an experimental 

simulation design. We used a simulated hospital room that 

holds environmental conditions stable (noise, lights). It 

contains a nursing bed, an over-bed table, a collaborative robot, 

a flatscreen TV as well as decoration equipment to make the 

hospital situation more realistic to the probands. Sirens and 

other hospital sounds are played for a more realistic scenario.  

The patient sits in bed with the over-bed table beside his right 

side, the collaborative robot is placed behind the table. The 

executing task of the robot is to handle the patient medication, 

something to drink as well as something to eat. The robot puts 

the three different objects on the over-bed table one after 

another and puts it back afterwards. The patient needs to lift up 

the objects in the time between and before the robot takes the 

object back 30 seconds later. There’s a planned pause in HRI 

when the patient tries to solve a Sudoku. The described 

procedure is repeated twice; at the end of the setting, the 

proband is asked to fill out an adapted UTAUT questionnaire. 

The setting (without the UTAUT questionnaire) takes about 10 

minutes. As the experimental setting – as well as real nursing 

settings – is complex and cannot be interrupted for standard 

subjective measurement methods, we use the eye tracking 

method for measuring cognitive parameters. We propose the 

use of mobile pupil labs binocular glasses that include two 

infrared (IR) spectrum eye cameras for dark pupil detection and 

a scene camera. The mobile using solution makes the pupil labs 

glasses very flexible as well as the very low weight of 37gr 

which supports the flexible research setting.  
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Additionally to physiological measures of workload, we use an 

adapted form of the UTAUT questionnaire including some 

questions addressing MWL and leaving out questions not 

matching to our research question. We already conducted pre-

tests, each execution with another proband. The planned sample 

size is a minimum number of 90 probands, divided into two 

groups considering differences between “digital natives” and 

people over the age of 40.  

Results 

The first pre-tests – conducted by a group of students – showed 

the practicability of the study design and the potential of the 

method of eye tracking to measure MWL during a high 

demanding task situation. The pupil labs glasses only weigh 

around 37 grams and as reported by probands are well suited 

and pleasant to wear for a long time (around 15min). Wearing 

the eye tracker reportedly does not disturb the visual field of the 

proband, nor do the wires that are connecting it to the mobile 

phone. Those parameters ensure that the probands in this 

stationary – but as well as probands in more flexible – study 

designs are not extra loaded by the eye tracker. We asked our 

pre-test probands if the simulated area the experiment is 

performed in, felt like a realistic scenario for them. As one main 

goal of our study is to test eye tracking on its plausibility and 

practicability in a real nursing setting, it was important to create 

a realistic scenario. We optimized some objects concerning 

critic points the probands pointed out, like adding more hospital 

associated decoration to the walls. 

Measuring stress via eye tracking in the first step means 

extracting data concerning pupil width. As we wanted do define 

MWL in interaction with technology (in this case: human robot 

interaction), we focus on extracting pupil width data at 

timestamps that refer to the collaboration of the proband and 

the collaborative robot. First data analyses within the pupil labs 

software resulted in a great amount of data as the world camera 

produces additional data. The results in the test setting are 

promising as parameters of pupil width and fixation were 

recognized correctly and could be correlated to specific 

situations in a qualitative manner. As Pupil Capture ejects a 

gaze map directly after recording, we could already point out 

that fixations on the robot took much longer than needed 

actually. While the robot already paused, the probands still 

fixated his arm.  

While it does not seem reasonable to assess results to our 

UTAUT questionnaire with only n = 3 probands, we asked our 

probands about comprehensibility and content-related 

relevance.; we changed the wording of some questions to 

improve critical aspects 

Discussion 

We discussed possible extensions of the UTAUT model and 

identified first hints for MWL as a possible predictor to 

influence acceptance of new supporting technologies used in 

health care settings (MIS and Robots). This study demonstrated 

that it is feasible to use eye tracking in a real setting as glasses 

are small and lightweight. The investigation of an experimental 

setting including a collaborative robot seems to be a good 

starting point for testing our hypotheses in a protected realistic 

– but laboratory setting. Our goal was to validate whether the 

eye tracking method can be transferred to similar settings, we 

see some first results.  

Nevertheless, there are some limitations which are relevant to 

consider. In the current setting we worked with inexperienced 

students, there was less equipment (i.e. medical records, 

information systems) and fewer sources which attracted 

attention (i.e. no interaction with other colleagues). Although 

the simulation is as close as possible to a real scenario, we 

expect more distraction in a real clinical setting. Therefore, our 

results may be less transferable.  

Conclusions 

We conducted a first pre-test for the eye tracking method as a 

valid measurement method for measuring MWL. While first 

pre-tests showed some promising hints for further studies, we 

identified the need for reducing relevant data as well as the need 

for another method measuring MWL to correlate the matching 

parameters. 
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Abstract 

Nurse informatics specialist is the new concept in India 

moreover it’s a kind of challenge in the highly populated All 

India Institute of medical sciences, a quaternary care 

premium medical institute in India to digitalise all the medical 

/ administrative paper work. 

The paper emphasizes on nature of duties for nursing 

Informatics practicner, desirable skills, challenges and finally 

implementing nursing Informatics concept in India, in All 

india Institute of Medical sciences. For the first time the 

nursing informatics concept is used and implemented in India, 

and I am the part of this concept. I will be further sharing my 

experiences of Nursing informatics practice in India. 

Keywords:  

 Nursing Informatics, NIS, NI future. 

 

Introduction 

Nursing informatics is a career that focuses on finding ways to 

improve information management and communications in 

nursing to improve efficiency, reduce costs and enhance the 

quality of patient care.  

 

The Institute has comprehensive facilities for teaching, 

research and patient-care. As provided in the Act, AIIMS 

conducts teaching programs in medical and para-medical 

courses both at undergraduate and postgraduate levels and 

awards its own degrees. Teaching and research are conducted 

in 52 disciplines. In the field of medical research AIIMS is the 

lead, having more than 1500 research publications by its 

faculty and researchers in a year. AIIMS also runs a College 

of Nursing and trains students for B.Sc. (Hons.), Nursing 

(Post-certificate) degrees. 

Primary emphasis of nursing care is Documentation so the 

main emphasis of nursing informatics too is documentation 

and patient education. It’s well known fact that quality care 

depends on effective communication among healthcare 

providers, since healthcare providers communicate primarily 

through the notes they write in a patient’s health record/ in-

patient chart, nurse informaticists seek to continually improve 

the speed, timeliness and accuracy of patient charting. The 

doctor can access all the patient records from anywhere and 

anytime at his own ease, which increases the efficiency of 

doctor and decreases his anxiety about patient’s condition. 

When health workers have access to more up-to-date, 

complete patient notes, they can make better decisions about 

patient’s care. 

Some of the nurse informatics specialists perform patient care 

duties but most focus on developing, improving, testing or 

training nurses to use EMR and different modules of Hospital 

information system. Recognizing the potential of nurse 

informatics to improve quality care and reduce costs, some 

hospitals and health systems are creating staff roles for nurse 

informaticists. 

Their titles include clinical analyst, informatics nurse 

specialist, and director of clinical informatics or clinical 

informatics coordinator.  

Methods 

The fully in house developed Hospital Information system is 

implemented first time in AIIMS, New Delhi. the system 

includes all the modules of HIS including ADT, laboratory 

management, Inventory management system, Stores 

management system, radiology module, OT management 

system etc. once the HIS developed and implemented in the 

hospital there was the requirement of trained man power to 

manage and further train others. Then the volunteers were 

asked from the Nursing practitioners to be part of it, and new 

concept of nursing informatics was born in India. The highly 

motivated and dedicated 60 nurses were selected and they 

were trained. They were successful managing the system with 

the help of IT staff. I was the team leader of the Nursing 

Informatics practitioners  

   

Nurses are the major users of the EHR in the hospital because 

they use most of the modules of HIS and are responsible for a 

large portion of the documentation that addresses quality 

measures, safety measures and the overall clinical picture of 

the patient. 

Need of nursing informatics in hospital information system: 

• Analyse clinical and financial data.  

• Promote and facilitate access to resources and 

references.  

• Provide nursing content in standardized languages. 

• Enable cost saving and productivity goal. 

• Nurses focused to get a device that are integrated, 

voice activated, handheld, use biometrics, provide 

translation are portable are wireless, auto settle, and 

are mainly smart. 

• Greater nurse satisfaction leads to greater patient 

satisfaction. 
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• Nurse Informaticists promote and facilitate access to 

resources and references’. 

• Support for their mission to deliver high quality, 

evidence based care. 

• Support for better services by facilitating true 

interdisciplinary care. 

• Improvement in key relationships with provider and 

care recipients. 

• Enable cost saving, time saving and productivity goal. 

• Facilitate change management 

• Enhance continuity of care 

• Support and improve health information system 

• . In All India Institute of medical sciences we have 

started our manual lab system to completely 

computerised lab results, tracking is also a most useful 

and productive part in health care system. 

• In All India Institute of medical sciences Nurse 

informatics specialist helped hospital information 

system to full digitalise stores and all inventory 

system in hospital. 

• We have successfully made all paper note and 

documents electronic. 

Researchers are also been done and available through hospital 

information system 

Results 

 Information management is integrated into nursing process 

and to digitize Assessment, Planning, Implementations, 

evaluation of nursing practice and complete healthcare system. 

Discussion 

The role of Nursing Informatics is to Standardized 

Documentation by   collection of information  

And its Management by reconciling the patient data. 

They are the key to successful implementation of any 

electronic health related activities. 

It plays a major role in Research and Evidence Collection 

Conclusions 

Nursing Informatics is developing field of study that is highly 

interdisciplinary. It is strongly connected to education, 

business and computer sciences. 
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Abstract 

Malicious e-mails sent intentionally to institutions have caused 
an increase in data breaches. Measures against these methods 
must be taken by healthcare institutions to prevent leakage of 
sensitive personal medical information. As a form of training, 
we conducted a phishing simulation to gauge the response of 
the hospital staff to similar email attacks, and to raise 
awareness about information security protocols.  

 Keywords:  

Education, Electronic mail, Hospital.  

Introduction 

In recent years, risk of personal information leakage has 
increased due to malicious e-mails sent intentionally by 
hackers. [1] These malicious e-mails are usually sent to staff 
accounts [2] and can infect the employee’s computer to 
compromise and damage important data when opened. The 
infected computer can then be used to spread to other computers 
through the intranet and cause secondary damages. Because 
personal health information is extremely sensitive information, 
data leak involving hospital records may result in serious harm 
to the patients involved and damage the reputation of the 
hospital. For these reasons, Seoul National University Hospital 
(SNUH) has preemptively conducted malicious e-mail 
simulation training. This training is designed not only to 
understand the level of security awareness of the hospital 
employees, but also to prevent information leakage by raising 
the awareness of the employees. 

Methods 

Malicious e-mail response training was organized by the Office 
of Hospital Information of Seoul National University Hospital 
and was conducted with support from an external security 
consulting company. Employees who have intranet accounts 
with access to hospital information system, general staff of the 
information office and human resources department, system 
administrators of other departments, and clinical fellows were 
selected as the target group.  

Response training was organized in three stages: preparation, 
training, and analysis. In the preparation stage, the target group 
was selected after setting up a response training plan. 
Information protection and personal information protection 
campaigns were conducted through banners and notices on the 
hospital intranet to raise employee’s awareness. In the training 
stage, a fake phishing mail was randomly sent to the subjects in 
three different scenarios: modification guide of personal 
information from a shopping mall, penalty payment from Seoul 

Gangnam police station, and notice about certificate leakage by 
malicious code. The reaction information was collected and 
divided into cases of just reading, clicking on a link, or 
downloading an attachment. All cases were considered to be 
infected by malicious code and subjects were notified via a pop-
up to contact information security officer of the 
information/system security team. In the analysis stage, the 
results of the response training were analyzed to derive future 
security strategy.  

Results 

Among 405 employees targeted, 222 people (55%) viewed the 
malicious mail, 63 people (16%) of the viewers clicked on the 
link, and 66 (16%) people downloaded the attachment. Of the 
222 people required to report malicious mail, 70 (32%) reported 
the incident to the information/system security team.  

The details of the training, risk of malicious code infection, and 
compliance were shared through intranet with the entire 
hospital staff. 

Conclusions 

The number of reports of suspected malicious mail to the 
information security team increased after the malicious email 
response training. It is expected that the awareness of personal 
information protection will be improved by expanding the 
number of trainees in the future and periodically conducting 
malicious e-mail response training with scenarios modified to 
better suit the hospital’s characteristics. 
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Abstract 

The aim of this study is to better understand the differences 

between medical/health informatics education in mainland 

China, Japan and South Korea. We compared medical/health 

informatics education at the top 10 universities in these three 

countries. Japan and South Korea have developed modernized 

education systems in medical/health informatics showing core 

features in the education of medical/health informatics. The 

universities in mainland China offer very few curriculum 

systems for medical/health informatics. 

Keywords:  

Education, Health informatics, Medical informatics 

Introduction 

Education in medical/health informatics has been discussed 

from various points of view around the world. The need for 

education in medical/health informatics has also been well 

recognized [1]. Curriculum development is a core issue, and 

there is a medical/health informatics program designed 

particularly for undergraduate and graduate students in medical 

school [2]. Asian countries such as Japan, mainland China, and 

South Korea have developed medical/health informatics 

programs. Compared with Japan and South Korea, the 

development of medical/health informatics as a discipline in 

mainland China is relatively lagging behind [3]. This study is 

to provide an overview of the medical/health informatics 

education in these countries and compare them. The aim of this 

study is to better understand the differences between 

medical/health informatics education in mainland China, Japan, 

and South Korea in order to further advance the development 

of medical/health informatics in mainland China and other 

developing countries. 

Methods 

We chose the top 10 universities for clinical medicine in main-

land China, Japan and South Korea according to the U.S. News 

Rankings from 2018 [4]. We gathered information directly 

from the websites of the selected universities. Some infor-

mation was found through Google and Baidu by constructing a 

query composed of one or more keywords. The search terms 

used were combinations of “education,” “medical informatics,” 

“health informatics”, “undergraduate medical education,” 

“graduate medical education,” “curriculum”, “course” and 

“university name”. All the data were collected through the web-

sites of government agencies, universities, academic societies, 

associations of practitioners, and relevant organizations. These 

data were categorized into undergraduate medical/health 

education, and graduate medical/health education, and the edu-

cational system in each category was compared across the 

countries. 

Results 

According to the U.S. News Rankings 2018, the top 10 

universities for clinical medicine in mainland China, Japan and 

South Korea rank: 1. Japan from 85 to 299 (mean rank 204.5, 

mean score 57.86±4.57); 2. mainland China from 125 to 336 

(mean rank 227.5, mean score 56.22±5.59); 3. South Korea 

from 72 to 418 (mean rank 248.5, mean score 55.18±8.30) 

(Table 1). According to the top 10 universities for clinical 

medicine in Japan, medical/health informatics courses are taken 

by both undergraduate and graduate students. Among the top 

10 universities in South Korea, nine of them provide 

medical/health informatics course for both undergraduate and 

graduate students. However, among the top 10 universities in 

mainland China, they have not  offered medical/health 

informatics courses.  

  Table 1. The Top 10 Universities in Mainland China, Japan 

and South Korea (clinical medicine) 

No. Mainland China     Japan  South Korea

1 Peking Univ. 

125/64.5

Univ. of Tokyo 

85/68.8 

Seoul Nat’l Univ. 

72/69.9

2 Fudan Univ. 

131/64.1

Kyoto Univ. 

136/63.7 

Yonsei Univ. 

146/63.0

3 Shanghai Jiao 

Tong Univ. 

157/62.1

Osaka Univ. 

 

187/59.6 

Sungkyunkwa 

Univ. 

147/62.9

4 Sun Yat-sen 

Univ.  

184/59.8

Tokyo Med & 

Dent Univ. 

196/58.0 

Univ. of Ulsan 

 

167/61.0

5 Capital Med. 

Univ. 

231/55.2

Tohoku Univ. 

 

198/57.9 

Korea Univ. 

 

233/55.1

6 Central South 

Univ. 

272/52.4

Keio Univ. 

 

214/56.6 

Catholic Univ. of 

Korea 

257/53.4

7 Huazhong Univ. 

of Sci & Tech 

272/52.4

Kyushu Univ. 

 

226/55.7 

Kyung Hee Univ. 

 

301/50.3

8 Nanjing Med 

Univ. 

279/52.1

Nagoya Univ. 

 

248/54.2 

Pusan Natl Univ. 

 

363/46.7

9 4
th

 Military Med 

Univ. 

288/51.3

Hollaido Univ. 

 

256/53.6 

Kyungpook Natl 

Univ. 

381/45.7

10 Shandong Univ. 

 

336/48.3

Okayama Univ. 

 

299/50.5 

Ewha Womans 

Univ. 

418/43.8
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Discussion 

This study selected higher education institutions in three major 

Asian countries to analyze, compare, and contrast their 

medical/health informatics education. The top 10 universities 

have shown strength in producing research and developing 

disciplines. Therefore, we examined the medical/health 

informatics curriculum system in the top 10 universities for 

clinical medicine in mainland China, Japan, and South Korea. 

The curriculum development is a core component in  the 

educational process[5]. The curriculum development in 

medical/health informatics has an exceptionally broad scope. It 

is not only about the students, the teachers, and the school, but 

also about the development of society and the discipline. 

Through studying the design of medical/health informatics 

curriculums in these universities, we may better understand the 

development of medical/health informatics in the countries. 

There are no medical/health informatics curriculum systems in 

the top 10 universities in mainland China. The result may be 

associated with the scarcity of teaching staff and professionals 

with comprehensive backgrounds in medical informatics, and 

the unclear teaching direction of the discipline in mainland 

China [3]. This comparison study  provided information about 

the further development of medical/health informatics 

education in mainland China and developing countries. The 

educational needs of health and medical informatics should be 

well recognized and provide various forms of educational 

opportunities [6,7]. The findings of this study may facilitate 

medical/health informatics curriculum development in 

mainland China and developing countries.                                               

The data collection in this study was based on official websites. 

Due to funding, time, and regional limitations, there is a lack of 

survey data, which may have some impact on the accuracy of 

this research output on medical/health informatics education. 

Conclusions 

Medical/health informatics has been recognized as a standard 

curriculum in the top 10 universities in Japan and South Korea. 

However, there is not a standard curriculum of medical/health 

informatics in the top 10 universities in mainland China. The 

design of the medical/health educational systems in Japan and 

South Korea may provide useful information for the 

development of medical/health informatics education in 

mainland China and other developing countries.  
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Abstract 

The aim of this study was to understand status and trends in 
health/medical informatics research. We used the Scopus 
database to extract all papers published in Studies in Health 
Technology and Informatics from 2008 to 2017. This study 
presented the key bibliometric indicators such as annual 
publications, top 10 authors, institutions, countries, and co-
occurrence of keywords. These findings can be used to enhance 
our understanding of health/medical informatics research. 

Keywords: 

Health informatics, Medical informatics, Research, 
Bibliometrics 

Introduction 

The Studies in Health Technology and Informatics is a book 
series published by IOS Press. “This book series was started in 
1990 to promote research conducted under the auspices of the 
EC programmes’ Advanced Informatics in Medicine (AIM) 
and Biomedical and Health Research (BHR) bioengineering 
branch” [1]. It presents the proceedings of many international 
health/medical informatics conferences (e.g. MedInfo). The 
book series “has developed into a highly visible global platform 
for the dissemination of original research in this field, 
containing more than 250 volumes of high-quality works from 
all over the world” [2]. Our study aimed to provide a 
macroscopic overview of the main characteristics of the book 
series based on a bibliometric analysis and visualization map. 
It will bring a panoramic view of health/medical informatics 
research to scholars and help them to identify suitable 
researching orientation as well. 

Methods 

A literature search was conducted in Scopus for publications 
from January 1, 2008 to December 31, 2017, and used the 
following publication name: “Studies in Health Technology 
and Informatics”. All data were collected by two authors and 
downloaded in text format.    

After that, the records including all essential information (such 
as paper title, abstract, keywords, authors’ names, affiliations, 
and references) were compiled for further analysis. Data 
extraction and analysis were performed using Microsoft Excel 
2016. VOSviewer (Leiden University, Netherlands), a software 
tool for constructing and visualizing bibliometric networks, 
was used to construct a knowledge map of all keywords 
relations. 

Results 

Of the 8129 articles retrieved, the majority were conference 
papers (n = 7227, 88.90%), articles (n = 682, 8.39%), editorials 
(n=123, 1.51%), reviews (n = 59, 0.73%) and conference 
reviews (n=38, 0.47%). They were all published in English. 
Subject areas included medicine (33.4%), engineering (33.3%) 
and health professions (33.3%). Figure 1 shows the annual 
distribution of publications from 2008-2017. 

 
Figure 1 Annual distribution of publications 

Institutions and Countries 

The publications of Studies in Health Technology and 
Informatics originate from 111 different countries/regions and 
14374 institutions/organizations. The top 10 productive 
institutions and countries are shown in Table 1. The greatest 
amount of research activity contribution in countries was from 
the United States (n=1592, 19.6%), followed by Germany (n = 
818, 10.1%) and Canada (n = 660, 8.1%). The University of 
Victoria was the most productive institution (n = 284, 3.5%), 
followed by Inserm (n = 215, 2.6%), and Aalborg University 
(n= 155, 1.9%). 

Contributing Authors 

17476 authors contributed the 8129 papers. The top 10 most 
prolific authors in the book series, with their number of 
publications, are shown in Table 2. Borycki EM clearly obtains 
the first position with 95 (1.17%) articles. 

Co-occurrence of author keywords analysis 

The period ranging from 2008 to 2017 included 13438 
keywords from 8129 articles, 1047 keywords appeared 5 or 
more times. The term maps show 500 keywords having the 
greatest total link strength (Fig 2a, 2b). It grouped 12 clusters. 
The most common keywords are “electronic health 
record/records”, “virtual reality”, “telemedicine”, “ehealth” 
and “patient safety”. 
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Table 1 Top 10 most productive institution and countries  
No. Institution Record Country Record 
1 Univ of Victoria  

(Canada) 
284 
3.5% 

USA 1592 
19.6% 

2 Inserm  
(France) 

215 
2.6% 

Germany 818 
10.1% 

3 Aalborg Univ 
(Denmark) 

155 
1.9% 

Canada 660 
8.1% 

4 Univ of Athens 
 (Greece) 

110 
1.4% 

UK 560 
6.9% 

5 UiT The Arctic Univ of 
Norway (Norway) 

83 
1.0% 

Australia 490 
6.0% 

6 Acad Med Cent, Univ.of 
Amsterdam (Netherlands) 

81 
1.0% 

France 448 
5.5% 

7 Univ Cattolica del Sacro 
Cuore (Italy) 

79 
1.0% 

Italy 367 
4.5% 

8 Univ of Amsterdam 
(Netherlands) 

77 
0.9% 

Japan 325 
4.0% 

9 Karolinska Institutet 
(Sweden) 

75 
0.9% 

Norway 295 
3.6% 

10 Univ of Tasmania 
 (Australia) 

74 
0.9% 

Austria 294 
3.6% 

 

Table 2 Top 10 of most productive authors 

Authors Record  Institution  Country 

Borycki EM 95 Univ of Victoria Canada 
Kushniruk, AW    86 Univ of Victoria Canada 
Blobel B 83 Univ of Regensburg Germany 
Riva G 
 
Househ M 
 
Mantas, J 
 
Lovis C 

75 
 
56 
 
52 
 
49 

Univ Cattolica del 
Sacro Cuore 
Kin Saud Bin Ab-
dulaziz Univ for health 
Sci 
National and Kapodis-
trian  Univ of Athens 
Univ Hosp of Geneva 

 Italy 
 
Saudi Arabia 
 
Greece 
 
Switzerland 

Kushniruk A 
Nøhr, C 
Saranto, K 

44 
43 
43 

Univ of Victoria 
Aalborg Univ 
Univ of Eastern Finland 

 Canada 
Denmark 
Finland 

 

 
Figure 2a  Network visual keywords analysis 

 
Figure 2b  Overlay visualization keyword analysis 

Discussion 

The number of articles produced annually has obviously 
increased over this period (2008-2017). The number of 
publications has been considered a measure of scientific 
productivity and interest in health informatics research. 

A co-occurrence analysis of authors keywords of the 
publications can provide insight into the main topics and 
research trends in health/medical informatics. In co-occurrence, 
the relatedness of terms is determined based on the number of 
publications in which two terms occur together. The result of 
the terms analysis is presented in Figure 2a-2b. The size of the 
circles represents the occurrence of a term (the bigger the circle, 
the higher the occurrence of a term in the author keywords). 
The overall distance between terms offers information on their 
relatedness. The shorter the distance between two terms, the 
stronger their relation. The relatedness of terms is determined 
by counting the number of times that terms occur together in 
the keywords [3]. The colors are used to distinguish between 
different clusters. The term map of overlay visualization is the 
timeline view of the network (Figure 2b). The color of a term 
indicates the term’s average publication year (the terms with 
yellow show the times with more recent publication year). It 
shows chronologically the most applied keywords which are 
“big data”, “universal design’’, “mhealth”, “social media”, 
“health literacy”, and “vocabulary”. This transformation shows 
researchers are increasingly interested in these research themes.  

Conclusions 

These outcomes help us perceive the evolution of research in 
the field of health/medical informatics over a 10 year period. 
The study also shows Studies in Health Technology and 
Informatics is an important global conference proceeding  in 
digital health and health/medical informatics.  
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Abstract 

The use of games may constitute an innovative strategy for 

training. 

Objective: Develop an educational quiz type game, construct 

60 assessment items and validate this content.  

Methodology: Elaboration of the didactic-pedagogical project, 

development of the game, creation of the assessment items and 

validation of the content. 

Results: the technical evaluation obtained a Content Validity 

Index (CVI) over 80%. 

Conclusions: The game can be used as a tool for making 

information available, thus contributing to the democratization 

of knowledge.  

Keywords:  

Experimental games, dentistry, infection control. 

Introduction 

Provision of health care is always associated with occupational 

hazards related to work practice. In several studies, there is a 

lack of compliance with current legislation concerning 

biosafety norms, which draws attention to the need for 

professional training [1,2]. Several researches are proposing the 

use of Serious game as an interactive, playful object, as well as 

a learning facilitator and supporter [3,4].This study aims to 

develop an educational game and validate, pedagogically and 

technically, the 60 assessment items to be used within the game, 

as an aid to educational practices on biosafety in Dentistry. 

Methods 

Elaboration of the Didactic-Pedagogical Project  

The game, called “Biosafety in Dentistry”, consists of 60 

assessment items created from the main theme and arranged in 

a database. This number of items allows the random use of 20 

questions in each game. The defined target player involves 

dental surgeons, undergraduate and graduate students in 

Dentistry. The developed assessment items underwent 

pedagogical and technical validation.  

Development of the Serious Game / Motivation strategies 

The educational game uses a 2D interface. The technologies 

used to develop this tool are three (03): Unity3D®, the game 

engine, Adobe Illustrator CS6®, arts authoring tool and 

Ableton Live®, for background sound editing. 

 

To develop the game, participation and interaction of several 

professionals was necessary, all from several areas such as: 

Pedagogy, Technology, Health, Graphic and Instructional 

Design.  

This computational system was developed and registered at the 

National Institute of Industrial Property (Portuguese acronym 

INPI), through process nº 51 2017 000649 0, by the Federal 

University of Maranhão Foundation - UFMA. 

Five (05) developmental scenes were created, which are listed 

below. 

Figure 1- Game opening            

 Figure 2- Character selection 

Figure 3- Tutorial 

Figure 4- Gameplay 

Figure 5- Final ranking 
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The game presents different tools and strategies: tutorials, 

scores, response time, opportunities to get tips and ranking, as 

well as the game topics, images and sounds, with characters in 

motion. 

Creation of Assessment Items 

The content is related to biosafety standards and hazard 

prevention.  

 Pedagogical Validation  

It was carried out with the support of (02) evaluators of the 

Pedagogical Department of the Universidade Aberta do 

Sistema único de Saúde (UNA-SUS) and of the UFMA. 

Technical Validation 

The questions on the biosafety in Dentistry game were 

evaluated by (05) professionals of reference in biosafety, with 

expertise in the area.  

Results  

The 60 questions were submitted to the statistical analysis of 

data. For this analysis, the Content Validity Index (CVI) was 

used.  

The concordance index between them was > 80%, referring to 

the criteria of textual clarity, practical relevance, suitability to 

the target player and response time. 

Conclusions 

At the end of this study, we conclude that the objectives of 

developing an educational quiz type game on biosafety and 

validating the 60 questions were pedagogically and technically 

achieved, with values over 80% for all the analysed criteria.  
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Abstract 

Montenegro plans to enhance and modernize the curricula 
and programs in public health fields in line with EU standards 
and hence the Erasmus-Phelim project developed a 
framework to develop, implement, and evaluate the education 
process. A stepwise approach consisting of three dimensions 
per step was implemented for workshop development.. For the 
evaluation, a train-the-trainer approach was developed and a 
self-regulation concept consisting of three phases was 
applied.. Semi-structured interviews with the workshop 
participants were conducted and results suggested that self-
regulation is an understandable concept and can be applied 
as a training and knowledge transfer method.  
 
Keywords:  

Education, Public Health Professional, Self Concept 

Introduction 

Montenegro plans to enhance and modernize the curricula and 
programs in public health fields in line with EU standards. For 
this purpose the Erasmus-Phelim project developed a 
framework to plan, implement, and evaluate the educational 
process in an attempt to improve public health professionals’ 
skills in creating sustainable and flexible health system that 
delivers good quality health care services and protects health 
of the citizens [1]. It is an important opportunity to explore to 
make educational activities, services, and programs an integral 
part of the community and to ensure their longevity [2]. 
Additionally, the sustainable educational approach will be 
developed at all levels from undergraduate to doctoral level 
that, includes evidence-based approach through innovative 
National Platform for Education and Research in Public 
Health. 
 
During our project implementation, the educational activities 
required  a train-the-trainer approach to workshops in which 
the Self-regulation concept was applied as shown in Figure 1. 
It consists of three phases: Forethought, Performance Control 
and Self-reflection [3]. 

 
Figure 1 –  The Three Phases of the Self-regulation Concept 
 
Furthermore, selected awareness programs about health 
prevention and public health promotion campaigns were 
communicated with Montenegrin citizens to engage them with 
public health issues and to improve the public health.  

Methods 

A new master’s degree program was designed based on an 
analysis of the current academic programs in other European 
countries. A stepwise approach consisting of five phases was 
implemented during the project, with each step consisting of 
three dimensions by simultaneous and coherent actions. For 
the planned workshops, a train-the-trainer approach was 
developed and the Self-regulation concept was applied. The 
Self-regulation encompasses three phases: Forethought, 
Performance Control, and Self-reflection. Qualitative semi-
structured interview with the workshop participants were 
conducted. 
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 Results 

The Stepwise Approach 

A cyclical stepwise approach was implemented as illustrated 
in Figure 2. The first step was to provide detailed analyses of  
public health education in Montenegro and cross-matched 
with best EU standards and practices. The second step 
required the creation of core elements of formal educational 
system in public health (including all levels, from 
undergraduate to post-graduate studies, including master’s and 
doctoral studies). At the third stage sustainable strategies for 
training of professionals in multidisciplinary public health 
fields were established. In the final step, evaluation of training 
strategy was implemented.  

Figure 2 –  The Stepwise Approach in Enhancing  
the StudyPprograms 

 
The stepwise approach consists of three dimensions as shown 
in Figure 3 including the development of the curricula and 
training activities, the ongoing quality assurance of 
educational process. The public health promotion results are 
demonstrated in Figure 4. 

 
 
Figure 3 –  The Three Dimensions of theStepwise Approach 
 
Within this framework , the Self-regulation concept was 
applied in two training workshops. Qualitative Semi-
structured interviews with the nineteen workshop participants 
were conducted and the results are shown in Figure 4. 

 
 
 

 

Figure 4–  The Results of the Semi-structured Interviews 

Conclusions 

A stepwise approach for the development of the education 
process in Montenegro was applied, with each step consisting 
of three dimensions. A train-the-trainer approach was 
developed during the workshops and the Self-regulation 
concept was applied. The qualitative semi-structured 
interviews with the participants of the workshops suggested 
that Self-regulation was an understandable concept that can be 
used as an appropriate training method and a knowledge 
transfer opportunity to improve participants self-awarness. 
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Abstract 

Physical inactivity is a social problem related to health. Based 

on the concept of health communication, this study aims to 

construct a mechanism to provide continuous information to 

improve physical activity. We built a "home digital signage 

system" which consists of a function of collecting the localized 

information from the websites and distributing to the tablets. 

The results of the introduction of this system have been 

suggested to promote walking by increasing media exposure. 

Keywords:  

Health Communication, Exercise, Information Seeking 

Behavior 

Introduction 

Physical inactivity is thought to increase the risk of non-

communicable diseases [1]. World Health Organization 

(WHO) guidelines for physical activity are recommended for 

walking that is easy to carry out with walking or shopping. The 

target values are also shown.  However, in Japan, the number 

of steps from 2010 to 2015 tends to be flat [2]. With regard to 

such social problems related to health, there is health 

communication as a concept to effectively transform the 

behavior of the person. Health communication is defined that a 

process of promoting behavioral transformation and social 

change through message exchange and improving health results 

[3]. There are previous studies on health communication which 

carried out the campaign of improvement of physical activity 

and eating habits in the inter-mountain areas of Japan. 

Shimazaki et al. investigated the characteristics of the target 

group in advance and distributed the messages prepared 

according to gender and lifestyle through various information 

media. As a result, paper media such as leaflets and public 

relations magazines distributed to all households are reported 

to be effective [4].  The high awareness of information from 

media with many opportunities to see it is explained in the 

media exposure theory in a study that showed the impact of the 

provision of health information by mass media. The media 

exposure theory has been suggested how much exposure to 

health information affects information perception and behavior 

[5; 6]. However, providing continuous information in a wide 

area through paper media is difficult.  

On the other hand, mass-media such as television, newspapers 

and magazines can provide to a wide area, but we have expected 

that the information becomes uniform and the cost becomes 

high. Meanwhile, the network environment has been improved, 

and it is becoming possible to provide dynamic information 

using a system that can always communicate. In advertisement 

media, digital signage for dynamically presenting information 

is spreading. Digital signage is possible to constantly display 

information in the living space, change to information of high 

interest according to the situation of the area and individual, and 

continuously provide information for a long time. This 

characteristic may increase media exposure. 

Therefore, in this study, we built a digital signage system for 

home as a mechanism to promote walking as physical activity  

using information terminals such as tablet-type devices to 

continuously provide information according to the situation. 

We also examined whether information provision by these 

mechanisms affects the promotion of walking as physical 

activity. 

Methods 

Review of system requirements 

We examined the mechanism of "home digital signage" from 

three perspectives: home digital signage terminal, information 

gathering, and distribution, user interface (UI). 

Home digital signage terminal 

We considered that digital signage terminals installed indoors 

need different requirements from the conventional terminals 

installed outdoors. Our preliminary interview about the size and 

installation place suggested to use tablets as terminals because 

most opinions were that "it is better not to be too big" and "I 

want to put it in a living room with a TV". In this study, we used 

iPad Air and installed in easy to see places. 

Information collecting and distribution 

There were many possible targets for information reminding of 

physical activity, but this time we focused on walking and used 

local information; nearby events, shopping facilities, tourist 

guides, and restaurant guides. These were based on our 

hypothesis “local information leads to leaving the house.” 

In order to keep updating the information, we have needed a 

mechanism to automatically collect by using web scraping. 

However, due to the websites of the data sources often 

uploading data in the form of non-machine-readable content, 

we also needed human intervention. Regarding to distribution, 

the information should be automatically sent to the terminals. 

User interface 

Previous studies on methods of presenting health information 

have shown that using images and simple letters contribute to 

understanding of contents [7; 8], so the system should use 

images when available. With reference to the criteria for sighted 

people, including the elderly [9], the height of letters in this 

system should be set the body to  9 mm and the title to 12 mm. 

The animation sliding from the right to the left is easy to notice 

that the screen has switched [10], so we adopted a left slide 

show. The display time could be considered for 30 seconds with 

reference to the display time of one slide in a large digital 

signage tends to be 11 seconds or more and 30 seconds or less. 
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 System construction 

This system consists of a function to collect contents and a 

function to distribute contents to digital signage terminals. 

MySQL for database as technology, Python program for web 

scraping, content delivery, and screen display using HTML, 

PHP, and JavaScript. 

 

Figure 1– System outline and screenshot 

As a specific operation, web scraping is periodically executed 

on the server, and information such as the date and time, 

location and contents of event information and shopping 

information is collected. In cases where web scraping would be 

difficult, we used input forms to obtain information directly. 

The collected information is accumulated in the database on the 

server as the distribution content of the digital signage. The 

tablets terminals periodically accesses the server to extract the 

latest local information, download the content to be delivered 

in webpage format, and display it. 

Evaluation 

In order to evaluate the influence on the promotion of media 

exposure and physical activity by this system, we conducted a 

hearing survey and measured the number of steps for subjects. 

We interviewed about the awareness of information and the 

willingness to practice walking, which are considered as factors 

related to the implementation of physical activity in the media 

exposure theory. The subjects recruited middle-aged and 

elderly non-workers in order to eliminate the influence of 

commuting. For ethical considerations, we explained that the 

purpose of this survey, protection of personal information, and 

right to cancel in the case such as negative condition occurred. 

There were three subjects: a man in his 90's, a woman in her 

80's, and woman in her 50's. We investigated the frequency of 

access to the home digital signage terminals and the intention 

to go outside to walk. We also measured the number of steps 

through the wearable activity monitor "Fitbit Charge 2" for five 

days before the introduction of the system and for five days 

afterward. Fearing that the introduction of an activity monitor 

could influence the subjects' activity, we had them wear the 

activity monitors for a month to get used to them. 

Results 

With our constructed system, we were able to continuously 

display information to the digital signage terminal installed at 

home. The daily average number of steps increased after the 

introduction of the system (Table 1). 

 Table 1– Comparison of the daily average number of steps 

The subjects answered that they would access the terminal once 

every one to three hours, for reasons such as "I wanted to know 

whether there was any new information" and "I checked it 

because it changes every once in a while." Regarding their will 

to walk after the introduction of the system, they made 

comments including the following: "I would see information on 

events and, when going out for other business, stop at the 

events" "In a month's time, I feel like I would go out and shop 

more" "I feel more stimulated to walk" "If the weather and my 

physical condition allow, I want to go out".  

Conclusions 

With this system, it became possible to continuously present the 

collected information. Subjects are browsing about once every 

1 to 3 hours in anticipation of displaying the latest information, 

and the home digital signage system is thought to be effective 

in increasing media exposure.  From the results of the step count 

data and the hearing survey, it has been suggested to promote 

walking by increasing media exposure. However, further 

examinations are required to assess the system's long-term 

effects on physical activity. 
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Abstract 

With the increase of foreign residents in Japan, most of them 

are suffering from inadequate health information. In reference 

to an ethnography, we conducted fieldwork using a 

participant observation and an interview with 36 foreign 

Muslim women. Our study clarified they especially needed 

health information on childcare because of a lack of such 

information in their native languages, and needed the support 

of Japanese Muslims because of problems in communication 

with healthcare personnel. 

Keywords:  

Information Seeking Behavior, Cross-Cultural Comparison, 

Islam�

Introduction 

The number of foreign residents living in Japan has recently 

exceeded 2.3 million. Because they are living in a different 

cultural society, foreign residents tend to face language prob-

lems, difficulties accessing the healthcare service system, and 

preconceptions by Japanese people [1]. Moreover, it has been 

suggested that emotional and informational support is the most 

important for foreign mothers [2]. Studies of immigrant health 

that work with immigrant institutions are an important part of 

health promotion [3]. According to earlier research, faith 

communities can be effective partners in reducing health dis-

parities among residents and promoting community health. An 

American study underscores the potential utility of sermons 

for health education programs and health behavior interven-

tions in American mosques [4]. However, few studies on med-

ical care focus on the community of foreign residents, espe-

cially regarding female Muslims. 

Our study, therefore, targets Muslim women who experience 

many religious limitations and cultural differences in a 

Japanese context. In addition, we also wanted to present the 

actual situation of healthcare information shared among them 

using a social networking service. Our results may provide 

suggestions for health centers and medical institutions 

regarding potential support for those foreign residents. 

The purpose of this study is to clarify the needs for health 

information by Muslim women and the role that mosques play 

to protect the health of foreign resident women and ensure 

they receive the proper healthcare. 

Methods 

In reference to an ethnography, we perfromed fieldwork to 

describe the basic behavior patterns of individuals and groups 

in this specific culture. In addition, we used the following 

models proposed by Leininger to understand participant 

groups because of differences between the researcher and 

participants in terms of country of origin, culture, and religion. 

1. Stranger-Friend Model 

2. Observation-Participation- Reflection Model (OPR) 

Participants  

Participants in this study were women, aged 20 and older who 

visited an Islamic religious institution (mosque) in “A” 

Prefecture. 

Data collection 

Participant observation 

When the study began, we were not acquainted with any of the 

participants. Therefore, we first participated in worship 

services, dinners, study sessions, and meetings at the religious 

institution and started to observe the conversations and actions 

of the participants. We deepened our understanding of their 

circumstances and backgrounds by simply observing for a 

certain period of time before beginning to participate in a 

more direct way. We determined key informants who were 

regarded as reflecting the norms, values, beliefs, and general 

lifestyles of the culture, and who were usually interested in 

and willing to participate in the study. We consistently 

evaluated the relationship with the group, and when the 

relationship deepened, we strengthened our position as 

insiders and collected information. We recorded data in field 

notes instead of using a recording device. 

Interview 

After we examined the detailed information shared by 

participants during the observation process, if necessary, we 

individually questioned key informants about details with help 

from other Muslims who could speak Japanese. 

Ethical considerations 

All data collection began after IRB approval (17-1486). We 

obtained oral agreements during observations and informed 

consent from participants at interviews. 

Data analysis 

Before analyzing the data, we clarified our own personal faith, 

cultural backgrounds, and particular factors that would bias 

the data analysis. We scrutinized descriptions of the 

interviews based on a content analysis method. We analyzed 

and categorized the data from both “emic” (as an insider) and 

“etic” (as an outsider) viewpoints. In addition, we endeavored 

to analyze the data within its cultural context by confirming 

the content that we had obtained through interviews with key 

informants. 
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Results 

Informant attributes 

The 36 informants were in their 20’s–50’s. The participants 

came from countries in Asia and Africa: Afghanistan, Iraq, 

Indonesia, Uzbekistan, Egypt, Syria, Bangladesh, Malaysia, 

and Japan. 

Results from participant observation 

We summarized three themes from the 20 sessions of 

participant observation.  

Emotional support  

In the community room in the mosque, dinner was offered 

between worship times in the afternoon and evening every 

Saturday. The worship attendants could freely participate in 

the meal. 

Strict times were observed for entering the room where the 

meal was held to keep men and women separate. A female 

researcher participated in the times for women. Therefore, we 

could observe the situation while only women and their 

children ate dinner. The participants formed groups of several 

people, talked, and sometimes shared information. Indonesian 

women, in particular, gathered together in groups of five or six 

each time and chatted pleasantly during dinner.     

“Here [in the mosque, people are] the most reliable. Their 

[original] country is the same [as mine] and they are 

Muslim. There are some Indonesians who gave up coming 

to pray because [they live in] Japan. People visiting here 

are really reliable. [They are] friends.” 

Discussions about childcare  

Informants frequently conversed about childcare. These 

conversations included a varieth of content, such as school and 

after-school club activities. Sometimes, participants discussed 

topics related to Islam, such as 

�Even if tomorrow is Eid[Islamic celebration], I will not 

let [my daughter] be absent from school [tomorrow].” 

In addition, the Malaysian participant described her 

experience of consulting with a Malaysian who had recently 

come to Japan. 

�Vaccination. Japanese [vaccinations] are different from 

Malaysian [vaccinations]. Indeed, Japan has fewer [kinds]. 

She asked me what her children should have because [her 

children] may go back to Malaysia in the future”. 

 Requests for supports 

In the Japanese mosque, Japanese Muslims are often asked by 

foreign Muslims to explain and translate school and hospital 

documents. We observed that Japanese Muslims explained 

referrals to a large hospital to foreign Muslims.  

One Japanese Muslim who was very supportive of foreigners 

said, 

 “They ask me for various things such as reading 

[Japanese] documents. Sometimes I clearly express the 

Japanese in other words, then I feel [that it is] not my 

specialty...” . 

In addition, an Indonesian Muslim stated the following: 

�Local anesthesia makes my heart beat fast. Though I told 

the dentist about that, he said just “relaaaax.” He doesn’t 

trust and understand me because I’m a foreigner” . 

Some foreigners feel that doctors do not carefully listen to 

what they say because they are foreigners. 

Conclusions 

Community within mosqus as emotional support 

Even though they live in a cross-cultural society, the 

participants have developed emotional connections with 

people sharing a common attribute, such as religion or  

country of origin. Although they utilized a social networking 

service [SNS], they still needed  face-to-face communication 

with each other. Further observation is required to determine 

how some groups, other than Indonesians, discuss and share 

information. 

Concerns about childcare topics and requests for 

information about childcare 

Conversations about childcare occurred frequently, indicating 

that these were topics that concerned participants a great deal. 

Because they were part of cultural and religious minorities, the 

participants faced troubles concerning their childcare and 

discussed those issues with each other. Future research should 

clarify these problems more concretely.  

Support by Japanese Muslims 

In addition to the support provided by participants from the 

same country, our results indicate that foreign Muslims often 

asked Japanese Muslims, whose nationalities are Japanese, for 

their support which could not be provided by SNS. Although 

Japanese Muslims did not have special knowledge about the 

topic of consultation, they easily understood the participants’ 

problems because they usually talked with them. In addition, 

sometimes Japanese Muslims stood between foreign Muslims 

and other native Japanese, which made it easier to 

communicate even if the other Japanese person was prejudiced 

against foreigners. We should clarify the role of Japanese 

Muslims as advocates. These results could provide useful 

suggestions for improving the understanding of healthcare 

workers at health centers when they contact those foreigners.  
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Abstract 

mHealth apps use is rapidly increasing and has high potential 

value for people with chronic conditions, supporting behaviour 

change for self-management and improving patient-provider 

communication. To build a well-functioning app development 

environment, we need to examine the range of available apps 

according to their variability and content. A review of Google 

Play apps revealed limited availability for chronic self-

management in France among substantial unrelated content. 

Most apps’ content was difficult to understand and act upon.  

Keywords:  

Telemedicine, Chronic Disease, Self-Management 

Introduction 

mHealth apps are widely downloaded worldwide; over half of 

mobile phone users in the US have downloaded at least one 

health-related app in 2015 [1]. As people tend to carry their 

smartphones with them at all times, apps have the potential to 

help people improve their lives through learning to cope with 

different situations [2]. For chronic conditions, behaviour 

change is essential for reaching and maintaining quality of life 

and preventing premature death [3][4]. Best benefits can be 

achieved by targeting mHealth to the 4 groups of chronic 

conditions responsible for more than 70% of deaths worldwide: 

cardiovascular diseases, cancer, respiratory diseases, and 

diabetes [5]. Additionally, to evaluate if these tools are effective 

in supporting behaviour change, it is useful to consider them as 

health-related materials. As such, the information presented 

needs to be accurate; easily understood by persons with 

different communication competencies, styles, and health 

literacy levels; and must offer suggestions of actions the user 

can take concerning health events to optimize their reach and 

enhance health decision making [6].   

We reviewed mHealth apps available in France on Google Play 

store in April 2018 to examine their content and relevance for 

self-management of chronic conditions. Here, we aimed to 

better understand the current offer to guide future 

improvements in the development and use of these tools, using 

the two main ways of finding self-management apps on 

marketplaces: the “TOP” list and keyword search. We also 

assessed the selected apps’ understandability and actionability 

levels using the Patient Education Material Assessment Tool 

for audiovisual materials (PEMAT-A/V) [7]. This work is part 

of a larger project that evaluated mHealth apps in chronic 

conditions. 

Methods 

We extracted the first 500 free and 55 paid apps labeled as 

“TOP” on the “Médecine” category on Google Play store. We 

considered 500 apps to be a representative sample, and 55 was 

the display limit for paid apps. We also performed a keyword 

search using 12 popular words related to the 4 groups of 

conditions mentioned before (e.g., maladie cardiaque, accident 

vasculaire cérébral, maladie respiratoire, cancer, diabète). We 

included the first 20 apps for each keyword. Name, description, 

number of downloads, stars, ratings, version, last update, and 

developer information were extracted for all the apps. Apps in 

French were classified in 8 categories according to their store 

descriptions (Chronic conditions, Reproductive health, 

Students and professionals, Information for the general public, 

Nutrition, Pranks and fake tests, Other). This was an inductive 

categorization, following previous studies [8]. Each category 

was then subdivided following specific app purpose described 

on the marketplace. We compared the number of chronic 

condition self-management apps identified with “TOP” versus 

“keyword” search strategies. 

When possible, apps were downloaded and assessed using 

PEMAT-A/V, a systematic method to evaluate and compare 

understandability and actionability of patient education 

materials. It includes 13 items in five topics (Content, Word 

Choice & Style, Organization, Layout & Design, and Use of 

Visual Aids) to evaluate understandability, and 4 items for 

actionability. Each item was rated with 0 (If Disagree) or 1 (If 

Agree), while not applicable items were labeled “N/A.” 

Results 

Figure 1 shows the screening process for selecting the apps 

analyzed in this review.  

Figure 1 - Apps screening process 
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Of the 704 apps included after duplicate removal, 167 apps 

(23.72 %) were not in French (Table 1). From the 541 apps in 

French, 104 (14.77 %) targeted a chronic condition (such as 

migraine, back pain, speaking and hearing disorders, mental 

disorders, etc.). The “Other” category (17.47 %) comprised 

apps for finding the geographic location of pharmacies or 

defibrillators, for calling emergency services, for clinical 

analysis laboratories or hospitals, etc.  

Table 1 - Apps categories and examples of subcategories 

Categories Examples Freq % 

Chronic 

conditions 

Cardiovascular diseases; 

Respiratory diseases; 

Diabetes and weight 

disorders; Chronic pain 

104 14.77

Other 

Health insurance, 

hospitals, laboratories; 

Games 

123 17.47

Students and 

professionals 

Interactive learning; 

Diagnostic, treatment or 

dosage aid 

120 17.05

Information for 

the general 

public 

Anatomy, biology, 

medical terms and tests; 

Diabetes and nutrition; 

Cancer 

90 12.78

Reproductive 

health 

Period tracking; 

Pregnancy, baby growth, 

delivery 

48 6.82 

Pranks and fake 

tests 

Glucose, blood pressure, 

cholesterol, HIV fake 

tests 

25 3.55 

Consultations 

Find professionals and 

book appointments; 

Home and online 

consultations 

20 2.84 

Nutrition Food and weight diary 7 0.99 

Other language 

English; Spanish; 

Portuguese  

167 23.72

In the “Chronic Conditions” category, 47 apps targeted self-

management of conditions in the 4 groups with highest 

mortality risk. Of these, 22 were found only in the keyword 

search, 18 only in the “TOP” list, and 7 in both searches. 

Therefore, the keyword search resulted in finding 29 mHealth 

self-management apps out of 240 (12.1 %). 

We were able to download and analyze 38 of these apps and 

understandability and actionability scores were computed 

(Table 2). Twenty-six apps (68.4%) presented 

understandability levels below 50% and 25 (65.8%) apps had 

null actionability scores. 

Table 2 – Number of apps by PEMAT scores quartiles (range 

0-100%) 

 
0-25% 26-50% 51-75% 76-100%

Understandability 8 18 8 4 

Actionability 25 5 4 4 

Conclusions 

We conducted a descriptive analysis of mHealth apps available 

in France on Google Play store. We found a limited number of 

apps supporting self-management for people with chronic 

conditions in a considerably diverse market. Using keywords 

related to these conditions did not necessarily lead to finding 

more relevant self-management mHealth apps.  

Apps presented low scores of understandability and 

actionability, which means users may not understand the 

information and may not be supported to take action. This is 

likely to limit the potential of these apps to help people with 

chronic illness to make positive changes on how they manage 

their condition in their daily lives.  

It is important to mention that among the list of apps described 

here, there were several apps of questionable utility posing 

considerable risks of misinterpretation and dangerous health-

related decisions, such as pranks and fake tests, especially for 

blood glucose and blood pressure measurement. 

Potential users of mHealth apps, including both patients and 

healthcare providers, might require support to search and select 

relevant apps for themselves or their patients’ needs. Research 

on mHealth apps selection and use patterns is required to inform 

the efficient adoption of such technology. 
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Abstract 

Globally, there is an expanding elderly population, and 

families are finding it increasingly challenging to coordinate 

care for their older family members. This paper reports on the 

usage patterns of InfoSAGE, an online private social network 

that has tools for communication and care coordination for 

elders and their families. This descriptive analysis describes 

the types of family networks using the platform and types of 

functionality most used by elders and their family members. 

Keywords:  

frail elders, care coordination, smartphone, social networks 

Introduction 

The population of people over the age of 60 are the fastest 

growing demographic group worldwide, and are projected to 

triple from 901 million (12.2%) in 2015 to 3.2 billion in 2100 

(28.5%) [1]. By 2050, it is expected that those aged 75 years 

or older will account for 11.0% of the population, up from 

5.4% in 2010. This older population is projected to strain the 

healthcare system, with an average growth in health 

expenditure of 5.8% per year, and an estimated 20% of the 

total economy by 2025 [2]. Furthermore, when compared to 

previous generations at similar ages, baby-boomers experience 

higher rates of chronic disease). Families face increasing 

amounts of information and communication needs between 

family members involved in the care of frail elders. Those that 

cannot afford costly long-term care solutions will necessarily 

turn to family caregivers to fill the gap, with informal 

caregiving valued at $450 billion in 2009 alone [3].  Informal 

caregiving is associated with higher levels of stress, poorer 

quality of life, increased strain on family relationships, and 

substantial time commitments [4]. Often, informal caregiving 

falls disproportionately on a single individual, who may act as 

the coordinator of care in a family structure. Maintaining an 

accurate medication is a significant problem for elders and 

studies have shown that 30% - 80% of patients have a 

discrepancy between the medicines ordered in the hospital and 

those they were taking at home [5].  Caregivers and elders are 

increasing using the Internet for health care information and 

care coordination tools [6]. The use of communication 

applications on the Internet, for the care coordination of 

elders, has the potential to distribute tasks and alleviate stress 

among family members. Unfortunately, little has been 

reported on the use of the Internet or smartphones for those of 

75 years and older for care coordination. 

Methods 

We developed InfoSAGE to understand how online and 

mobile technologies could families frail elders.  The 

InfoSAGE website (https://www.infosagehealth.org) is a free-

to-use Internet platform that is built around an elder that we 

call the Keystone. This Keystone is connected to care 

participants, such as family members, care providers, and 

neighbors and friends. When users sign up for InfoSAGE, 

they can choose to be an elder or a caregiver. Each family 

network has a minimum, a family dyad: an elder over 75 years 

of age (the Keystone) and an identified study partner ('Proxy' 

or 'Caregiver'), a family member who provides support or 

care. The platform allows the elder to control who is in their 

network. The system has a search tool that can be used to 

search curated resources for elder care; a message board for 

elder and family communcation; a shared calendar and task 

list; and a medication manager. Medications can be access-

restricted to Keystones and proxies. InfoSAGE allows an elder 

or proxy to control and restrict access to certain features by 

type of user. Keystones and proxies can adjust the tiers at any 

given time. We partnered with local senior organizations, 

including two large retirement and continuing care 

communities in metro Boston. These organizations both 

helped to recruit potential participants and provided early 

feedback and helped shape the overall project design. We 

advertised the presence of the site through newsletters and 

town hall meetings. A member of the study team met with 

prospective users and families to help with enrollment and the 

online signing up process. Details of the system features have 

been described in detail through other works [7].   

Results 

From January 1, 2014, to April 6, 2018, there were 285 

registered users and 18,499 page views. One-hundred-and-

sixty-two users provided their year of birth, and 113 did not. 

Based on those who did report their year of birth, the average 

age of the Keystone users was 75.5 years, and the average age 

of the caregiver users was 56.6 years (Keystone median age 

82, IQR: 23.5; caregiver median age 56.5, IQR: 11.0). There 

were 26 dyads (elder and caregiver pairs) that signed up for 

the detailed survey study. Of these users, 54% self-reported as 

Caucasian, 4% as African American, and the rest were 

unknown. Of those who did describe their relationship with a 

Keystone, 47% were daughters, 25% were sons, 9% were 

spouses, and 19% were other, including formal caregivers. We 

looked at what devices were used to log onto the website and, 

for all users, desktop/laptop devices accounted for 87.6%, 

while mobile/tablet accounted for 12.4%. Users in the 
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longitudinal survey were asked 6 months after sign-up “Do 

you feel comfortable using this system?” and they responded 

Strongly Agree=6%, Agree=19%, Neutral=56%, 

Disagree=19%, and Strongly Disagree 0 %. In analyzing our 

care networks, we observed that family members were 

distributed across 122 communities, so providing more geo-

specific resources could be useful additions. Figure 1 shows a 

family network. 

Figure 1 - Example Family Network  

Figure 2 compares Keystone usage versus non-Keystone 

usage. The majority of InfoSAGE networks exist as dyad 

pairs, which may have resulted from the study design, 

although 24 family networks consist of three or more users. 

Network sizes range from one, in networks with a single 

keystone, to seven users, with several Keystones. The largest 

networks on InfoSAGE are multi-keystone clusters, 

encompassing multiple family networks joined by single or 

multiple users common to each individual network. These 

extended networks comprise 5% of all networks. 

 

Figure 2 - Keystone usage versus non-Keystone usage 

Roles within each network are managed by that network’s 

Keystone or proxy. Of the 285 InfoSAGE users, 157 are 

keystones, 115 are proxies, 19 are caregivers, and 5 are 

participants, with 24 users having more than one role due to 

membership in more than one network. One example of a 

multirole user is in the case of married elders who are often 

keystones in their own network and proxy to their spouse.  

Acute medical events often require enormous coordination of 

care, involving the distribution of information, at a sensitive 

and emotionally distressing time. Networks on InfoSAGE that 

have had sudden events occur to a family’s keystone have 

seen a surge in task assignment and management, and 

communication associated therein. One such network had 18 

tasks created and assigned over a span of two days, compared 

to two tasks in the preceding five months. During the 

following 30-day period, the creation and assignment of tasks 

returned to ‘baseline’ levels. This suggests that the ability to 

organize a list of assignable actions in one central, online 

source within a family network, that may be geographically 

dispersed, can bring a measure of order to a chaotic and 

overwhelming time. 

The InfoSAGE platform is more useful if the user (elder or 

family) is already registered and familiar with the system 

before needing it, meaning that InfoSAGE, or other 

technologies like it, designed to support elders in their homes, 

have many functions and potential uses, such as medication 

lists, calendars, to-do lists, microblogs, personal stories, etc., 

that may play a role at different points in care. From a 

family’s perspective, these tools are most useful during the 

transitions of care. For example, the system may be more 

valuable during a visit to the emergency room, or a discharge 

from hospital to home. However, the family needs to be 

familiar with and using the tools before these transitions occur 

in order to make information available at the time they are 

needed. 

Reduction in isolation requires greater family support and 

communication. One barrier to the adoption of InfoSAGE in 

this context is the family’s perception, structure, and support 

for using the tools. The perception of 'no-need', alternate 

forms of contact, or if there are no family caregivers, are 

reasons for non-use. One possible gap here is the difficulty of 

incorporating formal caregivers (home health aids, visiting 

nurses, social workers) and informal caregivers within one 

network. There needs to be more financial models for 

compensating formal care givers involved in remote care of 

older adults. 

Conclusions 

Our study shows that it is feasible to establish an online 

platform for elders over the age of 75 and their families and 

caregivers for information exchange and care coordination.  

Future research will explore barriers of adoption and 

sustainability in more depth. The barriers may be related to an 

added time burden for physicians, the lack of an informal or 

family caregivers, difficulty in accessibility to technology or 

Internet. 
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Abstract 

We developed and evaluated the usability of Check-up 

Surgery, a surgery application from the mApp® Platform. The 

Usability Engineering Cycle was used as method of 

development. The results showed that the Check-up Surgery 

application had excellent usability criteria with an average of 

4.63 to 4.70 by 81% of the evaluators. For all the interviewees 

there was statistical significance in relation to the usability 

criteria of the application, with pValue ≤ .05. 

Keywords: 

mHealth, Medical Informatics, User-Computer Interface 

Introduction 

Every two years, the Global Patient Safety Alliance organizes 

a Global Challenge to motivate practitioners' perceptions of 

health safety and to establish public policies for good health 

practices [1]. From 2007 to 2008, the Global Challenge of 

Surgical Safety Practices centered on the implementation from 

the motto: Safe surgeries save lives. Therefore, whatever the 

reported problem, it must be corrected before the surgery 

begins [2]. Throughout the world, increased safety in surgical 

procedures provides dialogue oportunites to deepen the 

knowledge regarding the surgical act, both for the patient and 

for the healthcare team [3]. Safe surgeries require 

communication, teamwork and recognition of the importance 

of patient safety by the surgical team [4]. 

Studies also point out that there are still difficulties in 

fulfilling the WHO objectives checklist and the aspects for 

this are still unclear. [5].  

Communication and information technologies (ICT), in 

addition to facilitating the dissemination of knowledge in the 

health area, can also support the critical decision-making of 

professionals, contributing to the achievement of reliable 

diagnoses and therapeutic guidelines as well as behaviors 

qualified intended for patients and users of the service. [6,7]. 

It is also emphasized that accessing information in real time 

and/or remotely contributes to resolving health 

problems/needs in different geographical regions, promoting 

broad coverage in terms of specialized healthcare, undertaken 

in the major urban centers. In this scenario, emphasis is placed 

on the phenomenon of the mobile technologies in particular, 

the use of applications. Apps are conceptualized as a set of 

tools designed to undertake specific tasks and jobs [6]. As a 

result, this study aimed: To develop and analyze the usability 

of an application for Surgical Safety, from the 

LAPETEC/GIATE App® Platform. 

Methods 

The Usability Engineering Cycle was used as method of 

development of the application. Three people participated in 

the development: a content designer, an evaluator and a 

systems programmer. After the application development, the 

usability assessment was performed by the Usability 

Instrument based on NBR ISO 9241-11, from June to July 

2018. The sample was intentional non-probabilistic and 

consisted of 32 health professionals from a General Hospital 

of Florianópolis, Santa Catarina, composed of seven nurses, 

four anesthesiologists, eight physicians, two administrators, 

one pharmacist, six information technology professionals and 

four administrative technicians. For data analysis, statistical 

and descriptive and inferential statistics were used, with the 

ANOVA test presented for a 95% confidence interval and a 

pValue≤.005 significance index. The usability tool is 

organized into 19 items that correspond to the usability criteria 

of the application on a likert scale from 1 to 5. Being 5 = Very 

Good (MB), 3 = Good (B), 2 = Regular (REG) and 1 = Bad 

(R). It was considered in the evaluation that the values of the 

average between 1 to 1,5 received the classification (Bad); 

from 1.51 to 2.5 (Regular); from 2.51 to 3.5 (Good); from 3.51 

to 4.5 (Very Good) and from 4.51 to 5 (Excellent). It was also 

defined as the minimum target average for the application to 

have usability criteria ≥ 3. 

Results 

The developed system can be accessed at the following link: 

http://site.erue.giate.ufsc.br:8080/marizete/.  

An example of a developed screen is shown in figure 1. 

The application was built to be instructive and allow user 

autonomy. In the next figure 2, the interrelationship of the 

components is presented in a graph of dependencies between 

the application flows. Fuzzy logic was applied. That is, 

according to the characteristics of the procedure and the 

patient, the application indicates the necessary materials and 

advises all the surgical team of the necessary logistics. 

It was organized so that the screens are sequential in stages, to 

signal the information. If you need to replace some 

information that has already been flagged, you can return to 

that screen and make the desired change. Once the 

corrections/changes to the screen have been completed, simply 

go to the next screen and the flow continues in the direction to 

complete the planning. 
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Figure 1 – Laryngeal procedure screen 

 

Figure 2: Dependency Graph among Application Flows   

After application development was complete, the usability 

instrument was applied, yeilding the following results. The 

'excellent' satisfaction rate is 69%, and the 'very good' rating 

was 21%. Followed by 7% who selected 'good', 3% as 

'regular', and 1% ‘bad’. The general average among the 

Administrators was 4.7 (Excellent) and pValue <.0007. The 

overall average among physicians was 4.75 (Excellent) and 

pValue<.0000. Among nurses and pharmacist, the overall 

mean was 4.65 (Excellent) and pValue <.00001. The overall 

average among IT professionals was 4.01 (very good) with 

pValue <.001122. 

Discussion 

The Usability Engineering Cycle, a method used in the 

development of the Check-up Surgery application, proved 

efficient and contributed to user-centered construction and 

followed the steps of analysis, design and testing. The 

application has usability criteria among the professional 

categories studied: doctors, nurses, pharmacists, anesthetists 

and IT professionals with pValue ≤.005. The interactive 

design based on fuzzy logic allows support for health 

professionals' decision making for the development of 

surgery. 

Higher means of evaluation were observed by health care 

professionals directly involved with the patient and were not 

observed in the institution's managers. The content of the 

application was developed after extensive observations of the 

work performed in the institution and after the usability 

evaluation by the participants, these differences between 

averages presented by the institution's team can be related to 

the fact that the main usability problems are the distribution of 

information in multiple views, identification problems of the 

selected patient and the confidence of the basic daily tasks in 

the memory of the users. Thus, the results show that the 

relationship between usability, errors of use and patient safety 

should be understood and considered in the design of the 

health information system [8]. 

Conclusions 

The use of computerized information systems cannot be 

considered as the solution to all problems of professional 

practice with regard to safety. This is due in part to concrete 

cultural changes in the behavior and the work process of the 

professionals involved, and a action in all decision-making 

instances. Despite the small sample that represents it, it is 

understood that this application Check-up Surgery, can 

contribute to the safe surgery especially for integrating the 

surgical team in the same information related to the equipment 

needed for the surgery. This is expected to reduce delays or 

lack of equipment during surgery and avoid exposing the 

patient to unnecessary risks. 
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Abstract 

Eye-tracking has long been used to assess usability for the 
public web. Recently, it is used to assess user behavior with 
electronic health records (EHRs). We conducted a scoping 
review of studies involving eye-tracking for usability of EHRs 
to determine the current state. Three main themes emerged: 
studies of usual use of systems, development of new methods, 
and studies of new features. Detailed user behaviors revealed 
by eye-tracking can contribute valuable information to 
redesign efforts.  

Keywords:  

Eye Movements, Electronic Health Records, User-Computer 
Interface 

Introduction 

In recent years, the use of eye-tracking has spread from 
mainstream psychology and usability communities to its use by 
informaticians to study the use of health information 
technologies (HIT), particularly, electronic health records 
(EHRs). As usability of EHRs is a critical problem, we 
undertook a literature review to determine the current state and 
what kinds of studies involving eye-tracking are being done in 
the area of healthcare.  

The tool permits detection of where on the screen a user is 
looking during task performance, giving us a much more 
precise measure than just clicks, screen transitions, think-aloud, 
and similar tools. It is routinely used in commercial usability 
studies and commercial design. The recent development of 
lower cost eye trackers and built-in eye trackers for certain 
gaming laptops adds to their availability and usefulness. Here, 
we review the current EHR usability studies and discuss future 
possible studies useful for the improvement of EHR design.  

Methods 

Searches were done in the literature with Pubmed, Google 
Scholar, CINAHL, web of science, and IEEE. Figure 1 shows 
the number of articles retrieved, inclusion/exclusion criteria, 
and final set of 15 articles reviewed here. Search terms were: 
Eye track* (or eye-track* or eye track*) AND “ElectRONIC 
MEDICAL Record (or EMR), Eye track* (or eye-track* or eye 
track*) AND electronic health record (or EHR), Eye track* (or 
eye-track* or eye track*) AND electronic patient record. 
English and French articles, qualitative, quantitative, and mixed 
methods studies including feasibility studies were included. 
Only completed studies were included. 

 

Figure 1 - Literature search and exclusion/inclusion criteria 
and results 

The initial searches retrieved 98 non-duplicate papers after 
2005; three researchers (EMB, YS, and JW) excluded 78 
articles based on titles and abstracts, leaving 20; five were then 
excluded after full reading, for a total of 15 covered in this 
review. These were read and summarized by all the authors, 
using a summary table including bibliographic information, 
main research question, study design, sample, setting, outcome 
measures, results, discussion, limitations, and relevance to our 
research question. As the focus is how eye-tracking is being 
used to evaluate EHR usability we did not assess study quality. 

Results 

Overview 

Within the selected studies there were three main areas of focus: 
use of eye-tracking to understand physician use of their usual 
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EHRs (five papers), development of new methods (four 
papers), and use of eye-tracking to evaluate new innovations in 
EHR design (six papers). Fourteen studies used simulations in 
academic health center settings. One tested only pharmacists 
while all others had physician subjects; one also included 
graduate students. All studies had generally low numbers of 
subjects (four to 34). Most were conducted in laboratory 
settings; there were also studies in an empty ICU bay, 
simulation centre, emergency department, and pharmacy. Both 
in situ studies had practical difficulties and thus incomplete 
information.  

Findings 

New methodological innovations.  

King et al. compared performance of high- and low-cost eye 
trackers and tested the feasibility of automated detection of eye 
gaze [1] and found it both feasible and 88% accurate, which 
was adequate for most usability studies. This might become a 
method for mass collection of user behavior data, paving the 
way for predictive modelling and delivery suitable to specialty 
and task.  

Studies of routine use of usual systems. 

Gold et al. used a simulated rounding task with patient safety 
issues, finding that performance correlated (p=.0004) with 
patterns of rapid data scanning, increased numbers of screens 
viewed, mouse clicks, and saccades [2]. Mosaly et al. compared 
subjective and objective measures: eyetracking and 
performance measures, real and predicted [3]. They found 
heuristic measures are highly accurate in identifying usability 
issues. Additional measures were useful to identify differences 
in task complexity, and the unsurprising finding that note 
structure affects information reviewed. Amster BD et al. found 
in a simulated handoff task that more than 60% of the time was 
spent on impression and plan, with a pattern of skimming other 
sections. This pattern was affected by their level of trust in the 
author of the note [4]. Calvitti et al. conducted observations in 
two outpatient clinics to develop a picture of the physician, 
patient, EHR activity, and workload. They found different EHR 
functions or interfaces did not result in large differences in use 
patterns or objective measures [5]. 

Testing new interaction designs 

Belden et al. found collapsible note sections and placement of 
impression/plan at the top of the note were associated with 
faster performance on their CET (author-developed Composite 
Eye-Tracking score) [6]. Moacdieh and Sarter found significant 
effects of cluttered displays in information extraction time, 
interaction with stress, noticing tasks, and screen time, but 
clutter was not significant in search accuracy or duration of 
specific tasks [7]. Wright et al. tested existing use with in-depth 
interviews. They discovered needs for dynamic display of new 
information, configurable displays which aid filtering and 
trending of the most recent data, and fast proven pathways to 
reduce navigation complexity [8]. Yoon et al. studied nurses’ 
interpretation of a 3D infectious disease transmission 
visualization, finding a high degree of engagement and 
attention, and specific user preferences among the 
visualizations [9]. 

Conclusions 

Eye-tracking is a useful technique for studying EHR use in 
three main areas to reveal new details about user cognitive 
behavior. Further evaluation and validation studies are needed 

to fully elucidate where it may be used productively in usability 
assessments and system redesign.  
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Abstract 

IRIS is an automated coding software for the causes of death. 

It is used in many European countries for the production of 

death statistics. The purpose of our work was to study the 

usability of this software in Africa where the quality of 

statistics is insufficient. For this, we have developed a device 

consisting of two software: "collector" and "encoder" 

cooperating via the same database. 

Keywords:  

Cause of Death, Automated Data Processing, User-Computer 
Interface 

Introduction 

WHO considers that mortality statistics in OECD countries are 
sufficiently reliable to plan actions to improve health and 
prevent disease [1]. The reliability of these statistics depends 
on the quality of the death certificate established by the 
physician and the quality of the coding of the causes of death 
[2]. To ensure the quality of mortality data, WHO has 
developed standard procedures [3]. Despite the existence of 
these rules, manual coding contains errors and divergent 
interpretations [3]. That is why developed countries have 
adopted an automated coding system [4], named "IRIS" [5], 
consistent with the International Classification of Diseases 
(ICD) and the American MMDS system [5], [6]. In Burkina 
Faso, death data is unreliable because there is not yet an 
effective system of coding the causes of death [7] Mortality 
statistics are obtained by estimation or by population survey. 
The objective of this work is to study the possibility of using 
the IRIS software in an African context. 

Methods 

In countries where coding software is used, vital statistics data 
are imported from another source (INSEE for France) and 
matched with medical data for the production of mortality 
statistics [8]. 

In order to personalize IRIS and appreciate its use in the 
context of Burkina Faso, we have developed an application 
called "Mimir" that works with a MySQL database 
interconnected with the IRIS database. Mimir integrates three 
modules: 1) INSD module which provides the codes of 
localities of Burkina Faso; 2) ID module for each deceased 
person; 3) the MDD module in which Medical (textual) 
information and Demographics Data are filled. 

The device was tested on the deaths of the intensive care unit 
of Souro-Sanou University Hospital Bobo-Dioulasso. The 

intensive care unit was chosen because it is the department 
that  

 

has the most varied and complex clinical records. 14 voluntary 
investigators completed the paper version of death certificates 
in accordance with WHO rules. Two anesthetists in intensive 
care were responsible for validating the causes of death. An 
investigator-coder was responsible for coding the causes of 
death using the IRIS software. 

 

Figure 1: Model of information system on causes of death 

Usability 

An investigator-coder was responsible for proceeding with the 
coding of causes of death using Mimir linked to IRIS. It was 
expected that the IRIS encoder could: 1) correctly recover data 
from Mimir; 2) anonymize death certificates; 3) assign an 
ICD-10 code to each textual cause of death; 4) automatically 
select the initial cause of death. 

Results 

As shown in Figure 2, the IRIS software retrieved all the 
registered certificates and anonymized them by assigning a 
unique key. For example, for patient A130027, IRIS 
automatically assigned a CIM code for each cause of death 
and selected the underlying cause of death for hematological 
malignancies (code C9.69) which is the origin of the death. In 
our study, IRIS was able to automatically encode 90% of the 
causes of death. 

The conclusions of the study favored the deployment of the 
device at CHUSS. An organizational model has been set up 
allowing doctors to directly record the death certificate in 
electronic form or fill out the paper form in case of technical 
difficulty. All the actors have been trained [9] and the device 
has been functioning since 2014. 
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Figure2: Data Recovery and coding of causes of death by IRIS 

Relevant changes 

After twelve months of exploitation, the statistics produced 
show that diseases of the circulatory system are the most 
common, followed by infectious diseases and parasites, but 
attention must also be paid to perinatal conditions. 

Table 1: Distribution of causes of death by disease groups 

ICD Code Diseases Number % 

A00-B99  Certain infectious and parasitic 
diseases 

412 18% 

C00-D48  Neoplasms 133 6%
E00-E90  Endocrine, nutritional and meta-

bolic diseases 
229 10% 

I00-I99  Diseases of the circulatory sys-
tem 

431 19% 

J00-J99  Diseases of the respiratory sys-
tem 

67 3% 

K00-K93  Diseases of the digestive system 318 14%
L00-L99  Diseases of the skin and subcu-

taneous tissue 
15 1% 

N00-N99  Diseases of the genitourinary 
system 

121 5% 

O00-O99  Pregnancy, childbirth and the 
puerperium 

96 4% 

P00-P96  Certain conditions originating in 
the perinatal period 

293 13% 

V01-Y89  External causes of mortality 153 7%
 Total 2268 100%

 

Conclusions 

The results of our study show that IRIS could be used to 
improve the quality and comparability of mortality statistics in 
Burkina Faso. Indeed, the coding with Iris can be regarded as 
reliable and complete because 100% of the certificates are 
recovered by the software and 90% of the causes are coded 
automatically [10]. Eventually, the device could be extended 
to the entire population of the country for the registration of 
community deaths through a verbal autopsy system [11,12]. 
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Abstract 

Vital Sign Data Quality is essential for successful 

implementation of clinical decision support systems in 

emergency care. Studies have shown that data quality is 

inadequate and needs improvement. This study shows that 

data quality is dependent on both technical and human factors 

and provides a conceptual model of data quality governance 

and improvement in the emergency department.  

Keywords:  

Electronic Health Records, Vital Signs, Quality Improvement 

Introduction 

Vital signs are central to decision making in the emergency 

department (ED). Vital signs data is used in calculations of 

risk and warning scores, where clinical decision support 

systems have shown promise in improving healthcare quality 

and productivity [1]. However, in order to reuse vital signs 

data in emergency care for clinical decision support systems, it 

needs to be correct, complete and current. Previous studies 

show that data quality in the ED is inadequate [2].  This study 

aims to explore how the quality of vital signs data may be 

governed and improved in EDs.  

Methods 

Qualitative data collection using semi-structured interviews, 

observations, and collection of documents in the EDs and field 

notes were performed. Data collection occurred in nine EDs, 

which were purposefully selected to represent a variety of 

size, regional spread and academic level. Data was analysed 

alongside the data collection using thematic analysis with 

constant comparison of new incoming data and the data 

already analysed [3]. Parts of the results presented here have 

been previously published [2]. 

Inclusion Criteria 

This study included registered nurses and medical doctors that 

had worked a minimum of five years in the emergency care 

context. The participants were identified through the quality 

managers at the hospital level or through the head of staff at 

the included hospitals. Authors identified and invited a total of 

16 participants through their e-mail address at work. All 

invitees accepted to participate in the study.  

 

 

Data Collection 

A total of nineteen interviews were conducted as evenly as 

possible between the nine sites. The interviews were about 45 

minutes long using a semi-structured interview guide. The 

guide was developed and adjusted after peer-review and a 

pilot interview at one of the included sites.  These aimed to 

cover participants’ experience of data quality management 

with focus on completeness, currency and correctness [4]. The 

interviews were performed, either on-site or by telephone, and 

transcribed from a voice recording. During the data analysis 

three main workflows in vital sign documentation emerged 

and three sites were picked to represent these workflows in the 

observations. Observations were about 60 minutes per site and 

data were collected using a semi-structured observational 

protocol. During the observations, field notes were taken and 

additional documentation with relevance to vital sign data 

quality were collected. 

Data Analysis 

The transcribed recordings were analysed, coded and 

abstracted into categories and themes. This was done 

continuously using constant comparison during data 

collection. Coding and abstraction were performed separately 

by two of the researchers. However, discussions were held 

continuously on the emerging results within the research team, 

leading to an evolving model of data quality governance in 

EDs. Observational data and collected material from the EDs 

were included in the analysis. Over time fewer new codes 

emerged and the major concepts and themes stabilized. Upon 

researcher consensus that saturation had been reached, three 

additional interviews were performed with the participants to 

confirm the findings. 

Ethics and Personal Integrity  

The study was approved by the Stockholm Ethical Committee 

(Dnr 2014/1207-31/4). The researchers contacted the 

managers at the included sites, and they were able to grant 

permission to contact selected staff through work email. Each 

participant was given written information in advance and 

informed consent forms were collected for the study. All 

participation was voluntary, and participants had to opt-in for 

the data collection and they were given the right to opt-out at 

any stage during the analysis. Data were anonymized after 

collection and all participants were assured that no published 

information would be traceable. 
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Results 

Three main outputs emerged from the analysis: identification 

of main workflows of vital sign documentation in EDs, 

categorization of factors influencing data quality, and creation 

of a conceptual model as to how these factors affect data 

quality governance and improvement in the ED. 

Vital Sign Documentation Workflow 

Only four out of nine hospitals documented vital signs data 

directly in the electronic health record. Five of the sites still 

used documentation based on paper-based templates. The 

main reasons behind the persisting paper-based workflows 

related to the interoperability and management categories 

described below.  

Factors Influencing Data Quality 

Human and technical factors were found to be the main 

themes affecting data quality at EDs as presented in Table 1 

and Figure 1. All sub-categories had an impact on all aspects 

of data quality as described by Weiskopf and Weng [4], but 

the contribution to each one of the aspects varied between the 

sub-categories detailed in Table 1. 

Table 1- Themes and categories affecting data quality and the 

order of impact on data quality aspects 

 

The results show that in order to improve data completeness 

and currency, interoperability and user needs are the most 

important factors. To improve correctness, standardization, 

education and competence were revealed to be the main 

contributing factors. 

Data Quality Governance Model 

The way main categories and themes influence data quality 

development and governance are described in a circular model 

(Figure 1). The governance and improvement cycle was found 

to start with a step that aimed to standardize the workflow and 

structure the documentation. In this step participants 

mentioned that documentation should have been connected to 

standardized terminology and specific keywords. Using such 

standards was perceived to link the documentation to the 

emergency care context. In the next step, results showed that 

both education and training were necessary to make the new 

workflow known and implemented. Management factors were 

perceived as important to ensure there was compliance in the 

organization to the agreed workflows, as well for follow-up 

and feedback on outcomes in the EDs. Such feedback was 

perceived to improve compliance and stimulate quality 

improvement initiatives. If there was lack of data in the 

follow-ups, the workflow effectiveness had to be evaluated 

and here the user needs would need to be balanced with the 

support provided by the functionality in the information 

systems. When required functionality would ideally improve 

and increase. An example mentioned was new functionality 

for the automatic calculation of national early warning scores. 

When such functionality was added it opened opportunities for 

new and more structured workflows to be developed, 

implemented and evaluated. This governance and 

improvement cycle were perceived to impact all three data 

quality categories: correctness, completeness and currency.  

 

Figure 1 – The impact of human and technical factors on data 

quality governance in the emergency department 

Conclusion 

This study shows that the documentation workflow in Swedish 

EDs is still surprisingly manual and paper-based. Further, 

results show how technical and human factors impact data 

quality governance and improvement process in Swedish EDs. 

The study findings are relevant to anyone who wishes to 

improve data quality or reuse data from the EDs.  
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Abstract 

This study aims to investigate the use of theory in mobile health 

interventions for patient self-management of chronic 

conditions, with a focus on hypertension. We identified six 

theories in ten studies that were reviewed. These included 

Health Belief Model, Social Cognitive Theory, Self-

Determination Theory, Theory of Planned Behavior, 

Transtheoretic Model, and Technology Acceptance Model. The 

findings are useful for further advancement of mobile health 

interventions to support chronic disease management. 
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Introduction 

Mobile Health (mHealth) interventions have provided patients 
with a unique opportunity to engage in self-management of 
hypertensive conditions. For example, patients with 
hypertension can use a mobile phone-based application to 
ensure their medication intake on time, to maintain a healthy 
lifestyle, and to monitor their blood pressure anytime, 
anywhere. In comparison of non-theory based interventions, 
theory-based mHealth interventions have been found more 
effective in changing health behavior [1-3]. Therefore, this 
study aims to investigate the use of theory in mHealth 
interventions that support patient self-management of 
hypertension. It focuses on addressing the following two 
questions: 

• Q1: What are the theories commonly used to guide 
mHealth interventions that support patient self-

management of hypertension? How are these theories 
used? 

• Q2: To what extent are these theories reported? 

Methods 

A literature review was conducted following the guideline of 
Preferred Reporting Items for Systematic Reviews and Meta-

Analyses [4]. We searched seven electronic databases in June 
2018: Scopus, PubMed, PMC, CINAHL Plus with full text, 
MEDLINE with full text, PsycARTICLE, and PsycINFO. 
Terms and MeSH headings, such as “mHealth”, “self-

management”, and “hypertension”, were used in combination 
to identify English publications from 2009 to 2018 by the first 
author. Also, we conducted a manual search to ensure adequate 
coverage. The first two authors carried out the literature 
screening separately as per the following criteria, with further 
judgement by the fourth author if any disagreement occurred. 

Inclusion criteria were empirical studies that reported (1) 
mHealth hypertension intervention, (2) at least one theory, and 
(3) hypertension-related outcomes. Exclusion criteria (1) were 
studies in which the theory has nothing to do with the 
intervention, and (2) were reviews, protocols, or guidelines in 
the topic area. The Mixed Methods Appraisal Tool assessed 
quality [5].  

Data were extracted using Endnote and an Excel spreadsheet, 
and data were synthesized and analyzed using an inductive 
method. Theory Coding Scheme developed by Michie and 
Prestwich was applied to evaluate the extent to which the 
theories were applied in each study [3]. As reported, use of 
theory was an inclusion criterion for our selection of studies; all 
studies selected satisfied the measurement item “theory/model 
of behavior mentioned”, and thus, did not require any further 
assessment. Another two items, “quality of measures” and 
“randomization of participants to condition”, were seen as 
irrelevant to the purpose of this review and were thus excluded. 
Therefore, the extent of theory application to each study was 
measured in two steps. First, we used the 21-item scheme to 
evaluate each study. If a study conformed to the statement of a 
measurement item, “yes” was recorded, and the study was 
scored 1, otherwise “no” was recorded, and the study was 
scored 0. Second, these items were further grouped into six 
categories of the Theory Coding Scheme (see Table 1), the 
number of items in each of these categories were 2, 7, 2, 2, 9, 
2, respectively. In each category, every item was worth one 
score. Therefore, the total scores for each category were 2, 7, 2, 
2, 9, 2, respectively. Afterwards, we calculated the mean score 
and the proportion of the record “yes” to evaluate the extent to 
which these theories were reported.  

Results 

Ten papers were eligible for inclusion into the review (see 
Figure 1). They all met at least three criteria of the Mixed 
Methods Appraisal Tool, indicating high methodological 
quality of these studies. 

 

Figure 1– Literature Search and Screening Process 
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Q1: What are the theories commonly used to guide 

mHealth interventions that support patient self-

management of hypertension?  How are these theories 

used?   

Six commonly used theories to guide mHealth interventions for 
patient self-management of hypertension are: Health Belief 
Model (HBM), Social Cognitive Theory (SCT), Self-

Determination Theory (SDT), Theory of Planned Behavior 
(TPB), Transtheoretical Model (TM), and Technology 
Acceptance Model (TAM). Related constructs or processes to 
which these theories applied are mapping to the design, 
implementation, and evaluation of the mHealth interventions 
(see Figure 2). 

 

Figure 2– The Relations Among the Six Theories, Their 

Constructs, and the Corresponding mHealth Interventions 

Q2: To what extent are these theories reported? 

The mean scores for the six categories were shown in Table 1. 
Studies reported “Reference to underpinning theory” to a large 
extent. “Targeting of relevant theoretical constructs” was 
reported to a medium extent. “Using theory to select recipients 
or tailor interventions”, “Measurement of constructs”, and 
“Testing of mediation effects” were reported to a less extent. 
None of the included studies reported refinement of a theory.  

Table 1– Frequency of Studies that Cover a Particular 

Category in the Theory Coding Scheme  

Theory coding scheme 

category [3] 

Item 

[3]

Total 

score 

Mean 

score (%) 

Reference to underpinning 
theory 

1, 2 2 1.7 (85) 

Targeting of relevant theo-

retical constructs 
1, 4, 6-

10

7 4.2 (60) 

Using theory to select recipi-

ents or tailor interventions 
4, 6 2 0.6 (30) 

Measurement of constructs 11, 12 2 0.7 (35)
Testing of mediation effects 11-19 9 2.3 (26)
Refining theory 20-21 2 0 (0)

Conclusions 

This review identified six commonly used theories to guide 
mHealth interventions for patient self-management of 
hypertension: HBM, SCT, TPB, TDM, TTM, and TAM. Most 
studies only mentioned the use of theory. Several studies 
described the relevant theoretical constructs. Only a few studies 
used theory to select recipients, tailor interventions, measure 

constructs, or test mediation effects. No study reported 
refinement of the theories. The results are useful for improving 
the design of future interventions for hypertension management 
as well as other chronic diseases. 
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Abstract 

There has been a significant increase in the volume of research 

conducted on patient portals in recent years. Similarly, there 

has been a number of benefits described in the literature when 

patients are engaged in research at all stages. This poster will 

provide an overview of three ways that patients can be engaged 

in patient portal research. The methods are based on those used 

in mental health patient portal research in Canada. 

Keywords:  

Mental health, Patient engagement, Patient portal 

Introduction 

Patient portals are increasingly being used in health settings 

globally as a way of providing patients with easier access to 

their health information, typically in the form of their health 

professional documentation [1]. Some of these portals also 

provide patients with features that allow them to book 

appointments, message a health professional, and obtain 

educational resources among other uses [2]. As portals become 

more commonplace, it is expected that there will be an 

increasing amount of research into the benefits and drawbacks 

of the technology, impact of the technology on health service 

utilization, perceptions of professionals and beyond. Given the 

literature that describes great benefits when patients are 

engaged in research, it is important that future patient portal 

research do so moving forward. Thus, this poster will review 

methods in which patients and care partners can be engaged in 

research on this topic.  

Methods 

The three methods described in this poster were used in research 

aimed at understanding how best to implement a patient portal 

in a mental health setting, and how to evaluate it [3,4]. The 

methods were selected based on those deemed feasible and 

potentially high impact from the literature on patient and care 

partner engagement in research [5]. They were not meant to be 

an exhaustive list. This research is on-going at Canada’s largest 

mental health and addiction teaching hospital. Patients and care 

partners were engaged in all stages of the research. Benefits and 

drawbacks of the methods will be discussed in the poster. 

Results 

The three methods of engagement are: 

Patient and Care Partner Representatives as a part of the 

research team: Patients and care partners are often open to 

contribute to research by being a member of the investigator 

team. By engaging these important stakeholders, the most 

important research questions can be identified and feasible data 

collection methods that involve patients can be uncovered. 

Other benefits and considerations will be described in the 

poster. 

Engaging with a Patient and Care Partner Advisory 

Committee: Once research on the topic has been funded, it may 

be valuable to establish a committee to ensure the research stays 

on course, to support the many decisions that the researchers 

have to make, to support the creation of many patient-facing 

documents (e.g. recruitment materials), and to hold researchers 

accountable.  

User-centered design and usability testing the patient portal 

with those who will use it: Before launching a portal for use by 

patients, it will be important to engage patients in the iterative 

design and development cycle as well as ‘testing’ it with 

patients to identify usability challenges. There are numerous 

simple, fast and cheap ways of doing this.  

Conclusions 

From the perspective of the researchers, the methods for 

engaging patients and their care partners in this research has 

been effective thus far. Findings have specific relevance to 

mental health patient portal researchers, and could have 

relevance to numerous studies conducted in the field of health 

informatics. Next steps may include the development of a 

toolkit to support others in effectively engaging patients and 

care partners. 
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Abstract 

In order to develop more persuasive messaging to promote 

help-seeking for depression, we created six, differently 

designed visual messages and tested their effectiveness with 

possible audience members. Different visual designs brought 

differences in emotional responses to the message and 

willingness to use the message. Help-seeking intentions for 

depression increased significantly after exposure to either the 

plain text message or the visual messages. 

Keywords:  

Depression, Emotional Responses, Persuasive  

Introduction 

Failure and delay in initial treatment contact for mental 

disorders has been recognized as an important public health 

problem. Communicating persuasive messages may be useful 

in solving this problem. However, further evidence is needed to 

identify strategies for successful, public health messaging with 

the aim of promoting access to mental health care. 

We have undertaken a research project to develop persuasive 

messages encouraging help-seeking for depression.  At the first 

step, we developed rating scales for measuring the audience’s 

perceptions of effectiveness of health messages [1]. At the 

second step, we created and pretested depression help-seeking 

messages, and then found out that the message of ‘depression 

needs treatment’ may be most effective in increasing people’s 

help-seeking intentions for depression [2,3].  As the final step, 

this study attempted to enhance the effectiveness of the 

message by applying visually appealing design in accordance 

with the CDC Clear Communication Index 

(https://www.cdc.gov/ccindex/). 

Methods 

Development of visual messages 

Our depression, help-seeking message consisted of three parts 

[2,3]. The first part was the main message statement: depression 

needs treatment - about 80% of untreated patients will not 

recover. The second part provided information on early signs of 

depression: depression can be recognized early by mental 

symptoms such as depressed mood, loss of interest, etc. and 

physical symptoms such as disturbed sleep, increased fatigue, 

etc. The last part was the call to action: if you think you might 

be depressed, speak with your familiar primary care doctor. 

Six kinds of visual messages were created by professional 

designers based on different design concepts (Figure 1). We 

confirmed that all messages were ideally designed in 

accordance with the CDC Clear Communication Index. 

Assessment of visual messages 

Study 1: A web-based survey was conducted in August 2018 

among Japanese adults aged 20-34 years (young group) and 60-

74 years (old group). Eligible participants (young group 

n=2,944, old group n=3,237) excluding those who had received 

treatment for their mental disorders were randomly assigned to 

one of the six visual messages. After they read the message for 

at least 15 seconds, they were asked to rate it in terms of 

persuasiveness, future use, design quality, and emotional 

response. All items were scored on a 1-to-5 point scale [1-3]. 

Study 2: A web-based survey was conducted in August 2018 

among Japanese adults aged 35-45 years. Those who had not 

received treatment for their mental disorders and did not report 

a positive help-seeking intention for depression were selected 

through a prescreening process. Eligible participants (n=7,017) 

were randomly divided into four groups: assigned no message, 

plain text message, and selected visual messages (‘Percent’ and 

‘Heart’), respectively. Intension, subjective norm, and attitude 

toward help-seeking for depression were measured using the 

vignette methodology after exposure to the message [2,3]. 

The mean scores were compared using two-way analysis of 

variance. The prevalence of intention, subjective norm, and 

attitude toward help-seeking for depression were compared 

using chi-square test. Significant levels were set at p<0.05. 

Results 

Study 1: The ratings of messages did not differ significantly 

between the two age groups. Significant differences between 

the messages were found in the future use, four of the five 

design quality items, and four of the seven emotional response 

items. Overall, ‘Percent’ and ‘Heart’ were rated relatively high, 

while ‘Greens’ and ‘Photo’ were rated relatively low (Table 1). 

Study 2: Compared with the no message group, the other three 

groups showed significantly greater increases in the prevalence 

of intention, subjective norm, and attitude toward help-seeking 

for depression after exposure to the messages. However, no 

significant differences were observed between the plain text 

message group and the visual message groups (Table 2). 

Conclusions 

The application of visually appealing design brought about 

increasing emotional responses to the messages and willingness 

to use the messages. Help-seeking intentions for depression 

increased significantly after exposure to the messages, however 

the magnitude of this effect was not significanly different 

between the plain text message and the visual messages.  
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Simple    Illust    Percent 

 

Greens    Heart    Photo 

Figure 1  Visual messages - ‘Depression Needs Treatment’ 

Table 1 Assessment of the Visual Messages in Study 1 

�  �  Simple Greens Heart Illust Percent Photo 

 p

Age(A) Mes(B) A×B

Persuasiveness �  3.04 3.02 3.05 3.02 2.98 2.98 0.582 0.079 0.664 

Future use �  2.66 2.55 2.67 2.60 2.63 2.57 0.027 0.005 0.092 

Design quality Readability 3.47 3.30 3.38 3.40 3.47 3.25 <0.001 <0.001 0.001 

 
Organization 3.51 3.40 3.40 3.41 3.42 3.30 <0.001 <0.001 0.268 

 
Attractiveness 3.09 3.05 3.11 3.06 3.20 3.02 <0.001 <0.001 0.039 

 
Tone 3.00 2.97 3.94 2.98 3.00 2.90 <0.001 0.048 0.717 

�  Helpfulness 3.22 3.18 3.21 3.20 3.21 3.17 0.011 0.567 0.531 

Emotional response Surprise 2.63 2.57 2.67 2.62 2.80 2.63 <0.001 <0.001 0.009 

 
Anger 2.18 2.12 2.26 2.15 2.30 2.22 <0.001 <0.001 0.823 

 
Fear 2.66 2.55 2.63 2.58 2.72 2.51 <0.001 <0.001 0.692 

 
Happiness 2.10 2.15 2.23 2.10 2.18 2.11 <0.001 0.008 0.538 

 
Sadness 2.65 2.59 2.63 2.58 2.69 2.59 0.425 0.063 0.661 

 
Quilt 2.30 2.25 2.33 2.27 2.32 2.26 0.047 0.416 0.596 

�  Anxiety 2.68 2.62 2.70 2.64 2.70 2.58 <0.001 0.058 0.224 

Table 2 Prevalence of Intention, Subjective Norm, and Attitude Toward Help-Seeking for Depression in Study 2 

�  None (n=878) Plain text (n=2634) Percent (n=1751) Heart (n=1754) p 

Intention 27 3.1% 293 11.1% 212 12.1% 189 10.8% <0.001 

Subjective norm 166 18.9% 703 26.7% 468 26.7% 449 25.6% <0.001 

Attitude 399 45.4% 1429 54.3% 955 54.5% 948 54.0% <0.001 
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Abstract 

As a part of our research project (Beijing Social Science 
Foundation Project, No. 18XCB007), this study aims to provide 
an overview of the state of art of health information behavior 
study in China for the past decades. There were 43 studies that 
met our selection criteria, and they were reviewed regarding to 
their research objects, methods, and frequent research topics 
respectively, which provides guidance for future research in 
this area. 

Keywords:  

Consumer Health Information; Information Seeking Behavior; 
Publications 

Introduction 

Study in health information behavior has been developed 
rapidly for the past decades, not only in introducing studies 
abroad to China, but also in bibliometrics analysis [1], model 
building study [2] and reivews of abroad study such as in 
elderly health information searching [3], etc.. However, a 
holistic view of the current state of art of this topic in China is 
lack. 

Methods 

Literatures were extracted from three Chinese primary 
academic resources, including China Academic Journal 
Network Publishing Database, China Science Periodical 
Database, China Science and Technology Journal Database. A 
complex search strategy was utilized, and the search string 
included “user health informatics”, “consumer health 
informatics”, “health information technology”, “user health 
information behavior”, “consumer health information 
behavior” and “health information bahavior”. The literature 
selection process is shown in Figure 1. 309 full text journal 
papers published between 1998 and 2018 in the Library 
Information Science (LIS) field were found. 

The papers were included if they are: (1) journals papers; (2) 
written in Chinese; (3) Full-text; (4) in the LIS field. After 
removing duplication automatically by Endnote and selecting 
manually, there were 43 papers included finally according to 
the above selection criteria. 

Results 

The literatures were reviewed regarding to research objects, 
research methods and frequently occurred themes. 

 

 

Figure 1– literature search and selection process diagram 

Research Objects 

The study objects cover both the general consumer [4-9] and 
specific groups. Especially, the elderly [10-12] and the youths 
[13; 14] such as undergraduates [15-25] have been paid more 
attention. Wang’s research explored the elderly’s health 
information avoidance behavior, trying to investigate related 
factors [26]. Other work stated that college students were 
capable of screening health information in social media [25]. 
Moreover, specific groups [27], such as public library users 
[28], sports online community users [29], even Chinese living 
in the U.S. [30], were paid attention. 

Research Methods 

Both qualitative and quantitative [31-33] methods were used in 
the research. Semi-structured interview was utilized to explore 
the urban and rural young people’s health information seeking 
behavior [14]. Wang etc. used questionnairs to investigate the 
relationship between two behaviors: browsing sports online 
community, and purchasing and using smart wrist strap [29]. 
Moreover, mixed methods were utilized to address the research 
purpose. Zheng etc. used questionnaires to investigate the 
participants’ related personal characteristics and then 
interviewed them to have a greater understanding of their 
attitudes [13]. 

Frequently Occurred Research Themes 

Most frequently occurred research themes in the health 
information behavior domain fall into three categories: health 
inforamtion needs, health information seeking and health 
information adoption. 

Health Information Needs 

According to Wilson’s information behavior model in 1996 
[34], health information needs is the precondition of seeking 
behavior. Cao etc. surveyed public library users’ health 

B

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI190748

1988



information needs with focus on promoting library service [28]. 
mHealth users’ needs were studied, too, by Xu and Zhao. They 
found mobile health APP users pay more attention to health 
care, health improvement, medicine and health tracking service 
information [35]. Limited work has been found that emphasized 
the information needs of consumers’ family members, or carers, 
or guadians, which is regarded as a research gap found. 

Health Information Seeking 

This is one of the most prosperous area reviewed. The elderly’s 
health information seeking behavior [10-12], the youths’ 
searching behavior [15; 20; 23; 24] and the public consumers’ 
seeking behavior [7; 9; 19; 20; 36] were all explored. Wu and 
Yi’s experiment for the old adults found out that they have 
limited capabibliy in searching, and they strongly depend on the 
quality and credibility of the website [10]. Li etc. compared 
information seeking behavior between urban and rural youths 
and led to the concept of “digital gap”, however, it’s expected 
to be illustrated in more details [14]. 

Health Information Adoption 

Health information technology acceptance and adoption is 
another rich publication area in recent years. Li etc. found the 
factors (credit level of hospital, friends’ recommendation, etc.) 
contribute to the consumers’ trust formation, therefore, they 
have influence on people’s acceptance and adoption for health 
information [18]. As is shown in Hou’s work, most users in 
China are lack of the capability of screening information, and 
even trust the harmful information [8]. However, the university 
students were doing better in this [25]. The research objects 
were restricted to undergraduates, which couldn’t lead to a 
generalization for wider population. 

Conclusions 

There were 43 studies reviewed, which tried to describe the 
current research status in China with respect to research objects, 
research methods and frequently occurred research themes in 
the field of user health information behavior. Progress has been 
achieved during the past decades, especially in the Health 
Information Seeking, and Health Information Adoption area. 
However, still there are research gaps found, such as the 
information needs of consumers’ family members, or carers, or 
guadians, etc. Moreover, it has been desired to propose 
solutions to help disadvantaged groups, such as the elderly, to 
acquire health information, and suggest proper mechanism 
especially with the development of innovative information 
technology. 
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Abstract 

The purpose of this research was to record the differences in 
picture archiving and communication system (PACS) settings 
in hospitals. A questionnaire survey was conducted among 261 
hospitals that used the PACS system in Japan. As a result, the 
image deletion method in the PACS server, and other rules 
were different among hospitals. Furthermore, these variations 
were dependent on settings of each medical institution. It 
seemed necessary to define standardized rules for safe image 
management.  

Keywords:  

Picture Archiving and Communication System, Data Curation, 
Surveys and Questionnaires  

Introduction 

The Digital Imaging and Communications in Medicine 
(DICOM) standard contributes seamless information exchange 
such as image diagnostic equipment and picture archiving and 
communication systems (PACS) in medical institutions. Based 
on DICOM standard, commercial products such as image 
diagnostic equipment and PACS have already been supplied to 
many countries around the world, and are mainly operated in 
medical institutions. Over the decades, based on requirements 
from customer hospitals or competition among companies, 
many common functions between these products have 
developed besides the DICOM standard functions. 

The image management function of PACS plays a very 
important role in maintaining confidentiality, integrity, and 
availability while electronically preserving medical records. 
Furthermore, patient history is recorded for trace management, 
and a mechanism, in accordance with the regulation for 
electronic preservation of medical records in Japan, is also 
implemented. However, details of these mechanisms vary from 
manufacturer to manufacturer, which could be a problem if 
system specifications or image management functions are not 
confirmed by user during system installation or operation.  

In this study, we conducted a questionnaire survey on the PACS 
image management targeting the radiological department of 
hospitals and evaluating variations in management manners and 
system settings. 

Methods 

A questionnaire survey was conducted between February and 
March 2018 in all 261 hospitals having the PACS system in 
Hokkaido prefecture, Japan [1]. Questionnaires were sent to the 
system personnel and administrators in the radiology 
departments of all these hospitals. 

The contents consisted of a face sheet and the following two 
items: 1) rules regarding the PACS receiving image of data that 
was already registered (whether the PACS server rejected the 
resent image data or overwrote it?), 2) PACS image deletion 
method (whether the PACS storage server deleted the image 
logically or physically). Additionally, if the answer was to 
reject the image data, indicators that decided the rejection, such 
as “study instance UID”, “series instance UID”, “SOP instance 
UID”, “accession no.”, and “AE title”, were subsequently 
asked. These questions were decided upon as image 
management functions were different among the different 
vendors and/or products in PACS. Candidates for each answer 
are provided by several options, which can be freely described 
if necessary. 

In the face sheet, following items were asked regarding hospital 
information: number of hospital beds, number of staffs in the 
radiological department, whether medical information staff 
were internally assigned in the radiological department, vendor 
and product names of the current PACS, year in which the 
current PACS was introduced, and storage size of the PACS.  

The survey sheets were sent by mail and collected by web base 
response sheets (Google Form). This study was conducted with 
the approval from the Hokkaido University of Science Ethics 
Committee. 

Results 

Responses were received from 93 hospitals (response rate: 
36%). In computed tomography (CT) examination, 54.8% 
hospitals always overwrote data if existent image data was 
resent to PACS, while 40.9% refused to receive data based on 
certain rules such as “study instance UID” and/or “SOP 
instance UID”. This trend was similar in computed radiography 
(CR) and magnetic resonance imaging (MRI) examination. In 
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67.7% of hospitals, the authority of deleting images from PACS 
was limited to specific staff, whereas 32.3% had no such 
limitation. In 50.5% of hospitals, logical deletion was adopted 
for image deletion from PACS, but 33.3% adopted physical 
deletion. This trend did not depend on the particular vendor or 
manufacturer, but on the individual settings of each hospital. 

 

Figure 1. Response in cases of image resent to picture 
archiving and communication system (PACS) and computed 

tomography (CT) (n=38) 

 

Figure 2. Indicators for refusing to receive data computed 
tomography (CT) (n=38) 

 

 

Figure 3. Deletion policy in PACS (n=93) 

Discussion 

The two methods of image deletion are physical deletion and 
logical deletion. Physical deletion is a method of deleting 
images from the storage completely; therefore, once deleted, 
restoration is extremely difficult. Logical deletion is a method 
of adding an identifier for hiding an image, and the image is 
held on the storage in practice. Physical deletion poses the 
problem of difficulty in restoring the data from the past if the 
operator mistakenly deletes the image. Although logical 
deletion is inferior in terms of storage cost, retaining deleted 
images as history has a larger merit in maintaining important 
medical records. From the viewpoint of information security 
and medical safety, it is necessary to standardize the image 
deletion method.  

Images are resent to PACS in case of post-processing the 
images or modifying the DICOM tag information. Although 
resending images caused by post-processing has a different 
frequency among each modality, distribution of overwriting 

and rejection were almost the same in every modality. SOP 
instance UID is uniquely numbered to identify the image; 
however, whether the new number should be registered to the 
post-processed image has not yet been defined in the DICOM 
standards. The meaning of "unique" and its reference point are 
left to the judgement of the operation side, and this fact could 
be a reason for this variation. With respect to preserving 
evidence, it is also necessary to standardize the definition of 
uniqueness of an image, and the handling rule of the image in 
PACS. 

The DICOM standard is a standard for the interface between 
equipment, so internal functions of the equipment are not 
covered by the standards. The results of this study indicated that 
PACS image management method was different among 
hospitals, and the difference did not depend on vendors or 
manufacturers but on the setting of each equipment. For the 
safety management of medical information systems, it is 
necessary to observe each nation's laws and regulations. Indeed, 
if this regulation is applied to management of medical images, 
every vendor and manufacturer would also conform to them. 
This study focused on the legal gray area. Simple operation of 
image management using PACS is necessary for the hospital 
staff. The results of this study indicated the need for standards 
and regulations in the PACS image deletion method and rules 
for image data received by PACS of already registered data. 

Conclusion 

The aim of this study was to record the problems related to the 
PACS image management function from the view point of 
medical institutions. Results of the questionnaire survey 
showed that the image deletion method in the PACS server, and 
the overwriting rule in case of existent images being re-
transmitted to the server were different between different 
hospitals. Furthermore, these variations were not dependent on 
the vendors or manufacturers, but on the settings of each 
hospital. Since the image management method of PACS is not 
standardized, it was proposed that appropriate regulation was 
needed for safe management of electric medical record as per 
the law. 
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Abstract 

With massive amounts of mobile health data generated by 

patients, there is a growing amount of research conducted to 

understand their impact on patient care.  The MeSH heading 

for patient generated health data was established in early 2018, 

complicating searches for PGHD research prior to 2018.  In 

conducting a search of scientific databases, keywords are 

presented along with their degree of representation in the 

literature to help inform future searches.   

Keywords:  

Patient generated health data, patient portals, patient reported 

outcome measures 

Introduction 

With the proliferation of mobile health tools and technologies, 

such as smartphone apps, activity trackers and sensors, patients 

are generating more data than ever before. As defined by the 

U.S. Office of the National Coordinator for Health Information 

Technology, patient generated health data (PGHD) is ‘health-

related data created, recorded, or gathered by or from patients 

(or family members or other caregivers) to help address a health 

concern [1]. 

To facilitate optimal use of PGHD, methodological research is 

needed for feasibility, evaluation, metric selection and data 

modeling [2].  However, the MeSH term for patient generated 

data was initiated in January 2018, making the search for 

scientific works prior to that time difficult for researchers.  We 

seek to support research in this area with proactive 

identification of optimal keywords to utilize in searches.   

Methods 

An iterative process of multiple searches was conducted using 

the PubMed database using various keywords related to patient 

generated health data. A search filter was applied to restrict 

publication dates to the last 10 years. Documentation of the 

inclusion and exclusion search terms along with the number of 

results generated from each keyword search term was recorded 

in Microsoft Excel.  Histograms were created to depict the 

distribution of search terms relating to patient generated health 

data.   

Results 

Approximately twenty-seven search terms were identified.  One 

key finding was the importance of using hyphens with 

keywords.  Some examples of this are patient generated and 

patient-generated; patient reported and patient-reported; and 

self tracking and self-tracking.  This is an example of one of the 

graphs that will be reported in the results section of the poster. 

 

 

Figure 1 - patient generated health data search terms 

Conclusions 

Exploring research related to patient-generated health data is 

important for an understanding of the state of the science in this 

area.   Due to a lack of MeSh terms and the hyphenation of 

words associated with PGHD, understanding the frequency of 

keywords can be helpful to researchers in creating search 

strategies and expediting searches in this area.   
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Abstract 

Significant efforts are being made to develop artificial 

intelligence technologies for health settings. In a health 

system that has been notoriously slow to adopt innovative 

technologies, it is important to consider the implementation of 

a new technology early in the development stage, especially 

one that will have added challenges of trust and transparency. 

To facilitate this process, an implementation framework for 

artificial intelligence technologies in clinical settings has been 

created.  

Keywords:  

Artificial Intelligence, Health Information Systems, Data 

Science  

Introduction 

As technology advances and the use of Aritifical Intelligence 

(AI) technology is adopted in various fields, there are 

increasing efforts to develop AI technology for healthcare 

applications. Within the class of AI technology, Machine 

Learning (ML) systems are being developed that draw from 

statistics, mathematics, rule-based systems and biological 

systems to create solutions that can adapt and learn, thus 

reducing manual burden. Private companies are building ML 

into medical decision-making, pursuing tools that support 

physicians [1]. Physician-researchers are predicting that 

familiarity with ML tools that analyze big data will be a 

fundamental competency for the next generation of 

physicians, leading to improved care in areas such as 

radiology and anatomical pathology [2]. Millions of dollars 

are being invested in AI, most implementations are still proofs 

of concept and there remain few examples of successful 

widespread implementation in health settings [3].  

Due to the “black box” nature of AI and the high dependency 

on accurate patient data for model training, there are unique 

challenges to successful implementation of AI in healthcare 

that are not encompassed in common implementation 

frameworks, such as the Ottawa Model of Research Use [4]. 

Creating an implementation framework to help healthcare 

orgainzations understand the key considerations and guide 

implementation efforts for AI will accelerate adoption and 

ensure that these technologies are optimally integrated to 

improve both patient care and patient outcomes.  

Methods 

An environmental scan was conducted utlizing informal 

meetings with eight Subject Matter Experts (SMEs) from four 

hospitals, one national homecare organization, and one 

academic institution. The SMEs provided examples of health 

AI technologies and talked about the considerations and 

challenges of implementation. The learnings from these 

meetings were then brought to a brainstorming session where 

the Affinity Diagram grouping method, common in human-

centered design [5, 6], was used to help identify key themes 

that were recurrent in the experiences of implementing AI 

technologies in the health setting. A literature review was then 

conducted to further explore the identified themes. A 

visualization of the framework was created utilizing a nested 

hierarchy to demonstrate thematic importance. To further 

understand the critical factors to clinician buy-in, a qualitative 

research study is underway. This study aims to uncover 

clinician perceptions, acceptance levels, and professional 

standards around AI for clinical settings. 

Results 

The key themes that were identified from the experiences of 

implementing AI technologies in health settings include data, 

trust, ethics, readiness for change, expertise, buy-in, regulatory 

strategy, and scalability.  

• Data: AI technology can only be as good as the data 

used to create it. Thus, factors including data quality, 

quantity, and collection need to be controlled for. 

• Trust: Trust is generated by understanding, 

transparency and overall explainability of AI 

technologies, and is needed by both patients and 

physicians for effective adoption. 

• Ethics: Ethical challenges arise with the collection and 

use of patient data, with implementation and 

dissemination of the technology developed. 

• Readiness: The readiness for change of a given clinic 

or healthcare institution greatly influences the 

successful implementation of any new practice. Key 

factors include appropriate infrastucture, sufficient 

understanding of AI, and effective change 

management procedures at the institution.  

• Expertise: The input of leaders in the field, including 

technologists, front-line hospital staff, and clinicians, 

is required to ensure effective development and 

implementation of user-friendly technology. 

• Buy-in: Successful implementation is facilitated by 

generating buy-in from all levels of staff from the very 

beginning of any given project. All 

members/stakeholders must understand the value and 

need of the chosen technology.  

• Regulatory Strategy: AI technologies that impact 

patient care will be subject to regulatory oversight in 

the jurisdiction of commercial use. It is important to 

have a regulatory strategy during the product 

development, to ensure a streamlined process. 
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• Scalability: Challenges for dissemination and adoption 

by other clinics or hospitals. ML models trained with 

local data may have biases that prevent them to be 

generalizable. 

• Evaluation: It is essential to have a plan to evaluate 

the success of the implementation by predefined 

metrics, including impact on care, medical outcomes 

or patient experience, integration into workflow, 

sustainability, and economic considerations. 

Utilizing a nested hierarchy of thematic significance, a 

visualization of the implementation framework was compiled 

(Figure 1). At the core of the framework is the crux of all ML 

projects: data. Data in healthcare includes large volumes of 

heterogeneous data from various systems, with different levels 

of veracity. These qualities of health data create a challenge 

for AI technologies [7] that require large amounts of high 

quality data to achieve high levels of accuracy. Availability, 

quantity and quality of health data are key considerations in 

the framework. Without these assurances, a ML initiative 

cannot gain enough traction to be considered at the next level 

of implementation. The second level includes the ethics 

around privacy and secondary use of data [8] and the trust of 

AI “black box” technology [9] by healthcare providers and 

patient users. These themes are fundamental to be able to 

achieve the next level in the framework, including buy-in, 

readiness and expertise [10]. These involve many levels of 

stakeholder engagement and organizational strategy 

alignment, making them vital to successful implementation. 

Healthcare organizations will need to recognize the value in 

AI technology and support the required development of 

infrastruture and expertise. Finally, in the outermost level of 

the implementation framework are the themes: regulatory, 

scalability and evaluation. These themes focus on ensuring the 

value and the long term sustainability of the AI technologies. 

It is worth noting that all themes should be considered 

throughout the design and implementation process. 

 

Figure 1– Preliminary Framework for Applied AI in 

Healthcare 

Conclusions 

With the rapid emergence of AI technologies for health, 

organizations need to better understand the key considerations 

for successful implementation of such technologies. The 

implementation framework presented identifies these 

considerations in a nested hierarchy to demonstrate the core 

dependencies, with data at the center. This framework can be 

used by healthcare organizations to inform strategic initiatives 

to ensure readiness for AI technologies or inform individual 

technology implementation. Companies developing AI 

technologies can use this framework to understand the 

implementation requirements when they work with healthcare 

organizations. 

Discussion 

The implementation framework presented is a preliminary 

framework and requires further development. A qualitative 

study is underway to explore the core themes of data, ethics 

and trust from the perspective of the health care providers. 

Results from the study will be used to iterate on the 

framework. 
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Abstract  

Older adults are the largest consumers of health care, have the 

greatest number of chronic conditions, and generate the 

greatest amount of health data. Yet, information systems 

designed to aid health information management do not align 

with their needs and practices. We describe a process of 

identifying the personal health information management 

(PHIM) activities and objectives of older adults (60 years and 

older) from different residential settings.  

Keywords:  

Aging; Information Technology; Consumer Health 

Information 

Introduction 

Aging often brings increased utlilzation of health care services, 

resulting in personal health information (PHI) which must be 

recalled, recorded, organized, and utilized through various 

personal health information management (PHIM) strategies. 

PHIM practices, which enable a person to retreive and utilize 

PHI for maintenance of their health, have been observed in 

select populations [1; 2]. Research examining PHIM practices 

of older adults calls attention to barriers to PHIM technologies 

[3] and facilitating roles of healthcare providers [4] and 

caregivers [5; 6]. Less is known about PHIM practices of older 

adults themselves [7]. 

We sought to better understand the PHIM practices of older 

adults. This study is part of the larger SOARING project 

(Studying Older Adults and Researching their Information 

Needs and Goals) at the University of Washington, a 

longitudinal study investigating PHIM needs and practices 

among older adults aged 60 and above in a variety of residential 

settings (i.e., independent living, retirement communities, 

assisted living). The goal of the SOARING project 

(soaringstudy.org) is to inform the design of health information 

technologies that better meet the PHIM needs of older adults. 

Methods  

We conducted home visits with 88 older adults. We used 

purposive sampling to recruit participants from a variety of 

living situations from a metropolitan area in the US Pacific 

Northwest. Ethnographic tools were used including interviews, 

observation via photographs of information artifacts and living 

arrangements, along with surveys about burden of disease, 

health literacy, and decision-making. Interviews were audio-

recorded, transcribed, and uploaded into an online qualitative 

analysis software (Dedoose) for coding and analysis. Two 

researchers applied codes to the interview transcripts. To check 

for inter-coder reliability 10% of the transcripts were double 

coded by the two researchers. Inter-coder agreement was 90%. 

Through thematic analysis of interview transcripts, survey 

results, and photos, we identified distinct PHIM activities of 

older adults. 

Results 

Participants: The 88 older adult participants had an average age 

of 76 years (sd 10), were predominantly female (69%), white 

(72%), and had at least a bachelor’s degree (61%). Participants 

resided in diverse living situations: independent residences 

(25%), independent-shared dwellings (27%), retirement 

communities (27%), assisted living facilities (19%), and 

homeless (2%). Seventy percent of participants lived alone. 

Most participants reported having access to a computer (89%) 

and Internet (83%) where they lived.  

PHIM activities: We identified five key PHIM activities of 

older adults through thematic analysis of interview transcripts. 

For each activity, we identified the “objective”, or goal, and the 

“approach” used to meet that objective (see Table 1). Older 

adults varied in how they sought, tracked and organized 

information as well as the degree to which they involved others 

in PHIM activities.  

Discussion 

Given that older adults’ approaches to PHIM activities vary, a 

uniform health information management technology will not 

meet the needs of all older adults. Our findings demonstrate the 

need for informatics tools that can be tailored and adjusted to 

the needs and preferences of individual older adults. Tools 

should be designed to consider the experiences of individual 

users (e.g., cognitive and functional ability, experience with 

technology) and their distinct approaches to carrying out PHIM 

activities. 
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Table 1– PHIM Activities  

PHIM  

Objective 

PHIM  

Approach 

Distribution 

(n=88)

Organizing: Strategy 

used for handling health-

related print materials 

• Filing 

• Piling 

• Tossing 

48.9% 

38.6% 

12.5% 

Tracking: Generating 

and/or logging of health-

related measures 

• Never 

• Sometimes 

• Consistently 

44.3% 

28.4% 

27.3% 

Seeking: Type of 

engagement with 

obtaining health-related 

information 

• Active 

• Combined 

• Passive 

51.1% 

29.5% 

19.3% 

Sharing: Including others 

(family/friends) in 

communication and 

management of health-

related information 

 

• Independent but 

shares 

• Collaborative-

team/partnership 

• No sharing 

• Proxy 

44.3% 

 

36.4% 

 

 

11.4% 

8.0%

Emergency Planning: 

Preparing / maintaining 

information for health-

related emergency 

• Yes-by self 

• Yes-by others 

• No planning 

40.5% 

29.8% 

29.8% 

Conclusions 

Older adults displayed a variety of approaches to meeting the 

objectives of specific PHIM activities. Technology designed to 

support older adults should take into consideration this variety 

as well as personal preferences with respect to PHIM, 

remembering that one size does not fit all.  
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Abstract 

Serious games have been used to increase the accuracy and 

usege of clinical guidelines  during routine clinical practice. 

This  document presents the development of a serious game 

called SIM-GIC, a video game designed to simulate virtual 

patients and evaluate the decision making of players based on 

computer-interpretable clinical guidelines. The system is 

currently being developed with a content  focus on antenatal 

care guidelines, where a number of obstetric guidelines were 

coded in XML files. 

Keywords:  

Game Development, Medical Education, Serious Gaming, 
Virtual Simulation, Role Play 

Introduction 

Clinical practice guidelines are used by students and 
professionals as aids during medical encounters [1], to 
standardize care protocols based on clinical features of the 
patients [2]. Clinical guidelines containsets of 
recommendations to make the best decision possible based on 
available evidence [3; 4]. For health-care institutions, a high 
adoption level of clinical guidelines would  in an increase the 
frequency of the application of the best clinical practices, 
avoiding the use of ineffective treatments and optimizing the 
use of scarce resources [2; 5]. 

Regardless of these efforts, adherence to guidelines often 
remains low, causing omission of therapies recommended in 
the guidelines and contributing to preventable harm [6]. The 
low adoption levelsare mainly due to the difficulty  in 
translating the evidence into practice, particularly where 
guidelineadoption would require changes in routine clinical 
practice[7; 8]. Several initiatives to target this issue of 
increasing adherence to guidelines  have proposed  educational 
resources  implementated in video-games [6], where virtual 
patients can be used to promote guideline uses in a effective and 
fun way [9]. The  following poster presents SIM-CIG, a video 
game designed to simulate virtual patients and evaluatethe 
decision making of players based on computer-interpretable 
clinical guidelines.  

Clinical guidelines are often written as large documents in 
textual and diagrammatic format, making it difficult to integrate 
and apply in a standardize patient care process as it is [10]. 
Computer- Interpretables-Guidelines  (CIGs)  appeared  as   
translations  of guidelines from their published formats into 
computer interpretable algorithms translating written 
guidelines into computing tasks that unfold over time [11] using 

an inference engine to interprets the computer statements 
corresponding to guideline text [12]. 

SIM-CIG attempts to adopt CIGs in the design of game 
objectives, where the information in the CIGs would control the 
actions required  to  be performed  by  the  studentto  “win  the  
game”.  With  the  implementation  of  CIGs  as  a game 
objective , we aim to develop a video-game  with editable game 
objectives similar to how clinical decision support systems 
works, avoiding source code edition as much as possible and 
allowing for institutions or individuals modify the CIGs 
according to their needs. 

Methods 

Games Objectives: SIM-CIG is limited to simulated an 
antenatal health-care  environment, evaluating decision making 
of professionals relative to obstetric guidelines  based  on the 
pregnancy conditions of virtual patients. Clinical functionalities 
were extracted through a systematic review of guidelines 
related to antenatal care. The selected guides can be found in 
references [13]. Each functionality was classified and grouped 
into: physical actions and interaction with the patient, 
equipment required, record of information about in the 
Electronic Health Record (EHR), prescription, management 
and cessation of medication, clinical orders carried out for 
screening, diagnostic or with therapeutic purposes, instructions 
and information provided to the patient. 

CIG Syntax Implementation: There  are  many  ways  in  
which  the  terminology  can    be defined, it was decided  to  
use  terms  related  to  the planning theory  in  artificial  
intelligence  [14].  Where  the knowledge is structured in terms 
of actions and their consequences, and the syntax is structured 
around a condition called goal, with a sequence of actions need 
it to achieve it. This terminology was used to designed the game 
planning syntax structure where the medical knowledge will be 
codified. It is decided that our CIG will be in XML file format. 
In simple terms, information in clinical guidelines is generally 
found in terms of actions suggested based on specific clinical 
features presented in the patient, and this will be the core  idea 
of how the game will evaluated player’s actions, where every 
rules will at least have a goal, a precondition and an action. For 
each condition, a boolean expression is declared with logical 
operators,  inside each boolean expression a semantic path 
reference is described to relate the information with a specific 
ID in a database. 

Pregnancy Model: The pregnancy simulation is based on 
Synthetic Patient Population Simulator pregnancy model [15], 
which can model some pregnancy data and conditions that 
contribute to the medical history of the synthetic patients. 
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Synthea provides a JSON file format for each disease and 
medical conditions. To implement the pregnancy model for the 
game environment the JSON files were transformed into XML 
files and limited to simulating a 9 months’ normal pregnancy 
and one with preeclampsia complications. 

Database data model and Electronic Health Record: 
Records and logs of activities are stored in a Microsoft SQL 
Server database with a data model similar to the openMRS [16], 
selected due to how drugs, orders and information is handle, 
making it possible to employ ICD-10, SNOMED-CT or 
RXNORM coding. Our CIG references a specific ID of the db 
Concept table and evaluates the game objectives achievements 
based on the values registered in the OBS database.  

Results 

Clinical knowledge was coded in the XML file that used the 
games to stablished the rules. For example, one of the goals is 
to treats a patient whose Rh type is negative, and according to 
clinical guidelines after 28 weeks of pregnancy a patient with 
Rh type negative should be treat with Prophylactic Anti-D. 

In Figure 1. is presented how SIM-CIG looks alongside the 
EHR designed to register and evaluate the information acquired 
in the encounter. 

 

Fig. 1: Medical Encounter SIM-CIG . 

Discussion 

In this first approach the knowledge code from the clinical 
guidelines is mainly for obtetric care, after finishig the test stage 
next step involves covering additional guidelines and evaluated 
more knowledge.  Synthea is the main core of the patient data 
generation, but still don’t cover majors aspect of a real 
pregnancy. Future versions will attend this issue to bring more 
reality.  

Conclusions 

CIGs demonstrated to be integratable  into the source code of a 
serious game, creating a customizable objective game for 
evaluating medical knowledge. The Synthea Patient Generator  
can be used to generate data with sufficient clinical information 
to simulate a pregnant virtual patient in order to provide 
experience with antenatal care guidelines in a serious game 
environment.  
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Abstract 

Teaching soft skills for change management in healthcare 

organizations is becoming increasingly necessary, even more, 

when implementing health information systems (HIS). There is 

little evidence that these skills can be learned through online 

teaching environments. This paper describes the experience of 

having taught soft skills to health informatics master's degree 

students, through blended learning environments. 

Keywords: 

Environment, Health information systems, Students 

Introduction 

Implementing change management in health information 

systems (HIS) requires leaders with highly developed soft 

skills. [1; 2] According to the literature, competencies such as 

empathy, flexibility, active listening skills, clear 

communication and negotiation strategies can be developed or 

strengthened through training programs. The development of 

pedagogical strategies to strengthen these competences 

through e-learning has been, so far, hardly explored. [3] 

The International Medical Informatics Association (IMIA) 

cites several competencies that health informatics 

professionals (HIP) should have. Among them, HIP should be 

able to handle the resolution of socio-organizational issues, so 

as to achieve a successful change management. [4] Including 

information and communication technologies (ICT) in the 

education field can result in a new teaching-learning process, 

overcoming the barriers of space and time presented by face-

to-face training modality. Distance learning has become an 

alternative at postgraduate levels. Advantages of e-learning 

have been widely reported, but there is scarce literature 

describing pedagogical strategies to teach soft skills through 

it. [5] 

The aim of this paper is to describe the design and 

development of a course to teach soft skills for managing 

change in HIS projects, to professionals of different 

disciplines, through a master's degree in health informatics 

within a blended learning environment. 

Methods 

Setting 

Hospital Italiano de Buenos Aires (HIBA) is a third-level 

university hospital created in 1853. In 2016, the professional 

master’s degree in Health Informatics was created as a 

blended learning program. The graduate profile that this 

master's degree proposes is a professional capable of leading 

digital transformation projects within the healthcare field. 

"Organizational Issues and Change Management" Class 

Design 

The "Organizational issues and Change Management" class 

takes place within the second year of the master’s degree. It 

delves into content related to soft skills and lasts a total of 12 

weeks in virtual mode and 4 hours of face to face activities. 

The teaching team is responsible for selecting the subject’s 

contents, designing pedagogical strategies, and guiding 

students along the course. 

The contents were divided into three different sections along 

the 12 weeks course. In section 1, the students reviewed 

concepts related to organizational behavior and theories, 

paradigms’ changes (from the industrial to the digital era) and 

people’s behavior. Concepts related to healthcare 

organization’s particularities, organizational culture, diversity 

of actors, hidden organizational charts, power relationships 

and types of change, were addressed in section 2. Finally, in 

section 3, students were provided with tools to better handle 

resistance to change and the topics reviewed were 

Information System Implementation Change Management- 

barriers and facilitators-, sociotechnical approach, 

communication strategies, support and training, conflict 

negotiation tools, and evaluation and management monitoring. 

Contents were approached through individual activities in the 

first 2 sections and through group activities in the 3rd section. 

Results 

The first cohort participated between March and June 2018. 53 

students from different professions participated (Medicine, 

Nursing, Engineering, others). 64% of the students were male.  

To reach the goal of consider resistance to change as a natural 

attitude of human beings, the students were called to reflect on 

their own resistance to the changes and build a collaborative   

board (Padlet) with representative images. Other goal of 

section 1 was to identify organizational properties, people's 

behavior and tensions generated when introducing changes. 

To reach these, students watched a film and completed a chart. 

The aim of section 2 was to understand the complexity of 

healthcare organizations, recognize the type of changes 

(Lorenzi), list restraining and driving forces (Lewin´s Force 

Field Analysis Model), and identify types of technology 

adopters (Rogers). To reach this, students watched Grey's 

Anatomy’s "Bad blood" chapter and completed the evaluation 

chart. Finally, in section 3, students were asked to analyze a 

HIS implementation case in order to position themselves as 

leading agents of change and develop skills to handle difficult 

conversations. Training in active listening and acquiring 

negotiation skills were goals of section 3 too. All sections 
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were accompanied by forum discussions to enrich the 

knowledge of all the participants. 

Discussion 

One of the challenges of teaching through virtual 

environments is to design pedagogical strategies to simulate 

usual scenarios of health information systems (HIS) 

implementation, allowing students to learn key skills for their 

graduate profile. Along their virtual training, students were 

asked to experience first-hand how it felt to identify 

themselves as protagonists when managing change. We 

identified that it was easier for students to solve activities 

based on the analysis of cases reported in third person. For 

example, it was easier to answer questions such as "Why do 

people resist change?” than the question "Why do I resist 

change?” Students were gradually able to embrace the role of 

leaders and respond to assignments with a greater degree of 

personal involvement. 

Face-to-Face training was key to empathize with conflict 

scenarios and integrate what was learned through virtual 

training. Since virtual and face-to-face training generate 

completely different feelings and experiences, teachers have 

been challenged to come up with strategies to transform the 

way virtual learning is perceived.  

Limitations 

Although this paper describes a local experience, the reported 

teaching strategies could be considered for similar projects.  

Conclusion 

There is a clear need to include soft skills training in health 

informatics’ education programs. Teaching these skills 

through virtual environments can be challenging.  
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Abstract 

The Electronic Health Record used in the public primary care 

network of Buenos Aires City has a specific module for the 

vaccines registration. The present study explores the factors of 

EHR adoption by nurses. We found 5 barriers and one 

facilitator for adoption. Barriers are related with organize the 

flow of patients especially during vaccine campaigns, adapt the 

work stations and integrate the records with the vaccine central 

program. 

Keywords: 

Nursing Records, Vaccines, Electronic Health Records 

Introduction 

In accordance with CDC recommendations, several public 

health agencies have implemented Immunization Information 

Systems (IIS) for the collection of data about the immunization 

status of the population and the individual [1]. 

Many Electronic Health Record (EHR) can help track planned 

vaccinations [2]. There are three main immunization record 

issues an EHR can help solve: the human error in the 

administration of a vaccine not according to the age of the 

person, the visualization of the calendar and vaccination status 

of a person in a flexible way, and the tracking of the stock of 

vaccines, this last is important since they are the most expensive 

input in primary care.[3] Another important factor is that the 

vaccination electronic recording may people reduce 

revaccination due to the loss of paper-based record [4]. 

In Buenos Aires public healthcare network the vaccination is 

carried out by nurses who are responsible for the record in order 

to comply with the Ministry of Health vaccination program. In 

the last 2 years an EHR was implemented but still electronic 

vaccination record coexists with the paper record. This paper 

analyzes the facilitators and barriers for the vaccination record 

adoption in the Primary Care Centers where vaccination is 

available. 

The Buenos Aires city healthcare network is conformed by a 

Ministry of Health, 35 Hospitals, 74 Primary Care Centers (44 

where vaccination is available), 1 Ambulatory Reference 

Medical Facility and its structured into 12 geographical areas 

in order to organize health care delivery. Since June 2016 an 

Electronic Health Record (EHR) is being gradually 

implemented in outpatient [5]. 

In Argentina, the National Vaccination Calendar includes 19 

vaccines whose administration is mandatory and free. It is 

accessed in public health centers [6]. Each healthcare facility 

registers the application of vaccines in a paper form. These are 

compiled by the Vaccination Program of the Ministry of Health 

of the Buenos Aires City. This information is value for vaccine 

replacement and control of the immunization status of the 

population of the city.  

Methods  

We developed an exploratory design with mixed methodology 

that combines quantitative and qualitative tools. 

To determine the level of electronic vaccine record adoption in 

each primary care center (n = 44), the number of vaccine 

records in EHR was compared with the amount reported to the 

vaccine program in paper format for the same period of time. 

Three ranges were defined, being considered ‘high’ the cases in 

which the registry in the HCE exceeded 70%, ‘medium’ 

between 40 and less than 70% and ‘low’ less than 40%. 

To determine the factors of adoption, between May and July of 

2018, 16 semi-structured, 13 group and 3 individual interviews 

were carried out with nurses from primary care centers, 

accomplishing 44 interviewees. In the same period of time, 

participant observations were carried out. 

The analysis of the results was made based on the principles 

and procedures of the grounded theory [7] and the common 

themes found are listed in the Result section. 

Results 

The level of electronic vaccine record adoption in each primary 

care center (n = 44) is shown in Table 1. 

Table 1 – Electronic vaccine record adoption by primary care 

facility. 

 

The sample consisted of 16 primary care facilities with different 

levels of use -high level=6, middle level=5 and Low level=5- 

in order to understand the factors that could influence in 
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adoption level. The factors found in the interviews were 

grouped into 5 dimensions: 

Transition from paper to electronic record: the vaccine 

module is not yet integrated with the centralized vaccine report. 

This results in double registration by the nurses, longer time in 

the registry and possible delays in care. Given this situation, 

nurses prefer to comply with the paper record for the 

centralized report. 

Patient flow: the procedure through which EHR is opened 

requires an administrative process [8]. It was observed that 

most of the time, patient’s access to the immunization sector 

without going through the administrative post. This fact 

determines an obstacle to electronic registration. Other factors 

perceived as barriers to adoption are: the large influx of people 

during vaccination campaigns, compulsory health checks on 

children at school entrance and the overload of tasks of 

administrative staff if all patients went through their post. 

Work overload: another obstacle is the large number of tasks 

performed by the nursing staff, in addition to vaccination. The 

nurses state that they prioritize care and paper registration over 

the electronic, a fact that leads to the accumulation of paper 

records that are sometimes transcribed to the EHR at the end of 

the day overloading their work. 

History of autonomy from the rest of health professionals: the 

nurses pointed out that the EHR is a tool aimed at other 

healthcare professionals: “the EHR is oriented to the medical 

practice”. Before EHR implementation in Primary Care, the 

staff of nurses had a fragmented record of their own practices, 

disintegrated form the whole clinical notes. Some professionals 

asked for a specific module within the EHR for the record of 

nurses practices: “There should be an exclusive module for 

nursing”. 

Nurses Workflow: two issues related to the nursing workflow 

were noticed in the participant observations. The first one is that 

usually while a nurse vaccinates the patient, the other registers 

in the EHR. The second issue is that there is not one computer 

per nurse, but per office. This result in many records made on 

paper and then transcribed to the system. 

Perceptions of advantages and disadvantages of the electronic 

vaccine record: the main perceived advantage is that the 

electronic vaccine record avoids people revaccinations in case 

of paper-based record loss, improving continuity of care. 

Among the disadvantages are the time that the registration takes 

and the impossibility of completely replacing the paper. 

Conclusion 

The use of the EHR by the nurses of Buenos Aires city primary 

care network is related with multiple factors descripted in 

literature and not exclusively related to software issues [9]. 

Among the most important are the need to organize the flow of 

patients, adapt the work stations and integrate the records with 

the vaccine central program. Thus, it is important to emphasize 

that workflow considerations are decisive factor regarding the 

adoption of an IS. The perception of lack of representation of 

nursing workflow in the EHR was a recurring concern in the 

interviews conducted. Different papers report the lack of 

articulation of nursing records with physicians ones [10]. The 

most important limitation of this work is related to the 

impossibility of the methodological tools used, to be able to 

account for the non-explicit factors that are related to the 

adoption of the EHR. It is hoped more data-driven studies can 

be developed to strengthen the validity of the factors listed, and 

may suggest accurate interventions to improve workflow and 

system integration. 

A complete and appropriate electronic immunization record 

guarantees a higher quality in patient care. It also allows the 

generation of statistical information related to the vaccination 

status of the population, improving decision-making and 

healthcare management. Exploring the barriers and facilitators 

of the EHR adoption is a key to improve immunization records. 
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Abstract 

We compared in-person and online training in a statewide 

education program to disseminate HIV, HCV, and STD 

clinical evidence. In a study period of three months, 250 

clinicians completed four training courses delivered in dual 

formats. Course evaluation was positive regarding useful 

information, easy comprehension, knowledgeable trainer, 

appropriate format, knowledge increase, intention to use 

knowledge, and plan to change practice. Online training 

became a preferred format by clinicians when compared to in-

person training (p=0.01). 

Keywords:  
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Introduction 

The pandemic of HIV infection has been a major public health 

challenge for decades. Hepatitis C virus (HCV) infection has 

also increased rapidly in recent years. Co-infection of HIV, 

HCV, and other sexually transmitted diseases (STDs) such as 

syphilis and gonorrhea is frequently reported. With the 

frequent updates of clinical evidence on HIV, HCV, and STD, 

timely and effective dissemination of the latest research to 

community healthcare providers is crucial for translating 

medical knowledge into routine patient care [1-2]. 

Since the early 1990s’, the New York State Department of 

Health AIDS Institute has been sponsoring the Clinical 

Education Initiative (CEI) program for community healthcare 

providers serving HIV, HCV, and STD patients [3]. In the 

early years, the CEI program utilized a traditional, in-person 

approach for training by sending domain experts across the 

state to give lectures or workshops. This in-person education 

program successfully trained thousands of clinicians. With the 

development of information and communication technologies, 

CEI initiated its online training program in 2008, aiming to 

complement and to integrate with in-person education. Since 

then, CEI developed hundreds of multimedia learning 

modules, online continuing medical education (CME) and 

continuing nursing education (CNE) courses, interactive case 

simulation tools, and other digital resources [4-5]. These 

resources were disseminated through the web, mobile apps, 

email newsletters, and online social networks to thousands of 

clinicians from 170+ countries over the world [6]. The 

participating clinicians had very positive evaluations of the 

CEI online training program [7-9].  

Compared to traditional in-person continuing professional 

education, online training is advocated for wide geographical 

availability, rapid outreach to the target audience, flexibility in 

resource access and use, as well as cost-efficiency [10-11]. 

Yet studies to compare online and in-person training directly 

are scarce and inconclusive.  

Here we report a study to compare online and in-person 

training within the New York State CEI program. The results 

from this study can help to compare online and in-person 

cross-disciplinary continuing professional education for HIV, 

HCV, and STD clinicians, and to guide the future design of 

education programs for more effective dissemination of 

clinical evidence to community healthcare providers. 

Methods 

We conducted the study in a period from April 1, 2015, to 

June 30, 2015. Among the hundreds of courses and training 

sessions offered by the CEI program, we selected for analysis 

only those delivered during the study period in both online 

and in-person formats to clinicians. For a traditional in-person 

training session, a clinician in the community first participated 

in a lecture or workshop delivered by a domain expert, and 

then logged on to the CEI Student Portal online system to 

complete a course evaluation. For an online course, a clinician 

logged on to the CEI Student Portal system, selected a specific 

course, reviewed the multimedia course materials, and then 

completed the same course evaluation as for in-person training 

[9].  

For study measures, we focused on the training content, 

format, participants’ improvement in knowledge, and impact 

on their clinical practice. Specifically, we collected the 

following self-reported data through course evaluation: (1) 

usefulness and relevance of the information in a training 

course; (2) easiness of comprehension; (3) 

expertise/knowledge of trainer/speaker; (4) appropriateness of 

training format; (5) participant’s knowledge of the clinical 

topic before and after the training; (6) intention to use the 

knowledge learned; and (7) plan to change clinical practice 

after training. We used a five-point Likert-scale measure 

(strongly agree, agree, neutral, disagree, and strongly 

disagree), which were further grouped into positive (strongly 

agree and agree) and non-positive (neutral, disagree, and 

strongly disagree) responses for data analyses on items (1), 

(2), (3), and (6). For item (5), we used five discrete levels to 

indicate a clinician’s knowledge on a specific training topic 

(novice, not very knowledgeable, knowledgeable, very 

knowledgeable, and expert) before and after the training, and 

then calculated the difference (at least one level increase vs. 

no increase) for data analysis. Additional details of CEI 

program evaluation can be found in our previous publications 

[7-9]. 

We used the SPSS package for statistical analysis [12]. We 

compared the proportions of positive responses between in-

person and online training. We used the chi-square test to 

examine the statistical significance of differences. 
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Results 

During the study period, four training courses were delivered 

in dual formats to 250 clinicians (online 131, in-person 119). 

These four courses were: (1) STD-HIV Inter-Relationship (81 

completions); (2) Treatment for Hepatitis C: New Tests, New 

Drugs & New Recommendations (91 completions); (3) 

Vaginitis (32 completions); and (4) The Clinical Diagnosis 

and Treatment of Syphilis (46 completions). 

Clinicians’ course evaluation was positive for both in-person 

and online training regarding useful information (in-person 

96%, online 92%), easiness of comprehension (in-person 

91%, online 93%), knowledgeable trainer (in-person 97%, 

online 90%), and appropriate format (in-person 74%, online 

87%). In terms of the impact, we found: (1) 56% clinicians 

participated in in-person training and 43% in online training 

reported at least one level increase in knowledge; (2) 87% 

clinicians in in-person training and 86% in online training 

intended to use the learned knowledge; and (3) 39% in in-

person training and 22% in online training planned to change 

practice. In-person training recorded better evaluation in terms 

of knowledgeable trainer (p=0.04), improvement of 

knowledge (p=0.03), and change of practice (p<0.01). Online 

training recorded better evaluation in terms of appropriate 

format (p=0.01). No significant difference was found in terms 

of useful information (p=0.25), easy comprehension (p=0.49), 

and intention to use knowledge (p=0.79). The detailed 

evaluation data are shown in Table 1. 

Table 1 – Evaluation of In-Person and Online Training 

Measures In-Person (n=119) Online (n=131) Total (n=250)

Information Useful and Relevant  

Positive 114 (96%) 121 (92%) 235 (94%)

Non-Positive 5 (  4%) 10 (  8%) 15 (  6%)

Easy to Comprehend 

Positive 108 (91%) 122 (93%) 230 (92%)

Non-Positive 11 (  9%) 9 (  7%) 20 (  8%)

Knowledgeable Trainer* 

Positive 115 (97%) 118 (90%) 233 (93%)

Non-Positive 4 (  3%) 13 (10%) 17 (  7%)

Format Appropriate* 

Positive 88 (74%) 114 (87%) 202 (81%)

Non-Positive 31 (26%) 17 (13%) 48 (19%)

Improvement of Knowledge* 

Positive 67 (56%) 56 (43%) 123 (49%)

Non-Positive 52 (44%) 75 (57%) 127 (51%)

Intend to Use Knowledge 

Positive 104 (87%) 113 (86%) 217 (87%)

Non-Positive 15 (13%) 18 (14%) 33 (13%)

Will Change Practice* 

Positive 46 (39%) 29 (22%) 75 (30%)

Non-Positive 73 (61%) 102 (78%) 175 (70%)

* Significant difference (p<0.05) between in-person and online training detected 

Conclusions 

Both online and in-person training can effectively disseminate 

HIV, HCV, and STD clinical evidence to community health-

care providers. Although online training is still not equal to in-

person training in certain aspects, it has become a preferred 

format by clinicians to update their knowledge. Future 

research is required: (1) to verify the generalizability of the 

findings from this study; and (2) to combine the features of 

online and in-person training to better address clinicians’ 

needs and preferences for more effective knowledge 

dissemination.  
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Abstract 

Family health history (FHx) is vital in early detection of genetic 

diseases. This research studied two different FHx collection 

interface and compared them based on the IBM CSUQ usability 

metrics. We found the conversational interface to be 

significantly better in terms of overall satisfaction, system 

usefulness, interface quality and information quality than the 

traditional interface. 

Keywords:  

Family health history collection, usability, user experience.  

Introduction 

Family Health History (FHx) play an important role in 
understanding the risk of individual illnesses, especially those 
with genetic causes [1–2]. Diagnosis of these diseases at an 
earlier stage is vital for initiating preventive measures [3]. For 
efficient and accurate diagnosis, having accurate FHx 
information is critical. Various methods like emails, phone 
conversations have been employed by the medical service 
providers to collect these FHX information. However, Qureshi 
et al., (2009) portrayed that self-collection FHx tools have 
certain advantages like improved accuracy and quicker data 
collection than the traditional methods [4]. 

Although there are different types of self collection tools, 
electronic FHx tools have been at the forefront in the recent 
years. Electronic FHx tools have the advantage of easy 
editability and the ability to share the information among their 
family members. This helps in getting accurate information and 
is a quicker way to collect the information. 

Despite all the advantages of the electronic FHx, its usability is 
crucial since a very diverse user population from different age 
and education groups will interact with the system [5]. Previous 
studies have focused on the usefulness and potential difficulties 
of the FHx tool [6,7]. Wang et al. (2015) developed a virtual 
assistant tool and compared if this new tool could identify more 
health conditions compared to the Surgeon General’s My 
Family Health Portrait [8]. However, none of the studies 
focused on including the diverse age group and/or studied the 
usability of such interfaces. 

In order to bridge this knowledge gap, we tried to understand 
the effect of the different age group on the usability and  
interface design for collection of FHx data. 

Methods 

A total of 54 participants (27 males and 27 females) with a 
mean age of 44.91 years (SD=22 years) were recruited for this 
study via email and word-of-mouth. On completion of the 

study, the participants were compensated with a $20 Walmart 
gift card. 

Apparatus 

The study was conducted in a quiet and contolled room on a 
desktop with a 17.5 inch monitor. Two FHx interfaces analyzed 
in the study were: 

Conversational interface 

This interface consisted of a conversational dialog box in the 
bottom right as the data entry method as shown in the figure 1. 
In addition, the family pedigree provides a real time update as 
the family history is entered using the dialog box.  

 

Figure 1.– Conversational interface 

Traditional interface 

This interface consisted of the traditional method of data entry, 
i.e. by clicking on the pencil icon (update history column) to 
enter the family health information as shown in figure 2. 

 

Figure 2.– Traditional interface 

Procedure 

A mixed experimental design was used with the type of 
interface being the within subject variable and age group 
(young adults: 18-30 years, older adults: above 60 years) being 
the between subject variable. Participants were randomly 
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assigned to the FHx interfaces and were counterbalanced to 
avoid order effects. Participants were provided with a fictional 
family health history information that included the family 
member’s information and past cancer history in the family. 
Overall, the participants had to complete 5 tasks for each 
interface: i) create a user profile, ii) add the family health 
history, iii) re-access the platform, iv) edit the information and 
v) share the information with a family member. On completion 
of the tasks using either of the interfaces, the IBM Computer 
System Usability Questionnaire (CSUQ) was given to the 
participants to evaluate the usability of the interfaces [9]. 

Hypotheses 

• H1: Age group moderates the relationship between the 
interface design and the overall satisfaction, with an 
increase in the satisfaction as the interface design 
changes from traditional to conversational and age 
group changes from younger to older adults.  

• H2: Age group moderates the relationship between the 
interface design and the interface quality, with an 
increase in the perceived interface quality as the 
interface design changes from traditional to 
conversational and age group changes from younger 
to older adults. 

Results 

Usability Evaluation 

The participants had a higher overall satisfaction on using the 
conversational interface (M= 5.65, SE=0.12) than the 
traditional interface (M= 4.77, SE=0.18) and system usefulness 
score on using the conversational interface (M= 5.79, SE=0.12) 
than the traditional interface (M=4.82, SE=0.21). 

There was a statistically significant interaction between the age 
group and the interface type on information quality and on 
interface quality. For the information quality, in the younger 
age group, the participants reported a higher information 
quailty score on the conversational interface (M = 5.65, SD = 
0.85) than the traditional interface (M = 4.51, SD = 1.30). For 
the interface quality, in the younger age group, the participants 
reported a higher interface quality score on the conversational 
interface (M = 5.79, SD = 0.96) than the traditional interface 
(M = 4.38, SD = 1.41). 

Conclusions 

This study looked at the effect of aging on the usability and 
interface design of the FHx data collection process. Although 
we did not find an interaction with the overall satisfaction as 
hypothesized, we did find a significant main effect of the 
interface design. We found the conversational interface was 
rated higher on all the usability metrics on the IBM CSUQ 
scale. Participants were highly satisfied using the interface as 
they only had to answer the questions asked by the 
conversational virtual agent to complete the task. Unlike in the 
traditional interface, where they had to manually search for all 
the data entry boxes to enter the family health information. 
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Abstract 

Recently, visualizing location of people and things in a hospital 

has become an issue particularly for improving work efficiency 

and incident prevention. Although radio frequency waves such 

as Wi-Fi and Bluetooth are commonly used in indoor 

positioning, they have several limitations owing to their 

physical characteristics. We proposed in-hospital hybrid 

positioning technique, involving a combination of radio waves 

and geomagnetic fingerprinting techniques. We compared 

accuracy of proposed technique with that of Wi-Fi- and BLE-

based techniques. 

Keywords: 

Geomagnetic fingerprinting localization�hybrid in-hospital 

positioning�Wi-Fi and Bluetooth low energy beacon 

Introduction 

Recently, IoT technologies have influenced various fields to 

improve operation efficiency and prevent accidents by using 

smart devices; particularly, in logistics and factory automation 

fields by visualizing people and objects for 24 hours on a 

massive scale, they have succeeded in reducing costs, workers’ 

burden, and workplace hazards drastically [1]. Moreover, in the 

medical field, issues regarding increase in medical care expense 

and shortage of medical staff, accompanied by rapid 

progression of the aging problem increased urgency to reduce 

labor costs and burden on medical staff without increasing 

medical incidents. Visualization of location is a key technology 

in this cross-sectoral innovation. For example, in factories, 

reducing movement of workers by a single step can improve 

efficiency due to reduced time wastage and mistakes. 

Furthermore, by introducing smart devices such as 

smartwatches, some companies have succeeded in reducing 

workers’ heatstroke accidents. Generally, localization methods 

are divided into two ways: outdoor and indoor. Most outdoor 

positioning systems are represented using a global positioning 

system (GPS). However, indoor positioning systems do not 

have a de facto standard method. Generally, radio frequency 

(RF) waves such as Wi-Fi, bluetooth low energy (BLE), indoor 

messaging system (IMES), and indoor GPS are used as 

reference points for position estimation. However, these RF 

based techniques have accuracy limitation due to signal 

attenuation, radio interference, and hardware variability 

(standard compliance) problem. 

In Nagoya university hospital, we have been considering ways 

to localize smartphones that are used in nursing service. Use of 

Wi-Fi access points and BLE beacons were rejected due to 

saturation of 2GHz band radio waves in the ward. Hence, IMES 

was incompatible with the smartphones. Thus, we decided to 

introduce geomagnetic field pattern matching developed by 

GiPStech for device localization. Their indoor positioning 

technology won GeoIoT World for Indoor Localization & 

Proximity Services, 2016 award [2]. The position estimation 

strategy based on geomagnetism uses pattern matching of a 3D 

magnetic vector field map. Current position can be calculated 

by comparing continuous magnetic vector measurements using 

particle filter algorithm. The advantage of this method is that 

although it requires certain number of cornerstones such as 

BLE beacons to stabilize accuracy, it can be used in places 

without a good number of beacons. It can cover a wide area 

seamlessly and at less maintenance cost. However, there were 

no preceding reports on use of geomagnetic localization in the 

hospital. Thus, in this study, we compared accuracy of in-

hospital geomagnetic field fingerprinting with Wi-Fi and BLE 

beacon techniques. 

Methods 

Comparison of position measurement accuracy experiment 

using geomagnetic field (GM) only, a hybrid of GM/Wi-Fi, and 

GM/BLE was performed in general inpatient ward (8th floor, 52 

beds). As shown in Fig.1, we set up seven test-paths that cover 

the ward. Node was used when setting up test path on a system 

for creation of correct answer data of position information set 

pillars, which helped to easily determine accurate position. 

Figure 1-Seven test-paths settled in the 8

th
 floor ward. 

Before examination, magnetic field information was pre-logged 

and stored as geomagnetic field map in a database server in 

advance. For Wi-Fi positioning, we used 12 existing wireless 

access points in the ward as a cornerstone. With transmitter 

power control turned off, we obtained maximum Wi-Fi radio 

field intensity (RSSI) and MAC address of each access points. 

RSSI and multilateration techniques were used for location 

measurement [3]. For BLE positioning, we installed 20 beacons 
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in the ward and registered their absolute positions. Beacons 

were installed in the corridor and nurses’ station on a wall at 

2.00m high. Based on bluetooth radio wave intensity received 

from multiple beacons, its position was measured using three-

point positioning method. 

Next, we verified measurement using the most accurate 

positioning method in the experiment. We set three routes, 

assuming medical staffs’ movement, and made positioning. To 

prepare correct answer data of position information, we 

attached the barcode to the wall of the hospital rooms’ doorway. 

We obtained barcode image using smartphone camera and 

matched that information with actual position and timing. We 

chose the hospital room selected during verification as a general 

hospital room in a quadruple room. 

Results 

The overall average positioning errors in GM only, GM/Wi-Fi, 

and GM/BLE were 7.62m, 3.19m, and 2.60m respectively. The 

most accurate method was GM/BLE used in three routes 

assuming medical staffs’ actual movement. 

Table 1-GM only, GM/Wi-Fi, and GM/BLE positioning errors 

(Meter, Average � Standard Deviation) of 7 Routes 

Route GM only GM/Wi-Fi GM/BLE 

#1 5.74 �	7.03 2.20	� 1.82 2.72	� 2.55 

#2 5.58 �	6.43 1.93	� 1.03 1.76 � 1.18 

#3 6.28 � 9.90 2.25 � 2.83 2.21 � 2.93 

#4 0.98 � 0.53 2.75 � 2.28 1.27 � 0.98 

#5 3.88 � 7.20 6.99 � 2.81 1.59 � 1.41 

#6 18.10	�	15.48 1.18	� 0.78 2.61	� 2.64 

#7 12.41	�	10.45 4.84 � 3.13 6.24	� 4.39 

Hospital rooms without barcode during verification were 

excluded from accuracy calculation of the experiment. The 

hospital room selected by this route used common room of bay 

for verification. The average positioning error was 1.20m. 

Table 2-Result of GM and BLE beacon hybrid method, of path 

1-3 

 Absolute Error (m) 

#Node Route1 Route2 Route3 

#1 1.76 0.51 0.94 

#2 1.31 1.00 0.68 

#3 0.28 0.73 1.52 

#4 0.74 1.39 0.52 

#5 2.10 1.57 0.80 

#6 0.72 0.70 1.24 

#7 1.04 0.68 2.53 

#8 2.25 0.87 0.91 

#9 0.68 0.80 0.66 

#10 0 1.69 1.41 

#11 1.46 0.30 1.40 

#12 0 1.68 1.55 

#13 - 1.46 0.57 

#14 - 0 0.90 

#15 - 2.21 1.40 

#16 - 0 0 

#17 - - 2.20 

#18 - - 0 

Average 1.24 1.11 1.20 

SD 0.73 0.62 0.65 

Discussion 

Regarding positioning accuracy in Nagoya university hospital, 

we believe that positioning accuracy of about 3.00m is 

sufficient to grasp identity of person being treated because the 

area per patient of a four-person room is 3.00m2. 

For radio frequency beacons placement, most of the positioning 

method places beacons in polygons at short intervals every few 

meters. For example, it requires to place 5 beacons in 5.00 m2 

area to obtain an average of 1.20m positioning accuracy inside 

a hospital [4]. Notably, the positioning of beacons is very 

important when measuring positioning accuracy. Thus, it is 

often common practice to examine placement position several 

times. However, in the verification performed, we only 

examined beacons placement once. The beacons were arranged 

at average intervals of 10.00m. We did not verify accuracy of 

Wi-Fi only nor BLE only methods, these would be assumed to 

be very low. According to the relationship of distance of mean 

error and number of beacons by Li, estimated mean error of 

BLE only method would be much worse than 2.33m with 

beacon density of this experiment [4]. Concerning the result, 

any magnetic substances such as pipes and communication 

cables in wall of the hospital building helped form a 

characteristic magnetic field space, which is easy to extract. 

Conversely, the magnetic field can be influenced by 

ferromagnetic objects such as an elevator (EV in Fig.1) and 

electric power space (EPS in Fig.1) resulting in loss of precision 

as seen in route #5/6/7. We recommend using several beacons 

when using GM method in-hospital and believe that adequate 

beacon settings in high magnetic field fluctuated area needs to 

be further verified when using GM/Beacon hybrid method. 

Conclusions 

Hybrid localization using geomagnetic (GM) fingerprinting 

and Bluetooth low energy (BLE) beacon were found to be 

accurate in conducting in-hospital tracking in this study. The 

experimental results show that although a small number of BLE 

beacons were placed and arranged in position without careful 

planning, a good position accuracy value was obtained. 

Therefore, it can be said that the position measurement method 

using geomagnetism is an effective method for indoor position 

measurement in a hospital. 
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Abstract 

Previous literature has revealed that patients have difficulty 

making sense of their clinical data. To address this barrier, 

we first need to understand what kinds of support that patients 

may seek. In this study, we analyzed question posts and their 

replies in a social Q&A community to understand what types 

of support people are providing to and receiving from the 

community and what contextual information they provide in 

order to elicit relevant answers.  

Keywords:  

Consumer Health Information; Information Seeking Behavior  

Introduction 

Growing evidence suggests that patients are increasingly 

interested in timely and easy access to their clinical data, such 

as laboratory test results [1]. With the wide adoption of 

personal health record technology, such as online patient 

portals, healthcare organizations are enabling patients’ easy 

access to their clinical data. However, patients’ current use of 

clinical data is significantly limited due to the techical nature 

of the clinical report, preventing patients from making 

informed health decisions based upon it [2]. Our ultimate 

research goal is to address this barrier by designing and 

developing novel informatics tools to help patients better 

understand their clinical data and make personalized 

decisions. To achieve this goal, we first need to understand 

what kinds of support that patients may seek.  

There is an ongoing trend for patients turning to online 

resources, such as social Q&A sites and health forums, to fill 

their knowledge gaps [3]. These online communities provide 

us an opportunity to examine consumer information searching 

and types of information that people need concerning a 

particular disease and their querying behavior in online health 

communities [4]. In our recent study, we analyzed the 

questions that people posted on a major social Q&A site, 

Yahoo! Answers, to understand lay people’s information 

needs in making sense of their laboratory test results, one type 

of clinical data. In this paper, we take our analyses a step 

further to answer two research questions: 1) what kinds of 

contextual information people provide in the question in order 

to elicit relevant answers, and 2) what types of support people 

receive from the online healthcare community. We believe 

that this could provide a foundation for our future work to 

design and develop informatics tools to provide more 

personalized information that better meets patients’ needs. 

Towards this end, we further analyzed the question posts 

identified through our previous work and report the 

methodologies and results below.  

Methods 

In our previous work, we collected a total of 58,422 questions 

and their threaded replies in the diabetes category of Yahoo! 

Answers between 2009 and 2014. We retrieved potentially 

relevant posts in this dataset using keywords suggested by the 

literature [5], such as “blood sugar”, “glucose”, and “HbA1c”. 

Then, we took a random sample of 1619 posts containing 

keywords. Two researchers independently reviewed posts for 

relevance. Duplicate and irrelevant posts were discarded. This 

screening resulted in 967 posts eligible for further analysis.  

Two researchers independently performed content analysis on 

the relevant 967 posts. We first iteratively developed a 

codebook for the kinds of contexual information provided in 

the posts, using the open coding technique. Two coders, C1 

and C2, independently analyzed 100 randomly sampled posts 

and created the initial list of codes. Researchers then discussed 

the codes in a group session to determine which codes to keep, 

merge, or remove. After the list of codes was set, we created a 

data dictionary, defining each code to standardize the coding 

process. Next, C1 and C2 independently coded another set of 

100 posts to test inter-rater agreement (90%). Once resolving 

all disagreements, C1 and C2 coded the rest of the posts to 

conclude the analysis. When reviewing the replies to relevant 

question posts, we focused on the “best answer”, which was 

selected by the person posting the original question. C1 and 

C2 followed the same procedure to review the replies. 

Results 

Types of Information Provided by Askers  

Askers provided a variety of information in the question to 

effectively communicate their current conditions and 

informational needs to the community members. Table 1 

shows the types of information that askers provided in their 

questions and the frequency of being provided in the posts (if 

a particular type of information was provided more than once 

in a post, it was considered as appearing one time in that post). 

As shown in the table, askers provided mainly two types of 

information, demographic and medical information, to 

contextualize their questions.  

Major demographic information provided in the questions 

include age, gender, height, and weight. Less frequently, 

askers provided pregnancy information to help others better 
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interpret their problems: “What does it mean if I am pregnant 

and my homocysteine level is low, particularly 4.9.” 

Furthermore, askers provided many different types of medical 

information in their questions, including lab tests, symptoms, 

medication, medical and family history, doctor’s diagnosis, 

and lifestyle. More specifically, to help others interpret their 

lab test results, askers provided readings from lab tests. Askers 

also provided information about their symptoms to help others 

interpret their problems. Some askers went further to provide 

information about their personal medical hisotry or family 

medical history to ask the community for opinions. 

Some askers also mentioned medications that they are 

currently using: “My dosage now is 112mcg […] My doctor 

suggested that I need to lower my dosage. Need help 

understanding, I am very confused.” Lastly, a great number of 

askers also listed information about their lifestyle, including 

diet, exercise routines, drink, and smoke.  

Table 1– Types of Information Provided in the Questions  

 Provided Information Frequency 

Demographic Age 148 

 Gender 105 

 Height 28 

 Weight 67 

 Pregnancy 16 

Medical Lab tests 678 

 Symptoms  167 

 Medication 84 

 Medical history 68 

 Family history  47 

 Doctor’s diagnosis 70 

 Lifestyle 175 

 

Supports Received from the Online Community 

The contextual information provided by askers in their 

questions helped community members to provide relevant 

answers. The answers addressed the original question by 

providing suggestions, opinions, information, personal 

experience, and emotional support. They also requested more 

information from the question poster. 

Suggestion: The community mainly provided suggestions 

about the next step, medication, and lifestyle. Many replies 

suggested that askers should see a doctor, get a second 

opinion, and discuss their questions/concerns with their 

physician. Some answers also recommended additional tests 

that the asker may need to take. Furthermore, based on the 

provided information, answers also suggested treatment and 

medication (e.g., “Metformin to start. Never ever take Actos or 

Avandia. They may kill you”). Finally, the community 

emphasized the importance of having a healthier lifestyle. 

Information: The community provided information on a 

number of topics, including tests, symptoms, treatments, and 

resources. For example, answers explained genernal 

information about about a particular lab test, such as normal 

value range, test options for evaluating a disease, and lab 

procedure. Answers also provided information on common 

symptoms associated with a particular disease, and potential 

risks and common causes of these symptoms. Furthermore, 

community members provided information on treatment and 

medication, including general treatment approach for a given 

condition, treatment risk, medication side-effects, and general 

knowledge about a particular treatment/medication. Finally, it 

is interesting to see that answers would point the asker to 

external websites for further information. 

Opinion: Furthermore, community memebers provided their 

personal opinions and interpretations regarding test results 

(e.g., “…indicate that you are at the pre-diabetes stage of 

developing type 2 diabetes”), prognosis (e.g., “The high 

glucose is likely due to the pneumonia”), and treatment  (e.g., 

“That is a terrible drug”). 

Personal Experience: Sometimes, answers shared personal 

experiences to offer emotional support or to provide “assured” 

information to support their opinions or suggestions. 

Request More Information: Finally, answers often asked 

follow-up questions and requested more information so that 

they would be able to help more. 

Conclusions 

This study is part of a large research effort supportting patients 

to better understand and act on their clinical data. This 

preliminary work provides a foundation for our future work. 

For example, we will use these results to design surveys and 

interview protocols to further understand the challenges that 

lay individuals have in comprehending clinical data and to 

guide the design of consumer-facing informatics tools to better 

present data of varying technical complexity to lay 

individuals. Furthermore, our findings revealed that members 

provide both objective and subjective information to the 

community. This observation highlights the importance of 

developing mechanisms to address quality of online health 

information. Lastly, our future work will expand to other 

health conditions (e.g., cancer) and health forums and include 

other types of health information (e.g., radiology report) to 

assess the generalizability of these findings. 
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Abstract 

Lung cancer is the leading cause of cancer-related death in the 

United States.  Low-dose computed tomography (LDCT) for 

lung cancer screening (LCS) can reduce lung cancer deaths by 

20% compared to chest x-rays.  Nevertheless, the uptake of 

LDCT is low for high-risk smokers.  In this study we used 

Twitter data to understand laypeople’s emotions towards LCS, 

find topics on LCS-related tweets, and assess the impact of 

promotional information on laypeople’s discussions. 

Keywords: 

Social media, early detection of cancer, lung neoplasms 

Introduction 

Lung cancer is the leading cause of cancer-related death in the 

United States. In 2018 it was estimated that 234,030 new cases 

of carcinoma of the lung were diagnosed and that 154,050 

patients died from this disease [1]. Research has shown that 

screening for lung cancer with low-dose computed tomography 

(LDCT) reduces deaths from lung cancer by 20% compared to 

chest x-rays [2]. However, our recent study showed the uptake 

of LDCT for lung cancer screening (LCS) remains low and 

there was inappropriate use of LCS among individuals who 

were ineligible in 2015 [3].  

Social media is more than a network to connect or build virtual 

relations with friends. It reignited research into studying public 

health-related topics using user generated health data. In our 

previous study, we used Twitter data to understand the impact 

of promotional information on laypeople’s discussions in the 

case of Lynch syndrome [4].  In this study, we used a similar 

approach to answer 3 research questions (RQs): 1) what are 

laypeople’s emotions towards LCS; 2) what are common topics 

associated with LCS-related tweets; and 3) what is the impact 

of promotional information on laypeople’s discussions.  

Methods 

Our approach, as shown in Figure 1, started with collecting 

tweets from two different data sources by using a list of LCS-

related keywords. We then classified tweets into promotional 

information vs. laypeople’s discussions, assessed laypeople’s 

emotions and attitudes towards LCS when they discuss LCS on 

Twitter, and compared the topics addressed in promotional 

information and laypeople’s discussions. 

 

Figure 1– The study workflow. 

Step 1: Data Collection  

Our data were queried from two different sources. First, we 

collected tweets related to LCS from December 9, 2017 to 

October 26, 2018 using a Twitter crawler based on a set of 

keywords related to LCS (e.g., “low-dose ct”).  The list of LCS-

related keywords was developed through a snowball sampling 

process, where we iteratively queried our collection of Twitter 

data and randomly selected sample tweets to discover new 

LCS-related keywords until no new keywords were found. We 

also used the same list of keywords to extract tweets from our 

random sample database, which was collected using the Twitter 

streaming application programming interface (API) from 

January 1, 2013 to December 30, 2017. 

Step 2: Data Preprocessing 

We preprocessed the collected data to eliminate tweets that 

were duplicates or not in English. We also geocoded the tweets 

using a tool we developed in our previous study [5]. 

Step 3: Tweet Classification 

We annotated 1,121 tweets to create training data, and then 

experimented with two deep learning methods, convolutional 

neural networks (CNN) and long-short term memory (LSTM) 

networks, to automatically classify the tweets into promotional 

information and laypeople’s discussions groups. This method 

classified 621 of the training tweets as promotional information 

and 400 as laypeople’s discussions. 

Step 4: Sentiment Analysis 

The Linguistic Inquiry and Word Count (LIWC) [6] is a 

validated text analysis tool which can assess indivdiuals’ 

emotions through counting the percentage of emotional words 

used in a given text.  We applied the LIWC tool on all of the 

tweets in the laypeople’s discussion cateogry to assess their 

emotion scores (i.e., positive emotion, negative emotion, 

anxiety, anger, and sadness). 

Step 5: Topic Modeling 

Topic modeling is a statistical, unsupervised model that can 

discover abstract topics in a collection of documents.  We used 

the Biterm algorithm [7], which has shown superior 

performance compared with the commonly used Latent 

Dirichlet allocation (LDA) model on short texts, to find the 

abstract latent topics presented in the overall Twitter data. We 

then used the trained model to infer topics for each tweet. 
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Results 

Data Collection 

Overall we collected 29,775 tweets and retained 25,576 for 

analysis after excluding duplicates and non-English tweets. 

Tweet Classification 

The CNN model outperformed the LSTM classifer on the 

training data.  Using the trained CNN model, 25,576 tweets 

were classified as promotional information and 16,360 tweets 

as laypeople’s discussions (from 9,216 unique individuals). 

Sentiment Analysis 

For RQ1, we applied LIWC analysis on tweets of laypeople’s 

discussions.  As shown in Figure 2, laypeople’s emotion 

towards LCS fluctuated across the years. 

 

Figure 2– Laypeople’s emotion changes towards LCS by year. 

Topic modeling 

The Biterm topic model was trained on all LCS-related tweets 

to extract 100 topics.  The topic with the highest probability 

produced by the Biterm model was selected for each tweet.  The 

top 6 topics are shown in Figure 3. 

 

Figure 3– Top topics among lung cancer screening-related 

tweets in both promotional information and laypeople’s 

discussions. 

For RQ2, we calculated the top 5 topic distributions on 

promotional information compared to laypeople’s discussions.  

As shown in Figure 4, topics in laypeopole’s discussions are 

similar to the topics in promotional information, confirming the 

impact of promtional information on laypeople’s discussions in 

Twitter.  

To answer RQ3, we calculated the Pearson correlations of 

different topics between promotional information and 

laypeople’s discussions based on the monthly tweet volume as 

shown in Table 1.  There was a high correlation on the topic of 

“screen challenges” and moderate correlations on the topics of 

“heart failure” and “screen radiation”.  In other words, 

promotional information has an impact on laypeople’s  

 

Figure 4– Top 5 topics between promotional information and 

laypeople’s discussions related to lung cancer screening. 

discussions related to “screen challenges”, “heart failure”, and 

“screen radiation”. 

Table 1– Pearson correlation coefficients of different topics 

between promotional information and laypeople’s discussions 

based on their monthly tweet volumes. 

Topic Correlation coefficient p-value 

heart failure 0.67 0.03 

screen challenges 0.70 0.02 

screen radiation 0.66 0.03 

Conclusions 

Our results demonstrated that using natural language 

processing tools and machine learning models can be useful to 

assess people’s emotions towards a health-related topic, 

discover themes in their discussions, and understand the 

correlation between promotional information and laypeople’s 

discussions. 
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