MEDINFO 2019

HEALTH AND WELLBEING
E-NETWORKS FOR ALL

Proceedings
of the
17th World Congress

on Medical and Health
Informatics

Editors:

Lucila Ohno-Machado
Brigitte Séroussi

I/VII : PI Qi_



Combining and integrating cross-institutional data remains a challenge for
both researchers and those involved in patient care. Patient-generated
data can contribute precious information to healthcare professionals
by enabling monitoring under normal life conditions and also helping
patients play a more active role in their own care.

This book presents the proceedings of MEDINFO 2019, the 17th World
Congress on Medical and Health Informatics, held in Lyon, France, from
25 to 30 August 2019.The theme of this year’s conference was ‘Health
and Wellbeing: E-Networks for All’, stressing the increasing importance
of networks in healthcare on the one hand, and the patient-centered
perspective on the other. Over 1100 manuscripts were submitted
to the conference and, after a thorough review process by at least
three reviewers and assessment by a scientific program committee
member, 285 papers and 296 posters were accepted, together with
47 podium abstracts, 7 demonstrations, 45 panels, 21 workshops and
9 tutorials. All accepted paper and poster contributions are included
in these proceedings. The papers are grouped under four thematic
tracks: interpreting health and biomedical data, supporting care delivery,
enabling precision medicine and public health,and the human element in
medical informatics. The posters are divided into the same four groups.
The book presents an overview of state-of-the-art informatics projects
from multiple regions of the world; it will be of interest to anyone
working in the field of medical informatics.
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From the Editorial Committee Chairs of MedInfo2019

Lucila Ohno-Machado®", Brigitte Seroussi®¢

“UCSD Health Department of Biomedical Informatics, University of California San Diego, La Jolla, California, USA,
Division of Health Services Research & Development, Veterans Administration San Diego Healthcare System, La Jolla, California,

“Sorbonne Université, Université Paris 13, Sorbonne Paris Cité, INSERM, UMR S 1142, LIMICS, Paris, France,
44 P-HP, Hoépital Tenon, Département de santé publique, Paris, France.

The Proceedings of MEDINFO 2019 (the 17" World
Congress of Medical and Health Informatics located in Lyon,
France) illustrate how informatics scholars from all over the
world are pursuing projects related to the theme of Health and
Wellbeing e-Networks for All. Throughout this publication,
readers will find innovative approaches to the collection,
organization, analysis, and sharing of data and knowledge
related to health and wellbeing. The articles in these
proceedings not only document the state-of-the-art in our field
worldwide, but also remind readers of how they can build on
past discoveries and get motivated to pursue new paths in the
future.

Every two years the medical and health informatics
community assembles to discuss the latest findings in
informatics, to meet old friends, and to make new ones. New
generations come together to showcase their research, hear
from their peers as well as from those who contribute to their
training, and start to pave their way to be our future leaders.
Those of us who have been attending these meetings for a
long time continue to be amazed by the energy of newcomers,
the wisdom and determination of informatics pioneers, the
drive of foundational and practice-oriented informaticians, and
the incredible amount of work that it takes to organize this
conference.

These Proceedings are a small but critical part of what
MEDINFO is all about. They feature articles and abstracts
describing research, training, and service functions that
informaticians all over the world are designing, implementing,
and evaluating. They represent the wide range of informatics
development in different regions. The way these Proceedings
are edited is emblematic of our field: the collaboration needed
to produce a top-quality publication, even in the absence of a
dedicated staff or a large budget, is only possible because
reaching our destination is more important than the few
barriers that present themselves along the way. The
Proceedings are the output of a large group of volunteers who
receive a small token of appreciation and are rewarded by
knowing that, because of their contributions, authors
disseminate their work beyond regional boundaries and
readers within and outside our field can learn and reuse tools,
data, and knowledge.

It was our great pleasure and honor to work with Associate
Editors Todd Lingren and Scott McGrath to produce these
Proceedings. They coordinated a large group of informatics
trainees from multiple institutions (Table 1) in order to ensure
that the contents were easy to read and formatted uniformly.
We thank the whole editorial team as well as the Scientific

Program team for making the editing role a fun and enjoyable
one. And we thank our readers for understanding the
difficulties in editing a large number of accepted papers for
clarity, grammar, and style in such a short amount of time.

These Proceedings feature state-of-the-art informatics projects
from multiple regions of the world. Enjoy learning how
informatics is changing the way we approach health and
wellbeing for all.

Lucila Ohno-Machado, MD, PhD
Brigitte Seroussi, MD, PhD

Co-Chairs, MedInfo2019 Editorial Committee
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Table 1- Editorial Committee Members

Marcy Antonio

University of Arizona, USA

Jacqueline Brixey

University of Southern California, USA

Melissa M Das

MaineHealth, USA

Smruti Deoghare

Grace Gao

University of Cincinnati, USA

University of Minnesota, USA

Mattias Georgsson

Blekinge Institute of Technology, Sweden

Zhe He

Florida State University, USA

Renee Marie Hendricks

Veterans Health Administration, USA
Felix Holl Ulm University, Germany
Kate Fultz Hollis Oregon Health & Science University, USA
Hyunggu Jung University of Washington, USA
Tian Kang Columbia University, USA
Emily Kawaler

New York University, USA

David Leander

Dartmouth Geisel School of Medicine, USA

Tiffany I. Leung
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Lacey Lewis

Elizabeth A. Lindemann
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University of Minnesota, USA
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Vickie Nguyen

University of Texas Health Science Center at Houston, USA
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Rutgers University, USA
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Lisiane Pruinelli

Center for Disease Control and Prevention, USA

University of Minnesota, USA
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IBM, USA

Doug Redd

George Washington University, USA
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Bryan Steitz

University of Missouri, USA

Vanderbilt University, USA

Vignesh Subbian

University of Arizona, USA

Lina Sulieman

Vanderbilt University, USA

Andreas Triantafyllidis

Elizabeth Umberfield

Centre for Research and Technology Hellas (CERTH), Greece

University of Michigan, USA

Jacob P. VanHouten

Vanderbilt University Medical Center, USA

Lois Walters-Threat

American Nurses Credentialing Center, USA
Wei Wei University of Pittsburgh Medical Center, USA
Rafeek Adeyemi Yusuf University of Texas Health Science Center at Houston, USA
Ling Zheng Monmouth University, USA
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From the Scientific Program Committee Chairs of MedInfo2019

Olivier Bodenreider?, Michael Marschollek?

“National Library of Medicine, National Institutes of Health, Bethesda, Maryland, USA
bPeter L. Reichertz Institute for Medical Informatics, TU Braunschweig and Hannover Medical School, Hannover, Germany

The 17" World Congress of Medical and Health Informatics,
MedInfo2019, was held in Lyon, France, from August 25™ to
30", 2019. The conference was hosted by the International
Medical Informatics Association (IMIA) and the French
Association of Medical Informatics (AIM).

MedInfo2019

The overarching theme of MedInfo2019 was Health and
Wellbeing: E-Networks for all, stressing the increasing
importance of networks in healthcare on the one hand, and the
patient-centered perspective on the other hand. Combining and
integrating cross-institutional data remains a challenge for
both patient care and research. Patient-generated data, e.g.
originating from mobile apps, sensor-based wearables, and
smart home environments, contribute precious information to
health care professionals. Not only do these data enable
rigorous patient monitoring under normal life conditions, but
they also help patients play a more active role in the care
process.

The MedInfo2019 Scientific Program Committee (SPC) called
for submissions in four thematic tracks:

1. Interpreting health and biomedical data,

2. Supporting care delivery,

3. Enabling precision medicine and public health, and
4.  The human element in medical informatics.

We received over 1100 submissions from 62 countries across
all IMIA regions — the largest number of submissions in the
more recent history of MedInfo conferences. With support
from four track chairs, 51 track members, and 990 active
reviewers, we have conducted a thorough review process.
Virtually all submissions were reviewed by at least three
reviewers and assessed by one SPC track member. Based on
these recommendations, final decisions were made by the SPC
track chairs and the SPC co-chairs during a three-day face-to-
face meeting in Paris, France. Finally, 285 full papers/student
papers, 47 podium abstracts, 296 posters, seven
demonstrations, 45 panels, 21 workshops and nine tutorials
were accepted. All IMIA regions were well represented in the
final program. All accepted paper and poster contributions are
included in these proceedings.

MedInfo2019 included five keynotes by internationally
recognized experts in medical informatics:
o Artificial Intelligence in Medicine by Tze-Yun Leong
from Singapore,
e Capacity Building in Developing Countries by
Binyam Tilahun from Ethiopia,
e Drawing Reproducible Conclusions  from

Observational Clinical Data with OHDSI by George
Hripcsak from the United States,

e From Biological Genotype to Digital Phenotype by
Jacques Demongeot from France, and

e FEuropean Vision of Medical Informatics: The Role of
the European Institute of Innovation and Technology
by Jean-Marc Bourez from France.

We thank the SPC track chairs, the SPC track members, and

the reviewers for their invaluable contribution to
MedInfo2019.

International Medical Informatics Association

IMIA plays a major global role in the application of
information science and technology in the fields of healthcare
and research in medical, health, and bio-informatics.
Established in 1967, it continues to advance and nurture
international cooperation in these fields, to stimulate
education, research and applications in close collaboration
with the World Health Organization (WHO).

Sincerely,

Olivier Bodenreider and Michael Marschollek,
Co-Chairs, MedInfo2019 Scientific Program Committee

Address for correspondence

Olivier Bodenreider, obodenreider@mail.nih.gov
Michael Marschollek, michael.marschollek@plri.de
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Abstract

Eliciting semantic similarity between concepts remains a
challenging task. Recent approaches founded on embedding
vectors have gained in popularity as they have risen to
efficiently capture semantic relationships. The underlying idea
is that two words that have close meaning gather similar
contexts. In this study, we propose a new neural network model,
named MeSH-gram, which relies on a straightforward
approach that extends the skip-gram neural network model by
considering MeSH (Medical Subject Headings) descriptors
instead of words. Trained on publicly available
PubMed/MEDLINE corpus, MeSH-gram is evaluated on
reference standards manually annotated for semantic
similarity. MeSH-gram is first compared to skip-gram with
vectors of size 300 and at several windows’ contexts. A deeper
comparison is performed with twenty existing models. All the
obtained results with Spearman’s rank correlations between
human scores and computed similarities show that MeSH-gram
(i) outperforms the skip-gram model and (ii) is comparable to
the best methods that need more computation and external
resources.

Keywords:

Medical subject headings, Neural network models, Unified
medical language system.

Introduction

Eliciting semantic similarity and relatedness between concepts
is a major issue in the biomedical domain. Different measures
have been proposed the last decades [1]. Those measures
quantify the degree to which two concepts are similar. They
rely either on knowledge-based approaches using ontologies
and terminologies, or on corpus-based approaches, which are
founded on distributional statistics (e.g. literature-based drug
discovery) [2-5]. Several clinical applications of importance
rely on semantic similarity and relatedness [6], such as
biomedical information extraction and retrieval, clinical
decision support, or disease prediction. For instance,
biomedical information extraction and retrieval are improved
by including semantically related terms and concepts [7-10].

The recent approaches that have given better results in semantic
similarity and relatedness measures are founded on word
embedding vectors computed by neural networks. Indeed, such
architectures implemented initially by word2vec [11], have
gained in popularity in the biomedical domain as they risen to
efficiently capture semantic similarity and relatedness
relationships between words and concepts [12-17]. Word
embeddings is based on neural network language modeling
where words are mapped to fixed-dimension vectors of real

numbers. The similarity between words can thus be measured
by the (cosine) similarity between vectors that are constructed
over a training corpus. All co-occurrences of a word and its
neighbors (i.e. contexts) within a predefined window size are
considered. The idea behind those representation learning
approaches is that two words that have close meaning generally
have similar contexts [18]. For example, the words epilepsy and
convulsion will both have brain and mind as neighbors.

The word2vec developed by Mikolov et al. [11] is a neural
network language model that learns word vectors that either
maximizes the probability of a word given the surrounding
context, referred to as the CBOW (Continuous Bag Of Words)
approach, or to maximize the probability of the context given a
word, referred to as the skip-gram approach.

In this study we propose a new method, named MeSH-gram,
which relies on a straightforward approach: it computes the
word vectors by only using the MeSH (Medical Subject
Headings) descriptors that are already included in the
PubMed/MEDLINE corpus. The MeSH-gram model extends
the skip-gram neural network model used in word2vec [11] and
fastText tools [19]. The fastText is a successful re-
implementation of word2vec which is designed to compute the
vector of each word using its neighbors. The extension we
propose in the MeSH-gram model replaces the neighbors by the
MeSH descriptors of the abstract where each word occurs.

Related Works

Several semantic similarity and relatedness measures have been
proposed the last decades [17]. Many of them have been
implemented in the UMLS::Similarity package [20] available
in the UMLS (Unified Medical Language System). They differ
on the method used: path-based, content-based, UMLS-based,
corpus-based, and more recently, methods based on word
vectors and concepts vectors. Path-based measures [7] use the
hierarchical structure of a taxonomy to measure similarity:
concepts close to each other are more similar. For instance,
Sajadi et al. [21, 22] developed a ranking algorithm based on
Wikipedia graph metrics and used it to compare biomedical
concepts. Content-based information measures [23, 24]
quantify the amount of information a concept provides: the
more specific concepts have a greater amount of information
content. Other approaches [25, 26] use the entire UMLS
Metathesaurus® [27] in order to compare the context in the
definition of the concept to quantify its relatedness.

Several methods are vector-based: the concepts are represented
by vectors, and the relatedness is usually estimated using the
cosine similarity between them. In [26], the authors proposed
to compute gloss vectors based on second order co—occurrences
trained on WordNet. In [28], the authors computed the cosine



6 S. Abdeddaim et al. / The MeSH-Gram Neural Network Model

of two Latent Semantic Indexing concept vectors based on
Pointwise Mutual Information association measure matrix.
Recent vector-based methods use neural networks in order to
compute concept vectors. The word2vec tool [11] was trained
on different corpora: OSHUMED by Sajadi et al. [22];
PubMed/MEDLINE by Chui et al. [13]; PubMed Central by
Muneeb et al. [12], Chiu et al. [13], and Pakhomov et al. [14];
and CLINICAL-ALL by [14]. Following the approach used by
De Vine et al. [29] on OSHUMED, Yu et al. [15] trained
word2vec on PubMed/MEDLINE transformed into UMLS
concepts using the MetaMap indexing tool [30].

Other recent methods rely on word vectors. In their previous
work, Yu et al. [31] retrofitted word vectors obtained by
word2vec with hierarchical information from the MeSH
thesaurus. Recently, Henry et al. [16] compared different ways
to combine word vectors in order to compute multi-word term
vectors. The compared multi-word term aggregation method
consists in the summation (averaging) of component word
vectors, creating concept vectors using the MetaMap indexing
tool [30], and creating multi-word term vectors using the
compoundify tool based on the UMLS Specialist Lexicon as
glossary [27]. More recently, Henry et al. [17] used association
measures for estimating semantic similarity and relatedness
between biomedical concepts on PubMed/MEDLINE
transformed into UMLS concepts. The best performance results
were obtained by [15-17]. Their respective approach relies
either on MetaMap in order to transform the text corpus into
UMLS concepts, or on additional external resources such as the
Specialist Lexicon.

The MeSH-gram model we propose in this study relies on a
straightforward approach: it computes the word vectors by only
using the MeSH descriptors that are already included in the
PubMed/MEDLINE corpus. The extension we propose in the
MeSH-gram model replaces the neighbors by the MeSH
descriptors of the abstract where each word occurs.

In order to evaluate MeSH-gram, we use publicly available
manually annotated corpora: two subsets from Mayo Clinic
(MiniMayoSRS) of the MayoSRS (Mayo Semantic
Relatedness Set) developed by Pakhomov et al. [32], and two
from UMNSRS (The University of Minnesota Semantic
Relatedness Set) developed by Pakhomov et al. [33]. MeSH-
gram results are first compared to skip-gram and are then
compared to twenty existing solutions reported in [17],
including the best ones [15-17]. The MeSH-gram model has
several advantages: (i) it avoids considering uninformative and
too frequent words; (ii) there are less MeSH descriptors than
possible context words; and (iii) MeSH descriptors are
manually assigned and curated, which assures the best quality
of indexing.

Methods

Neural network language models learn word vectors by either
maximizing the probability of a word given the context,
referred to as the CBOW approach, or by maximizing the
probability of the context given a word, referred to as the skip-
gram approach.

Skip-gram Word Embedding Model

Given w; w; ... w, a text line of words w;, the skip-gram model
maximizes the following average log probability:

L33 togp(n )
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where w; is the target word, w;+; is the context, and r is the
context window radius. The context words surrounding the
target term are determined by the context window radius r.

The probability of a context word w, given a target word wy, is
computed by:
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where N is the vocabulary size, and ¥, represents the vector of
the word w.

MeSH-gram word embedding model

The MeSH-gram word-embedding model proposed in this
paper extends the skip-gram neural network model used in
word2vec [11] and fastText [19] tools: it uses MeSH
descriptors that are already included in the PubMed/MEDLINE
corpus to compute the word vectors.

Given w; w; ... w, the words of a PubMed/MEDLINE abstract,
and m; m; ... m; the MeSH descriptors associated to this
abstract, the MeSH-gram model maximizes the following
average log probability:

1 k
;g,logp(m

w,)

where w, is the target word and m; is a MeSH descriptor.

The probability of a context MeSH descriptor m. given a target
word wy, is computed by:

4%
w, ) = AI:XP( M Wi )

2ep(V7,)

m=1

2(m

where M is the number of MeSH descriptors, V,, represents the
vector of the MeSH descriptor m, and V,, the vector of the word
w.

We have adapted fastText [19] in order to feed the neural
network with pairs of (word, MeSH descriptor). For each
abstract included in PubMed/MEDLINE, every word
occurrence in the abstract text is associated to each MeSH
descriptor, which means that each word vector reflects all the
MeSH descriptors seen by its word occurrences in all the
PubMed/MEDLINE abstracts.

Vector Representation and Similarity Computation

Using our MeSH-gram model and skip-gram model for
comparison, we built word vectors of dimension 300. For the
skip-gram model, we computed the vectors considering several
window sizes W of 2, 5, 10 and 25.

In order to quantify the relatedness of a pair of words, the cosine
distance between the distributional context vectors of each
word is used. In the case of a multi-word term, the vector is
generated by computing the average of the component word
vectors that compose the term. As an example, for the term
epilepsy attack, the vector Vepiepsy anack Will be computed as
Vepilcpsy anack:(Vepilepxy+ erack)/ 2 Where Vepilepsy and Varmck
represent the vector of each word epilepsy and attack
respectively. Rather than combining word vectors after
construction, multi-word term vectors may be constructed
directly from a preprocessed training corpus in which multi-
word terms have been identified [17]. Otherwise, this will
involve huge cost in preprocessing and storage requirements.
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Training Corpus

We used the PubMed/MEDLINE! corpus that contains the
abstracts of each article and the associated MeSH descriptors.
The corpus was parsed with pubmed _parser?, a python XML
parser for PubMed dataset. Each abstract was tokenized using
polyglot.

As fastText needs all the data integrated into one file, we have
concatenated all the tokenized PubMed/MEDLINE abstracts.
Each line of the resulting file consists of an abstract with its
MeSH descriptors. We have adapted fastText in order to feed
the neural network with all pairs of (word, MeSH descriptor) of
each file line.

Gold Standard

In order to compare the MeSH-gram word embedding model
proposed in this study with other methods, we used two
evaluation benchmarks: MiniMayoSRS [32] and UMNSRS
[33]. MiniMayoSRS consists of 29 clinical term pairs. Two
thirty pairs (66.67%) contain a multi-word term. The
relatedness of each word pair is rated by medical coders and
also by physicians. UMNSRS consists of 566 and 586 pairs of
medical terms, for measuring similarity and relatedness
respectively. The degree of association between terms in each
dataset was rated by four medical residents from the University
of Minnesota medical school. As suggested by Pakhomov et al.
[33], we use a subset of the ratings consisting of 401 pairs for
the similarity set and 430 pairs for the relatedness set. Twenty
(4.99%) and seventeen (3.95%) of the term pairs contain multi-
word terms for the similarity and relatedness subsets
respectively. All these clinical terms correspond to UMLS
concepts included in the Metathesaurus®.

The correlations between the generated relatedness scores and
the human-assigned scores are calculated using Spearman’s
rank.

Results

Skip-gram Model versus MeSH-gram Model

The results of the experiments are in Table 1 in which a
comparison is performed between the results obtained with
skip-gram model and those obtained by the MeSH-gram model
using our modified version of fastText according to the four
gold standards: MiniMayoSRS rated by physicians
(MiniMayoSRS phys.), MiniMayoSRS rated by medical coders
(MiniMayoSRS cod.), UMNSRS for similarity (UMNSRS
Sim.) and UMNSRS for relatedness (UMNSRS Rel.). The
number of calculated term pairs () is lower than the number of
pairs in the UMNSRS gold standards (Sim. and Rel.) because
the embedding vectors could not be computed for low
frequency terms and contexts on PubMed/MEDLINE using
fastText. Using descriptors rather than words as context allows
to computed more term pairs.

MeSH-gram Model compared to Previous Works

Table 2 gathers the results obtained by the MeSH-gram model
we developed and twenty previous works’ results. It allows a
comparison between all the models and on the same gold
standards (MiniMayoSRS and UMNSRS). Table 2 complete
the Table 12 given by Henry et al. [17].

! fip://ftp.ncbi.nlm.nih.gov/pubmed/ [accessed Apr 1%, 2019]

2 https://github.com/titipata/pubmed_parser [accessed Apr 1%, 2019]

Table 1 — Spearman’s rank correlations between human
scores and computed similarities

MiniMayo UMNSRS
Phys. Cod. Sim. Rel.
n=29 n=29 n=380 n=397
Skip-gram
W=2 0.740 0.757 0.679 0.529
W=5 0.763 0.779 0.704 0.576
W=10 0.776 0.789 0.716 0.589
W=25 0.766 0.781 0.718 0.608

MeSH-gram  0.811 0.855 0.724 0.643"
'n=387 ""n=407

Note: W: window size; n: number of pairs

Discussion

As one can see in Table 1 for the skip-gram model, the more
the window is extended, the more the results are improved on
the UMNSRS gold standard. The best results of skip-gram are
obtained with a window size W=10 for the MiniMayoSRS set.
This suggests that word vectors are a better solution when we
consider an important number of context words in the abstract.
The best results are obtained with the MeSH-gram model that
considers MeSH descriptors as context for each term,
suggesting that MeSH descriptors catch the semantics of all the
abstracts associated with it. We can conclude that taking MeSH
descriptors instead of context words gives better results than
considering a large window size: (i) bigger window size does
not lead necessary to better results and (ii) MeSH descriptors
are fewer than context words (50 context words for window size
W=25) leading also a reduced computation time.

For example, the pair synthroid and hypothyroidism is
misclassified by the skip-gram model but better treated by the
MeSH-gram model. They are considered as very related in
UMNSRS as Synthroid® (levothyroxime sodium) is used to
treat hypothyroidism. This term pair has a human-assigned
score of 1473, which corresponds to the seventh most related
mono-term pair in UMNRRS. While the skip-gram model (with
W=2) ranks this pair at the 160" position with a similarity score
of 0.40, the MeSH-gram model puts it at the 64" position with
a similarity score of 0.58, which means that the MeSH-gram
model better captures the relatedness for this example. The
apparent reason for this could be that synthroid occurs only 107
times in PubMed/MEDLINE corpus, which is insufficient to
construct reliable vectors using context words in the skip-gram
model, while the MeSH-gram model computes its vectors using
the more informative MeSH descriptors. The absolute
difference between the skip-gram rank (160) and the MeSH-
gram rank (64) is 96 for this term pair, however it is lower in
average (36.5 with a standard deviation of 33.5) when we
consider the scores obtained by the two methods for all the
UMNSRS pairs.

On the contrary, the pair of the terms weakness and emaciation
(low frequency term equals to 1433) are better scored by the
skip-gram model (84" position) than the MeSH-gram model
(165" position), while they are considered closely related by
human scores (64" position).

From our observations, the better results obtained by the
MeSH-gram model are not due to significant improvements for
any specific category of term pairs (e.g. less frequent terms),
but to the overall improvement (moderate increase or decrease)

3 https://github.com/aboSamoor/polyglot [accessed Apr 1%, 2019]
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of the similarity scores for each pair. We can only conclude
from this that MeSH descriptors are globally more informative
than context words.

The comparison with twenty methods displayed in Table 2
confirms that the MeSH-gram model gives comparable results
with best previous work methods on the four gold standard
datasets. While the methods (1) and (2) rely on the translation
of PubMed/MEDLINE text data into ULMS concepts, and
methods (4) and (5) require additional steps or resources such
as compoundify tool (4) and MetaMapped MEDLINE corpus
(5), the MeSH-gram model uses only the raw text corpus as
input. The best previous works’ results are obtained by the

method (2) and then the method (3). However, the method (2)
is not recommended by the authors themselves as it uses
concept expansion, which requires additional computation cost
without significantly increasing the performances for any
dataset [17]. MeSH-gram is comparable to method (3) with
better results on three datasets. All those results allow us to
conclude that UMLS information used by the methods (1) to (5)
is already contained in the MeSH descriptors available in the
PubMed/MEDLINE corpus and used by the MeSH-gram
model. Using MeSH descriptors as context is a good solution
for datasets founded on UMLS concepts. However, MeSH-
gram should be evaluated on other types of similarities such as
BioSimVerb and BioSimLex [34].

Table 2 — Spearman’s rank correlations between human scores and computed similarities using MeSH-gram and previous works’

methods.
MiniMayo UMNSRS
Phys. Cod. Sim. Rel.

MeSH-gram 0.81 (n=29) 0.86 (n=29) 0.72 (n=387) 0.64 (n=407)
(1) Henry et al. [17]; recommended 0.84 (n=29) 0.81 (n=29) 0.69 (n=392) 0.64 (n=418)
(2) Henry et al. [17]; not recommended 0.85 (n=29) 0.84 (n=29) 0.73 (n=392) 0.66 (n=418)
(3) Henry et al. [16]; CBOW words 0.82 (n=29) 0.82 (n=29) 0.69 (n=374) 0.61 (n=396)
(4) Henry et al. [16]; CBOW compounds 0.80 (n=29) 0.78 (n=28) 0.70 (n=373) 0.65 (n=393)
(5) Henry et al. [16]; CBOW concepts 0.77 (n=29) 0.83 (n=29) 0.73 (n=388) 0.60 (n=413)
(6) Yu et al. [15]; narrow +other relations - - 0.69 (n=526) 0.62 (n=543)

0.68 (n=418) 0.63 (n=427)
(7) Yu et al. [15]; no lexicons -- -- 0.64 (n=526) 0.59 (n=543)

0.63 (n=418) 0.59 (n=427)
(8) Yuetal. [31] 0.70 (n=25) 0.67 (n=25) -- -
(9) Sajadi et al. [22]; HITS similarity 0.67 (n=29) 0.72 (n=29) 0.58 (n=566) 0.51 (n=587)
(10) Sajadi et al. [22];
(word2vec OSHUMED+UMLS) - - 0.39 (n=566) 0.39 (n=587)
(11) Sajadi et al. [22]
(word2vec on OSHUMED) - - 0.26 (n=566) 0.29 (n=587)
(12) Chui et al. [13] -- - 0.65 (n=n/a) 0.60 (n=n/a)
(13) Pakhomov et al. [14] - - 0.62 (n=449) 0.58 (n=458)
(14) Muneeb et al. [15] -- - 0.52 (n=462) 0.45 (n=465)
(15) Workman et al. [22] 0.67 (n=29) -- -- --

0.69 (n=25)

(16) Patawardhan and Pedersen [26] 0.59 (n=29) 0.58 (n=29) 0.58 (n=387) 0.45 (n=412)
(17) Lin [24] 0.42 (n=26) 0.53 (n=26) 0.49 (n=340) 0.29 (n=360)
(18) Resnik [23] 0.34 (n=26) 0.46 (n=26) 0.49 (n=340) 0.26 (n=360)
(19) Rada et al. [7] 0.35 (n=26) 0.44 (n=26) 0.53 (n=340) 0.29 (n=360)
(20) Lesk [25] 0.52 (n=29) 0.57 (n=29) 0.50 (n=387) 0.33 (n=412)

Note: n: number of pairs (inspired by [17]). The best result is highlighted in bold, the second best in italic and bold.

Conclusions

In this paper, we proposed a new method, MeSH-gram, to
create distributional word vectors using MeSH descriptors as
word context. We evaluated our results on four standard
evaluation datasets, MiniMayoSRS Physicians, MiniMayoSRS
Coders, UMNSRS tagged for relatedness, and UMNSRS
tagged for similarity, and compared it against skip-gram model
as a baseline and previous methods. All the obtained results of
Spearman’s rank correlations between human scores and
computed similarities show that MeSH-gram (i) outperforms
the skip-gram model and (ii) is comparable to the best recent
methods, methods that need more computation and additional
external resources.

We are trying different ways to combine the skip-gram model
and the MeSH-gram model in order to improve the results. We
also plan in our future works to include in MeSH-gram the
MeSH qualifiers affiliated to the descriptors in order to have a

more precise semantic meaning (e.g. the association
cancer/complications, where cancer is a MeSH descriptor and
complications is a MeSH qualifier, is more precise than cancer
alone). A second step is to use fastText subwords and the
evaluation of MeSH-gram for other kinds of similarities such
as BioSimVerb and BioSimLex. MeSH-gram may also be used
in other languages than English, for instance in French
bibliographic corpora such as CISMeF [35], as well as in
annotated electronic health records.

References

[1] C. Lofi, Measuring semantic similarity and relatedness with
distributional ~ and  knowledge-based  approaches,
Information and Media Technologies 10 (3)(2015), 493-
501.

[2] M. Yetisgen-Yildiz and W. Pratt, Using statistical and
knowledge-based approaches for literature-based discovery.
J Biomed Inform 39(6)(2006), 600-611.



S. Abdeddaim et al. / The MeSH-Gram Neural Network Model 9

[3] P. Agarwal and D.B Searls, Can literature analysis identify
innovation drivers in drug discovery? Nat Rev Drug Discov
8 (11)(2009), 865-878.

[4] F. Doshi-Velez et al. Graph-sparse LDA: a Topic Model
with Structured Sparsity, In Proc. 29" AAAI Conference on
Artificial Intelligence (2015), 2575-2581.

[5] M.R. Nelson, H. Tipney, J.L. Painter, J. Shen, P. Nicoletti,
Y. Shen, et al., The support of human genetic evidence for
approved drug indications, Nat Genet 47 (8)(2015), 856—
860.

[6] B.T. Mclnnes and T. Pedersen, Evaluating semantic
similarity and relatedness over the semantic grouping of
clinical term pairs, J Biomed Inform 54 (2015), 329-336.

[7]1R. Rada, H. Mili, E. Bicknell, and M. Blettner, Development
and application of a metric on semantic nets, /[EEE SMC 19
(1)(1989), 17-30.

[8] T. Cohen and D. Widdows, Empirical distributional
semantics: methods and biomedical applications, J Biomed
Inform 42 (2)(2009), 390—405.

[9] A. Henriksson, H. Moen, M. Skeppstedt, V. Daudaravicius,
and M. Duneld, Synonym extraction and abbreviation
expansion with ensembles of semantic spaces, J Biomed
Semantics 5 (1)(2014), 6.

[10] C. Kurtz, C.F. Beaulieu, S. Napel, and D.L. Rubin, A
hierarchical knowledge-based approach for retrieving
similar medical images described with semantic
annotations, J Biomed Inform 49 (2014), 227-244.

[11] T. Mikolov, I. Sutskever, K. Chen, G.S. Corrado, and J.
Dean, Distributed Representations of Words and Phrases
and their Compositionality, In Advances in Neural
Information Processing Systems (2013), 3111-3119.

[12] T.H. Muneeb, S.K. Sahu, and A. Anand, Evaluating
distributed word representations for capturing semantics of
biomedical concepts, In ACL-International  Joint
Conference on Natural Language Processing (2015), 158.

[13] B. Chiu, G. Crichton, A. Korhonen, and S. Pyysalo, How
to train good word embeddings for biomedical NLP, In
Proc. of the 15" Workshop on BioNLP (2016), 166-174.

[14] S.V. Pakhomov, G. Finley, R. McEwan, Y. Wang, and
G.B. Melton, Corpus domain effects on distributional
semantic modeling of medical terms, Bioinformatics 32 (23)
(2016), 3635-3644.

[15] Z. Yu, B.C. Wallace, T. Johnson, and T. Cohen,
Retrofitting concept vector representations of medical
concepts to improve estimates of semantic similarity and
relatedness, Stud Health Technol Inform 245 (2017), 657—
661.

[16] S. Henry, C. Cuffy, and B.T. Mclnnes, Vector
representations of multi-word terms for semantic
relatedness, J Biomed Inform 77 (2018), 111-119.

[17] S. Henry, A. McQuilkin, and B.T. Mclnnes, Association
measures for estimating semantic similarity and relatedness
between biomedical concepts, Artif Intell Med 93 (2019), 1-
10.

[18] Z.S. Harris, Distributional structure, Word 10 (2-3)
(1954), 146-162.

[19] P. Bojanowski, E. Grave, A. Joulin, and T. Mikolov,
Enriching word vectors with subword information TACL 5§
(2017), 135-146.

[20] B.T. MclInnes, T. Pedersen, and S.V. Pakhomov, UMLS-
Interface and UMLS-Similarity: open source software for
measuring paths and semantic similarity, In AMIA Annual
Symposium Proc (2009), 431.

[21] A. Sajadi, Graph-based domain-specific semantic
relatedness from Wikipedia, In Advances in Artificial
Intelligence (2014), 381-386.

[22] A. Sajadi, E. Milios, V. Keselj, and J.C. Janssen, Domain-
specific semantic relatedness from Wikipedia structure: a
case study in biomedical text, In CLILing (2015), 347-360.

[23] P. Resnik, Using information content to evaluate semantic
similarity in a taxonomy, In 14" [JCAI Proc-Vol 1 (1995),
448-453.

[24] D. Lin, Using syntactic dependency as local context to
resolve word sense ambiguity, In 8" Conference on
European Chapter of the ACL Proc (1997), 64-71.

[25] M. Lesk, Automatic sense disambiguation using machine
readable dictionaries: how to tell a pine cone from an ice
cream cone, In 5" Annual ICIS Documentation Proc (1986),
24-26.

[26] S. Patwardhan and T. Pedersen, Using WordNet-based
context vectors to estimate the semantic relatedness of
concepts, In Workshop on Making Sense of Sense: Bringing
Psycholinguistics and Comput Linguistics Together Proc
(20006).

[27] O. Bodenreider, The unified medical language system
(UMLS): integrating biomedical terminology, Nucleic acids
research 32 (suppl 1)(2004), D267-D270.

[28] T.E. Workman, G. Rosemblat, M. Fiszman, and T.C.
Rindflesch, A literature-based assessment of concept pairs
as a measure of semantic relatedness, In AMIA Annual
Symposium Proceedings (2013), 1512.

[29] L. De Vine, G. Zuccon, B. Koopman, L. Sitbon, and P.
Bruza, Medical semantic similarity with a neural language
model, In Proc. of the 23" ACM CIKM (2014), 1819-1822.

[30] A.R. Aronson and F.M. Lang, An overview of MetaMap:
historical perspective and recent advances, JAMIA 17
(3)(2010), 229-236.

[31]Z. Yu, T. Cohen, B. Wallace, E. Bernstam, and T. Johnson,
Retrofitting word vectors of MeSH terms to improve
semantic similarity measures. In 7 LOUHI Proc (2016),
43-51.

[32] S.V Pakhomov, T. Pedersen, B. Mclnnes, G.B. Melton, A.
Ruggieri, and C.G. Chute, Towards a framework for
developing semantic relatedness reference standards,
Journal of Biomedical Informatics 44 (2) (2011), 251-265.

[33] S. Pakhomov, B. Mclnnes, T. Adam, Y. Liu, T. Pedersen,
and G. Melton, Semantic similarity and relatedness between
clinical terms: An experimental study, In AMIA Annual
Symposium Proc (2010), 572-576.

[34] B. Chiu, S. Pyysalo, I. Vuli¢, and A. Korhonen, Bio-
SimVerb and Bio-SimLex: wide-coverage evaluation sets of
word similarity in biomedicine, BMC bioinformatics 19
(1)(2018), 33.

[35] L.F. Soualmia and S.J. Darmoni, Combining different
standards and different approaches for health information
retrieval in a quality-controlled gateway, Int J Med
Inform 74 (2-4) (2005), 141-150.

Address for correspondence
Lina F. Soualmia, lina.soualmia@litislab.eu. Normandie Université,

CURIB (LITIS), 25 Rue Lucien Tesniere, 76130 Mont-Saint-Aignan,
FRANCE. +33 232 955 173



10

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

© 2019 International Medical Informatics Association (IMIA) and I0S Press.
This article is published online with Open Access by 10S Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).

doi:10.3233/SHTI190173

Graft Rejection Prediction Following Kidney Transplantation Using Machine Learning
Techniques: A Systematic Review and Meta-Analysis

Aldilas Achmad Nursetyo®?, Shabbir Syed-Abdul®?, Mohy Uddin®, Yu-Chuan (Jack) Li*"d

“ Graduate Institute of Biomedical Informatics, College of Medical Science and Technology, Taipei Medical University, Taiwan
b International Center for Health Information Technology, Taipei Medical University, Taiwan
¢ King Abdullah International Medical Research Center, King Saud bin Abdulaziz University for Health Sciences, Executive Office,
King Abdulaziz Medical City, Ministry of National Guard Health Affairs, Riyadh, Kingdom of Saudi Arabia
4 Research Center of Cancer Translational Medicine, Taipei Medical University, Taiwan

Abstract

Kidney transplantation is recommended for patients with End-
Stage Renal Disease (ESRD). However, complications, such
as graft rejection are hard to predict due to donor and
recipient variability. This study discusses the role of machine
learning (ML) in predicting graft rejection following kidney
transplantation, by reviewing the available related literature.
PubMed, DBLP, and Scopus databases were searched to
identify studies that utilized ML methods, in predicting
outcome following kidney transplants. Fourteen studies were
included. This study reviewed the deployment of ML in
109,317 kidney transplant patients from 14 studies. We
extracted five different ML algorithms from reviewed studies.
Decision Tree (DT) algorithms revealed slightly higher
performance with overall mean Area Under the Curve (AUC)
for DT (79.5% + 0.06) was higher than Artificial Neural
Network (ANN) (78.2% + 0.08). For predicting graft
rejection, ANN and DT were at the top among ML models that
had higher accuracy and AUC.

Keywords:
Kidney Transplantation; Graft Rejection; Machine Learning

Introduction

Kidney transplantation provides high-quality life years to
patients with ESRD. Outcomes following kidney
transplantation are evaluated by renal function and graft
rejection. Recipients’ clinical status and outcomes after the
transplant are influenced by recipients’ ages, Human
Leukocyte Antigen (HLA) matching, HLA immunization,
ethnic background, time on dialysis, and cardiovascular
comorbidities [10; 19].

Graft rejection is the most common problem for kidney
transplant recipients. Antibody-mediated rejection requires a
distinct therapy as compared to the therapy for usual T-cell-
mediated acute rejection. Renal function, based on estimated
Glomerular Filtration Rate (GFR) and/or proteinuria values, is
a result of these factors. Renal function impairment, whether
in a stable condition or as a progressing dysfunction, also has
an impact. Confirmation of graft rejection needs renal biopsy,
which in turn requires expenditure and time. Antibiotics and
immunosuppressive drugs could decrease acute graft rejection
incidence, but chronic graft rejection is still a major problem
[7; 28]. Specific and nonspecific (diabetes, nephrotoxicity,
infection and cancer) conditions could have significant
negative long-term consequences [23].

Due to the increased availability clinical data and rapid
development of computing technology, artificial inteligence
(AI) has been successfully applied in the healthcare domain.
Al uses advanced learning algorithms to analyze large
volumes of healthcare data that facilitates decision making in
clinical practice. Various forms of clinical data (such as,
diagnosis, screening, and treatment assignment) can be used as
training data before Al systems can be applied in daily
healthcare settings. By doing so, the system can learn and
apply Al to similar groups of subjects, associations between
subject features, and outcomes of interest. Training data is not
only limited to clinical data, but it also includes demographics,
medical notes, electronic recordings from medical devices,
physical examinations, and clinical laboratory and images
[15].

Machine learning (ML) techniques are used for specific
purposes. Each unique feature of ML can be used for a
different function, therefore different results may be obtained
with different ML models. In the literature review, we did not
come across any meta-analysis study specifically evaluating
the use of ML algorithms for predicting kidney transplant
outcomes [17]. The objectives of this study are: (1) to review
the role of ML in predicting graft rejection following kidney
transplantation, and (2) to specifically identify ML algorithms
that have a higher accuracy and performance for predicting
graft rejection following kidney transplantation, reported in
the literature.

Methods

This review paper followed the flowchart and checklist
provided by Preferred Reporting Items for Systematic
Reviews and Meta-Analyses (PRISMA) statement [24].

Search Strategy and Data Sources

In order to get accurate results from the vast biomedical and
health research databases—PubMed and Scopus, we used
combined search keywords, such as “kidney transplants AND
machine learning”, “kidney transplants AND data mining”,
and “kidney transplants AND artificial intelligence”. For
covering the domain of computer science, we also used
DBLP, which is a database for scientific journals in the field
of computer science that are not yet indexed by PubMed,
although the proposed published methods are applied on
biomedical datasets [16]. In DBLP, we used the keyword
“kidney transplants” to get all the related studies with this
specific search criterion. We included all studies found in the
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literature until July 9, 2018, and checked for duplicate
findings.

Eligibility Criteria
The articles were included based on the following criteria:
1. Written in English.

2. Using ML techniques to predict graft rejection in
patients who had undergone kidney transplantations.

3. Building model extracted on medical record (eg. renal
registry).

Articles were excluded based on the following criteria:

1. Used features other than clinical features extracted
from medical record (eg. —omics features, radiological
imaging).

2. Using ML techniques other than graft rejection
prediction purpose.

3. Did not mention the result of ML performance.

Data Extraction and Synthesis

The selected studies were summarized based on the author
name, year of publication, number of patients, dataset details,
types of input variables, used ML techniques, and also
validation method. The aim of the summarizing process was to
get a detailed description of each ML model generated by the
studies. Performance of the ML models was also recorded by
mentioning each performance metric (accuracy and AUC).
Comparison of each ML techniques was analyzed based on a
previous study done by Malhotra [22]. Performance was
visualized for each ML techniques and performance metrics.

Results

By applying inclusion and exclusion criteria mentioned above,
14 articles were identified for detailed study analysis (Figure

1).
Datasets and Patients

From 14 selected studies, most studies used publicly available
datasets, such as United States Renal Data System (USRDS),
United Network for Organ Sharing (UNOS) and the
Eurotransplant database. While other studies used self
collected data from cohorts hosted by their organizations.
Table 2 describes the datasets and number of patients used in
each study. Number of patients used in studies ranged from 80
to 57,389. A total of 109,317 patients were described in this
study.

USRDS is a national data system that collects, analyzes, and

distributes information about ESRD and CKD in United States
population [4]. It collects data on patient demographic
characteristics, contact information, treatment, laboratory
values, quality-of-life survey interviews and nutrition survey
interviews for dialysis patients, and also facilitates data
sharing by filling request form provided in their web page [9].
UNOS is a private, non-profit organization based in US
focused on organ transplant procurement by maintaining
contact with volunteers. UNOS also maintains Organ
Procurement and Transplantation Network which contains
pre-transplant data pertains to transplant candidates [3].

ANZDATA is a registry that holds records of the incidence,
prevalence and outcome of dialysis and transplant treatment
for patients with end stage renal failure in Australia and New
Zealand population [1]. Like UNOS, Eurotransplant is also a
non-profit organization that facilitates procurement organ
transplant across Europe, especially post-mortem donor
organs. It collects various data both from the donors’ side and

the recipients’ side along with the outcomes of procedures [2].
The other included studies collected longitudinal data of
kidney transplantation from local organization (e.g. teaching
hospital) in order to conduct their research.

Records identified through PubMed,
DBLP, and Scopus databases’ search
(n= 449)

Duplicates records re-
moved
(n=232)

Records screened
(n=217)

Excluded after screening title and
abstract
(n=192)

Not written in English and not
using machine learning
techniques to predict graft
rejection with kidney transplanta-
tions

Full-text articles assessed
for eligibility
(n=18)

Articles excluded
(n=4)
Using gene expression and other
than clinical data as features and
not mentioning ML performance.

Studies included in review
(n=14)

Figure 1. PRISMA Flow Diagram for Study Selection Process

ML Techniques and Overall Performance

Overall, 5 ML techniques that were used in the 14 included
studies are: Artificial Neural Network (ANN), Support Vector
Machine (SVM), Bayesian Belief Network (BBN), Decision
Tree (DT) and an ensemble learning method called Random
Forests. ANN was the topmost technique used in 7 studies.
The second most commonly used technique was DT algorithm
that appeared with different type such as C.50, Classification
& Regression Tree (CART/C&RTree) and Random Forests.

Figure 2 describes the ML performances in the form of box
plots. From the box plots, it is clear that DT and ANN mostly
outperform all other techniques that had been used in studies.
Tang et al [31] showed that ANN could perform better than
statistical learning methods, such as Logistic Regression (LR).
While Shaikhina et al. [27] showed that DT still can be the
technique of choice even after being applied in ensemble
methods, such as Random Forest. Study done by Esteban et al.
[8] showed high performance by utilizing Recurrent Neural
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Table 2. Dataset and number of patients included in studies.

Study No. Author Year Dataset Number of patients
1 Lin et al. [20] 2008 USRDS (2003) + UNOS 57389
2 Topuz et al. [33] 2017 UNOS (2004-2015) 31207
3 Brown et al. [6] 2012 USRDS (2004) 7348
4 Tang et al. [31] 2011 USRDS (2002) 4754
5 Yoo et al. [34] 2017 Misc. 3117
6 Esteban et al. [8] 2016 Misc. 2061

. ANZDATA Registry
7 Shadabi et al. [25] 2004 Database (2000) 1344
8 Lasserre et al. [18] 2012 Euro“?;’;ggso‘gtabase 707
9 Shahmoradi et al. [26] 2016 Misc. 513
10 Tapak et al. [32] 2017 Misc. 378
11 Greco et al. [13] 2010 Misc. 194
12 Hummel et al. [14] 2010 Misc. 145
13 Lofaro et al. [21] 2010 Misc. 80
14 Shaikhina et al. [27] 2017 Misc. 80

USRDS = United States Renal Data System; UNOS = United Network for Organ Sharing;
ANZDATA = Australia & New Zealand Dialysis and Transplant Registry
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Figure 2 (a,b) Box plots showing ML performances of studies based
on (a) Accuracy and (b) AUC. Outliers are shown by study number
depicted in Table 2. ANN = Artificial Neural Network, BBN =
Bayesian Belief Network, SVM = Support Vector Machine

Network (RNN). The model combined non-linear and linear
features (medication perscriptions and laboratory results),
along with with static features (gender, age, weight) showing
82% of AUC performance.

Discussion

This paper reviewed the role of applying Al techniques (ML
methods) in predicting graft rejection following kidney
transplantation, and described the algorithms used by critically
reviewing their performances. It is important to be clear about
the specific outcomes to be studied, before deploying ML
methods.

Based on our results, ANN and DT were the most commonly
used models. These techniques showed better performance
than SVM, Random Forest and BBN. As DT has the
robustness to noise, low computational cost, and ability to deal
with redundant features; it has advantages over other learning
algorithms. DT could be inducted in various ways, such as
C5.0 and CART, but none have been shown to be superior to
other methods [5].

ANN is an mathematical algorithm that represents the human
neural architecture and resembling the function like learning
and generalizing ability. Nowadays, these techniques are
widely applied in various research fields because they can
show good performance in finding relationship among
unknown or complex variables, such as non-linear variables.
ANN can be applied in various ways, the most used
techniques are Multi-layer Perceptron (MLP), with 3
important layers: input layer, hidden layer, and output layer.
This technique is described as being fully connected to every
node in the next and previous layer. MLP are trained by
selecting suitable connecting weights and transfer functions
between the input and output vectors [11]. In this group,
prediction model using RNN algorithm developed by Esteban
et al. [8] are the most powerful in classification power. RNN
are kind of neural networks that usually applied in sequential
data such as voice recognition and natural language processing
(NLP). The algorithm elaborate both dynamic and static data
from medical record that are relevant to predict future
outcomes [12].
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While doing the literature search, we also found some other
systematic reviews related to Al techniques and
transplantation. Sousa et al. [30] has reviewed Al techniques
used for analysing organ transplant databases from 2009 to
2010 from PubMed and Web of Knowledge. They inferred
that the main techniques used were: ANN, LR, DT, Markov
Models (MM), and Bayesian Networks (BN). ANN was most
preferred for knowledge extraction. Singh et al. [29] provided
a systematic review of clinical prediction models of patient
and graft survival in kidney transplant recipient using Medline
and EMBASE databases covering the time period from 1966
to 2013. They showed the model discrimination with ‘C’
statistics for patient survival models and graft survival models
and reported calibration and external validation of the
methods. They also deduced modest discriminatory ability in
most clinical prediction models, variability in other measures
of model performance, and inconsistency for external
validation of models. While Sousa [30] focused on Al
techniques that were applied to extract knowledge from
transplantation databases, Singh [29] reviewed articles that
developed clinical prediction models of patient and graft
survival in kidney transplant recipients. In comparison to these
articles, our review article specifically studied the role of Al
techniques (ML methods) utilized in predicting outcomes
following kidney transplantation, and also evaluated the
performances of the algorithms used.

More studies are desirable to compare different models.
Hybrid models could be used for prediction enhancements.
Ensemble and deep learning methods could also be considered
in the future.

Conclusions

Based on the PRISMA guidelines, this study evaluated the
role of Al techniques (ML algorithms) in predicting treatment
outcome following kidney transplantation by examining the
available literature. From the literature and our results it was
clear that there is no ‘One size fits all’ approach for applying
ML methods. Selection of the right algorithm, provided input
variables and volume, and accuracy of the training datasets are
critical. Based on performance measured by sensitivity,
specificity, accuracy, and AUC, we concluded that ANN and
DT were the most suitable and prevalent methods to predict
graft rejection following transplantation procedure. A new
model built with features taken from both donors’ and
recipients’ side is desirable. Comparison of various models,
especially Ensemble method and Deep Learning is required
for the future work.
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Abstract

Hospital systems frequently implement quality measures to
quantify healthcare processes and patient outcomes. One
such measure that has previously been used is the Surgical
Care Improvement Project (SCIP) quality measure of
perioperative beta blocker continuation, SCIP-Card-2. The
SCIP-Card-2 measure requires resource-intensive medical
chart abstraction, limiting its application to a small sample
of eligible patients. This paper describes a natural language
processing (NLP) system for automatic extraction of SCIP-
Card-2 quality measures in clinical text notes.
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Natural language processing; Quality Indicators; Health
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Introduction

Quality measures are tools that healthcare systems frequently
implement to assess the effectiveness, safety, efficiency, and
timely care of various medical procedures and processes [1].
This study focuses on the Surgical Care Improvement
Project’s (SCIP) quality measure to assess perioperative beta
blocker continuation, SCIP-card-2. Studies have shown that
mortality in patients who discontinued taking beta blockers
pre- or post-surgery is significantly greater than mortality in
patients who continued taking beta blockers [2]. Recording
the SCIP-card-2 measure allowed health care organizations
to take appropriate steps to ensure that patients receive proper
care [3].

While the SCIP-card-2 measure was retired as of 2015, this
measure provides an important use case for measures that are
complicated to assess and require more than just structured
data. The SCIP-card-2 measure included patients with current
outpatient beta blocker therapy undergoing non-laparoscopic
surgery. The quality measure evaluated two periods: (1) the
perioperative period, defined as the day prior to surgery
through discharge from the post-anesthesia care unit and (2)
the postoperative period, consisting of the first two
postoperative inpatient days. If patients received beta
blockers during both periods, the surgical care was
considered to adhere to the guideline. The SCIP-card-2
measure indicated guideline adherence failure if the patient
received no beta blockers and no reason for intentional non-
adherence was documented. Patients were excluded if no beta
blockers were received but the rationale was documented.

Assessing this quality measure has been done using resource-
intensive manual chart abstraction to identify and classify the

prescription status of beta blockers [4]. Manual chart
abstraction required numerous person hours, which limits any
study population to a relatively small set of patients. By
automatically classifying the prescription status of beta
blockers, this study aims to show the potential benefits of
using natural language processing (NLP) when assessing
adherence to quality measures.

Numerous studies have focused on the automatic extraction
of medication mentions and medication features from text.
Xu et al developed the NLP system MedEx to extract a drug
name, strength, route, and frequency with F-measures above
90% for each concept [5]. The 2009 i2b2 NLP challenge
resulted in the successful creation of several NLP systems
that also focused on the identification of medication
information including: dosage, frequency, treatment duration,
mode of administration, and the reason for administration [6].
Much work has been put into automatically extracting drug
information, while less work has been done to extract the
prescription status of a medication. However, it has been
shown to be feasible. Pakhomov et al. used NLP to identify
outpatient aspirin usage and contraindications to aspirin;
using a sample of 499 diabetic patients, their system
successfully identified patients taking aspirin and those not
taking aspirin with a sensitivity of 99% and a specificity of
91% [7]. Sohn et al contributed further by testing both
machine learning methods and rule-based methods to extract
prescription status, finding that rule-based methods could be
improved by better discerning the difference between
automatically generated medication lists and narrative text
sections [8]. Meystre et al identified Angiotensin Converting
Enzyme Inhibitors, and successfully classified the
medications as being active, discontinued, or negated with an
overall accuracy of 95.49%, finding minimal improvements
using machine learning methods over rule-based methods for
this specific task [9].

The identification and classification of beta blocker
administration, specifically using data from the Department
of Veterans Affairs (VA) electronic health record (EHR), has
not been previously explored. The subsequent sections
describe the methods used within the scope of a larger study
to create a comprehensive dictionary of terms reflecting beta
blocker medications, a custom sectionizer to discern
automatically generated medication lists from narrative text,
and a rule-based NLP algorithm; all used together to detect
and classify mentions of beta blockers in clinical text.
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Methods

Cohort definition

All work for this study was completed using VA Informatics
and Computing Infrastructure (VINCI) resources. Using
structured administrative data from the VA Corporate Data
Warehouse (CDW), 8679 patients met the criteria for this
study as having current outpatient prescriptions for beta
blockers and having undergone non-laparoscopic surgery
within the study time period. Additionally, this sample of
patients was further limited to those who did not have
pharmacy data indicating beta blocker administration at all
periods to meet measure requirements, providing a set of
potentially ambiguous cases requiring manual review or
NLP. All documents for the day prior to an operation and two
days post-operation were used to create a corpus of 400,534
documents. This set of documents was randomly partitioned
into a 75% training and 25% testing set.

Dictionary definition

An initial dictionary of medication terms was created by
identifying all known beta blockers, their synonyms, and
varied trade names in RxNorm, a thesaurus, nomenclature,
and coding system for clinical drugs [10]. The dictionary was
further expanded with additional terms and abbreviations
using an iterative manual bootstrapping process on
documents in the training set [11]. Finally, clinical experts
with knowledge relevant to the surgical subdomain reviewed
and contributed to the initial dictionary, which contained 59
seed terms. (Appendix A)

Due to the frequency of misspellings and variation of terms
that exist in clinical documentation, using a simple dictionary
of keywords to capture instances of a medication did not
provide an acceptable level of term coverage. Previous
studies have shown the effectiveness of using edit distance
algorithms in a clinical setting to improve the term coverage
of custom dictionaries [9]. The Levenshtein edit distance is a
well-established fuzzy matching algorithm that was shown to
be an effective method for identifying medication terms.
Additional work has shown that combining another popular
method, the Jaro-Winkler distance metric, could further
enhance the accuracy of a fuzzy matching algorithm [12].
Edit distance algorithms, however, can be extremely
computationally expensive as each term must be compared to
every other string in the dictionary along with the millions of
possible strings that exist in a dataset. In an effort to create a
high-throughput system that could be applied to future,
increasingly larger corpora, a comprehensive dictionary was
created. Having a comprehensive dictionary eliminates the
need to include edit distance algorithms as part of the NLP
pipeline. Using the VA CDW full text index, each individual
token ever used in the VA EHR was ranked with a total count
of the number of times each token has been used. Terms
found in the indexed table were then mapped to terms found
in our initial dictionary of beta blocker terms. After manual
review of the candidate dictionary of terms, a threshold was
then chosen for the indexed tokens that matched beta blocker
terms with a Levenshtein edit distance of <=2 and a Jaro-
Winkler edit distance of >90%. Any term that fell within this
threshold was considered a candidate match and then
manually reviewed for validity.

By applying the edit distance algorithms to the full text index,
rather than to each individual document in our set, we created
a comprehensive dictionary that could be used to identify

mentions of beta blockers in VA clinical documents using
simple string match, which is a significantly faster processing
algorithm than applying more complex document processing
for beta blocker term identification. Using both distance
metrics and the additional manual review, our expanded
dictionary was evaluated on the training documents and
exhibited an initial precision and recall of 100%.
Thus, this comprehensive dictionary was determined to be
fully sufficient to find every possible mention of any beta
blocker medication term in the complete VA EHR.

Annotation

To create a set of prescription status examples, all documents
in the training set were manually annotated using terms from
the expanded dictionary. The training set contained 2345
instances, which were annotated at the sentence level using
the VINCI developed annotation tool Chex [13]. Chex is a
browser-based application that allows rapid annotation at a
mention level with a user-defined context window that can be
expanded as needed.

The context for the mapped terms was then classified as being
one of the following types:

1. Active Medication: Any medication found in a
narrative format, and described as being actively
taken, or given on the day of the note.

2. Medication List: Any instance of a medication term
found within an automatically generated medication
list.

3. Negated Medication: A medication found in the
narrative section of a document that was not given,
e.g. “Metoprolol not given”.

4. Discontinued Medication: A medication that was
prescribed to a patient but discontinued on the day of
the note.

5. Other beta blocker mention: Any mention of a
medication without an explicit mention of the
prescription status, which appears in medication
warnings or discussion of the medication or other
similar contexts, e.g. “Metoprolol is frequently
associated with...”

The annotators were also given an option for irrelevant terms
being mapped as a beta blocker, however, no instances of an
incorrect or irrelevant term was found, which confirms the
accuracy of the utilized dictionary. Table 1 displays the
frequency of each classification type that was found in the
training set.

Table 1 Training set Classification Labels

Classification Label Frequency
Active Medication 1018
Medication List 990
Negated Medication 57
Discontinued Medication 104
Other Beta Blocker Mention 176
Irrelevant Term 0

Rule-based medication and phrase detection

Previous studies have shown that automatically generated
medication lists do not provide an accurate representation of
a patient’s current prescription status [14,15]. However, these
lists are frequently included as a semi-structured text element
inside a document. To get an accurate representation of th
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Snippet Metadata

s Allergies: Patient has answered NKA Alert/oriented
Yes NPO since midnight Does the patient have an active

TermContext (313,323)

Experiencer
order for a beta blocker, (e.g.. metoprolol, atenelol, etc)
listed on the CPRS outpatient med tab? Yes If yes, does  Negation
patient report that he has taken all of his prescribed Section

meds during the past

Patient
Affirmed

Allergies

17

Validation

Active - Text

Active Medication List
Contraindicated
Negated
Discontinued

BB - Other

Irelevant

Figure 1. An example of the annotation interface using Chex that shows an instance of an “Active” beta blocker usage
classification, it’s span location within the document, and the options presented to an annotator.

prescription status on the day a note is recorded, the first step
of the system distinguished these semi-structured lists from
free text mentions found in narrative form. Medication
mentions found in an automated list were detected using two
methods. First, a custom sectionizer was created to locate the
most frequently occurring section headers, many of which
were specific to VA documents, e.g. “Veteran’s Active
Medication:”.

After distinguishing medications in narrative format from
those in medication lists, the NLP system focused on
classifying those instances found in the narrative. To account
for the diversity of terms, writing styles, document structures,
and typographic errors that exist across individual clinicians,
hospitals, and regions, our system relied on several sets of
dictionaries used by separate modules throughout the NLP
pipeline. These dictionaries contain numerous regular
expressions compiled with manual knowledge engineering
while also building upon the existing NLP systems and
resources. Specifically, we utilized ConText [16], RxNorm
[10], and MedEx [5]. The four concept dictionaries are:

e  Medication Term: This dictionary consists of all
known beta blocker terms as described in the
dictionary definition section of this paper.

e Modifier Terms: These include terms that would
commonly be associated with the noun phrase of a
medication term such as: “Oral metoprolol”, “p.o

metoprolol” and “Aome atenolol”. This list was

created manually using examples found in the
training set of documents and expanded using

modified MedEx dictionaries.

e  Administration Terms: This dictionary contains
terms meant to describe the administration,
discontinuation or negation of a medication such
as: “Discontinued”, “D/C”, “held”, “withheld”,
“stopped”, “started”, “began”, etc. All terms in this
dictionary were added using examples from the
training corpus, their synonyms, and other known
abbreviations and terms based on subject matter
expert knowledge.

e Context Terms: This dictionary consists of terms
found in the ConText algorithm to determine if a
medication term is negated, hypothetical, historical,
or experienced by someone other than the patient.
The ConText dictionaries were also expanded
using examples from our training set as well as
other commonly occurring phrases specific to
documentation in a VA healthcare setting.

After the terms from each dictionary were identified in a
document, the system incorporated two pattern annotator
modules [17]. The first pattern set combined instances of a
beta blocker medication term and the modifying terms to
create a medication phrase, e.g. “home metoprolol”, “25mg
oral atenolol”. A second pattern set combined the medication
phrases with administration terms to create a final
administration phrase. Administration phrases were then
normalized and labeled as being: Active, Active Medication
List, Discontinued, Negated, or Other. One additional
dictionary was included in the NLP system that captured
terms describing the rationale for a discontinued medication
e.g. “d/c atenolol due to” or “because of”, however, there
were very few instances of these patterns found in the training
set. Due to the infrequency of examples, this dictionary was
not included in the final validation. Figure 2 shows the basic
structure used for combining all terms identified by different
dictionaries into separate medication and administration
patterns.

Administration Phrase

_— /A\\\ —

// Medication Phrase \\
( PN \
// ™~
Administration Term Modifier Medication Term Rationale Term
Discontinued low dose metoprolol due to..

Figure 2. An example dictionary and pattern annotator
structure for a discontinued administration phrase.

The rule-based NLP system to extract and classify the
prescription status was implemented using Leo, a VINCI-
developed set of services and libraries that aid in the
development of NLP pipelines based on the Apache
Unstructured  Information ~Management  Architecture
Asynchronous Scaleout (UIMA AS) [18,19]. This system
used simple regular expressions connecting the different
concept dictionaries together into the relevant classification
labels without the use of tokenizing, stemming, or additional
parsing.

Results

System validation was performed using 200 random
documents from the testing set that contained 274 mentions
of beta blocker medication. The documents were processed
by the final system and classification accuracy was evaluated.
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Table 2. Confusion matrix of validation results

Actual labels
Predicted labels

Active 65 1

Discontinued 4 46
Negated 0 2

Medication List 13

No Status Found =~ 33 1

Total actual 115 50

Table 3 Validation Results

Precision | Recall | F-Measure
Active 0.970 0.565 | 0.714
Discontinued 0.920 0.920 | 0.920
Negated 0.917 0.880 | 0.897
Medication List = 0.776 0.855 | 0.813

Error analysis revealed that a primary cause for error was due
to patterns and terms present in the testing set that were
previously unseen in the training set of documents, this is a
known drawback when using rule-based NLP systems and is
once again magnified in this work[20]. The “active” recall
score was especially affected in this work as a result of the
large variety of verbiage used by clinicians when notating
documents in a narrative form.

Discussion

By using two edit distance methods and processing all terms
ever used in the VA, we show the potential for creating
comprehensive term dictionaries when a full-text index exists
for the complete corpus. Incorporating these methods as a
cached dictionary of terms prior to processing documents has
a positive impact on the speed of processing. Through the use
of existing and modified medication dictionaries, a light-
weight targeted sectionizer, and a simple rule-based NLP
pipeline, we were also able to show the potential for
automatically extracting surgical quality measures.

Future work will be done to assess the feasibility of extracting
the rationale for a discontinued medication as well as
alternative methods of approaching the NLP pipeline to
improve precision and recall. With a limited set of negated
and discontinued examples in our training set, it was
determined that in this specific study there would not be
enough data to explore machine learning approaches as they
generally require a larger example set for accurate training.
Recent research has shown that this may still be improved
using weakly labeled data[21], or alternative methods of
dictionary creation[22], but those were not attempted for this
work.

Conclusion

A comprehensive dictionary of terms associated with beta-
blocker use in the VA clinical environment was developed
and evaluated. A custom sectionizer to distinguish
medication mentions in a clinical narrative from those created
automatically using structured data was tested and applied to
improve automatic prescription status extraction. This study
showed that combining the dictionary creation methods with

0
0
22
0
3
25

Active Discontinued Negated Medication List Other Total predicted

0 1 67
0 0 50
0 0 24
59 4 76
10 10 57
69 15 274

a custom sectionizer and a rule-based NLP pipeline can
effectively classify the prescriptions status of the beta
blockers, achieving a critical component of the SCIP-card-2
quality measure.
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Appendix A: Beta blocker initial dictionary terms.
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Generic_ Name | Trade Names
Acebutolol Sectral

Alprenolol

Atenolol Tenormin,Tenoretic
Betaxolol Kerlone,Betoptic
Bevantolol

Bisoprolol Zebeta,Ziac
Bopindolol

Bupranolol

Carazolol

Carteolol Cartrol

Carvedilol Coreg

Celiprolol

Cloranolol

Epanolol

Labetalol Trandate, Normodyne, Trandate
Landiolol

Mepindolol

Metoprolol Lopressor,Toprol
Nadolol Corgard,Corzide
Nebivolol

Oxprenolol

Penbutolol

Pindolol Visken,lodopindolol
Practolol

Propranolol Inderal,Innopran,Hemangeol,Inderide
S-atenolol

Sotalol Betapace,Sorine
Talinolol

Tertatolol

Timolol Blocadren, Timoptic,Betimol,Istalol
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Abstract

Supported by the European Commission under Horizon 2020,
mHealth4Afrika is co-designing and validating a modular,
multilingual,  state-of-the-art health information system
addressing primary healthcare requirements in resource
constrained environments. mHealth4Afiika has co-designed a
comprehensive range of functionality and medical programs
in partnership with Ministries of Health, district health
officers, clinic managers and primary healthcare workers
from urban, rural and deep rural health facilities in Ethiopia,
Kenya, Malawi and South Africa. This paper provides insights
into how mHealth4Afrika is leveraging HL7 FHIR to support
standards-based data exchange and interoperability between
Electronic Medical Records and DHIS2. This work is
currently being validated in the field.

Keywords:

Health Information Interoperability, Electronic Health
Records, HL7 FHIR

Introduction

While electronic patient records are gradually being
introduced into larger hospitals in Ethiopia, Kenya, Malawi
and South Africa (current mHealth4Afrika beneficiary
countries), paper-based registries [1, 2, 5-7] remain the default
data capture method in resource constrained urban, rural and
deep rural health facilities. mHealth4Afrika supports the
objectives of UN Sustainable Development Goal 3 (SDG3) by
co-designing a comprehensive, patient-centric health platform
that is adaptable and extensible, modular and multilingual [1 -
6]. It integrates Electronic Medical Record (EMR) and
Electronic Health Record (EHR) functionality, with the use of
medical sensors and data visualization tools at the point of
care [5, 6]. It supports the automatic counting of aggregate
program indicator data required by Ministries of Health, SMS
appointment notifications and lab system integration.

In some resource constrained environments, including Africa,
donors have adopted a silo-based application approach,
addressing requirements for specific programs they fund,
including ART (HIV/AIDS) and Tuberculosis (TB) [6, 8].

Standards and interoperability are key enabling environment
components of the WHO and ITU National eHealth Strategy
Toolkit [9]. As the number of patient centric technology-
enabled health applications (eHealth and mHealth) grow, the
importance of interoperability becomes ever more critical to
avoid unnecessary duplication of effort and fragmentation of
electronic health record data. mHealth4Afrika has taken a
standards-based approach to data interoperability to support
data exchange between applications and systems.

The South African National Department of Health published
the National Health Normative Standards Framework for
Interoperability in eHealth in South Africa (HNSF) in 2014
[10]. This aims to provide a framework supporting the
development of interoperable health systems. It proposed that
Health Level Seven (HL7) is used as the messaging standard
for the exchange and integration of electronic clinical
healthcare information between systems.

In April 2017 the Ministry of Health of Kenya published the
Kenya Standards and Guidelines for mHealth Systems [11] to
support data and information sharing across multiple health
systems. It is even more specific than South Africa, requiring
that eHealth/mHealth solutions used in Kenya should leverage
HL7 FHIR (Fast Healthcare Interoperability Resources) APIs
(Application Programming Interfaces) [12].

mHealth4Afrika research objectives include to co-design a
comprehensive, patient-centric health platform leveraging
some of the functionality of District Health Information
System 2.0 (DHIS2) [6] and support standards-based data
exchange to transfer medical sensor readings and lab requests
to and from the patient medical record, and import and export
of patient records between EMRs. DHIS2 and the Tracker
Capture application have several limitations. As a result,
mHealth4Afrika has designed a comprehensive and extensible
patient-centric, multi-program custom platform and user
interface for use in medical facilities which interacts with the
mHealth4Afrika data model set up in DHIS2 via the native
DHIS2 WebAPI [6].

mHealth4Afrika has co-designed a comprehensive range of
medical programs supporting easy and systematic data
capture, storage and searching of patient centric data. Based
on priorities of initial intervention countries (Ethiopia, Kenya,
Malawi and South Africa) [1, 2, 5, 6], medical programs
currently implemented and validated include: medical history,
maternal health, family planning, cervical cancer screening,
child under 5, tuberculosis, antiretroviral therapy, diabetes,
general and specialist outpatient department (OPD).
mHealth4Afrika supports single registration of a patient at a
health facility and subsequent enrolment in a range of
different programs based on their health conditions over time
[1, 6].

mHealth4Afrika has applied a standards-based approach to
data interoperability, taking account of state-of-the-art
standards and international good practices, while respecting
national policies and legislation in intervention countries. In
the context of introducing medical sensors at the point of care,
mHealth4Afrika developed a HL7 FHIR Service in 2017 to
authenticate users and support data transfer of readings from
BLE medical sensors to the appropriate patient record in the
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mHealth4 Afrika data model stored in the DHIS2 server via the
DHIS2 API. We are not aware of any other project to date that
has used HL7 FHIR for data transfer of readings from medical
sensors (e.g. for blood pressure, blood glucose, SpO2, heart
rate, weight, temperature) with a data model set up in DHIS2
or similar implementations designed for use in primary
healthcare facilities in resource constrained environments.

During 2018 the mHealth4Afrika HL7 FHIR service was
extended to support standards-based data exchange of lab
requests to a laboratory system and the transfer of lab results
into the appropriate mHealth4 Afrika patient medical record.

A design requirement for mHealth4frika was to support
standards-based data exchange of patient clinical data between
health information systems. The target use case is to support a
hospital referral or a patient moving temporarily or
permanently from one health facility to another. Currently
DHIS2 does not support exporting or importing the health
record of a specific patient. mHealth4Afrika has extended its
HL7 FHIR service to support import and export of a patient's
health records between mHealth4Afrika platform instances
and to support HL7 FHIR data exchange of patient's records
with other EMR and EHR being used nationally.

This paper provides an overview of the design of the
standards-based approach to support the import and export of
patient health records by extending the mHealth4Afrika HL7
FHIR Service. The methods section provides insights into
mHealth4Afrika compliance with Continua Design Guidelines
(CDG) by Personal Connected Health Alliance (PCHA), the
two-way data mapping between the mHealth4Afrika data
model set up in DHIS2 and HL7 FHIR STU3 resources. The
following section summarizes and discusses early results,
while the last section presents the conclusion.

Methods

The mHealth4Afrika FHIR Service is designed as an
independent service to achieve full HL7 FHIR based
interoperability without disrupting how the mHealth4Afrika
browser-based custom application communicates via the
native DHIS2 WebAPI with the mHealth4Afrika data model
set up in the DHIS2 server. The service supports exporting
and importing data. The mHealth4 Afrika application has been
extended to include a user interface to support import/export
functionality and interaction with the FHIR Service.

Data flow is explained below in Figure 1.

For authentication between the service and DHIS2 server, the
mHealth4Afrika application passes the ‘Cookie’ header in
each call made to the Import / Export service. The appropriate
‘Cookie’ header is obtained through the user login process.

B DHIS o CHISE FHIR :
mHealthadinka [N DHISZ RSV FHIE Import / ARl Eufernal
BrowserApp [ Sarver 3 8 Evport EHR | EMR
Sarvice Syslom

Senving he IMportexpan ncticnakey via Blewser Apa Ul

Figure 1 — mHealth4Afrika Import / Export Service Data Flow

Continua Design Guidelines Compliance

The mHealth4Afrika FHIR Service has been implemented
with the purpose of achieving standards-based interoperability
between the DHIS2 server and other EHR/EMR systems.
Figure 2 briefly summarizes mHealth4Afrika compliance with

the Continua Design Guidelines (CDG) by Personal
Connected Health Alliance (PCHA) [13].

The Personal Health Devices Interface already implemented
between medical devices supported by mHealth4Afrika and
the mHealth4Afrika application, and the Services Interface
already implemented between mHealth4Afrika applications
and DHIS2 server, are beyond the scope of this paper.

This paper focuses on the mHealth4 Afrika HL7 FHIR Service,
which acts as a Healthcare Information Service (HIS)
Interface between DHIS2 server and EHR / EMR systems.

Figure 2 — mHealth4Afrika Compliance with
Continua Design Guidelines

DHIS2 Data Model

Two-way data mapping between the DHIS2 data model and
HL7 FHIR STU3 resources is required to support import and
export capabilities based on FHIR. In this context the DHIS2
data model has been analyzed and data model elements which
must be mapped to FHIR resources have been identified:

e DHIS2 OrganisationUnit represents healthcare
facilities.

e  DHIS2 TrackedEntityInstance represents patients.

e DHIS2 User represents practitioners or clinic
managers.

e DHIS2 ProgramStage defines the content of the
program specific forms, i.e. which DataElements
should be presented in each mHealth4 Afrika program
stage (e.g. In Maternal Health program expected date
of delivery should exist in Antenatal Care visits but
not in Postnatal Care visits).

e DHIS2 Event represents patient visits corresponding
to a program stage, i.e. filled-in program data.

e DHIS2 DataElement represents the leaf-level patient
data definitions, such as vital sign measurements (e.g.
blood glucose reading) as well as observational
questions (e.g. Does the patient have edema?), which
are all used in program stage definitions.

e DHIS2 Enrollment represents patient enrollments to
mHealth4Afrika  programs  (Maternal  Health,
Tuberculosis, etc.). A patient may be enrolled in
multiple programs.

Mapping of Resources

TrackedEntitylnstance and Event are the two main DHIS2
resources directly related to patient healthcare records.
TrackedEntitylnstance contains demographic information
about patients, while Event contains medical information
captured during clinical (or program stage) visits by patients.
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FHIR Patient resource is used to represent DHIS2
TrackedEntitylnstances. TrackedEntitylnstance attributes are
mapped to respective FHIR Patient attributes. Standard FHIR
attributes are used where possible and some extensions are
defined for mHealth4Afrika specific attributes, e.g. patient
type (adult or child). Figure 3 provides an example of some of
the mHealth4Afrika TrackedEntitylnstance set up in DHIS2
with the corresponding FHIR Patient resources presented in
Figure 4. To date, a total of 61 TrackedEntitylnstance
attributes have been mapped to FHIR Patient attributes.

{
"trackedEntityInstance": "t4TA3mk3hT6",
"orgUnit": "YimTrMUaHPT",
"attributes": [

{"displayName": "Date of Birth",
"valueType": "DATE",
"attribute": "gCafpJzwByC",
"value": "1995-11-02" },

{"displayName": "Last Name/ Surname",
"valueType": "TEXT",

"attribute": "PUt8jUQS5s6",

"value": "Johns" },

{"displayName": "First Name",
"valueType": "TEXT",
"attribute": "sQG4zPPzP5x",
"value": "Mike" },

{"displayName": "Patient Type",
"valueType": "TEXT",
"attribute": "DqsQdsl08uG",
"value": "adult" },

{"displayName": "Medical Record Number",
"valueType": "TEXT",

"attribute": "r9wKBvoh4WT",

"value": "34708253912" },

{"displayName": "Gender",
"valueType": "TEXT",
"attribute": "TgzOw5PrpIM",

"o

"value": "male" },
{"displayName": "Marital Status",
"valueType": "TEXT",
"attribute": "rcpcelYSO0Jn",
"value": "single" }

I

relations between ProgramStage, Event, Questionnaire and
QuestionnaireResponse resources can be seen in Figure 5.

Event attributes are mapped to respective
FHIRQuestionnaireResponse attributes. Similar to
TrackedEntitylnstances, standard FHIR attributes are used
where possible and some custom extensions are defined for
mHealth4Afrika specific values such as program.
ProgramStage attributes are mapped to respective FHIR
Questionnaire attributes.

FHIR Organization and EpisodeOfCare resources are used to
represent OrganisationUnits and Enrollments for the purpose
of having a complete and consistent FHIR Bundle. As outlined
in Figure 4, FHIR Patient resource contains a reference to the
managing organization with its id. Without including an
Organization resource with the same id in the FHIR Bundle,
the bundle will fail referential integrity. Hence, respective
FHIR Organization resources are created corresponding to the
OrganisationUnits in DHIS2. It is similar with Enrollments
and Events, which contain enrollment references.

{

"resourceType": "Patient",

"id": "LoKI7VAJX8k",

"extension": [{

"url": "http://www.mhealth4afrika.eu/fhir/PatientType"
"valueCode": "adult"

31,

"identifier": [{
"system":"http://www.mhealth4afrika.eu/thir/MedicalRecordNo",
"value": "34708253912"

3,

"name": [{

"family": "Johns",
"given": [ "Mike" ]
1]

"

ender": "male",
"birthDate": "1995-11-02",
"maritalStatus": {
"coding": [{
"system": "http://hl7.org/thir/v3/MaritalStatus",
"code": "S",
"display": "Never Married"

"managingOrganization": {

"reference": "Organization/YimTrMUaHPT"
)
}

Figure 3 — mHealth4Afrika Tracked Entity Instance

FHIR QuestionnaireResponse resource is used to represent
DHIS2 Events. Events contain multiple dataValues that are
similar to the QuestionnaireResponse attribute “item”. As
mentioned before, Events represent program stage visits and
each dataValue contains a dataElement attribute which
references the respective dataElement in the ProgramStage
resource. In other words, ProgramStage contains a template of
what the visits should contain (i.e. metadata) and Event
contains actual values that is gathered in a visit (i.e. instances).
The structure is similar in FHIR Questionnaire and
QuestionnaireResponse. Questionnaire resource contains
questions and, in some cases, possible values and option sets
of the questions and QuestionnaireResponse resource contains
answers to those questions defined in the Questionnaire.
Having a very similar structure, Questionnaire resources are
used to represent ProgramStages and QuestionnaireResponse
resources are used for Events. Mapping of attributes, and the

Figure 4 — HL7 FHIR Patient Resource

datatlement item
Id linkid
valueType type
formName text
datavalue item
dataElement - linkid
value «  answet
programStage fquestionnaire

Figure 5 — DHIS2 Data Model to FHIR Resource mapping
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FHIR Export

The service provides an endpoint that is used to export HL7
FHIR bundles containing information about the demographics
and medical visits of the patients. The program,
organizationUnit and the individual patient is specified at the
request call to customize the output. The service uses several
methods from the DHIS2 Native API to gather relevant data
from DHIS2, transforms the gathered data to FHIR resources
based on the mapping explained in the previous section, and
finally returns a HL7 FHIR Bundle containing HL7 FHIR
resources. The export can include all patient specific medical
records or only a specific program, depending on the
permission provided by the patient and why the electronic
medical record is being provided to a different health facility.

The bundle contains several types of FHIR resources.

e Patient: This resource contains demographic
information about the patient.

e QuestionnaireResponse: This resource contains actual
data about the program stage visits of the patient.

e Questionnaire: This resource contains metadata about
the program stage visits.

e Organization: This resource contains information
about related Organisational Units.

e EpisodeOfCare: This resource contains information
about program enrollments of the patients.

FHIR Import

The service provides an endpoint that is used to import HL7
FHIR bundles containing information about the complete or
partial medical history of the patients. It enables patients to
receive medical care in different health facilities as required
and request that their electronic medical record is transferred
between facilities and kept up to date.

The output of the FHIR Import, i.e. FHIR bundle, is parsed
and relevant resources are mapped to the mHealth4Afrika
DHIS2 data model. Several DHIS2 API calls are used
sequentially to preserve referential integrity, e.g. patient
demographic information must be imported before a lab result.

Initial Results and Discussion

The mHealth4Afrika platform has been co-designed and
validated with Ministries of Health, District Health Offices,
Clinic Managers and nurses in Ethiopia, Kenya, Malawi and
South Africa over the past three years. It is currently being
used in a mix of primary health care facilities and hospitals.

The initial focus of this extension to the mHealth4Afrika
FHIR service commenced with a mapping of patient centric
data attributes and data elements to FHIR resources. As
outlined above, it has been necessary to use some extensions
based on specific mHealth4Afrika program requirements.
When the export and functionality was implemented, this
required a modification of the mHealth4Afrika platform to
engage with the extended FHIR service.

The standards-based approach being implemented builds on
an existing HL7 FHIR service that mHealth4Afrika developed
in 2017 to support data exchange of medical sensors readings
and lab requests and lab results to and from the patient’s
electronic medical record. It takes account of national policy

and legislative requirements in intervention countries, while
leveraging the most up to date international standards.

In the current mHealth4Afrika beneficiary countries,
individual patient medical records are only stored within the
health facility that provides the healthcare services.

This interoperability work will enable mHealth4Afrika to both
export and import complete individual patient records (as well
as specific programs from individual patient records) from an
instance in one health facility to an instance in another health
facility. This ensures that existing electronic medical records
can be transferred as required between health facilities, based
on patient consent. This is a practical requirement that is not
currently supported within DHIS2 standard tools.

It is normal in many countries that a pregnant mother may
move from her place of normal residence to another location
closer to family members towards the end of her term. In this
context, it is important that the healthcare facility where she is
currently receiving care has access, with her consent, to her
full medical record - medical history, details of medical data
captured during antenatal visits etc. The mHealth4Afrika
platform allows the health facility managers to print off
reports of data captured across antenatal visits. However, if
the healthcare facility providing delivery and postnatal care
are using the mHealth4Afrika platform or another EMR that
supports data exchange using HL7 FHIR, it is more efficient if
the electronic health record can be imported, updated and then
exported as a FHIR bundle. This will allow the patient's health
record to be kept fully up to date when they return to the
health facility where they are normally resident.

This functionality will also support patients with medical
conditions, such as TB, HIV, Diabetes, and Chronic
Hypertension, to move their electronic health records for the
purposes of referral or when transferring to another facility.

This import / export functionality is exposed to the clinic
manager role via the mHealth4Afrika custom interface. This
functionality is currently field tested in the intervention
countries and will be adapted as necessary going forward.

Related Work

Healthcare system interoperability is an essential topic in the
domain as modern medical care is inherently distributed.
Standards-based transfer of medical information is researched
and developed over decades and more recently HL7 FHIR
based interoperability solutions are being implemented.
OpenMRS FHIR Module is such an example [14].

When the FHIR HL7 service work commenced in
mHealth4Afrika during 2017 and the import / export work
described in this paper commenced during early 2018, there
was no implementation of such a FHIR based interoperability
service in DHIS2. In September 2018, DHIS?2 started work on
a use case focused on importing TrackedEntitylnstances
(patient data) with Observations and Immunisations as Events
into a DHIS2 server using HL7 FHIR. This will allow EMRs
and applications to connect to a FHIR repository to upload
patient data. An adapter can then connect to the FHIR
repository and enroll patients in the DHIS2 server. It is
proposed mapping is done through a transformation engine.

While this use case was only a sub-set of our current
requirements, mHealth4Afrika had meetings with DHIS2 to
learn more about this proposed approach and share insight
about the approach we have been implementing since 2017.

Recently, the DHIS2 team started to implement an interface
based FHIR adapter, similar to the mHealth4Afrika
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import/export service. This has the objective of eliminating
the need of a FHIR repository to simplify integration of the
interoperability functionality into non FHIR repository related
use cases. This work is initially focused on import.

Conclusions

This paper provides insight into some of the research
objectives of mHealth4Afrika, including designing a
standards-based approach to support both import and export of
patient health records by extending the existing mHealth4frika
HL7 FHIR Service. It outlines two-way data mapping between
the mHealth4Afrika data model set up in DHIS2 and HL7
FHIR STU3 resources.

Some of the mapping decisions are designed to be as generic
as possible. For example, FHIR QuestionnaireResponse is
used to represent program stage visits, as it allows multiple
types of items that can cover all program stage data elements.
While some of the data elements exactly fit to questionnaire
questions, some of them represent specific laboratory tests or
vital sign measurements which might be more suitable to be
mapped to more specific FHIR medical resources such as
Observation or DiagnosticReport. This has been implemented
within mHealth4Afrika as an import mechanism, while
acquiring vital sign measurements from patients via Bluetooth
LE medical sensors, with the mHealth4Afrika Android
Application acting as a sensor gateway. This initial import
capability was extended within the context of the full program
set, extending the FHIR service to support exporting
individual patient records using specific FHIR resources.

The import/export functionality for individual patient's
medical records was completed in February 2019 and is
currently being field tested in the mHealth4 Afrika intervention
countries.
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Abstract

This paper addresses the task of answering consumer health
questions about medications. To better understand the
challenge and needs in terms of methods and resources, we first
introduce a gold standard corpus for Medication Question
Answering created using real consumer questions. The gold
standard' consists of six hundred and seventy-four question-
answer pairs with annotations of the question focus and type
and the answer source. We first present the manual annotation
and answering process. In the second part of this paper, we test
the performance of recurrent and convolutional neural
networks in question type identification and focus recognition.
Finally, we discuss the research insights from both the dataset
creation process and our experiments. This study provides new
resources and experiments on answering consumers’
medication questions and discusses the limitations and
directions for future research efforts.

Keywords:

Health Informatics, Data Collection, Natural Language
Processing

Introduction

Digital information and the World Wide Web make it possible
to find information on demand, helping both patients and
professionals to find relevant and valuable medical
information. With these benefits come growing concerns about
the potential misinformation of patients and non-expert
consumers. Harmful consequences include self-diagnosis and
unfounded anxiety about common symptoms after reviewing
online health information (i.e., cyberchondria) [1]. The Pew
Research Center reports that 72% of U.S. internet users (over
200 million) have gone online in the past year specifically for
health-related information. Of that group, 77% say that their
research started with search engines such as Google, while only
13% say they began at a specialized website such as WebMD?.

Safe and efficient search alternatives are needed to protect non-
expert consumers from misleading health information found
online. Specialized Question Answering (QA) systems are a
potential solution for the medical domain and the consumers’
need for reliable health information [2]. Several research efforts
tackled the problem of QA in the (bio)medical domain and
highlighted the challenges related to question understanding,
answer retrieval, and ranking [3-6]. To the best of our
knowledge, no studies were previously dedicated to QA about
medications.

! https.//github.com/abachaa/Medication_QA_MedlInfo2019
2 http://www.pewinternet.org/2013/01/15/health-online-2013
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Figure 1- Word Cloud Representing the Consumer Questions
about Drugs that We Used to Create the Gold Standard
Corpus.

While several previous studies included such questions as a part
of larger and more heterogeneous QA tasks, we argue that
questions about medications have specific characteristics that
need to be analyzed and evaluated in a focused study. These
aspects include (i) different question types (e.g. action, storage,
usage time, stopping, and tapering), (ii) more conditional
answers (e.g. ingredients and appearance depend often on the
manufacturer), (iii) different answer sources having a specific
data structure (e.g. websites recommended by the FDA such as
DailyMed?), and (iv) potentially more difficult questions (e.g.
drug alternatives, questions about not formalized/written
medical knowledge such as usage time), and a higher sensitivity
to error (e.g. drug interactions that cannot be confirmed online).

Several efforts focused on methods for medical question
answering [7-10] as well as the creation of relevant datasets.
For instance, Kilicoglu et al. [11] introduced a dataset of 2,614
medical questions annotated with the question focus, type and
triggers of the question types. In that dataset, “Problems” are
the most frequent named entities, while “treatment” and
“information” are the most common question types. Ben
Abacha et al. [12] organized a medical QA task at the TREC
2017 LiveQA track and published training and testing datasets
including consumer health questions received by the NLM,
annotations and reference answers retrieved by medical
informatics experts. The coverage of questions about
medications in the above collections, however, was insufficient
to train and develop efficient systems to answer questions about

3 https://dailvmed.nlm.nih.gov/
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medications. In this paper, we present a study of consumers’
medication questions with the following contributions:

1. The development and publication of a manually
annotated dataset of medication question-answer pairs
based on real consumer questions submitted to
MedlinePlus.

2. A synthesis of the manual annotation effort
summarizing the insights obtained by a variety of
experts from annotating and answering those questions.

3. New experiments using deep learning networks trained
specifically for the tasks of identifying the main focus
in the user’s question, and the question type.

In what follows, we first describe our annotation methodology
and the baseline approaches in the Methods section. We present
the statistics and characteristics of the developed dataset and the
empirical results in the Results section.

Methods

In this section, we describe the guidelines used in the manual
annotation process and our first empirical evaluation methods
based on the dataset.

Data Creation

Selecting Consumer Questions about Drugs. We selected
anonymized consumer questions submitted to MedlinePlus*.
We first performed Medical Entity Recognition using
MetaMapLite [13]. We restricted the recognized entities to the
following UMLS semantic types associated with medications:
Antibiotic [antb], Clinical Drug [cInd], Neuroreactive
Substance or Biogenic Amine [nsba], Pharmacologic Substance
[phsu], Steroid [strd], and Vitamin [vita]. Finally, we manually
selected the questions that (i) were deemed understandable and
potentially answerable and (ii) have a drug name as focus.
Figure 1 presents a word cloud of the most frequent terms in the
selected consumer health questions.

Annotating the Questions. In a study conducted recently on
consumer health question answering, Deardorff et al. [14]
showed that for 62% of the questions, it was possible for
librarians to find an answer in the top 5 search results in
MedlinePlus using only the focus and question type. Given the
importance of these two elements for QA, we, therefore,
focused our efforts on manually annotating each question with
a:

e Question focus (always a Drug name in this dataset),
e  Question type (e.g. Dose, Interaction, Side effects).

Searching for Reference Answers. For each answerable
question, annotators had to retrieve manually a correct and
complete reference answer (with its URL and section title):

e  Correct with regards to the question’s explicit and
implicit information (e.g. a question about a drug in
the UK, a specific form or dose), and extracted from
reliable websites or scientific papers.

e Complete with regards to all possible answers (e.g. all
doses, ingredient lists from all manufacturers), and
preferably written in a consumer-friendly language.

To select our answer sources, we followed the FDA
recommendations  suggesting® MedlinePlus-Drugs as a
consumer-friendly website for consumer drug information and
DailyMed for trustworthy information about FDA-approved
and marketed drugs in the United States. Our final guideline

https://medlineplus.gov

’ https://www.fda.gov/drugs/resourcesforyou/consumers

was to search the following sources sequentially until an answer
is retrieved:

1. MedlinePlus and DailyMed.
2. Other NIH or U.S. government websites.

3. Other trustworthy websites (e.g., the Mayo Clinic) or
academic institutions’ websites.

4. Other websites returned by a Google search.

Four annotators participated in the manual annotation and
answering process. Then, a medical doctor and an expert in
question answering reconciled the annotations of the question
types and validated the retrieved answers.

Baseline Methods

Focus Recognition. We adapted, extended and evaluated Bi-
directional Long Short-Term Memory (Bi-LSTM) networks®
on the task of recognizing the question focus (i.e., main drug
name) according to the state-of-the-art architecture proposed by
Xuezhe and Hovy [15]. The network includes a first Bi-LSTM
network to build character-level embeddings, and a second Bi-
LSTM taking as input both word embeddings built from the
UMLS and pre-trained embeddings built with GloVe [16] and
the character-level embeddings built during training with the
first Bi-LSTM layer. The token labels were generated with a
final Conditional Random Fields (CRF) layer. Our UMLS
embeddings consist of binary vectors, where each word is
tagged as the Beginning, Inside, Outside, End, or Single token
(BIOES) of each semantic concept in the UMLS.

Question Type Ildentification. We implemented and evaluated
a Convolutional Neural Network (CNN) on the task of
identifying the question type (e.g., dosage, usage,
contraindications). The input embeddings include UMLS
BIOES embeddings and a randomly initialized vector of 128
dimensions updated with back-propagation during training.

Answer Retrieval. We conduct a first qualitative study on
answer retrieval using twenty questions randomly selected from
our dataset and the CHiQA question answering system’.
CHiQA is the first online medical QA system for consumer
health questions from reliable sources such as NIH websites
(e.g., MedlinePlus, GARD, NCI), Mayo Clinic and DailyMed.
The system relies on different machine learning and
knowledge-based methods to recognize the question’s focus
and type [17-18] and uses the extracted information to retrieve
answers with the Lucene search engine and a question-
entailment recognition approach [19-20]. Figures 2 and 3
present the first answers returned by CHiQA to two questions
selected randomly from the gold standard.

D rin  CHITEY row oot

How to minp taking bisoprolol

Figure 2— First Answer Returned by CHiQA to the Question:
“How to Stop Taking Bisoprolol?”

S https://github.com/guillaumegenthial/sequence_tagging
7 https.//chiga.nlm.nih.gov
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Figure 3— First Answer Returned by CHiQA to the Question:
“How to Self Inject Enoxaparin Sodium?”

Results

Characteristics of the Dataset

The final gold standard contains 674 question-answer pairs with
their associated annotations. These annotations include 25
question types, reported with examples in Table 1, and the
answer sources, summarized in Figure 4. In particular, on the
674 answers, DailyMed was used to answer 290 questions,
MedlinePlus for 128 questions, and other websites were used to
answer 256 questions (e.g. cdc.gov, mayoclinic.org,
health.harvard.edu, and PubMed abstracts and articles). Table
2 presents token-and-sentence-level statistics about the
questions and the answers in the dataset.

Table 1 — Question Types in the Gold Standard

Question Type # Example

Information 112 what type of drug is amphetamine?

Dose 70 what is a daily amount of prednisolone
eye drops to take?

Usage 61 how to self inject enoxaparin sodium?

Side Effects 60  does benazepril aggravate hepatitis?

Indication 55  why is pyridostigmine prescribed?

Interaction 51 can i drink cataflam when i drink
medrol?

Action 39 how xarelto affects in the process of
homeostasis?

Appearance 38 what color is 30mg prednisone?

Usage/time 36  when is the best time to take lotensin?

Stopping/tapering 31  how to come off citalopram?

Ingredient 28  what opioid is in the bupropion patch?

Action/time 23 how soon does losartan afffect blood
pressure?

Storage and 13  in how much temp bcg vaccine should

disposal store?

Comparison 11 why is losartin prescribed rather than a
calcium channel blocker?

Contraindication 11 if i am allergic to sufa can i take
glipizide?

Overdose 10 what happens if your child ate a tylenol
tablet?

what medicine besides statins lower
cholesterol?
how long should i take dutasteride?

Alternatives 8

Usage/duration 7

Time (other time- 6 how long are you protected after taking

related types) the hep b vaccine?

Brand names what is brand name of acetaminophen?

Combination 3 how to combine dapaliflozin with
metformin?

Pronunciation 3 how do you pronounce humira?

Manufacturer 2 who makes this drug nitrofurantoin?

Availability 1 has lisinopril been taken off the
market?

Long term 1 what are the side effects and long term

consequences consequences of using nicotine?

Table 2 — Statistics about the Questions and Answers

Average number of tokens per question 7.16
Average number of tokens per answer 69.06
Average number of sentences per answer 3.23

Percentage of questions tokens present in answers  34.72%

® DailyMed
m MedlinePlus

Other Websites

Figure 4 — Websites Used to Answer the Drug Questions

Evaluation Results

We report the average performance on 5 runs and the variation
range for focus recognition and question type identification.

Focus Recognition. The Bi-LSTM-CRF network was
implemented with Python 3.5 and Tensorflow 1.4. We trained
the network with a random subset containing 80% of the data,
using 10% for hyperparameter tuning and the remaining 10%
for the final test. All data were represented in the BIOES token
annotation format. The results on the test set are summarized in
Table 3. We used a learning rate of 0.01, a dropout of 0.5, a
batch size of 40, and the Adam optimizer [21] to minimize the
CRF-based loss function.

Table 3 — Bi-LSTM-CRF Results for Focus Recognition

Results (%) F1 P R
Exact entity match ~ 74.07 p2n 78.12 70.42
Partial entity match ~ 90.37 (+-34 9531 85.92

Question Type Identification. Our CNN network was also
implemented using Python 3.5 and Tensorflow 1.4. Data were
split according to same 80/10/10 percent subsets for training,
development and test. To have enough training samples per
class, we reduced the question types into the 14 most common
types by aggregating the subtypes into their hypernym types:
Information, Dose, Usage, Tapering, Interaction, Side effects,
Indication, Action, Ingredient, Alternatives, Contraindication,
Comparison, Manufacturing, and Appearance. We used a
learning rate of 0.005, a dropout of 0.6, a batch size of 100, and
the Adam optimizer to minimize the softmax-based loss
function. The CNN network achieved an average accuracy of
75.7% on 5 runs with a variation in the [0, 2.5%] range. Despite
using fixed random seeds for Tensorflow in both experiments,
the relatively small size of the training data made them more
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susceptible to the non-deterministic implementation of GPU
reduction operations and the Adam optimizer in TensorFlow?®.

Answer Retrieval. In our qualitative study of the answers
returned to 20 random questions from the dataset, CHiQA
found the correct answer in the top four results in 35% of the
cases, only related answers for 35% of them and irrelevant
answers for the remaining 30%. While this limited evaluation
must be taken with caution, our independent observations from
the annotation process also hint that classical QA systems may
not be the best fit for medication questions.

We discuss these insights and potential ways to improve
answering questions about medications in the following
section.

Table 4— Example Questions and Answers from the Dataset

ID  Question (Q) / Answer (A)

la  (Q) “what does prednisone do to the body?”

1b  (Q) “what would a normal dose be for valacyclovir?”
Ic  (Q) “how much gravol to kill you?”

1d  (Q) “what time should take memantine?”

2a  (Q) “what color is phenytoin?”
(A) [depends on the manufacturer]

e PINK
e  WHITE (/Light Lavender)
e ORANGE

2b  (Q) “why would my urine test be negative for benzodiazepines when

2c

2d

i take Ativan?”’

(A) “Common limitations exist for screening benzodiazepines
when using traditional immunoassay (IA) tests. IA testing for
benzodiazepines often targets nordiazepam and oxazepam (...)”
AND “Some commonly prescribed drugs have limited cross-
reactivity (...)”

(Q) “is it alright touse fluticasone when using oxygen?”

(A) “Pharmacological therapy can influence morbidity and
mortality in severe chronic obstructive pulmonary disease (COPD).
Long-term domiciliary oxygen therapy (LTOT) improves survival
in COPD with chronic hypoxaemia. Oral steroid medication has
been associated with improved survival in men and increased
mortality in women, while inhaled steroid medication has been
associated with a reduction in the exacerbation rate (...).”

(Q) “how long does vicodin stay in breast milk?”

(A) “Following a 10 mg oral dose of hydrocodone administered to
five adult male subjects, the mean peak concentration was 23.6 +
5.2 ng/mL. Maximum serum levels were achieved at 1.3 +0.3 hours

and the half-life was determined to be 3.8 + 0.3 hours.”

Discussion

Difficulty and Ambiguity of Medication Questions

In our annotation and answering efforts, questions about
medications showed traits common to consumer health
questions such as linguistic ambiguity due to misspellings, or
wrong grammar leading to unclear meaning or multiple
interpretations. For instance, in Table 4, example la, it is
unclear whether the question is about the side effects or the
action of “prednisone”. In addition, a distinct pattern emerged
with many questions lacking essential information or context,
making them too underspecified [22] to answer. For instance,
in example 1b, finding a relevant answer about the right dose of
“Valacyclovir” requires additional information about the
patient and the condition or purpose of administration.
Circumlocution [23] was another phenomenon that we

8 https://www. twosigma.com/insights/article/a-workaround-for-non-
determinism-in-tensorflow

encountered, i.e., the use of many words or general terms to
express a medical term. For instance, in example lc, the
medical term “toxic dose” or “overdose” is replaced with the
expression “how much X to kill you?”. In several cases, we also
encountered a knowledge barrier when the requested medical
information/knowledge was not formalized or written online
(e.g. Table 4, 1d).

Complexity of Manual Answer Retrieval

Our annotators reported conditional answers frequently. These
include answers that depend on the manufacturer, on the
disease, or on patient information. For instance, in Table 4, 2a,
four different answers are possible according to the
manufacturer of phenytoin. Distributed answers were also
encountered in several cases. These are answers that can be
formed only by combining different text snippets from different
answers and/or sources (e.g., Table 4, 2b). Many answers also
required an understanding of expert terminology. These
include answers that need to be translated to consumer-friendly
language and questions that required rephrasing to expert
language in order to find relevant answers (e.g., Table 4, 2c).
Other answers could not be found without expert inference
based on background knowledge (e.g., Table 4, 2d). External
resources like eHealthMe were needed for specific types of
questions such as Interaction questions. Answering some of the
questions was also time consuming even for medical experts.
For example, an hour was necessary to answer the question “is
it alright to use fluticasone when using oxygen?”” from PubMed.

Challenges of Automating Medication QA

Prior to our study, the lack of gold standard datasets for
medication QA was the major bottleneck in automatic QA for
drug questions. This new dataset opens new opportunities for
both qualitative studies and quantitative evaluation of QA
systems. In addition, systems relying on big training data can
use it both (i) as a development set for fine-tuning the
hyperparameters and testing different architectures and (ii) as a
test benchmark.

In question understanding, our baseline networks achieved an
encouraging performance despite the limited training data, with
(i) 74% F1 score in question focus recognition for exact span
matching and 90% for partial span matching, and (ii) 75.7%
accuracy in identifying the question type. Several
improvements can be considered for future developments, such
as a richer set of embeddings, or a relevant language model. A
more fine-grained adaptation of the UMLS can also be applied
by restricting to the list of relevant semantic types either
through pre-filtering or through trainable masks.

In answer retrieval, insights from both our annotation process
and our CHiQA-based evaluation provide additional guidance
on the relevant solutions and ways of improvement for
medication question answering. In particular:

e  Medical text translation [24] and simplification [25]
are often needed to find relevant answers and make
the retrieved answers readable for non-expert users.

e More data and resources are needed to cover
information about drug interactions and usage
guidelines. Such information can be extracted from
both the scientific literature and clinical sources [26].

e  Conditional answers require different solutions such
as providing a list of answers or interacting with the
user in a dialogue-based approach.
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e Due to the frequency of these conditional answers,
fully unsupervised approaches are less likely to
succeed than approaches based on (advanced)
inference methods that can rely on explicit context
semantics.

Conclusions

We studied consumers’ questions about medications. We
created a new gold standard corpus for question answering
about drugs that we shared in the scope of this paper’. We
presented statistics, insights and conclusions based on the
manual annotation process, deep learning experiments, and
preliminary evaluation of automatic answer retrieval. We hope
that this new benchmark and initial experiments will foster new
approaches and additional community efforts in addressing the
growing need for reliable information about medications
online.
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Abstract

Non-compliance situations happen when patients do not
follow their prescriptions and take actions that lead to
potentially harmful situations. Although such situations are
dangerous, patients usually do not report them to their

physicians. Hence, it is necessary to study other sources of

information. We propose to study online health fora. The
purpose of our work is to explore online health fora with
supervised classification and information retrieval methods in
order to identify messages that contain drug non-compliance.
The supervised classification method permits detection of non-
compliance with up to 0.824 F-measure, while the information
retrieval method permits detection non-compliance with up to
0.529 F-measure. For some fine-grained categories and new
data, it shows up to 0.65-0.70 Precision.

Keywords:

Patient Compliance, Information Storage and Retrieval,
Machine Learning

Introduction

Drug non-compliance situations happen when patients do not
follow instructions given by their doctors in the prescriptions.
Among current situations, we can, for instance, mention
modification of dosage, refusal to take prescribed drugs, use
of drugs prescribed to other persons. The misuse of drugs,
which is part of non-compliance, covers more precise
situations, like use of drugs with different intents than those
for which drugs are prescribed. We can thus mention
recreational or suicidal use of drugs. Such situations are
dangerous because they endanger patients and their health.
Yet, patients do not inform their doctors or the authorities that
they do not follow the instructions. Hence, it is necessary to
study other sources of information to gain some insights into
patients’ lives. We propose to study social media, in which
patients are producing large amounts of contents on various
subjects [1], including the use of drugs.

Currently, social media have become an important source of
information for various research areas, such as geo-
localization, opinion mining, event extraction, translation, or
automatic summation [2]. In the medical domain, social media
have been efficiently used in information retrieval for
epidemiological surveillance [3,4], in studying patient’s
quality of life [5], and drug adverse effects [6].

Yet, very few projects are focused on drug misuse and non-
compliance. We can mention here non-supervised analysis of
tweets about non-medical use of drugs [7], and creation of a
semantic web platform on drug abuse [8]. Both of these
projects are dedicated to one specific case of misuse, that is,
drug abuse. In our work, we propose to study non-compliance

and misuse situations, and more particularly to identify
messages related to such situations in health fora. To reach
these objectives, we propose two different methods: machine
learning and information retrieval.

In what follows, we first detail the methods, then present and
discuss the results. Finally, we conclude with directions for
future research.

Methods

We propose to address the automatic detection of messages
related to drug non-compliance as a categorization problem,
and to use two methods: supervised machine learning and
information retrieval. We first introduce the reference data
used and then describe the two methods.

Reference and Test data

The reference and test data were built from corpora collected
in several health websites in French. Several fora were
collected from the Doctissimo' website (pregnancy, general
questions on drugs, back pain, accidents in sport activities,
diabetes). Doctissimo is indeed the most well-known and
used health website and forum in French. We also used data
from three other fora: AlloDocteur?, masante.net’, and Les
diabétiques*.

The contributors in all the fora were mainly diseased persons
and their relatives, who joined the community to ask questions
or provide accounts of their disorders, treatments, etc. Overall,
these people may be affected by chronic or non-chronic
disorders.

To build the reference data, we used two fora of Doctissimo
(pregnancy and general questions on drugs). We collected
messages written between 2010 and 2015, and kept only those
messages that mentioned at least one drug. This gave a total of
119,562 messages (15,699,467 words). For the test data, we
collected 145,012 messages from other corpora. In each
message, the occurrence of drugs was detected with specific
vocabulary containing French commercial drug names from
several sources: base CNHIM Thériaque’, base publique du
médicament®, and base Medic’AM’ from Assurance Maladie.

Each drug name was associated with the corresponding ATC
code [9]. For the manual annotation process of the reference

http://www.doctissimo.fr

http://www.allodocteur.fr

http://masantenet.com

http://www.lesdiabetiques.com

http://www.theriaque.org
http://base-donnees-publique.medicaments.gouv. fr
https://www.ameli.fr/l-assurance-maladie/statistiques-et-
publications/donnees-statistiques/medicament/medic-am/medic-
am-mensuel-2017.php
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data, messages longer than 2,500 characters were excluded
because they provided heterogeneous content difficult to
categorize and process, both manually and automatically.
Then, three annotators were asked to assign each message to
one of the two categories:

e Non-compliance category contained messages that
reported on drug non-compliance or misuse. When
this category was selected, the annotators were also
asked to shortly indicate what type of non-
compliance was indicative (overuse, dosage change,
brutal quitting). This indication is written as free text
with no defined categories. For instance, the
following example shows non-compliance situation
due to the forgotten dose of medication: “bon moi la
miss boulette et la tete en ['air je devais commencer
mon “utrogestran 200" a j16 bien sur j’ai oublier!
donc je I'ai pris ce soir!!!!” (I blundered the missed
dose and with the head in the clouds I had to start the
“utrogestran 200" on d16 and I forgot of course! so I
took it this evening!!!!)

o Compliance category contains messages reporting
normal drug use (“Mais la question que je pose est
‘est ce que ¢ est normal que le loxapac que je prends
met des heures a agir ???” (Anyway the question I'm
asking is whether it is normal that loxapac I'm taking
needs hours to take effect???)) and messages without
use of drugs (“ouf boo, repose toi surtout, il ne t'a
pas prescris d’aspegic nourisson??” (ouch boo,
above all give me a break, he didn’t prescribe
aspegic for the baby??))

When annotators were unable to decide, they marked up the
corresponding messages accordingly. The categorization of
these messages as well as the categorization of annotation
disagreements are discussed later. The three annotators
involved in the process were: one medical expert in
pharmacology, and two computer scientists familiar with
medical texts and annotation tasks. Because this kind of
annotation was a complicated task, especially concerning the
decision on drug non-compliance, all messages annotated as
non-compliant were additionally verified by one of the
annotators.

The manual annotation process permitted to double-annotate
1,850 messages, among which we counted 1,717 messages in
the compliance category and 133 messages in the non-
compliance category. These numbers indicated the natural
distribution of non-compliance messages (approximately 7%).
Within the non-compliance category, we counted 16 types of
non-compliance: they contained between 1 and 29 messages.
For example, the change of weight type contained 2 messages,
recreational use of drugs 2 messages, suicide attempt 2
messages, and overuse of drugs 20 messages. Concerning the
annotation into compliance and nomn-compliance categories,
the inter-annotator agreement [10] was moderate (0.46) [11].
It seemed that the task at hand was quite complicated and the
sparsity of data for some types of non-compliance made the
task even more difficult.

The corpus was pre-processed using Treetagger [12] to obtain
its tokenization (typically, segmentation of words and
punctuation), POS-tagging (assigning syntactic categories to
words, such as anxiétés/Nom (anxieties/Noun))), and
lemmatization (normalization to canonical forms and removal
of inflections for plurals, feminines, such as anxiétés/anxiété
(anxieties/anxiety)). The corpus was used in three versions: (1)
in the forms corpus, the messages were only tokenized and
lowercased (eg, i’'m taking 3 pills each day); (2) in the lemmas
corpus, the messages were also lemmatized, the numbers were

replaced by a unique placeholder, and diacritics were removed
such as in anxiéré/anxiete (anxiety); (3) in the lexical lemmas
corpus, we kept only lemmas of the main lexical categories
(verbs, nouns, adjectives, and adverbs) (eg, take pill day).
Each message was also indexed with the three first characters
of the ATC categories of drugs occurring in the message. We
obtained 18355 distinct words, 12231 distinct lemmas, and
12096 distinct lemmas in the forms corpus, the lemmas
corpus, and the lexical lemma corpus respectively.

Categorization with Supervised Machine Learning

Non-adherence Adherence
messages messages
S U
94 93 39 40
Train data Test data

Figure 1 — Datasets Used for Machine Learning

With this method, the supervised machine learning algorithms
learn a language model from manually annotated data, which
can then be applied to new and unseen data. The categories
aimed were drug compliance and non-compliance. The unit
processed was the message. Several sets of features were
exploited: the vectorized text of messages (forms, lemmas,
and lexical lemmas) and the ATC indexing of drugs. The train
set contained 94 non-compliant messages and 93 compliant
messages. The test set contained 39 non-compliant messages
and 40 compliant messages: we used two thirds of the
reference data for training and one third for testing as shown
in Figure 1.

We used the Weka [13] implementation of several supervised
algorithms: NaiveBayes [14], Bayes Multinomial [15], J48,
Random Forest, and Simple Logistic. These algorithms were
used with their default parameters and with the string to word
vector function.

Categorization with Information Retrieval

The information retrieval system was exploited to make the
distinction between relevant and irrelevant messages with this
method. This approach was unsupervised, although we took
advantage of the reference data as well. We used the Indri
information retrieval system in two ways:

Non-adherence Adherence
messages messages
o |
- T \J
44 89 1709
Query data Test data

Figure 2 — Datasets Used for Global Information Retrieval

At the global level, we distinguished between drug compliant
and non-compliant messages. The corpus was split into two
sets: (1) 44 non-compliance messages (one third of the whole
non-compliance category) were used for the creation of
queries, and the query lexicon was weighted proportional to its
frequency in the messages; (2) All compliance messages and
89 non-compliance messages (two thirds of the whole non-
compliance category) were used for the evaluation as shown
in Figure 2. The question we wanted to answer was whether
the subset of non-compliance messages permited to retrieve
other non-compliance messages. The evaluation was done
automatically, computing Precision, Recall, and F-measure
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with each version of the corpus (forms, lemmas, and lexical
lemmas). This may give an idea of the performance of this
method when searching similar information in new non-
annotated data.

At the fine-grained level, we looked for various types of drug
non-compliance. The question we wanted to answer was
whether the messages already assigned to each non-
compliance type can help in retrieving other similar messages
and enrich the reference data through this unsupervised
approach. This issue was particularly important for types with
scare data availability: as we indicated above, some types
contained only two messages. As previously, the messages
from different non-compliance types were exploited to create
queries. All of the annotated non-adherence data was used to
build the queries. These queries were applied to a large
corpus of 20,000 randomly selected messages that contained
at least one mention of a drug. The results were evaluated
manually computing the Precision, which mainly allows query
optimize the queries. This is described in Figure 3.

Figure 3 — Datasets Used for Fine-grained Information
Retrieval

Non-adherence Non-annotated

messages messaqges
133 20 000
Query data Test data

Results and Discussion

Table 1—- Machine Learning Results Obtained for the
Categorization of Messages into the Non-compliance

Category
Precision  Recall F-mesure
NaiveBayes
Forms 0.769 0.769 0.769
Lemma 0.786 0.846 0.815
Lexical lemmas 0.761 0.897 0.824
NaiveBayesMultinomial
Forms 0.732 0.769 0.750
Lemmas 0.795 0.795 0.795
Lexical lemmas 0.786 0.846 0.815

Categorization with Supervised Machine Learning

The results of categorization of messages into the non-
compliance category, obtained with supervised machine
learning algorithms, are presented in Table 1. We tested
several algorithms but show only the results for the two best
algorithms, Naive Bayes and Naive Bayes Multinomial. We
can observe that the best results (up to 0.824 F-measure) are
obtained on the lexical lemmas corpus. In all the experiments,
Recall is higher than or equal to Precision.

Among the errors observed with NaiveBayes, 12 messages
were wrongly categorized as non-compliant and 9 as
compliant. Within these 12 messages, four contained terms
associated with excess and negative effects (such as "Je
n’imaginais pas que c’était si grave” (I didn’t imagine it was
that bad) or ”s’il vous plait ne faites pas n’importe quoi”
(please don’t make a mess), usually specific to non-
compliance messages.

Categorization with Information Retrieval

The results obtained with the information retrieval system
Indri are presented in Table 2. The evaluation values are
computed for the top 10, 20, 50 and 100 results. With lower
cut-off (10, 20, 50), the Recall is limited by the efficiency of
the system and also by the cut-off. As a matter of fact, the
optimal Recall would be 0.112 at 10, 0.225 at 20 and 0.561 at
50, although it is hardly possible to reach such results. With
this experiment, the best results (up to 0.529 F-measure) are
obtained with the lexical lemmas corpus. Besides, the
lemmatization shows an important improvement over the
forms corpus, which means that lemmatization is important
for information retrieval applications because it provides
linguistic normalization of the corpus. As expected, the values
of Recall and Precision are improved with the increase in the
evaluated sample. Hence, there is more probability that the 89
relevant messages are found among the top 100 messages.
With up to 0.5 of Precision, a human user is able to quickly
find relevant messages, making this solution usable as an
exploration tool. Overall, we can see that this information
retrieval system can find non-compliant messages although
the results are noisy.

At the fine-grained level, we tested several queries focusing
on precise types of non-compliance and misuse of drugs. We
will present queries and their results related to important drug
misuse situations such as gain and loss of weight, recreational
drug use, suicide attempts or ideas, and overdoses. The top 20
results are analyzed for each query. On the basis of messages
that convey the expected contents similar to a given query and
related to the aimed drug misuses, we can compute the
Precision of the results.

Gaining/losing weight. The keywords used were poids, kilo,
grossir, maigrir (weight, kilo, gain weight, lose weight), such
as suggested by the manually built reference data. This query
was applied to the lemmatized corpus. We expected to find
mainly messages related to the use of drugs with the purpose
to intentionally lose or gain weight and also some messages
related to weight changes due to side effects of drugs. In
reality, among the top 20 messages, 17 were about weight
change as side effects of drugs, one message was about the use
of drugs to lose weight intentionally, and two messages were
about weight loss but with no relation to drugs. This means
that, among the top 20 messages, only one new relevant
message was found. It may correspond to the reality (misuse
of drugs for weight changes was less frequent than weight
change due to drug side effects) or to the corpus used (several
messages were related to antidepressant drugs that have
common side effect of weight change). This query gives 0.05
Precision.

Table 2 — Information Retrieval Results for the Categorization
of Messages into the Non-compliance Category

Precision  Recall F-mesure
Top 10 Results

Forms 0.100 0.011 0.020
Lemma 0.400 0.045 0.081
Lexical lemmas 0.400 0.045 0.081
Top 20 Results
Forms 0.250 0.056 0.091
Lemmas 0.350 0.079 0.129
Lexical lemmas 0.300 0.067 0.109
Top 50 Results
Forms 0.340 0.191 0.244
Lemmas 0.400 0.045 0.081

Lexical lemmas 0.420 0.236 0.302
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Top 100 Results

Forms 0.480 0.539 0.508
Lemmas 0.480 0.539 0.508
Lexical lemmas 0.500 0.561 0.529

Recreational drug use. The main purpose was to find
messages in which prescription drugs were used with
recreational objectives, such as looking for high sensations,
hallucinations, sensations of happiness. We tried several
queries:

e  First, the keywords drogue, droguer (non-medical
drug, to take non-medical drugs) were used. In
French, the word drogue usually refers to street
drugs, and not to prescription drugs. Yet, in the
corpus, people use this word for neuroleptic
medication particularly, in order to illustrate their
feeling that these drugs open the way to addictions
and have the same neuroleptic effects as the street
drugs. Hence, we could find messages such as “J’ai
été drogué pendant 3 ans au xanax” (I was drugged
with xanax for 3 years) or “Sa soulage mais ses une
vrai drogue ce truc !!I” (It helps but this stuff is
really a drug!!!) These queries found interesting
results (15 out of 20) but provide different insights
than those expected;

e The keywords hallu, allu, hallucination
(hallucination) were used. Among the top 20
messages, 2 messages were about intentionally
seeking hallucination effects caused by some drugs, 7
messages were about people experiencing
hallucinations but as unwanted side effects, 11
messages were about people suffering from
hallucinations and taking drugs to reduce them;

e  Finally, the keyword planer (to be high from drugs)

was used. Among the top 20 messages, 19 were
about the high effect of drugs, be it intentional (9
messages) or non-intentional (10 messages). For
instance, “J’ai déja posté quelques sujets a propos de
ce fléau qu’est le stilnox (...) je prends du stilnox,
pour m’évader, pour planer” (I already posted a few
topics about this plague that is stilnox (...) I take
stilnox, to escape, to get high).

Overall, these three queries related to recreational use of drugs

gave 0.35 Precision on average.

Suicide. The keyword used was suicide (suicide). The query
was applied to the lemmatized corpus. We expected to find
messages in which people report on taking drugs (like
antidepressants) or planning to do that with suicidal intentions.
Among the top 20 results, 9 messages were about drugs and
suicide with no particular relation between them, 5 other
messages were about the fact that some drugs may increase
the risk of suicide, 5 messages were critical about the fact that
drugs may increase the risk of suicide, and one message
reported on a real suicide attempt caused by drug withdrawal.
Discussions on relation between drugs and suicide, and of
course reporting on suicide attempt, may be important for our
research because they represented the importance of these
topics in the analyzed fora. This query gave 0.7 Precision.

Overuse. The keyword used is boites (boxes) because it often
represented the quantity of drugs taken, in case of overuse, in
the reference data. This query was applied to the forms corpus
because it was important to preserve plural forms for this
query. Among the top 20 messages, six messages were
directly related to drug overuse, three messages were related
to high dosage that corresponded to overuse, two messages

related to the suicide attempts by ingestion of large amounts of
drugs, two messages proposed to share unused prescription
drugs, and seven messages were unrelated to overuse. This
query gave 0.65 Precision.

Comparison of the Two Categorization Approaches

On one hand, supervised machine learning shows better
results for the specific categorization task, but it heavily
depends on the availability of manual annotations that are
costly to produce. On the other hand, information retrieval
methods provide lower precision. Yet, manual filtering of the
information retrieval results may be less costly than manual
annotation of the data. Besides, information retrieval provides
results that are more easily understandable and usable by
users. Hence, depending on users and availability of the
reference data, either of the approaches may be preferred. The
Machine Learning method reaches high Recall, suggesting
that this method can detect up to 80% of non-adhering
patients, provided that they talk about it in the forums.

In relation to small categories (types of misuses, such as those
related to drug overuse or recreational use of drugs),
supervised machine learning usually performs poorly, while
information retrieval may achieve interesting results due to the
definition of suitable queries: 0.45 average Precision, and up
to 0.65-0.70 Precision for some queries. This may be useful
for human users when they want to quickly find relevant
messages. We can see that Precision numbers obtained for
these small categories are higher than those obtained at the
more global level (compliance and non-compliance
categories) and presented in Table 2. This means that more
precise and targeted information may be more reliable for the
information retrieval process, and also for enriching categories
for which there is little data available.

Overall, we assume that these two approaches are
complementary: combination of their results may provide an
efficient way to enrich the reference data. Besides, the
approaches can also be combined: information retrieval
queries can bootstrap the enrichment of categories and thus
help supervised machine learning to perform better.

Limitations of the Current Work

The main limitation related to the machine learning
categorization is the reduced size of the reference data. It
contains indeed only 133 messages in the non-compliance
category. Yet, these reference data allow the creation of quite
efficient categorization models, which reach up to 0.824 F-
measure. We assume that availability of larger reference data
will improve the overall performance of the results. As
explained above, one of the main motivations to exploit
information retrieval methods is the possibility to enrich the
reference data with this unsupervised approach.

Yet, the information retrieval approach requires manual
analysis and evaluation of the retrieved messages. As we have
seen, at the global level, the increase in size of the top sample
improves overall results, but relevant messages are found
together with irrelevant messages. When information retrieval
is used at a fine-grained level, the results vary according to the
types of non-compliance and the keywords used. We propose
that information retrieval methods can be used for targeted
enrichment of the corpus (for instance for some types of non-
compliance), for manual exploration of corpora by health
professionals (the results can be easily understood comparing
to the results provided by machine learning algorithms), and
for combining the results provided by this and other methods.

Another limitation of the work is that messages detected as
cases of non-compliance are not currently fully analyzed by
medical doctors, pharmacists, or for pharmacovigilance. This
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method needs to be packaged into a software application easy
to use by medical professionals in clinical settings. On one
hand, the messages found further in our experiments permit to
have clear insights in the real use of drugs, which is a very
important issue that motivates our work. On the other hand,
when methods are efficient enough, their results can be used
by concerned experts (pharmaceutical industry, public health,
general practitioners) to prepare and provide prevention and
education actions to patients and their relatives. For example,
packaging of drugs can be further adapted to their real use,
dedicated brochures and discussions can be done with patients
on known and possible drug side effects, and on necessary
precautions.

Conclusions

This work presented exposition of two approaches for the
detection of drug non-compliance situations in Internet fora.
We used the French forum Doctissimo together with other
fora to cover several disorders. The messages were first
manually assigned to compliance and non-compliance
categories. Automatic categorization with machine learning
approach using NaiveBayes showed 0.824 F-measure, while
with information retrieval approach using Indri, it showed
0.60 Precision at top 10 results and 0.34 at top 50 results.
Information retrieval was also used for a more fine-grained
categorization of messages at the level of individual types of
non-compliance. Four topics were addressed with different
queries suggested by messages available in the reference data.
This provided 0.45 average Precision, and up to 0.65-0.70
Precision for some queries, as computed for the top 20 results.
We also observed that with information retrieval, precise and
targeted categories showed better Precision than the one
obtained at a more global level of compliance and non-
compliance messages. We considered this as encouraging
point for the processing of categories with few messages
available. We also proposed some thoughts on combination of
two approaches (supervised machine learning and information
retrieval) for enriching the reference data and for generating
more efficient supervised models.

The main objective of the current work was to enrich the
reference data and to work more closely with health
professionals for their use.
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Abstract

Clinical research studies often leverage various heterogeneous
data sources including patient electronic health record, online
survey, and genomic data. We introduce a graph-based, data
integration and query tool called Carnival. We demonstrate its
powerful ability to unify data from these disparate data sources
to create datasets for two studies: prevalence and incidence
case/control matches for coronary artery disease and controls
for Marfan syndrome. We conclude with future directions for
Carnival development.

Keywords:

biomedical research, cohort studies, information storage and
retrieval

Introduction

In biomedicine, clinical research studies are conducted to
understand how best to prevent, diagnose, or treat disease in
patients. A fundamental step to conducting a clinical research
study is aggregating data and abstracting facts (i.e., clinical
variables and treatment outcomes pertinent for defining a patient
population for study). Patient data containing clinical facts (e.g.,
administrative, clinical, and genomic data) are generated at
various points of care, and subsequently are stored across
disparate, siloed resources. For example, large academic medical
centers may store patient data within clinical registries, electronic
health records, document stores, survey tools, and biobanks.
Once study data have been integrated, the patient data must then
be modeled to accurately represent and classify the patient’s
clinical case according to each study arm (i.e., case/control). For
example, in a matched case/control study design, a clinical
researcher might match patients based on age, biological sex,
race, and genes, then their clinical data (disease, treatments, and
outcomes) might be queried to understand disease progression
and/or the effectiveness of therapeutic interventions. More
complex match criteria can include periods of time, geographical
locations, and environmental exposures. These clinical facts are
stored in structured (hospital billing codes, laboratory, and
medications) and/or unstructured (clinical notes) data formats.

Integrating such diverse data and aggregating patient clinical
facts in a traditional relational database is challenging for several
reasons. First, complex relationships of the data cannot easily be
modelled into a sufficiently expressive relational schema.
Second, complex relationship queries for generating and
matching patient cohorts using relational databases could be
hindered by suboptimal query responses (e.g., stalled or
unfulfilled requests due to multiple-join statements) [1]. Graph
databases such as Neo4j have been shown to support both

semantic integration of disparate data [2] while improving query
times over traditional relational databases such as MySQL [1].
Although graph databases have been used to integrate and
represent  biological disease networks (protein-protein
interactions and drug-target pairs) and represent genotype-
phenotype associations, few have demonstrated how graph
databases might be leveraged to query heterogeneous data,
clinical and genomic, to generate patient cohorts for clinical
research studies [3—6].

In this work, we present Carnival, a data unification technology
that takes a novel approach — a strictly-formatted property graph
database with a data model inspired by the Open Biological and
Biomedical Ontology (OBO) Foundry ontologies — towards the
integration of disparate data into a unified graph data resource.
Carnival leverages this model to support the execution of
common investigatory tasks, i.e., patient cohort identification,
automated case/control matching, and the production of data sets
for scientific analysis. For this work, we aim to 1) provide an
overview of Carnival’s infrastructure, 2) review a menu of
predefined operations that can be combined and stacked to query,
integrate, and reason over clinical and genomic data for creating
case/control study populations, 3) present two case/control
cohorts generated by Carnival, and 4) preview how Carnival will
support semantic interoperability and intelligent queries using
ontologies, leverage textual variables using natural language
processing, and improve its usability with a graphical user
interface for wider adoption by clinical research partners.

Methods

We describe the infrastructure, functionality, and utility of
Carnival for supporting case/control studies from clinical and
genomic data collected from the University of Pennsylvania
Health System (UPHS). UPHS includes the first university-
owned teaching hospital (Hospital of the University of
Pennsylvania est. 1874) and the first hospital in the United States
(Pennsylvania Hospital est. 1751). As part of the Penn Medicine
BioBank (PMBB), over 60,000 UPHS patients have been
consented for their clinical (EHR) and genomic (blood and tissue
samples) data to be studied for clinical research. These biological
specimens have been whole-exome sequenced by Regeneron
Genetics Center and the context of their collection is represented
using the Ontology for BioBanking (OBIB) [7]. Carnival
leverages data from UPHS sources (e.g., Penn Data Store, a
clinical data warehouse) and PMBB to generate datasets for
clinical research studies.
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Carnival

We describe our graph-based data unification tool named
Carnival, so named because Carnival is a party of information
and inspired by the squash. Carnival is a multi-layered, Groovy-
powered application that includes data source adapters (vines)
that extract lightly-processed data from their sources, a set of
relational database utilities, and caching functions for querying
source data, graph data writers (reapers) that attach extracted
data to the Carnival data store (graph), logical rule engines
(reasoners) that modify and validate data within the graph,
sample stratifiers (algorithms) to perform common tasks such as
case-control matching, and data writers (sowers) that write data
to external resources (see Figure 1).

'/Vines b
Data sources:
m
Flat files
/| -
- )
—
Figure 1- Carnival’s Conceptual Framework
Vines

Data are pulled as needed from source systems (i.e., relational
databases--Oracle, Microsoft SQL Server), application
programming interfaces (API), or flat files (comma-separated
value files). Typically, the vine contains methods (functions) that
converse with the associated data source in its native language
(e.g., SQL, Java, HTTP, etc.) to extract data. Each method
produces a single matrix of data. Although there is nothing
besides scale issues preventing the wholesale transfer of data
from a source to the Carnival graph, vine functions are designed
to extract the minimum data necessary for scientific study. For
example, a vine for an EHR source might include an ICD
Ever/Never method that accepts a set of ICD codes and patient
identifiers then returns only the patient identifiers for patients
whose medical record was assigned one or more of the ICD codes
in the set.

Performing queries against large disparate data sources can be
problematic for a variety of technical reasons: 1) connections can
be dropped, 2) complex queries can take hours to return a result,
and 3) queries that contain long lists of codes or identifiers can
be cumbersome to compose. Carnival provides a suite of
supportive classes and methods to address these difficulties,
including SQL utilities for query composition, automated
caching of vine method results, incremental caching to support
restartable queries, and monitor threads that estimate time-to-
completion of long-running queries.

Reapers

Reapers contain methods that extract data from source systems
via vines and attach those data to the Carnival graph in a
standardized way. A reaper method may be parameterized to
limit its scope and call upon any number of vines to gather source
data. The execution of the reaper method itself is recorded in the

graph, including the inputs and outputs of the process. For
example, an ICD Ever/Never reaper method that accepts a set of
ICD codes and patient identifiers would execute a series of tasks:
1) create a vertex in the graph to represent the execution of the
reaper method, 2) record the start time, finish time, and input ICD
codes, 3) create links to the patient identifiers as inputs, 4) create
vertices to represent the ICD Ever/Never status for each patient,
5) link those statuses to the appropriate patients, and 6) create
links to those statuses from the execution vertex to mark them as
outputs.

Graph

All data about a patient and metadata describing Carnival’s
processes are represented in Carnival’s property graph structure.
These highly-connected graphs contain meta information
regarding the execution of the reapers, algorithms, and sowers
queried and traversed using Tinkerpop-Gremlin and Cypher. We
drew upon previous work in ontology modelling as inspiration
for the Carnival graph data model: the Ontology for Biobanking
(OBIB), the Ontology for Biomedical Investigations (OBI), and
the Basic Formal Ontology (BFO) [7-9]. For example, BFO
introduces the term Process, which denotes an event that occurs
in a time and place. OBI introduces Planned Process, which
extends Process to include a pre-defined plan, participants,
inputs, and outputs. In the Carnival graph, healthcare encounters
are modelled as planned processes, where participants include the
patient and clinician and the outputs may be diagnoses and
medications.

Reasoners

Reasoners apply logical rules to the graph to make modifications
or additions to data. Reasoners execute their logic against the
graph to validate that the graph is consistent with the reasoner
logic. For example, a reasoner might assign a Boolean
classification to patients as having or not having a disease state
based on whether they have ever been assigned any of a set of
ICD codes. The reasoner logic would check the ICD Ever/Never
statuses of each patient and assign the appropriate Boolean
disease state classification. The validation functionality might
check that no patients have been assigned to both the have-
disease and does-not-have-disease classes in the final dataset,
which represents a logical inconsistency.

Operational Algorithms

Carnival leverages a graph-based, stratified-sampling
case/control algorithm to match case patients with control
patients for clinical research studies (i.e., case and control strata
groups with equal numbers of males between the age of 35-40).
Strata creation is managed by a strata manager class that takes as
input the criteria for group partitioning, creates strata and strata
group vertices in the graph, and assigns patient vertices to the
appropriate groups.

First, the strata sampler groups patients by primary strata. In each
stratum, patients are exhaustively grouped into disjoint sets.
Strata can be defined along any singular value extracted from a
patient: a numeric (e.g., current body mass index [BMI]), a string
(race), a Boolean (e.g., FBN1 gene loss of function), or an
enumerated value set (e.g., the existence of 2 or more ICD
codes). Strata can be defined by a range (e.g., 20-29) for numerics
and by multiple values grouped into the same strata group for
enumerated values or strings. Each stratum also has a group for
undefined or unknown values. Second, the cohort matcher then
takes as input: patient cohorts for cases, candidate controls, and
the primary strata that correspond to the desired matching
criteria. The primary strata are combined to make a compound
stratification that characterizes the cohorts for matching. For each
strata group in the compound stratification, a number of patients
in the candidate control cohort are selected as controls
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corresponding to the number of patients in the case cohort from
the same strata group. Additional criteria can also be provided to
prioritize which of the controls within a group would be selected
if there are more potential controls than necessary. For example,
in a study where specimens associated with the patients will be
expended, it may be advantageous to prioritize controls that have
more specimens available to maximize the utility of PMBB
specimens.

Sowers

Sowers extract data from the Carnival stratified case/control
population graph and write it to external resources (e.g.,
databases, applications, and flat files). Data imported from
disparate sources and linked in the Carnival graph may be
queried producing data views useful for export to external
systems. For example, an investigator may have an approved
study that monitors patients who have a specific disease state, the
data for which are tracked in a REDCap project. A Carnival
sower can query the graph for disease states and write those data
to the REDCap project via the REDCap API. In this way,
Carnival supports extract, transform, and load (ETL) operations.
This functionality can be leveraged to add new patient
information (e.g., genomic facts into the EHR).

Clinical Data Elements for Case/Control Matching
Currently, case/control cohorts can be defined and analyzed

using several clinical data elements shown in Table 1.

Table 1- FBNI Controls

Clinical Data

Element Example

Demographics current age, biological sex,
race/ethnicity

Vital signs  and  current BMI, weight, height, blood

risk factors pressure, smoking status

Medications administered at a given time or during time
window

Specimen age or BMI at the time of specimen

collection collection, medications administered

contexts before/after date of specimen collection

Hospital 1CDY/10, CPT procedures, DRG codes,

administration and fee codes

death status
loss of function genes

Clinical status

Genetic data

Building a Cohort Using Operational Building Blocks

Carnival contains a number of operational algorithms or building
blocks that can be combined to support cohort identification and
case-control selection: graph building, reasoners, and patient
cohort algorithms. Graph building algorithms aggregate data,
via vines and reapers, and attach those data to the graph,
examples include:

e Instantiating patients and encounters with identifiers

e Computing phecode assignments according to
Phewas.org

e Computing BMI closest to the patient’s PMBB
recruitment date

e Obtaining the most recent and earliest healthcare
encounter for each patient

e Calculating each patient’s date of birth

e Gathering each patient’s available specimens.

Reasoners operate over data in the graph. To support cohort
building, Carnival contains a patient stratification algorithm that
assigns patients to specific strata, which currently correspond to
their current age and biological sex. A case-control matching
algorithm creates a cohort of controls for a predefined set of cases
based on a cohort of candidate controls and selected strata.
Patient cohort algorithms facilitate the creation of patient cohorts
and perform set operations on them. Current patient cohort
algorithmsinclude:

e Creating a cohort based on a set of identifiers, e.g.,
medical record number (MRN), enterprise master patient
index (EMPI), or encounter identifier

e Creating a complement cohort that contains all patients
not in an existing cohort

e  Creating a cohort containing all patients who have been
diagnosed with any of a set of ICD codes

e  Creating a cohort containing all patients who have a loss
of function mutation for a given gene.
We describe how Carnival uses clinical data elements and
operational algorithms to support two case/control studies
leveraging patient data from UPHS and PMBB.

Identifying Markers for Coronary Artery Disease

For the first case/control study, Carnival was leveraged to
define the study populations for discovering biological markers
for coronary artery disease. In the PMBB, blood specimens
are collected at the time of enrollment. Cases are defined as
patients without coronary artery disease (CAD) codes (410, 121)
before enrollment into PMBB, and subsequently, have a
myocardial infarction (MI), coronary revascularization, or
another CAD event. Controls are defined as individuals without
CAD codes who have had no MI or CAD events after PMBB
enrollment.

Both cases and controls must have plasma and either bufty coat
or DNA specimens available. A report of demographic and
phenotype data relative to the date of enrollment was requested.
Carnival was leveraged to generate the case/control list and
report the following patient-specific information:

e Age at PMBB enrollment

e Current age

e Biological sex

e EHRrace

e PMBB recruitment location

e Height, weight, and BMI measurement closest to PMBB
enrollment

e  Count, min, max, and median of lab results for: glucose,
fasting glucose, hemoglobin A1C

e Count of distinct dates diabetes codes were assigned
before PMBB enrollment

e Code and age of the patient for the first code matching
the time filter for the most recent CAD codes before
PMBB enrollment, most recent MI code beforce PMBB
enrollment, first MI or CAD code after PMBB
enrollment, and first revascularization code after PMBB
enrollment.

The principal investigator (PT) manually reviewed the report and
patient charts for the final case selection. When patient cases
were chosen, Carnival generated two sets of controls. Control
group 1:a1:1 control instance matched to the case population on
biological sex, current age +- 4 years, BMI closest to enrollment
+- 6 points, and recruitment location. Control group 2: a
frequency control matched to the case population on sex,
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recruitment location, current age, and BMI closest to PMBB
enrollment.

Defining Marfan Syndrome Study Controls

For this second case/control study, Cases were predefined by
using the MRNs of patients provided by the P1. Controls were
defined by Carnival. The Marfan Syndrome gene loss of function
data value was critical for defining the control cohort. Candidate
control matches were queried from PMBB based on age and
biological sex. For each patient, Carnival determined whether a
genetic assessment was conducted for the Marfan syndrome
FBNI gene and validated whether the outcome was negative to
ensure that all patients within the control set were FBNI1
negative.

Results

We leveraged Carnival to generate cohorts for two diseases:
coronary artery disease and Marfan syndrome.

Identifying Markers for Coronary Artery Disease

Based on the CAD definitions for prevalence and incidence and
specimen availability, Carnival identified 425 candidate case and
5,872 candidate control populations. The principal investigator
conducted chart review to create the final 170 selected cases, then
Carnival generated the final control groups 1 (n=170 cases) and
2 (n=60 cases) for these cases. Carnival identified a 1:1
case/control match (see Table 2).

Table 2— Coronary Artery Disease Cases and Controls

Candi- Selected Candi- Control Control
Sex Age  date Cases date Group Group

Cases Controls 1 2
Female <20 0 0 7 0 0
Female 20-29 0 0 486 0 1
Female 30-39 5 2 681 2 1
Female 40-49 8 7 599 6 2
Female 50-59 13 11 731 13 6
Female 60-70 39 20 814 23 3
Female >70 68 31 450 27 10
Male <20 0 0 1 0 0
Male  20-29 2 2 98 1 0
Male  30-39 3 2 156 2 2
Male  40-49 15 9 272 9 3
Male  50-59 40 24 529 23 5
Male  60-70 92 27 682 30 18
Male >70 140 35 366 34 9
Totals 425 170 5,872 170 60

Defining Marfan Syndrome Study Controls

Using the exclusion criteria of patients who are not cases (case
distribution not shown) and who do not have a loss of function
mutation in the FBN1 gene, Carnival identified a 2:1 control/case
match resulting in 146 selected controls (see Table 3).

Table 3— Marfan Syndrome Controls

Selected Candidate
Sex Age Controls Controls
Female 20-40 2 294
Female 40-50 12 300
Female 50-60 10 667
Female 60-70 18 1154
Female >70 20 1718
Male 20-40 4 175
Male 40-50 12 343
Male 50-60 12 1004
Male 60-70 26 1892
Male >70 30 2627
Totals 146 10,174

Discussion and Future Work

We demonstrated how Carnival’s multi-layered framework,
OBO foundry-inspired data model, and graph-based
functionality can be leveraged to generate case/control matches
and resulting datasets using PMBB and UPHS sources for two
clinical research studies. We envision expanding Carnival’s
functionality 1) to improve semantic integration and intelligent
query of data using ontologies, 2) to incorporate clinical data
elements generated from clinical texts, and 3) to create a user-
friendly interface to promote wider adoption of this tool by
clinical research partners.

Improve Semantic Integration and Query using Ontologies

Carnival is a graph-based query tool that operates at the data
level. We have partnered Carnival with TURBO technologies to
provide richer semantic integration and reasoning among clinical
data elements [10]. For example, patient diagnoses are currently
defined using logical rules that operate over discrete diagnosis
billing codes (e.g., ICD9 or ICD10). A single code rarely
encapsulates a diagnosis for investigative purposes. Furthermore,
compiling a list of diagnosis codes relevant to a particular disease
or disease classification can be a daunting task. To accurately
identify a diagnosis, TURBO has integrated ontologies (e.g.,
Monarch Disease Ontology) [11], to semantically link ICD codes
to disease concepts. To provide semantic information services
(i.e., returning a set of ICD diagnosis codes for a given disease
classification), we have integrated Drivetrain [12], a TURBO
technology that uses an RDF triple store and OBO Foundry
ontologies [13]. This integration has permitted Carnival to
operate at both the disease classification and diagnosis code
levels.

Medication prescriptions have similarly benefitted from
integration with Drivetrain. The Chemical Entities of Biological
Interest (ChEBI) ontology [14,15] contains a rich semantic
network of medication names, ingredients, and roles that
Drivetrain links with medication order names in the UPHS EHR.
Carnival operates over these elements, obviating the need for
investigators to spend time deciphering individual medication
order names. We aim to provide semantic integration over
laboratory test results as well, when Drivetrain services for lab
results become available.

Incorporate Clinical Data Elements from Clinical Notes

A wealth of clinical facts are locked within clinical free-text notes
(e.g., discharge summaries, progress notes, radiology exams, and
surgical pathology reports) [16]. We aim to integrate outputs
from natural language processing tools including symptoms,
signs, treatments, outcomes as well as their associated contexts
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(negation, subject, temporality, uncertainty) to provide a richer
clinical profile to infer each patient’s disease state [17-21]. We
will leverage the Observational Medical Outcomes Partnership
(OMOP) Common Data Model (CDM) to promote
interoperability with entities both within and outside UPHS.

Create a User-Friendly Interface to Promote Adoption

The current implementation of Carnival leverages server-side
technology. There is currently a text-based command line
interface that supports basic operations. Future work will include
the addition of a web-services API and a browser-based
Javascript user interface [22]. We will integrate Neo4j-based user
interfaces to the graph (e.g., Neo4j Browser) [23]. We will also
employ Javascript libraries (e.g., D3) [24] for graph visualization
and user-driven data exploration.

Conclusions

We conclude that graph-based technologies can be utilized to
integrate and query disparate patient health data to support
complex, clinical research studies.
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Abstract

Assessing a patient's risk of an impending suicide attempt has
been hampered by limited information about dynamic factors
that change rapidly in the days leading up to an attempt. The
storage of patient data in electronic health records (EHRs)
has facilitated population-level risk assessment studies using
machine learning techniques. Until recently, most such work
has wused only structured EHR data and excluded the
unstructured text of clinical notes. In this article, we describe
our experiments on suicide risk assessment, modelling the
problem as a classification task. Given the wealth of text data
in mental health EHRs, we aimed to assess the impact of using
this data in distinguishing periods prior to a suicide attempt
from those not preceding such an attempt. We compare three
different feature sets, one structured and two text-based, and
show that inclusion of text features significantly improves
classification accuracy in suicide risk assessment.

Keywords:
Suicide, Risk Assessment; Natural Language Processing

Introduction

Suicide is a serious public health problem, with almost one
million people ending their lives worldwide each year [1]. In
the United Kingdom, although suicide rates have dropped
slightly since the early 1980s, in 2017 the Office for National
Statistics nevertheless registered 5,821 suicides [2]. More than
a quarter are in receipt of mental health services at the time of
death [3], yet suicide risk remains immensely difficult for
clinicians to assess, given the wide range of contributory
factors, with the majority (88%) judged to be at ‘low or no
immediate risk’ of suicide by clinicians at their final service
contact. Current clinical methods for assessing when someone
is at risk of a suicide attempt have been reported to be little
better than chance [4]. New approaches to individualised risk
assessment that integrate data from different sources are
needed. With the availability of population-level patient data
in the form of electronic health records (EHRs), novel
methods for suicide risk assessment based on data mining and
machine learning have been explored in recent years [5].
Indeed, machine learning models can capture complex
associations between variables, making them particularly
well-suited to the task of predictive analysis.

Different approaches to modelling the problem of suicide risk
assessment have been explored. Several recent studies have
focused on developing models that detect the suicide risk of
individual patients in large historical population samples. For
instance, Barak-Corren et al. (2017) trained a Naive Bayes
classifier on a cohort of more than 1.7 million patients (16,588
of whom had recorded suicidal behaviour) using a rich set of
structured EHR features, including demographic, diagnostic,

procedure and medication data [6]. Simon et al. (2018)
combined structured EHR data and standard health
questionnaire responses in a logistic regression model to
predict suicide attempt and death in a cohort of nearly 3
million patients [7]. Similar work has also been carried out
using state-of-the-art neural networks. For example, Bhat and
Goldman-Mellor (2017) trained neural network classifiers on
historical structured EHR data to detect the presence of a
suicide attempt by individual patients in a given year [8].

A common factor in the aforementioned work and, more
generally in the majority of research using machine learning
for suicide risk assessment, is that it has relied exclusively on
features derived from the structured fields of EHRs. However,
much valuable data about patients is stored in EHRs as
unstructured text [9]. To date, relatively little research on
suicide risk has been done on mining this rich data source for
features, although momentum is building. For example,
Metzger et al. (2017) tested a series of machine learning
classifiers to determine the prevalence of suicide-related
emergency department admissions in a French hospital [10].
They used structured EHR data, as well as features extracted
from clinical notes. Ben-Ari and Hammond (2015) performed
a text search to identify Gulf War veterans who have made a
suicide attempt [11]. They then used textual and structured
features with a Random Forest classifier to predict first suicide
attempts by patients in this cohort within a given year. McCoy
et al. (2016) also used text-based features along with
structured EHR data to gauge suicide risk after discharge [12].
They used an “off-the-shelf” Natural Language Processing
(NLP) tool to extract the polarity of valence-conveying words
(positive or negative) within the records and used this in
regression models, finding that positive valence words were
correlated with reduced suicide risk. Downs et al. (2017) used
NLP to identify suicide-related mentions in a cohort of
adolescents with Autism Spectrum Disorder, including a
previously-developed negation detection module [13, 14].
Finally, Fernandes et al. (2018) used NLP to identify and
classify mentions of suicidal ideation and suicide attempts in
mental health records [15].

Methods

Classification for Suicide Risk Assessment

Most epidemiological case-control studies have used data
spanning much wider time periods, typically years, and the
risk factors have either been static (e.g., male gender, family
history of psychiatric disorder) or lifetime ever variables (e.g.,
previous attempted suicide, any misuse of alcohol or drugs)
[16]. In this study, we take a rather different approach,
exploring whether it is possible to predict suicide attempts by
building classification models based on structured and textual
data from the 30-day period leading up to the event, when



A. Bittar et al. / Text Classification to Inform Suicide Risk Assessment in Electronic Health Records 41

there is an opportunity to intervene as it can be a time of crisis.
To the best of our knowledge, our approach is novel in using
this critical time period. We tested a machine learning
classifier to distinguish the 30-day periods prior to a hospital
admission linked to a suicide attempt (hereafter referred to as
‘suicidal window’) and similar periods not preceding a suicide
attempt from age- and sex-matched control patient records
(‘non-suicidal windows”) extracted from a large database of
EHRs. We used a linear-kernel Support Vector Machine
(SVM) [17] classifier given this algorithm’s well established
performance in dealing with the high-dimensionality of text
data [18]. We modelled the task using supervised binary
classification. A further novel aspect of our work lies in our
assessment of the impact of three different sets of features,
namely, structured fields from the EHRs, a rich set of binary
features derived from the clinical notes, and a bag-of-words
representation of the full text of these same documents.

CRIS Clinical Cohort

We studied the de-identified EHRs of over 250,000 patients
from the South London and Maudsley (SLaM) NHS
Foundation Trust using the Clinical Record Interactive Search
(CRIS) computer system comprising both structured data and
over 3.5 million text documents [19]. Data from CRIS has
been linked with the UK Hospital Episode Statistics (HES)
data for Admitted Patient Care within a secure ‘safe haven’,
and it is through this linkage that admission information was
extracted. The documents in CRIS have been substantially
enhanced, in particular, through the application of NLP (e.g.
to identify symptoms) [20].

Our dataset was derived from the EHRs of 17,640 patients. It
consisted of 21,175 suicide-related (case) and non-suicide-
related (control) admissions, sampled according to a 1:4 case-
control ratio. Cases were defined as any admission (acute
physical or specialist mental health) where there was a suicide
attempt (indicated by the presence of any of the following ICD
codes: X6%, X7*, X80-4*%, Y1*, Y2*, Y30-4*, Y87*) with the
admission lasting at least 24 hours (starting and ending on
different dates). Only admissions with a start date after the 1st
of April 2006 and an end date before or including 31st March
2017 were considered. Of these case admissions only those
which had at least 1 document in the 30 days prior and
including the date of the hospitalised suicide attempt were
retained. We also removed admissions with empty
documents'. This left a total of 4,235 suicide-related
admissions in the final dataset. Each control was matched by
sex, had to be alive at the admission start date of the case, and
were grouped into the same age group as cases (5 year age
bands < 16, 16-19, 20-24 to 80-84, 85+ years). Each control
also had at least one document in the 30 days prior to and
including the date of their matched case's hospitalised suicide
attempt. The total number of controls was 16,940. The
controls were chosen to be as representative as possible of the
population from which the cases were drawn and the ratio was
based on the epidemiological principle that little statistical
power is gained by further increasing the number of controls
beyond approximately 4 per case [21]. Key descriptive
characteristics of the dataset are shown in Table 1.

Features for Classification

Features examined included standard sociodemographic and
clinical descriptors selected by a clinical academic psychiatrist
(RD) a priori (e.g. ethnic group, marital status, employment
status), as well as those shown in prior work to be associated
with suicide attempts (e.g. past and current substance abuse)

! Text from scanned documents is not always available.

[22]. We used 14 (categorical) features from structured fields
of the EHRs, including total document counts for the 30 days
prior to but excluding the day of admission, based on the
hypothesis that the volume of documentation would increase
prior to a risk event such as a suicide attempt due to greater
service use. We also included features derived from NLP
applications routinely run on CRIS. Most of these applications
are built using GATE, an open source NLP toolkit [20, 23].
All of these applications combine both rule-based pattern
matching algorithms and supervised machine learning models,
and some detect contextual information, such as negation or
family history. We derived 68 binary features from these, one
per application, each feature indicating the presence or
absence of at least one match by the application on at least one
document in the window, excluding the admission date.
Applications included the detection of positive mentions of
suicide attempt by the patient, mentions of the patient having
disturbed sleep, and feelings of hopelessness and paranoia, to
cite a few. Finally, we also included as features the
concatenated text from all documents in each window,
excluding the admission date, represented as a TFIDF (term
frequency-inverse document frequency) vector or “bag-of-
words”. TFIDF is a statistical weighting that reflects how
important a particular term is in a given document in a
collection, adjusted for the fact that some words occur more
frequently than others [24]. When calculating word vectors,
we applied the L2-Norm [25] to scale the vectors to unit
length. This compensates for discrepancies in document
length, such as those in our dataset. The total number of
unique words in our document set was 201,538, making it a
high-dimensional feature space.

Cases Controls

Patients 2,913 (16.5%) 14,727 (83.5%)

Female 1,730 (59.4%) 8,971 (60.9%)
Male 1,183 (41.6%) 5,756 (39.1%)
Admissions 4,235 (20%) 16,940 (80%)
Female 2,598 (61.3%) 10,392 (61.3%)
Male 1,637 (38.7%) 6,548 (38.7%)

Mean age (SD) years 34.4 (15.3) 344 (154)

EHR features for 30-day pre-admission windows

Mean

tokens (SD) 3455.5(5732.4) 1344.5 (3179.9)
Total

tokens 14,634,223 22,775,227
Mean docs (SD) 16.9 (31.4) 7.5 (18.1)
Total docs 71,404 127,047

Table 1: Characteristics of the dataset for suicide attempt
related cases and non-suicide-related controls. Note that each
window for EHR features is a 30-day period prior to the case
admission date (inclusive).

Henceforth, we refer to the set of structured data as STRUCT,
the text-based features derived from NLP applications
routinely run on CRIS as GATE, and the bag-of-words
features as TFIDF. For STRUCT and GATE, we encoded all
features either as integers (e.g. age, marital status,
employment status) or binary (0 or 1) values (e.g. sex,
presence of the keyword depression). We list details of all 82
features in an online annex’.

2 https://github.com/K CL-Health-NLP/medinfo2019-sa-risk/
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Results

Experimental Setup

We randomly split the data into a training set (80%) and a test
set (20%), ensuring the distribution of each class was the same
across both sets (i.e., 1 case to 4 controls). The test data was
held out until the final run in order to reduce the risk of
overfitting and to provide a realistic estimation of performance
on unseen data. We scaled all features to have zero-mean and
unit-variance to ensure a balanced contribution of all features.
We implemented the classifier and prepared data using the
Scikit-learn (version 0.20.0) machine learning library for
Python [26]. Our first step was to estimate the optimal
parameters for the classifier (model tuning). We did this using
grid search and ten-fold cross-validation on the training data,
with Fl-score as the evaluation metric’>. Fl-score is the
harmonic mean of precision (positive predictive value) and
recall (sensitivity), a metric often used in information retrieval
and NLP [27]. For each tuning instance, we varied the feature
set so as to tune the models to each representation of the data.
This resulted in 7 different feature combinations: STRUCT,
GATE, TFIDF, STRUCT+GATE, STRUCT+TFIDF,
GATE+TFIDF, STRUCT+GATE-+TFIDF. A flowchart of the
general architecture is provided in the online annex.
To gauge whether the differences in pairwise comparisons of
feature sets were statistically significant, we used McNemar’s
test [28] (¢=0.05) for classification disagreements on the
training dataset.

Finally, we examined the text features that were most
significant  in  distinguishing  the two classes.
For the final run on the held-out test data, we calculated the
Fl-score for the suicidal and non-suicidal windows and the
mean of both.

Intensity of Documentation

As shown in Table 1, the mean number of documents for cases
during the 30-day window is 19.9 (SD=34.0) and a lower 8.3
(SD=19.4) for controls. This divergence in mean document
counts for each class supports the decision to include the
number of documents in a window as a feature for
classification. See Feature Importance for further comments.

Classification

In this section, we present results obtained on the held-out test
data for each of the different feature sets. We report
performance in terms of precision (P), recall (R) and F1-score
(F). Where we make a comparison of results obtained on two
feature sets, we also report the p-value of McNemar’s pairwise
test between them. Although we calculated figures for each of
the two classes (suicidal windows and non-suicidal windows)
separately, we are only interested in assessing the
identification of suicidal windows. The correct classification
of non-suicidal windows was relatively much simpler given
the prevalence of this class in the dataset (mean F1-score for
this class was 0.86, SD=0.08). Therefore, the figures we report
are for suicidal windows only.

The classifier’s performance using only structured features
(STRUCT feature set) was relatively low (P=0.26, R=0.59,
F=0.36). This increased with the addition of features extracted
by GATE (STRUCT+GATE feature set) (P=0.49, R=0.58,
F=0.53, p<0.001). However, best performance was obtained
with the addition of the bag-of-words features
(STRUCT+GATE+TFIDF feature set) (P=0.61, R=0.63,

3 All tuning parameter ranges and the final tuned configura-
tions are provided in the online annex.

F=0.62, p<0.001), showing a good balance between precision
and recall. Interestingly, bag-of-word features alone (TFIDF)
provided the next best results (P=0.59, R=0.61, F=0.60,
p=0.0042), only slightly lower than the combination of all
feature sets, suggesting the importance of the bag-of-words
representation. The use of GATE features on their own
performed less well (P=0.50, R=0.57, F=0.54, p<0.001). This
indicates that the TFIDF features captured a signal in the data
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Figure 1 — Performance on the positive class (suicide attempt)
in terms of precision (P), recall (R) and F1-score (F) on the
test set for all feature sets.

that the targeted NLP applications did not. Using the
combination of GATE features and bag-of-words
(GATE+TFIDF), recall was heavily penalised, resulting in a
significant reduction to the model’s Fl-score, despite
increased precision (P=0.63, R=0.38, F=0.48, p<0.001). The
combination of structured and bag-of-words features
(STRUCT+TFIDF) provided a significant improvement over
structured features alone (P=0.62, R=0.37, F=0.46, p<0.001),
but also with a sharp increase in precision to the detriment of
recall. Figure 1 provides a visual comparison of these results
while Figure 2 shows a summary of all pairwise McNemar’s
tests across all feature sets.

00853 000419 018

006

Figure 2 — Full results of pairwise McNemar’s tests across
feature sets on the training data. Cells show p-values
(0=0.05), dark cells are more statistically significant, while
lighter cells indicate the converse.

Feature Importance

During training, the (linear) SVM calculates a maximum-
margin hyperplane to separate (as much as possible) the two
classes in the data. The feature weights representing the
coordinates of the vector orthogonal to the hyperplane are
stored and their direction indicates the predicted class. We



A. Bittar et al. / Text Classification to Inform Suicide Risk Assessment in Electronic Health Records 43

compared the values of these weights for each of the feature
sets. The number of documents within the window is among
the top-ranking features in the STRUCT feature set, indicating
the importance of this feature in discriminating between
classes. The most discriminating feature in the GATE feature
set was the presence of a positive mention of a suicide attempt
by the patient. These were also the top features in the
STRUCT+GATE feature set. The top two features for the
TFIDF feature set were the words overdose and self-harm,
while other words, such as the adjective suicidal, and the
medication names paracetamol and zopiclone, ranked among
the top 15 discriminating features. More diverse keywords, as
well as other features, ranked highly when TFIDF was
combined with either STRUCT or GATE, or both. Given
these results, we quantified and visualised the relative
frequency of these terms within the texts of the suicidal and
non-suicidal windows. To offset the imbalance in the dataset
(differing mean number of tokens between the two groups) we
calculated per-token frequencies for each day and divided
term counts for control by 4 (to adjust for the 1:4 case-control
ratio). Figure 3 shows a comparison for the term overdose.
Mentions of this term are approximately four to six times
more frequent for cases than for controls across the 30-day
window. Plots for the other aforementioned terms showed the
same trend. These preliminary findings on the TFIDF feature
set suggest that significant mentions of suicide-related
behaviour (overdose, self-harm, etc.) have been recorded in
the suicidal windows, but not in the non-suicidal windows.
Furthermore, despite the relatively low per-token frequency of
the significant terms, the TFIDF weighting allowed for these
to be picked up as important features by the classifier. A more
in-depth and systematic examination of the occurrences of
these terms would establish whether they represent
independent suicide attempts that are not recorded using ICD
codes in the HES data linked to the EHRs. Nevertheless, these
preliminary results support the use of such word features in
classification to inform suicide attempt risk assessment.

00014
overdose (cases)

0.0012 overdose (contrals)
0.0010
0.0008
00006

00004

Term per-token frequency

00002 4

00000 T T T T T
5 10 15 20 5 30

Days before admission

Figure 3 — Normalised relative per-token frequency of the
term “overdose” for suicidal (case) and non-suicidal (control)
windows.

Discussion

Using a case-control study design, we carried out an
exploratory experiment on binary text classification to assess
how this might help to inform suicide risk assessment. We
evaluated the relative contributions of three different types of
features, namely structured data, binary features derived from
NLP applications routinely run on CRIS, and a TFIDF bag-of-
words representation. Our results show that the use of text
features significantly improves classification results, and the
combination of structured and text-based features provided the

best performance. An examination of the top textual features
used in classification revealed the importance of certain terms
for discriminating suicidal and non-suicidal windows.

The variety of ways in which the suicide risk assessment task
has been modelled previously, including differences in data
sets, algorithms and features, makes meaningful comparison
of results between studies difficult and such was not the aim
of this work.

Despite interesting results, clearly this work does have
limitations. Firstly, the 14 structured features were selected to
represent only a small sample of all available structured data.
This means that although these features are clinically relevant
for assessing suicide risk, certain features with less complete
data were not tested. A broader selection of structured data
may have led to better results with the STRUCT feature set.
Another drawback lies in the two representations we used for
the textual features. The binary (GATE) feature set is unable
to account for the relative frequencies of identified terms.
Thus, a single match by an application has the same "weight"
as multiple matches in the document set. Although the TFIDF
bag-of-words representation addresses this weakness, it does
not capture the order and combination of words (e.g.
multiword expressions such as swicidal ideation), or
phenomena such as negation (e.g. no suicidal ideation).
Furthermore, our bag-of-words approach did not enable us to
distinguish terms relating to the patient from those concerning
other people (e.g. family history of suicide, father took an
overdose). Whilst this was accounted for to some extent in the
GATE features, more nuanced and targeted NLP could
improve performance.

Conclusions

We have shown that the inclusion of text features in
classification to inform suicide risk assessment using EHR
data provides a statistically significant increase in
performance over a dataset containing only structured data.
Including the text allows access to word features that appear to
be potential markers of impending suicide risk (overdose, self-
harm, suicidal) that are also clinically plausible. Strikingly,
the intensity of documentation within the 30-day period prior
to an event may also be a significant factor in determining
times of increased risk.
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Abstract

The aim of the study was to build a proof-of-concept
demonstratrating that big data technology could improve drug
safety  monitoring in a hospital and could help
pharmacovigilance professionals to make data-driven targeted
hypotheses on adverse drug events (ADEs) due to drug-drug
interactions (DDI). We developed a DDI automatic detection
system based on treatment data and laboratory tests from the
electronic health records stored in the clinical data warehouse
of Rennes academic hospital. We also used OrientDb, a graph
database to store informations from five drug knowledge
databases and Spark to perform analysis of potential
interactions betweens drugs taken by hospitalized patients.
Then, we developed a machine learning model to identify the
patients in whom an ADE might have occurred because of a DDI.
The DDI detection system worked efficiently and computation
time was manageable. The system could be routinely employed
for monitoring.

Keywords:

Computing Methodologies, Drug Interaction, Machine
Learning.

Introduction

Drug-drug interactions (DDIs) are a critical issue in patient care
because they can lead to adverse events and ultimately increase
care costs and patient mortality. Therefore, these events must
be identified and prevented as early as possible [1]. However,
many new drugs are released each year, and therefore, it is very
difficult for healthcare professionals to be informed and to
consider all DDIs. Moreover, the alarm functionalities of drug
computerized physician order entry (CPOE) systems are
frequently not used because they do not focus on clinically
relevant DDIs and lead users to alarm fatigue. Although
focused on specific interactions, studies on DDI prevalence
show the existence of risks for polymedicated patients and
highlight the importance of pharmacovigilance programmes
[2,3].

With the unprecedented development of digital health and
hospital clinical data warehouses (CDW), data produced during
the healthcare process are now easily reusable [4]. Electronic
health records (EHR) contain real-time information on drug
prescription/regimens during hospitalization as well as all

clinical information. Such data could be analysed to estimate
DDI prevalence, to facilitate health professionals’ practice
assessment and to detect the occurrence of DDI-linked adverse
drug events (ADE). In France, pharmacovigilance currently
relies mainly on the spontaneous reporting by physicians or/and
detection of diagnoses that could be related to ADE from the
hospital billing system (diagnosis related group, DRG,
database). New data sources, such as national claim databases,
are also leveraged to improve DDI and ADE detection [5,6].
EHR data-mining also could help pharmacovigilance
professionals to improve drug safety assessment.

All these health-related databases fit perfectly with the big data
paradigm because they contain voluminous, highly complex
and heterogeneous information that is produced in real time [7].
In the last few years, many big data technologies have been
developed. However, their implementation in a hospital
information system for processing healthcare big data in real-
world condition of use is still largely uncharted.

Here, we describe a method, which propose to use big data
technology to improve drug safety monitoring in a hospital and
could help pharmacovigilance professionals to make data-
driven targeted hypothesis on ADEs.

Methods

Figure 1 presents the overall approach of the study and the big
data technologies used in each step.

Patient Data

We used the Rennes academic hospital EHRs that are stored in
a CDW called eHOP (entrepot HOPital). This CDW includes
both structured data (e.g., laboratory results, drug prescriptions
and regimens) and unstructured data (e.g., operative reports,
discharge summaries), and is dedicated to data reuse for clinical
research [8]. The eHOP's star schema architecture and graphic
user interface allows researchers, even without any database
language knowledge, to quickly access and efficiently search
information within millions of patient records.

For this study, we used information about drug administrations
(used drug(s) and regimens) and laboratory results (date, nature
of the test and results: normal, abnormally high, or abnormally
low).
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Knowledge Databases Integration (step 1)

To identify and collect information on potential DDIs, and also
to compare information from different sources, we selected five
drug knowledge databases: Thesaurus, Vidal, Theriaque,
Micromedex and Drugs.com [9-13]. These databases are
commonly used by health professionals, but are not specifically
targeted to DDI detection. They are available via a web
application programming interface (API) that requires a
specific procedure because each database stores data with its
own structure. To avoid this, we extracted the relevant
information from these databases and stored it in OrientDB, a
graph-oriented model database [14] that fits well with our
objective because a DDI can be modelled as an edge between
two drugs. Thus, once the information is stored in a single
OrientDB database, no more computation is required to access
such information.

DDI Automatic Detection System from Patient Records
(Step 2)

For DDI identification, we collected drug data from the patient
EHRs stored in eHOP and computed the active interval (i.e., the
period during which a drug was effective) for all drugs taken by
a patient during the hospital stay. If two active intervals
overlapped (fully or partially), then analysis of the data
collected in the OrientDB database allowed determining
whether the two drugs interacted. In this case, the potential DDI
event was stored in eHOP. As these are independent processes
(each drug pair is checked independently), the Spark cluster-
computing framework was used to perform distributed
computing [15,16]. As all the potential DDI events can be
stored in eHOP, then we could compute the prevalence of a DDI
for any specific drug, molecule, or population.

Creation of a Machine Learning Model (Step 3a)

The data stored in the CDW eHOP do not allow direct
confirmation of whether a patient reported a DDI-linked ADE
or not. Indeed, this needs to be validated by the
pharmacovigilance experts who do not have the proper means
to check all the patient records. Therefore, we wanted to create
a system to report to drug safety professionals only the most
interesting cases among all DDIs detected by the DDI
automatic detection system (i.e., patients in whom an ADE
might have occurred because of a DDI).

We assume that laboratory results will change if an ADE
occurs. So, we can train a machine learning model with two
populations: those who experienced an ADE and those who did
not. Unfortunately, we cannot identify manually who
experienced an ADE. For this reason, we performed one of the
research design presented by Hennessy et al. [17]: we choose to
compare the population exposed to a DDI with another
population non-exposed to this DDI and who did not experience

an ADE, by design. There are likely many patients who do not
experience an ADE in the exposed population, but the model
will present only the most suspected cases and this problem will
be solved with the gradual feedback of drug safety
professionals: the system will adjust weights of patients in the
model, giving a greater weight to the well-predicted patients.

We developed an artificial neural network system that allows
us to predict an output. This system has a single hidden layer
and the number of perceptrons was decided during cross-
validation. Our machine learning model works in two phases.
First, it uses all data available for patients who experienced a
specific DDI and those who did not (exposed and non-exposed
populations) to classify them as having reported an ADE or not.
Then, the model is reinforced with information coming from
drug safety professionals who infirm or confirm the previous
classification (Fig. 2).

We then had to form the non-exposed population. Within a
DDI, we called “Object” the drug under study, and
“Precipitant” the other drug. Moreover, we called “Control-
precipitant” any drug that has the same therapeutic use as the
Precipitant, but that does not interact with the Object. For a
given Object, we compared the exposed population, found with
the DDI automatic detection system, to the non-exposed
population. The non-exposed population included all patients,
who were not in the exposed population and who had an overlap
(fully or partial) between the action interval of the Object and
of the Control-precipitant. We created this non- exposed
population using the same process as for the exposed
population.
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Data processing was performed with Java 8, Spark 2.10 and
OrientDB 2.2.4 on Intel(R) Xeon(R) CPU E5-2609 1,90GHz
computer with 32,0 Go of RAM.

Big Data Technologies: Convenient Tools for Complex
Data Processing

Here, we proposed a complete automated data treatment
system, from the collection of heterogeneous data to their
enhancement in a machine learning model. This system can
monitor DDI prevalence and try to identify patients with a
possible DDI-linked ADE, without the intervention of drug
safety professionals. To achieve this, we used several
convenient tools:

OrientDB is an easy-to-use tool to store pre-computed data. The
OrientDB database model includes two main classes: vertices
and edges that connect two vertices. In our study, the “vertex”
interface represented the class “Drug” and included drug name,
ID-code and half-life. The “edge” interface represented the
class “Interactions” and included DDI severity level. We also
specified from which drug database the information on the DDI
came. Thus, via OrientDB, each drug knowledge database can
be interrogated separately. The “edge” interface is also used to
represent the class “Control-precipitant”.

Figure 3 presents the database model through an example:
Drugl has an interaction with Drug3 according two different
databases (two edges of class “Interaction”). Let consider the
Object-Precipitant couple Drugl-Drug3, then Drug4 is a
control-precipitant of Drug3 (one oriented edge of class
“Control-precipitant”). An example of query would be: “give
all the drugs that have an interaction with Drugl according
Micromedex and where the severity level is 1”.

Interaction
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- Knowledge

database fubere te
information comes from)

OrientDB database model

Drug1

Drug4

Dru
: nge Control
- Half-life Precipitant
: "FD L - Dbject fe2:
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Figure 3 - OrientDb database model

The query language was very close to the structured query
language (SQL) and allowed searching a vertex that walks
along edges to another vertex, according to the chosen
conditions. Data uploading is fast and based on a convenient
Java Graph API. We manipulated a graph Java object that is
automatically committed at the end of the process. Moreover, if
access to a part of the graph is required (e.g., all the drugs that
interact with pravastatin according to a severity level of 2), we
used this object as a temporary store before processing.

Switching between different knowledge databases, stored in the
same OrientDB database, involves only a variable on an edge.
Ultimately, the little amount of time spent for the pre-
calculation facilitates the storage and the access to multiple data
sources. Only one kind of request is needed for all five
databases. We could easily add information from other data
sources (for example, composition of a drug and half-life of the
active substances), or more precise information about DDI-
linked ADEs (such as the relevant laboratory tests).
Nevertheless, this task demands a manual work for each group
of drugs [18].

Spark allows parallel processing easily. As many processes are
independent from each other, their parallel treatment with
Spark leads to a big time saving[19].

Evaluation (Step 3B)

To evaluate our DDI detection system (step 2 in Fig 1), we
focused on a class of drugs called statins that are prescribed
(long-term treatment) to patients with cardiovascular diseases,
and particularly to elderly patients who are usually
polymedicated and consequently prone to DDIs. We selected
the study population (i.e., all patients taking statins) from all
patients included in eHOP from January, 1 2015 to July, 8 2016.
It included 10,506 hospitalized patients with a median
hospitalization of 7 days, and a median age of 72 years (range:
19 to 98 years).

We defined statins as the “Object” and all the drugs that interact
with them were considered as candidate “Precipitants”. We
selected as Control-precipitants (symbolized by * in fig 3) all
the drugs that are in the same fifth level (i.e., chemical
substance) as the Precipitant in the Anatomical Therapeutic
Chemical (ATC) classification [20], but do not interact with the
Object. Thus, Control-precipitants have the same (or a similar)
therapeutic usage as the Precipitant. We stored all these data in
OrientDB because each DD is a link (i.e., edge) between drugs
(i.e., two vertices).

Concerning the action intervals, we chose a period of seven
half-lives for each statin molecule and arbitrarily selected one
day for the Precipitant, because this information could not
always be extracted automatically from the five drug
knowledge databases.

To determine how well the machine learning model can identify
patients who may have a DDI- linked ADE (step 3B in Fig 1),
we evaluated the model prediction error using the out-of-bag
(OOB) error method: several models are built with a
bootstrapped dataset, the OOB error is the mean of the errors
computed with non-used data in each model.

The neural network gives the probability to belong to a class.
We used cross-validatin resampling to optimize the threshold
separating the two class. We chose to study a specific DDI in
which atorvastatin was the Object and cyclosporine the
Precipitant (i.e., exposed population). The non-exposed
population consisted of patients who took atorvastatin and a
Control- precipitant (Fig 3). The used variables were:
demographic data, pathologies (ICD-10 codes) and laboratory
test results. We used all the laboratory test results included
between the beginning of the event and 3 days later. If a
laboratory test appeared more than once, we took the mode of
the results.

The reinforcement phase was not evaluated because it is
currently under construction in collaboration with drug safety
specialists.
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Results

DDI identification with the automatic detection system was
very fast due to the use of a graph- oriented model. For instance,
for the simple query “is there an interaction between these two
drugs?”, or the more complex query “select all drugs that
interact with this specific drug”, the OrientDB database was
always faster (less than 20ms) than the Theriaque SQL database
(several seconds). Moreover, switching to another drug
knowledge database was very easy with OrientDB because it
only needed to change a condition in the query (which database
= ‘Theriaque”’).

The time required to create these graph databases was
reasonable: for instance, the information coming from the
Theriaque database, which is equivalent to 18,800 vertices and
23 million edges, was integrated in one hour. Afterwards, data
access was immediate.

Once the OrientDB database was ready, from the e(HOP CDW,
we checked the DDI occurrence for all drug couples in the study
population. To this aim, we computed all the fully or partially
overlapping action intervals for all drug couples involving a
statin. For each patient, we visualized all the detected DDIs:
between 22.5% and 52.2% (depending on the drug knowledge
database) of the 10,506 patients who were taking statins
presented at least one DDI involving a statin.

Computation time was reduced with the use of the Spark
framework: the processing time of 800,000 rows of patient
records decreased from 60 minutes initially to only 12 minutes
with Spark.

To test the ADE prediction performance of the machine
learning model, we then focused only on one specific DDI
(atorvastatin-cyclosporine) to create the training sample. We
could identify 102 patients with atorvastatin-cyclosporine DDIs
(i.e., the exposed population) and 150 patients without this DDI
(i.e., the non-exposed population) (Table 1).

Table 1- Demographic data of the exposed
and non-exposed population samples

Exposed Non-exposed
population population
(n=102) (n=150)
Age (mean + Sd) 72.1+11.6 72.9+10.9
Sex (% of men) 79.8 83.5
Cardiac pathology (%) 38.2 37.8

For the optimal threshold, the neural network out-of-bag error
was 17.06%, sensitivity and specificity were 90.20% and 78%
respectively, and the AUC was 0.757. The processing time was
short (less than 30 seconds) and could be easily performed
again during the reinforcement phase.

Discussion

DDI Automatic Detection System: A New Source of
Refined Data for Drug Safety Professionals

With this DDI detection system and the CDW, we can compute
the overall DDI prevalence for any drug pairs, and also
according to a chosen interaction severity level, or for a specific
population subset. These data are useful for drug safety
monitoring/research and have been already used in a study on
the wuse of statins [21-22]. Moreover, currently,
pharmacovigilance studies use different case report databases
[23]. We find DDIs directly in the patient EHRs. Therefore,

after DDI detection, we can link this information to other data
included in the EHR (e.g., demographic data, laboratory test,
etc.) to contextualize the case.

However, our DDI detection system cannot identify all DDIs.
This could be due to several reasons. First, the choice of the
drug knowledge database is important, and we actually
observed heterogeneity between these databases that might lead
to variability in DDI detection [22]. Moreover, with more
information concerning the changes in the blood concentration
(and half-life) of the involved drugs, we could compute more
precise action intervals, thus improving the identification of
overlapping treatment periods. However, this would require
extensive manual search of literature data. Finally, our system
cannot detect a DDI caused by a drug prescribed/administered
outside the hospital. For instance, the regular treatment is
usually stopped when a patient is hospitalized in the emergency
service and is recorded in the emergency report. Accessing this
information requires a specific treatment of unstructured text.
Another option could be to link data on the drugs prescribed in
primary care settings (i.e., the national health insurance
database) to the hospital data (e.g., eHOP). Despite the linkage
problems and the issues due to the national health insurance
database features (data only on refundable drugs and only on
the drug purchase but not the regimen), the analysis of the entire
patient path could bring useful information on treatment
ruptures, which could suggest DDIs.

A machine learning model for search reinforcement

The automatic way used to create the non-exposed population
works and selects a population similar to the exposed group in
terms of demographics and pathology. If the sample is big
enough, we can ask the system to select the most similar
patients.

Although the study of the temporal correlations between
laboratory test changes and drug administration is relevant for
ADE detection [24,25], we chose a robust prediction-oriented
machine learning model that can work without requiring too
many adjustments. Indeed, we expect that clinical variables in
the exposed population will change in the presence of a DDI.
However, we do not know whether the detection of a DDI
implies automatically an ADE, and accessing the information
to confirm the ADE involves a considerable work for drug
safety professionals that we want to avoid. Therefore, to
automate the monitoring of DDI-linked ADEs, we took the data
immediately available from eHOP.

As they have very similar demographic characteristics,
comparing exposed and non-exposed populations seemed to be
an effective way to initialize the system. An improvement
would be to take into account also the information included, for
example, in ADE report databases. However, this system can
be easily improved even without more data. Indeed, the model
predicts candidate ADE cases that are likely to have been
caused by DDIs and proposes them to drug safety professionals.
If these cases are confirmed by drug safety professionals, they
are included in the training sample to automatically enhance the
model.

On the other hand, and like for any automatic detection model,
our neural network model does not allow understanding which
anomaly led to the prediction of an ADE and for this the
analysis of the patient record is required. A machine learning
model requires a lot of work, especially the choice of the model
and the features engineering. In particular, a larger sample
could ollow other resampling strategies to be used, that do not
require the out of bag error, which is prone to overestimation of
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the true prediction error [26]. These questions need a suitable
study including a better evaluation with drug safety specialists.

Conclusions

This study shows how to employ healthcare data for automated
DDI monitoring and ADE prediction. It involves the complete
data processing chain: data collection, processing and
enrichment as well as the creation of a machine learning model.
The developed statistical model is the first step for a simple and
convenient use of data, and could be enriched with additional
information from other databases that must be integrated (more
specific drug knowledge databases, ADE report databases ...).

Although no drug safety professional is required during the
monitoring, their expertise is essential to properly understand
the data and put them into context. Their recommendations
were also important to build the monitoring system and to
improve the model.
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Abstract

Suicide is a growing public health concern in online
communities. In this paper, we analyze online communications
on the topic of suicide in the social networking platform,
Reddit. We combine lexical text characteristics with semantic
information to identify comments with features of suicide
attempts and methods. Then, we develop a set of machine
learning methods to automatically extract suicide methods
and classify the user comments. Our classification methods
performance varied between suicide experiences, with FI-
scores up to 0.92 for "drugs" and greater than 0.82 for
"hanging" and "other methods". Our exploratory analysis
reveals that the most frequent reported suicide methods are
drug overdose, hanging, and wrist-cutting.

Keywords:

Suicide, attempted; Natural Language Processing; Social Media

Introduction

Social media platforms, such as Twitter, Facebook, and
Reddit, are bringing important challenges for a variety of
social- and health-related phenomena. The widespread use of
these modern means of communication creates a potential to
identify and characterize users behaviors by analyzing content
shared online. Recent studies have shown that people are more
likely to seek support from informal online resources, rather
than seeking formal treatment from professionals [1] and
reported a positive correlation between suicide rates and the
volume of social media posts related to suicidal ideation [2].
This research suggests that online sources may contain
valuable information about specific cohorts, such as
vulnerable populations, and their suicidal behavior.

In this paper, we focus on the content analysis of forums
dedicated to a specific population -- suicide survivors, or
which is defined here as those who have had suicide attempts.
Our work aims to contribute to the literature by understanding
and analyzing communications on the topic of suicide in the
social networking platform, Reddit.! As of February 2018,
Reddit is a highly trafficked website’> with more than 542
million monthly visitors, 725.85 million comments, and 6.89
billion up-votes from its users.’ Reddit provides users
anonymity while sharing and discussing information about
almost everything, without any bias on the expressed opinions
and feelings. In contrast to other social media, it provides

' www.reddit.com
2 https://redditblog.com/2015/12/31/reddit-in-2015/
3 https://en.wikipedia.org/wiki/Reddit

domain-specific discussion forums that are moderated by a
number of users and that carry health-related knowledge
expressed by various cohorts.

In our work, we analyze a serious Reddit thread* detailing
extremely personal and traumatic experiences of suicide
survivors. This thread is moderated by 41 users and includes
only serious comments about the topic of suicide attempts. We
argue that the study of this dataset is an important step
towards the development of automated methods to identify
suicide risk factors that could help mental health professionals
and psychiatrists to understand and prevent suicide.

Our main objective is to identify methods used to commit
suicide such as drug overdose, hanging and to quantify their
evocation in social media.

Our research contributions include: (1) extraction and analysis
of linguistic characteristic and key aspects of the language
used by suicidal individuals to describe suicide methods; and
(2) development of a set of machine learning algorithms to
extract methods used by suicide attempters and classify the
Reddit comments.

State of the Art

Suicide is one of the most common health issues impacting the
world's population. According to the Centers for Disease
Control and Prevention [3], more than 40,000 suicides were
reported in the United States in 2012, which positioned
Suicide as the 10" leading cause of death in the country.

A rich collection of work has been done on social media as an
effort to identify and understand communications about
mental health problems, including depression, mental disorder
and suicide. While most of the research from literature is done
on suicide notes [4], more recent work demonstrated that
evaluating suicidal risk factors in social networks can be used
to prevent suicide and detect suicidal ideation in its early
stages.

For example, the Durkheim® project studied the online
activities and shared content of group of US war veterans on
Twitter, Facebook, and LinkedIn in order to identify markers
of harmful behaviour. The group developed linguistics-driven
prediction models to estimate the risk of suicide using text
from the clinical notes [5]. Results showed that people who
committed suicide frequently recorded behaviours indicative
of fear, agitation and delusion, with around 65% accuracy.

4 https://redd.it/4e8oip/
S http://www.durkheimproject.org/research/
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In the same line of research, Sueki [6] examine a panel of
young (early 20s) Twitter users to evaluate the association
between suicide-related tweets and suicidal behaviour. The
authors investigated the linguistic features of suicidal ideation
and identified the most important markers of future suicide.
For example, phrases such as "want to commit suicide" were
found to be strongly associated with lifetime suicide attempts,
while phrases that suggest suicidal intent, such as "want to
die,” were found to be less strongly associated. For a complete
summary of literature on suicidal thoughts and behaviours, the
reader may refer to the recent pioneering work of [7], who
conducted a meta-analysis of 365 studies from the past 50
years.

Most closely related to the current paper, Ghitsis [8]
investigate the linguistic characteristics of Reddit posts that
need urgent attention. The authors focussed on subreddits in
which users post comments about Addiction, Anxiety,
Dementia, Depression, self-harm and suicide ideation.
However, the work does not focus specifically on serious
suicide posts, and, most importantly, does not investigate the
classification of methods of suicides, which in turn could
allow the understanding of several potential warning signs.

With the present work, we consider a broad range of
linguistic, lexical, and semantic features to facilitate the task
of methods classification. We specifically address the
following research questions:

1. How do suicidal individuals communicate about the
method used during suicide attempt experiences?

2. What are the most popular methods used by suicidal
individuals to end their life?

3. How to recognize a comment dealing about suicide
method?

Methods

Step 1: Data acquisition

Our dataset consists of all the comments of the Reddit thread,
"[Serious] Suicide survivors of Reddit, what was your first
conscious thought after you realized that you hadn't
succeeded?"® We have scraped all the comments using the
Python Reddit API Wrapper. The topic has been tagged with
the keyword "[Serious]", which means that it is monitored by
a group of moderators who remove any off-topic and
irrelevant comments in the thread, keeping only serious
comments about suicidal ideation. In Reddit, all the comments
are organized as a big tree of comments with the parent
comment as the top level node and the comments about the
parent comment as their child nodes. Table 1 reports statistics
about the dataset.

The lack of informed consent given by social media users for
data usage leads to ethical questions. In particular,
confidentiality with respect to the publication of research
results is an issue. We adhere to the guidelines of [9]. Results
are presented with a degree of detail that does not permit
drawing conclusions on individual users.

Step 2: Data Preprocessing

We initially preprocessed the data to remove HTML tags,
white spaces, pipe symbols and carriage returns. We expand
English word contractions such as won't, can't, to will not,

6 https://redd.it/4e8oip/

cannot, respectively using regular expressions. These steps are
essential to tokenize words properly and for negation
identification. We lemmatize the words using both the
Python's NLTK Wordnet lemmatizer.

Table 1- Dataset statistics

Total number of comments 6,229
Number of top-level comments 1,833
Number of sentences 12,782
Average number of sentences per comment 7
Number of unique users 3,58

Step 3: Feature Extraction

In the following, we define the features used in the
classification process: Trigrams, NLTK POS Tags and
Customised POS Tags.

Trigrams: Lemmas on their own have very little meaning and
cannot be used as an independent criteria for annotating a
sentence according to a method. Hence, we used trigrams to
explore sentences and find recurring patterns. Some examples
include: have to kill, going to bleed, tried to slit.

NLTK POS Tags: We tokenized and tagged all the words
using NLTK POS tags. We obtained a total of 5,229 verbs,
10,901 adjectives and 24,815 nouns. We used NTLK POS-
tagger.

Customised POS Tags: We have also manually defined
Customized POS Tags described in Table 2. Due to space
restrictions, we only reported the most frequent words
associated with these tags. All the Customized POS Tags are
self-explanatory, except for 'Ability' categories which
represent the words that usually tend to be used by people who
are expressing support need such as 'l need support'.

Table 2— Customized POS Tags

Customized

POS TAG Meaning C Tokens

FPRP First Personal I, my, myself
Pronouns

SPRP Second Personal You, him, he, it
Pronouns

WPRP Group First ‘We, us, our
Personal Pronouns

NEG Negations Not, note, never

SWR Swear words Witf, ass, poop

INTSFR Intensifiers Really, so, very

NEGINTSFR  Negative

Awfully, horrifyingly

intensifiers
POS Positive words Adore, affirmation
NEG Negative words Depression, sacrifice
ABLT Ability words Handle, support
METHOD Suicide methods Hang, drug, shotgun
POSEMO Positive Emojis Lol, LMAO, ROFL

extracted from an internal API using 8 online synonym
dictionaries’ and we keep a synonym only if it is find at least
3 in 3 dictionaries. After manually removing irrelevant tokens,
we obtain a list of 218 tokens mapped to 15 suicide methods
as mentioned in Table 3.

7 Reverso www.reverso.net, Bab.la fr.bab.la/dictionnaire, Atlas
dico.isc.cnrs.fr, Thesaurus www.thesaurus.org, Orto-lang
www.cnrtl.fr/synonymie/, SensAgent diction-
naire.sensagent.com/synonyme/en-ft/, The FreeDictionary
www.thefreedictionary.com and the Synonym www.synonym.com,
all retrieved on July 13, 2018
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Table 3— Most frequent tokens associated with each suicide
method label and its distribution in the dataset

Methods Most frequent tokens Distributions
Alcohol Drunk, Liquor, boost 9,9
Bleed Bleeding, blood 6
Carbon Monoxide, gas-poisoning 0,2
monoxide

Cut Slit, cleave, tear 10,5
Starve Starvation, famine 0,2
Disease Illness, Sickness 47
Drown Drowning, underwater 1,6
Drug Overdose, pills, dope 36,1
Electrocute Electrocution, electrocute 0,1
Gun Shotgun, shoot, revolver 6
Hang Hanging, noose, strangle 17,8
Hypothermia Hypothermia 0,1
Jump Leap, jump-over, jumping 4,2
Vehicle Collision, speed, car 2,5
Suffocate suffocation 0,1

FPRP, SPRP, WPRP and ABLT are self defined. POS and
NEG list have been compiled from 4 lexicons [1,10-12].

The tag 'NEGINTSFR' is used when a word occurs in both the
Negative words dictionary and the Intensifier dictionary such
as 'awfully', 'horrifyingly'.

To build the METHOD list, first, we defined a list of 34
suicide methods obtained from dedicated mental health
websites®. Then we enriched this list by using synonyms

The POSEMO list contains regular expression rules to detect
positive social networking emotions including emojis and
common slang such as lo/, Imao... We also use regular
expressions in order to include repeated letters as /oooooool,
lol.

Step 4: Classification

We applied supervised machine learning algorithms in order
to automatically predict and extract suicide methods at the
comment level. Because a comment could be annotated with
one or more of the labels listed in Table 3, the task is a multi-
label classification task. Every comment containing at least
one annotation was extracted. We obtained a training dataset
of 874 annotated comments.

We used a One VS Rest Classifier with four different models:
Support Vector Machine, Logistic Regression, SGD and
Perceptron.

We perform automatic cross validation with 611 comments
used as training set and 263 comments used as test set (30% of
the dataset).

We tuned the hyper-parameters of the model for the four
different models. Global system performance is measured with
micro-averaged Fl-score because of the use of a skewed
dataset.

8

https://en.wikipedia.org/w/index.php?title=Suicide methods&oldid=
788573333 http://regretfulmorning.com/2011/08/the-7-most-
common-drugs-people-overdose-on/ both retrieved on July 13,2018
Reverso www.reverso.net, Bab.la fr.bab.la/dictionnaire, Atlas
dico.isc.cnrs.fr, Thesaurus www.thesaurus.org, Orto-lang
www.cnrtl.fr/synonymie/, SensAgent diction-
naire.sensagent.com/synonyme/en-ft/, The FreeDictionary
www.thefreedictionary.com and the Synonym www.synonym.com,
all retrieved on July 13, 2018

Results

POS Tagged Sentence Sequence:

We tagged all the sentences with the Customised POS Tags
mentioned above and look for regularities. In the following,
we list two prominent examples:

e 'FPRP','VBD', 'TO','METHOD' (First Personal
Pronoun followed by a verb, a preposition and the
method) : "I decided to hang", "I tried to - slit,
strangle, jump, or drown".

e 'FPRP','VBD', INTSFR', NEGATIVE' (First
Personal pronoun followed by a verb, an Intensifier
and a Negative Word) gives us the emotional state the
person: "I felt more alone", "I became more
depressed", "I was completely helpless"...

Customized POS Tagged Sequences are very useful to identify
and extract patterns to characterize the way individuals
communicate about the methods they used to commit a suicide
attempt (RQ1).

Method Labelling

The distribution of the labels in the training set is also
presented in Table 3. It is apparent that some methods to
commit suicide are much more frequent compared to others.
Some of the most frequent labels are, in order, drug, hang, cut
and alcohol. 1t is interesting that most Reddit users who have
commented on this submission preferred to commit suicide
through drug overdose (RQ2).

Comment classification

Table 4 gives the comparison of the 4 used estimators along
with their classification features (RQ3).

Table 4 — Classifier performances

Micro- Micro
Estimator Accuracy  precision recall F1-Score
Logistic 0.452 0.726 0.534 0.615
Regression
Perceptron 0.631 0.863 0.709 0.778
SGD 0.642 0.856 0.722 0.783
Classifier
Linear SVC  0.684 0.912 0.722 0.806

As seen in many different NLP tasks, Linear SVC has the
best performance in comparison to Logistic Regression,
Perceptron and SGD Classifier. Table 5 gives the
classification report of Linear SVC for each individual suicide
method label.

Label frequency determines classifier performance
considerably. For all comments with support above 20, we can
see that we have an Fl-score of at least 50%. Unsurprisingly,
classifiers for rare examples such as Carbon Monoxide,
Electrocute, Drown perform worst because of the low number
of samples. Classifier performance would likely improve for
the low-frequency labels if more training data were obtained,
without the need for new features.

Some labels (gun, jump and disease) perform better than
would be expected from frequency alone, indicating that they
are ecasier to learn than others, possibly because they are
lexicalized more often, or more consistently.
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Table 5 — Classification performance per methods

Methods Precision Recall Fl-score Support
Alcohol 0.97 0.57 0.71 53
Bleed 1 0.52 0,69 42
Carbon 0.00 0 0 0
monoxide
Cut 0.94 0.59 0,72 51
Disease 1 0.39 0,56 23
Drown 0 0 0 7
Drug 0.89 0.95 0,92 154
Electrocute 0 0 0 0
Gun 1 0.6 0,75 15
Hang 0.86 0,79 0,82 71
Hypotherm  0.94 0,81 0,87 21
ia
Jump 1 0,5 0,67 2
Vehicle 1 1 1 1
Suffocate 1 0,29 0,44 7
Discussion

Based on the feature extraction process, we find that there are
many prominent methods used by leading individuals to
attempt suicide. Our analysis reveals that most of these causes
appear in sentences either as a negative word or after an
intensifier word. In table 6 we report some examples of
comments with the number of votes as scored by Reddit. The
user names of the authors are removed in order to preserve
privacy.

Now, it would be interesting to combine this information
about suicide methods with other dimensions such as
sentiment analysis or causes such as "bullying" (User 1),
"ptsd," "depression," and "divorce" (User 3). These others
dimensions could be extracted from the text with a similar
approach to the one used for the methods. Such signs could be
used as an important signal to prevent suicide.

Table 6— Examples of comments

Author Comment Score

User 1 Well I had attempted to hang myself whenI 7,455
was 15. I have a birth defect (deformed legs)
and just could not take the bullying
anymore. So...

User 2 I'am a diabetic. I can remember deciding to 1,460
use insulin to go. Figured that passing out and
dying of a seizure due to hypoglycemia would
be a quick and easy way to go.

User 3 I deal with ptsd and depression at the time [ 709
was dealing with my issues that I did after
coming home from over seas my divorce and I
was getting close to losing my apartment I
got drunk as helle got in a fight...

On the other hand, the distribution of suicide method labels in
the dataset (Table 3) shows that drug overdose is the most
common method used to commit suicide followed by hanging,
cutting, and alcohol poisoning, respectively. Since drug
overdose is a growing cause of suicide, suitable precautionary
methods should be taken to avoid it as much as possible. Some
suggestions would be to identify the most common drugs used
to commit suicide and to prescribe them to individuals only
after throughly assessing their mental health.

The Reddit comment classification reveal that classifier
performance depends on frequency of labels in the dataset. In
order to limit the annotation effort, methods such as active

learning [13] could be used to select the example to annotate
in order to improve the model more rapidly.

Conclusions

In this paper we developed a set of methods based on natural
language processing and machine learning in order to study
the suicidal behavior of individuals who attempted suicide.
We built a set of linguistic, lexical, and semantic features that
help in capturing relevant language clues. These new features
have been successfully used to improve the classification of
suicidal thoughts, experiences, and, most importantly, suicide
methods. We found that POS tagging features are important to
identify and understand users’ communications in forums
especially when used as features within a machine learning
method.

We also created and annotated a dataset that can be used by
researchers to investigate others questions about suicide
attempts. For future research, we plan to undertake large-scale
experimental evaluation to assess the language of suicide
across different types of data, such as microblogs and forums.
It may be also instructive to determine whether users’
classification could reveals similar profiles, suggesting similar
suicide methods and comparable risk factors. The
classification of the language used could also be informative.
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Abstract

When dealing with electrocardiography (ECG) the main focus
relies on the classification of the heart’s electric activity and
deep learning has been proving its value over the years
classifying the heartbeats, exhibiting great performance when
doing so. Following these assumptions, we propose a deep
learning model based on a ResNet architecture with
convolutional 1D layers to classify the beats into one of the 4
classes: normal, atrial premature contraction, premature
ventricular contraction and others. Experimental results with
MIT-BIH Arrhythmia Database confirmed that the model is
able to perform well, obtaining an accuracy of 96% when using
stochastic gradient descent (SGD) and 83% when using
adaptive moment estimation (Adam), SGD also obtained FI-
scores over 90% for the four classes proposed. A larger dataset
was created and tested as unforeseen data for the trained
model, proving that new tests should be done to improve the
accuracy of it.

Keywords:
Electrocardiogram, Deep Learning, Arrhythmia

Introduction

Real-time monitoring has become one of the most important
and clinically relevant tasks in medical settings, yet one of the
most repetitive and tiresome tasks is the analysis of 24-hour
ECG records. One of the ways to automate this long task is to
convert this process into a real-time process with the automatic
classification of the heart rate and with this, the classification
of arrhythmias.

Arrhythmias are the most common diagnoses in this medical
area and are composed of electrical changes that cause the
normal heart rhythm to change. These changes can cause the
heart to beat faster (tachycardia), slower (bradycardia), or at an
irregular beat. Arrhythmias are widely classified, and their
classification may depend on the factors described above and,
where they occur, ventricles or atria. These changes can even
lead to sudden death from stroke or cause other types of damage
because of the inability of the heart to pump enough blood into
the body and consequently cause damage to the brain, heart, or
other organs [1,2].

To this extent, the importance of monitoring systems increases
with the extra goal of improving patient care as well as the
speed with which such care is provided.

Over the years, several approaches to this topic have been built.
Going from the detection of the R-peak with high precision [3]
to the creation of frameworks for this subject [4,5], the heart
rhythm has been deeply studied. More recently, researchers
have jumped from the classification of the heart beats with

traditional methods to machine learning methods and even
further, deep learning methods [6,7].

It is palpable the need to not only disclose the heart rhythm as
tachycardia, bradycardia or irregular rhythms but to classify
each of the beats into a defined category. Although being a
deafening task, several works have presented great results when
performing this task. Many researchers have spent their time
around this subject using several methodologies as Roopa, C.
and Harish B. [7] and Salem, A. et al [8] made notice in their
survey. Support vector machines [9], genetic algorithms [10],
rough set theory, and hidden markov models [11] and more
lately neural networks [12—19], several other works mixing
different methodologies have also been proposed [20].

In the second semester of 2017, Rajpurkar et al. [21] proposed
a ResNet architecture of 34 layers to classify ECG batches of
30 seconds. This work exceeded the performance of high
qualified cardiologists in a dataset 500 times larger than the
overall datasets and set the classification task a step further to
the automated analysis.

On the other side, researchers have also been focusing their
efforts in patient-specific methodologies. The neural networks
are trained individually for each patient allowing to classify
future holters from the same patient [22,23]. Both works show
promising outcomes and present a basis for future studies.

We intend to propose a new deep learning model to classify
three distinct types of heart beats (four different classes) while
analysing differents perspectives from the related works hereby
addressed. This paper presents an overview of the dataset used
as well as the architecture of the deep learning model built,
providing insights on how the model was trained, and the
results obtained with prospects of future work to be done. The
dataset created, from records obtained from a local hospital,
provided new insights about the model. The results obtained for
the MIT-BIH Arrhythmia Database were promising with the
arrthythmia classification yielding 96% accuracy in the
classification of each beat in each one of the four classes used.
The same network was used in the larger dataset, being able to
classify the arrhythmias with an accuracy of 81%.

Materials and Methods

Data Selection

The MIT-BIH Arrhythmia Database presents 48 records, where
the last 23 records became online only in 2005. The 48 records
were chosen from a set of over 4000 long-term Holters recorded
in the laboratories of the late Boston's Beth Israel Hospital, now
known as Beth Israel Medical Center, between 1975 and 1979.
The first 23 records were chosen randomly from inpatients and
the 25 other records were chosen from the same set yet to
contain a diversity of uncommon but clinically important
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conditions. The two groups have different purposes since the
first one is to serve as a representative sample of waveforms
and artifacts which most of the arrhythmia detectors might
encounter normally. While the second set of records presents
more complex arrhythmias and other conduction abnormalities.

The signals were sampled at 360Hz and recorded with a two-
channel recorder. The annotations were made based on a simple
slope-sensitive QRS detector and by two cardiologists, who
added additional beat labels missed by the QRS detector and
changed all the labels of abnormal beats. Nevertheless, during
the following years many records had their beats relabeled by
users who reported errors in the annotations [24,25]. These
records are composed by three files, an .hea format file, .dat
format file and a .atr format file.

The new dataset proposed comprises 113 records from 24-hour
holters from a local hospital. These records were sampled at
125Hz. This dataset presents 2172 hours of data, while the first
dataset, comprises only 48 records with 30 minutes each
making a total of 24 hours of data. While the first dataset, after
some preprocessing and discarded beats ended up with 97737
beats on all 4 classes, each record from the local hospital
presented 100000+£20000 beats (Figure 1). The created dataset
was first analysed by the system’s software and corrected by a
technician. Then, each signal’s classification was validated by
a cardiologist.
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Figure 1 —Summary of Number of Beats of Each Class for
Both Datasets

Later, it was disclosed the need to perform data augmentation
in the classes proposed. The second and third classes were
augmented since the number of beats belonging to these classes
were low.

Data Treatment

The first step to analyze an ECG record begins with the load of
the record and posterior filtering. These two processes were
performed with the help of the CardIO library, an open-source
Python library which was built to create "end-to-end machine
learning models for deep research of electrocardiograms" [4].

The CardIO library relies in the WFDB package [26] to read
and load files in the MIT-BIH format, this library can be
executed via command line and also as a python library (the
code is publicly available on Github). Using the capabilities of
CardlIO library, the signals were resampled to a frequency, of
125Hz. Then the signal was filtered, the filtering used in this
preprocessing was based on several works that proved to be
efficient [27-30]. Thus, it uses a band-pass filter, a finite
impulse response filter (FIR filter [31]) which uses a frequency
of 0.5Hz and 60Hz, in accordance with the theoretical
foundations, yeat the new dataset was filtered with a frequency

of 50 Hz and not 60Hz due to the specifications of the country’s
baseline wandering.

Nevertheless, in order to build the final datasets for training and
testing, after these transformations, the ECG is sliced by beats
and labeled with the annotations available creating the datasets
for training and testing. The annotations were carefully
reviewed and converted accordingly to the types of arrhythmias
that were intended to classify. Therefore, the annotations were
converted into four classes: normal beats as 0, other rhythms as
1, atrial premature contractions as 2 and premature ventricular
contractions as 3, as seen in Table 1.

Table 1 — Representation of Each Type of Beat According to

its Class
Type of Beat Class
Normal beats 0
Other Rhythms 1
Atrial Premature Contractions 2
Premature Ventricular Contractions 3

The records were then split, based on the correct detection of
the R-Peak and since it is sampled at 125Hz, it was decided to
use a window with a size of 120 data points.

Model

We built a ResNet architecture (Figure 2 presents the high-level
architecture of the network) based on Convolutional 1D layers
for the classification task since this was the model that
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Figure 2 — Network Structure of the Model for the
Classification Task. Overall the network contains 12 layers of
convolution followed by a fully-connected layer and a
Softmax.

surpassed the first tests performed. Initially, it was created a
multilayer perceptron model and a version with 2D
convolutional layers of the current model. It takes as input a
time-series of 120 data points that represents the beat and
outputs its label prediction. The model is composed by an initial
input in a BatchNormalization layer, followed by four blocks of
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ConvolutionlD layers (convlD 1, convlD 2, convlD 3 and
convlD 4) with BatchNormalization, ReLU as activation
function and a stride of 1. The convlD_ 1, conviD_2,
convlD 3 and convlD 4 layers have a filter size of 8, 5, 3 and
1, respectively. The model could also use a Dropout schema,
but considering the model complexity, we believe that we could
obtain good results with BatchNormalization.

Evaluation Metrics

The effectiveness of a deep learning model for classification is
usually measured by several parameters. Four of the most
common are i) accuracy, ii) precision, and iii) recall, as well as
the iv) Fl-score [32-34]. These parameters are based on the
results of true positives, true negatives, false positives and false
negatives.

e True Positive (TP): correctly classified positive
instances

e True Negative (TN): correctly classified negative
instances

e  False Positive (FP): incorrectly classified as positive
e False Negative (FN): correctly classified as negative
Accuracy

The Accuracy measures the rate of True Negatives and True
Positives on all classified instances, being generically
represented for binary classification by Equation 1. This result
may induce in error or can hide important details since it does
not distinguish between the number of correct labels of
different classes. It can be understood as the number of correct
predictions on top of the total number of prediction. The
problems of misclassification may arise even though the
accuracy results are high. In the medical field, the misdiagnose
of an unhealthy subject may cost its life. When dealing with
multi-classification, this formula reverts to the number of well
predicted samples in relation to the total number of samples.

P ~ TN + TP
CCUracY =Tp Y TN + FN + FP

Precision

@

Precision (Equation 2) equalizes to the rate of true positive
instances in the correctly classified instances.
TP

Precision = TP+ FP 2)

Recall

Recall or sensitivity (Equation 3) gives higher scores when a
high number of true positives is achieved while avoiding false
negatives, this defines the true positive rate.

TP

TP+ FN ®

Recall =

F1-Score

The Fl-score is another general metric that is broadly used for
evaluating these systems, the Equation 4 combines the
precision and recall into a single number and is seen as one of
the most reliable metrics for evaluating machine learning
results.

2 * (Precision = Recall)

€Y

F1 B
score Precision + Recall

Experimental Results

The tests performed for training the model were optimized with
SGD and Adam, both with a learning rate of 0.1. Other
optimisers could have been used, however, we relied on SGD
and Adam based on the related work and their broad use[35].
To understand the evolution of the models with the number of
epochs, both systems were tested with 10, 25, 50, 100 and 150
epochs, the maximum number of epochs was defined after the
first tests, where any test over 150 epochs demonstrated that the
model stopped learning. As seen in Figure 3, the first dataset
was randomly sliced in 80% for training and 20% for testing,
with the training set being further separated into train and
validation (65/35%).

‘Train (65%)
- S i Train (80%)
| Dataset .

| Validation
(35%)

- | Test (20%)
Figure 3 — Modeling the First Dataset for Training and
Testing the Model

Several tests were performed for tuning the hyperparameters
and adapting the learning rates to the behavior the model was
exhibiting. Since this is a multi-classification task, the metrics
for each class are calculated.

Figure 4 presents the overall accuracy of the models with a
different number of epochs, a batch size of 2000 beats and as
we are dealing with multi-classification, it used the categorical
cross-entropy as loss function. The accuracy of the model
reached 96% for the SGD optimizer with 150 epochs

Test Results
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Figure 4 — Testing Results Regarding the Accuracy of the
Model using Stochastic Gradient Descent and Adaptive
Moment Estimation as Optimizers.

On the other hand, Figures 5 and 6 rely on the Fl-score
regarding the test results with the 20% of the dataset created.

The model behaves accordingly to what was expected,
presenting good results for classifying all the instances initially
defined. However, it can be noticed the higher results of the
model optimized with stochastic gradient descent. These results
are an effect of how both these optimizers work.
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Figure 5 — Testing Results Regarding the F1-Score of the
Model using Stochastic Gradient Descent as Optimizer
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Figure 6 — Testing Results Regarding the F1-Score of the
Model Using Adaptive Moment Estimation as Optimizer

The results obtained did not present overfitting, the error was
minimal, and the test set obtained good results both in accuracy
and Fl-score. The model was able to classify all four classes
and these results increased with the number of epochs.

When scrutinizing the two types of arrhythmia classified it is
possible to disclose the reasons why atrial premature contrac-
tions (class 2) is the least accurate arrhythmia when using the
Adam optimizer. This results can be due to the computation of
gradients using this optimiser, as so, the gradient may reach a
local minima but not the lowest point. In this case, it may be
because of the small number of beats of this class on the test
dataset. On the other side, SGD is able to find better gradients
for the classification of all the classes. However, it can be seen
that when the model was trained with 100 epochs it was able to
reach better results when classifying the atrial premature
contractions (class 2).

After the best model was trained and evaluated, the new dataset,
with unforeseen data for the model, was tested. These tests were
performed record by record, where 21 records achieved more
than 90% of accuracy. The only problem detected was when the
model tried to predict class 2 where there was no class 2 in any
of those records. Tacking this into account, a new model was
trained, comprising the 11 least accurate records for training
and the remaining 5 records with an accuracy below 30% for
testing, we decide not to use all the records due to the lack of
computational power. Table 2 presents the precision, recall, and
F1-score values of the last evaluation of the new model.

This model was able to accurately classify the arrhythmias with
an accuracy of 81% while the F1-scores for the normal class
(class 0) reached 89.9%, the other two classes performed
poorly, reminding the need to perform data augmentation to
balance the data to train the model.

On the other hand, several limitations raised during the
development of this project, such as, the lack of computational
power to diminish the training time, which took over 15 hours
for the subset of only 11 records from the second dataset as well

as the imbalanced dataset. These issues present a hindrance in
the success of these approaches, nevertheless it is important to
emphasise it presents an advance in relation to typical systems
were the annotations have to be carefully reviewed 100% of the
time.

Table 2 — Results Obtained for the New Dataset Based on 11
Records from the Hospital for Training and the Five Worst
Records from the Hospital for Testing

Labels Precision Recall F1 Score
Class 0 98.9% 82.3% 89.8%
Class 1 8.8% 47% 14.9%
Class 3 4.1% 35.3% 7.4%

In comparison with the related work, namely the work
performed by [16], where the authors performed a beat-to-beat
classification using the MIT-BIH arrhythmia database and
obtained an accuracy of 83.4% in classifying the signal as
normal or abnormal (arrhythmic), we were able to outperform
their approach in 10% while classifying into four different
classes.

Conclusions

In this paper, we developed a deep learning model that was able
to accurately classify the heartbeat into four different classes.
Focusing on two types of arrhythmia, the results obtained for
this classification task were promising showing that this path
for beat classification should be further investigated and
providing a basis for future studies. Researchers have been
dealing with beat classification using deep learning, however,
the results were slowly reaching 90% of accuracy and many of
these results were based on two-dimensional layers. This paper
presents a ResNet with one-dimensional convolutional layers
and was able to reach over 90% of accuracy and F1-scores for
the four classes proposed, without falling on the rabbit-hole of
overfitting.

A new dataset was created, having records 48 times bigger than
the records from the MIT-BIH Arrhythmia Database. This
allowed us to further explore these results, increasing our
training data to create a new and better model, able to classify
these 24-hour record accurately and also to try to balance the
data available. Since deep learning is a methodology data-
driven, the larger the dataset, the better the results. With this in
min, this dataset will allow us to increase the spectrum of
classified types of arrhythmia in order to create a fully
automatic system without neglecting the precision and the
importance of the outcome.
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Abstract

We report initial experiments for analyzing social media
through an NLP annotation tool on web posts about
medications of current interests (baclofen, levothyroxine and
vaccines) and summaries of product characteristics (SPCs).
We conducted supervised experiments on a subset of messages
annotated by experts according to positive or negative misuse;
results ranged from 0.62 to 0.91 of F-score. We also
annotated both SPCs and another set of posts to compare
MedDRA annotations in each source. A pharmacovigilance
expert checked the output and confirmed that entities not
found in SCPs might express drug misuse or unknown ADRs.

Keywords:

Natural Language Processing; Pharmacovigilance; Social
media

Introduction

According to the World Health Organization (WHO),
pharmacovigilance is "the science and activities relating to the
detection, assessment, understanding and preventing of
adverse effects or any other drug-related problem".! The drug
development process has several steps, from discovery in a
laboratory, to preclinical research and clinical development
involving patients. Nonetheless, after approval, complete and
definitive information about drug safety is not available.
Moreover, the drug use may change, the benefit/risk may
evolve and health authorities need any information available.

Self-reports of adverse drug reactions (ADRs) are scarce: the
French National Agency for Drug Safety (ANSM) evaluated
that only 5% are reported by patients. Because ADRs are
known late, except in case of highly publicized events (e.g.,
HINI  flu), social media is used to improve
pharmacovigilance efficiency [1,2]. However, web-based data
generally contain colloquial jargon that is hard to process with
common Natural Language Processing (NLP) tools, calling
for dedicated approaches [3]. Pharmacovigilance also
addresses abuse and drugs misuse, which involves “situations
where a medicinal product is intentionally and inappropriately
used not in accordance with the terms of the marketing
authorization” [4].

! https:/bit.ly/2FtIYX5 [Accessed March 2019]

We present an ongoing work on pharmacovigilance analyses
in health fora written in French, with a special focus on drug
misuse. We present the experiments we made based on a
comparison of the Medical Dictionary for Regulatory
Activities (MedDRA) codes annotated in web messages and
the codes identified in Summaries of Product Characteristics
(SPCs). As far as we know, this source has not been
commonly used for NLP in health social media; this is our
main contribution. We annotated pathological conditions in
social media and SPCs using an NLP pipeline designed to
identify such entities [S]. This tool was improved for
normalizing annotations based on codes from MedDRA [6]
and the Anatomical Therapeutic Classification (ATC) [7].
These methods identify potential drug misuse and unknown
ADRs.

Background

Social media are useful to identify both adverse effects and
drug misuse [1,2,8]. Different types of drug misuse may
occur; Bigeard and colleagues report a comprehensive
typology [9]. Misuse may be related to whether the drug is
prescribed by a practitioner, or taken as self-medication. In
case of a prescription drug, misuse may involve interaction
with other drugs, an incorrect frequency, duration or dose of
medication intake. Other situations involve not respecting the
drug intake (e.g., if levothyroxine is not taken on an empty
stomach), or problems of conservation (e.g., to keep an eye
drop solution open for more than 2 weeks). Indication misuse
involves the intake of a medication for an unrelated pathology
(e.g., using baclofen for alcohol addiction). Another situation
of interest is drug abuse, which occurs when users take drugs
without any pathology but searching for a specific effect (e.g.,
a psychotropic effect, as is the case with the purple drank
cocktail based on codeine cough syrup with soda).

Detection of drug misuse in social media is hard to identify
automatically, since knowledge on a given medical drug
indications or posology are needed to infer unexpected user’s
intake behaviors. The few works undertaken to detect drug
misuse have applied supervised methods and annotated data
by pharmacovigilance experts [10].

In the absence of enough available annotated data, we resorted
to methods for generating training data over unlabeled
samples. Distant supervision approaches [11] are close to that
paradigm and have been applied in the medical domain [12].
Our method, however, relies on the annotation of knowledge
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sources (SPCs in our context of pharmacovigilance) and then
compares the output to annotations in web fora.

Methods

We conducted two types of experiments. First, we conducted
a supervised experiment with a small set of messages
annotated by pharmacovigilance experts regarding positive or
negative misuse. Second, we tested to which extend
comparing MedDRA codes found in messages from web fora
and in SPCs provide cues of drug misuse and unknown side
effects.

Corpus for Supervised Experiments

Corpus 1 contains posts written in French by consumers,
extracted from several public fora from the health domain:
AlloDocteurs,? Atoute,*> Bacloféne,* Doctisimo Médicaments,®
eSanté,® Journal des Femmes,’ and Vulgaris.® In these posts,
different drugs and pharmacological substances are discussed:

Agomelatine (Valdoxan®): an antidepressant, which may be
misused for insomnia, panic and anxiety attacks.

Baclofen: a muscle relaxant, used to treat addictions
(especially alcoholism) out of any marketing authorization.

Duloxetine (Cymbalta®): an antidepressant drug.

Exenatide (Bietta®): an antidiabetic injection; a dose misuse
(i.e., users took more injections than what is prescribed) has
been detected by pharmacovigilance experts.

Myolastan (Tetrazepam®): a muscle relaxant; both misuse
(indication and posology) and drug abuse has been reported.

Messages were collected with a framework for extracting data
from web fora [13] and then processed using an NLP pipeline
to annotate pathological and medical drug entities.
Pharmacovigilance experts—pharmacists, or physicians
qualified in Pharmacology—revised a selection of 1178 posts
and manually annotated them as expressing misuse or not.

Corpus for Comparing Internet Posts and SPCs

Corpus 2 gathers posts from similar kind of consumers’ web.
We chose three specific and actual drug topics (regarding the
media coverage and patients’ interest), each in different fora:

1. Baclofen: data come from the Atoute website and
were used in semi-automatic methods to detect drug
misuse.

2. Levothyroxine: this drug replaces or provides more
thyroid hormone, and a new formulation was
marketed in August 2017. Messages come from the
Vivre sans thyroide forum.9

3. Vaccines: in France, only 3 vaccines (diphtheria,
tetanus, poliomyelitis) were mandatory until
January 1st, 2018. Since that date, 11 vaccines are

2 www.allodocteurs. fr [Accessed March 2019]

3 www.atoute.org [Accessed March 2019]

4 www.baclofene.com [Acccessed March 2019]

3 http://medicament.doctissimo.fr [Accessed March 2019]
% https:/www.e-sante.fr [Accessed March 2019]

7 www.journaldesfemmes.fr [Accessed March 2019]

§ www.vulgaris-medical.com [Accessed March 2019]

¥ www.forum-thyroide.net [Accessed March 2019]

compulsory: tetanus, diphtheria, poliomyelitis, and 8
additional ones: pertussis, polio, measles, mumps,
rubella, hepatitis B, haemophilus influenza bacteria,
pneumococcus, and meningococcus C. We used
posts from the Doctissimo website.10

For each topic, we extracted 100 messages according to two
inclusion criteria: presence of drug name and pathology
names, and a limit of words (we avoided long generic
discussions). In case of lack of messages with drug names and
pathology entities, we extracted new messages to gather up to
100 messages per topic. We also used SPCs available from the
French authorities!! for baclofen, levothyroxine, and the
twenty marketed products to perform the newborns
immunization for the eleven vaccines: ACT-HIB®, Boostrix
Tetra®, Engerix B®, Fendrix®, HBVaxPro®, Hexyon®,
Imovax Polio®, Infanrix Tetra®, Infanrix Quinta®, Infanrix
Hexa®, M-M-RVaxPro®, Menjugate®, Neisvac®,
Pentavac®, Pneumovax®, Prevenar®, Priorix®, Repevax®,
Revaxis®, and Tetravac®. We focused on sections describing
indications, counter-indications or adverse drug reactions.

Annotation of Messages with an NLP Pipeline

We applied an NLP pipeline on both corpus: 1178 posts
annotated by pharmacovigilance experts, and 300 concerning
levothyroxine, baclofen and vaccines. As previously
explained [5], the pipeline has modules for normalization,
tokenization, Part-of-Speech tagging and concept annotation
based on machine learning, namely Conditional Random
Fields (CRF) [14]. Because the tool was improved since the
first evaluation made on the first set of web fora [5], we
evaluated the annotations of the 300 posts. We manually
checked those annotations to build a gold standard, using
BRAT (Figure 1) [15]. We evaluated the annotations through
pre-cision, recall and Fl-score (F1) metrics using BRATeval
[16].

Bonsoir & tous et toutes, Nouvelle sur ce forum, je recherche des témoignages

P Persry
concernant des effets Indésirables graves: (=5 attagues de pankgue
Ll L = L]

Pas | anxiité ou le stress, les vraies attagues de panigue qui fant penser qua I on

devient fou, avec phobles etc.
R Fromiial
Y aidepuls 3ans déclard une maladle de Hashimoto, tsh a 27, anticorps & 4000 on

] -]
me met immédiatement sous LEVOTHYROX 50 fin novembre 2014,

Figure I - Sample of forum message annotated with BRAT

We also applied the annotation tool on the summary of
product characteristics (SPCs) detailed before. Thus,
pathological entities in indications covered by those selected
drugs are annotated and labeled with MedDRA codes. We
also revised the annotations of sections Indications and Side
effects in SPCs, using the same methodology to revise
annotated posts.

Experiments in a Supervised Context

We followed the procedures applied by Bigeard and
colleagues [10]. We tested Naive Bayes (NB) and

19 www.doctissimo.com [Accessed March 2019]
! https://bit.ly/2UNLuNG6 [Accessed March 2019]


https://www.webmd.com/women/ss/slideshow-thyroid-symptoms-and-solutions
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Multinomial Naive Bayes (MBN) algorithms on the
1178 posts annotated as expressing misuse or not by
pharmacovigilance experts. We tested different features:

Word tokens in message
Word roots in message

Anatomical Therapeutic Classification (ATC) codes
of medical drugs in each message

MedDRA codes of pathologic entities in message
3-grams
3-character-grams

We used ScikitLearn Software for this set of experiments [17].
In all contexts, we applied 10-fold cross-validation and used
an 80% and 20% ratio of training and test sets, respectively.

We also tested different subsets of messages with regard to the
number of messages annotated as misuse. In real-life contexts,
most posts will not contain any misuse behavior or ADR. The
datasets will suffer from class imbalance (i.e., most samples
will not express misuse nor ADRs), a common problem with
supervised machine-learning algorithms [18]. In a context
where most posts bear a negative class, a random classifier or
a classifier labeling all samples as negative will certainly have
good accuracy, even though it does not make use of any
linguistic or knowledge-based feature. We thus tested
different ratios of messages annotated as positive or negative
misuse:

The full corpus of messages (1178 posts),
111 messages annotated as positive misuse (~10:1
ratio)

A subset of 336 messages: 111 classified as positive
misuse and 225 as negative misuse (~2:1 ratio)

A subset of 246 messages: 111 classified as positive
misuse and 135 as negative misuse (~1:1 ratio)

Comparing Messages in Social Media and SPCs

Once we applied the NLP tool to annotate the pathological
entities in the SPCs, we assumed these coded pathologies set
up the list of correct uses to be found in messages over the
Internet. Conversely, all pathologies related to one of those
drugs found in a message (missing in that list of expected
pathologies) may be a drug misuse or unexpected ADR.
Because we used the same annotation schema and tool, we
could compare MedDRA codes in both sets and extracted a
list of candidate terms. Finally, a pharmacovigilance expert
and coauthor of this work (ALL)—a physician, qualified in
Pharmacology, with 20 years of expertise—checked the
selected entities to confirm misuse behavior or unknown
ADRs.

Normalization

We used MedDRA for coding terms of pathological entities.
Following Bousquet ef al. [19], we coded Lower-level terms
(LLT) for expressions of pathologies (verbatim terms), but
also mapped these LLTs to preferred terms (PT) for pharma-
covigilance analyses. We used the UMLS® [20] Concept
Unique Identifiers (CUIs) to map term variants referring to the
same concept. Normalization rules were applied considering
inflection (singular/plural, diacritics, syntactic variants of
multiwords); and Levenshtein distances were used to get the
candidate term with closer string distance from a term variant.

Results

Evaluation of the NLP Pipeline

We annotated a total of 2249 pathologies and medications in
forums, and 6772 in the SPCs (Table 1; we report the count of
both annotations and types, i.e., different annotated items).
Table 2 shows the evaluation results of each subset of posts.

Table 1 - Number of annotated entities (total items and types)

# annotations (types)

# words
Pathologies Medical drugs
Levothyroxine 18274 511 (230) 314 (67)
Baclofen 12941 259 (133) 386 (52)
Vaccines 10336 390 (185) 389 (83)
Total posts 41551 1160 (480) 1089 (192)
[avg per post] [138.5] [3.87 (1.6)] [3.63 (0.6)]
Total in SPCs 88919 3687 (815) 3085 (320)

[avg per SPC]  [4041.8]  [167.6 (37.1)] [140.2 (14.5)]

Table 2 - Evaluation of the NLP annotation pipeline
(P: Precision; R: Recall ; F1: F-score; Avg: average)

Pathologies Medical drugs
P R F1 P R F1
Levothyroxine 0.80 0.68 0.74  0.98 0.85 0.91
Baclofen 084 0.70 076 0.89 0.80 0.84
Vaccines 084 0.72 077 082 0.78 0.80
Avg (posts) 083 0.70 0.76 093 083 0.88
SPCs 092 090 091 076 090 0.82

In web posts, higher F1 scores were obtained when annotating
medications rather than pathological entities. This is mainly
due to the higher number of different pathological entities
(480) and also to the difficulty in annotating expressions of
pathological conditions in patient language (e.g., crevé, ‘worn
out’ stands for fatigue). Annotation results of messages
concerning the baclofen and levothyroxine show higher F1
scores; this might be due to the fact that messages discussing
newborns vaccination contain more different drug names (83).
Results of pathological entities in posts regarding the
levothyroxine might also be due to a higher number of
different pathological entities in this forum (230). Because
SPCs feature a lower degree of patient language, annotation
of pathologies achieved a higher F1 score than in web fora.

Results of Supervised Experiments

As expected, the best results were obtained on the full corpus,
either using Naive Bayes or Multinomial Naive Bayes (Table
3; we only report the results of the best features on the test
set). The experiments on the other corpora configurations
helped us better understand the features that really helped the
classifier to learn and distinguish positive and negative
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misuse. The best results were mainly obtained with these
features: ATC codes, MedDRA codes and word roots. We had
similar results as those reported by Bigeard et al. [10].

Table 3 - Results of classifiers in supervised context: Naive
Bayes (NB, above) and Multinomial Naive Bayes (MNB,
below). The label ratio is the proportion of posts annotated as
positive or negative misuse. 2:1 stands for 2 negative posts
per 1 positive; P: Precision, R: Recall; F1: F-score

Label

N Features P R F1
ratio

ATC codes
~10:1 + MedDRA codes

094 093 0.91
(all data) + word roots

+ 3-grams

N ATC codes +

B 21 MedDRA codes + 0.63 0.67 0.62
word roots

Tokens + 3-grams +
~1:1 ATC codes; or 0.88 0.88 0.88
Tokens + 3-grams

10:1 ATC codes
' + MedDRA codes 093 092 0.89
(all data)
+ word roots
M ATC codes
N ~2:1 + MedDRA codes 0.71 0.70 0.62
B

+ word roots

Tokens + 3-grams
~1:1 + ATC codes ; or 0.82 0.82 0.82
Tokens + 3-grams

Results of comparing messages in social media and SPCs

We extracted from posts 301 pathological entities that were
not documented in SPCs. Most were related to Levothyroxine
(166) and Baclofen (103). Pathologic conditions related to
vaccines (32) concerned Boostrix®, Engerix®, Infanrix®,
Neisvac®, Pentavac®, Prevenar®, Priorix®, Repevax® and
Revaxis®. We observed that some vaccines did not appear in
the selected posts (ACT-HIB®, Fendrix®, HBVaxPro®,
Hexyon®, Imovax Polio®, Infanrix Tetra®, M-M-RVaxPro®,
Pneumovax® and Tetravac®). The pharmacovigilance expert
considered that only 3 cases might be misuse related to
Baclofen (1.3% of candidate items). However, one case is
ambiguous: we cannot state if, when the user mentioned the
unexpected pathology, he/she meant to link it to an indication
related to the intake of Baclofen. No other misuse cue was
confirmed with regard to other drugs. The expert identified 68
undocumented ADRs (22.6% of selected items; 28 need more
context to be confirmed). Unknown ADRs mostly involved
levothyroxine (52 cases), baclofen (6), Engerix® (2),
Infanrix® (2), Pentavac® (3), Priorix® (1) and Repevax® (2).

Qualitative Evaluation

We analyzed messages to detect linguistic cues expressing
drug indication or misuse (Table 4). Misuse due to incorrect

dose might be expressed with specific verbs. However, in the
Corpus 1, we observed that experts did not always annotate as
misuse some contexts with those cues. Exact validation of
drug doses reported by web users might indeed be within the
range of correct doses that could be a user-perceived misuse.
We estimate a linguistic analysis needs to be complemented
by knowledge-driven approaches; e.g., analyses of doses in
posts may be compared with ranges of doses approved by
authorities. Likewise, we noticed that possible adverse drug
reactions or misuse events were not detected due to the lack of
MedDRA terms, especially when users write narrative
descriptions of events or use non-technical expressions.

Table 4 — Samples of linguistic cues of indication, misuse or
unknown adverse drug reactions (ADRs)

surdosé (‘overdosed”)
mauvais dosage (‘bad dose”)
tu ingurgites le triple de ce qui est recommandé,

Misuse ‘you take 3 times more than what is recommended’
prendre des doses de cheval de X
(‘take a raging / strong dose of X’)
je prends X pour ... (‘1 take X for’)
Indication L
X utilisé comme / pour (‘X used as / for’)
X m’empechait de dormir
ADRs

(‘X keeps me awake”)

Results of the Normalization Step

Applying the normalization rules on Corpus 2, we mapped to
CUIs 263 out of the 344 different types of pathologies (76.4%
of types), and 199 to MedDRA codes (57.8% of types). Errors
were due to spelling, syntactic variation (treatment failure vs.

failure of treatment), inflection (panic attack vs. panic

attacks), derivation (depressive vs. depression), abbreviations
(rgo vs. reflux gastroesophagique) or errors in CUI mappings.

Discussion

Communication in Internet fora is asynchronous and
asymmetric, without specific interlocutors. This impacts the
way medical information is expressed: incomplete, informal
and creative expressions for health conditions abound, which
make it difficult concept normalization and automatic analyses
through NLP. Comparing pathological entities documented in
SPCs medical drugs and unexpected pathologies in social
media needs quality term detection and normalization. Our
work is thus preliminary and suffers from the limitation that
terms in patient language remained still unannotated, or
entities were not normalized to accurate terms or CUIs.
Moreover, we did not check the quality and correctness of the
normalization step. We would like to explore normalization
techniques based on word-embeddings and deep-learning. The
comparison method was weak for detecting misuse, but
helped in finding new ADRs; this opens the door to future
work.

Regarding our supervised experiment, we lack enough data
for training our model and generalizing our predictions on
drug misuse to new datasets. We want to annotate SPCs of
more medical drugs to gather a database of annotations to be
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used in future work, especially for distant supervision
approaches.

Using social media brings up other limitations related to: 1)
the fact that users may not necessarily post their misuse
behavior or ADRs; and 2) privacy concerns: despite users post
contents to be publicly available, careful anonymization
protocols are required, as we applied in the project [13].

Conclusions

We presented a method and initial experiments on pharmaco-
vigilance analyses on social media based on NLP annotations
of web fora. Through a supervised experiment with a minimal
set of data, we showed that classification models might
perform adequately. However, lacking of enough data to
address current medications of interest, we resorted to
Summary of Product Characteristics (SPCs) to overcome the
data bottleneck. This approach, as far as we know, has not
commonly being used and might be a source of knowledge for
contrasting data reported in SPCs and unexpected users’
health or conditions. A pharmacovigilance expert confirmed
possible cases of misuse and some unknown ADRs. We make
available the annotated data of SPCs.'?

We highlight that our methods do not aim at replacing human
decisions concerning users’ behavior that could be drug
misuse. These need pharmacovigilance experts to be
validated; luckily, automated methods supporting these tasks
make this validation faster and easier to be conducted.

Acknowledgements

The Agence Nationale de Sécurité du Médicament funded this
work (grant ANSM-2016-S-076, PHARES project). We
greatly thank the LIMICS team (U. Paris 13) for the data, and
the pharmacovigilance team for annotating those posts.

References

[1] A. Sarker, R. Ginn, A. Nikfarjam, et al., Utilizing social
media data form pharmacovigilance: A review, J Biomed
Inform 54 (2015), 202-212.

[2] A.Nikfarjam, A. Sarker, K.O’Connor, et al.,
Pharmacovigilance from social media: mining adverse
drug reaction mentions using sequence labelling with word
embedding cluster features, J Am Med Inform Assoc 22(3)
(2015), 671-681

[3] D.Cameron, G.A.Smith, R.Daniulaityte, et al,
PREDOSE: A semantic web platform for drug abuse
epidemiology using social media, J Biomed Inform 46
(2013), 985-997.

[4] European Medicines Agency (EMA). Guideline on good
pharmacovigilance practices (GVP) Module VI. Available
at: https://goo.gl/NuGedi [Accessed March 2019]

[5] F.Morlane-Hondére, C. Grouin, and P.Zweigenbaum,
Identification of Drug-Related Medical Conditions in
Social Media, Proc of LREC, Portoroz, Slovenia (2016).

[6] E.G.Brown, L.Wood, and S.Wood, The Medical
Dictionary for Regulatory Activities (MedDRA), Drug
Safety 20 (1999), 109-117.

12 https://bit.ly/201ddCa [Accessed March 2019]

[77 World Health Organization (WHO), Anatomical
therapeutic chemical (ATC) classification index (2006),
WHO Collab. Centre for Drug Statistics Methodology

[8] J. Kalyanam, T. Katsuki, G.R. Lanckriet, et al., Exploring
trends of nonmedical use of prescription drugs and
polydrug abuse in the Twittersphere using unsupervised
machine learning, Addictive Behavior 65 (2017), 289-295.

[9] E. Bigeard, N. Grabar, and F. Thiessard, Typology of Drug
Misuse Created from Information Available in Health
Fora, Stud Health Technol Inform, 247 (2018), 351-355.

[10] E. Bigeard, N. Grabar, and F. Thiessard, Detection and
analysis of drug misuses. A study based on social media
messages. Frontiers in Pharmacology 9 (2018), p. 791.

[11] M. Mintz, S. Bills, R. Snow and D. Jurafsky, Distant
supervision for relation extraction without labeled data.
Proc. of ACL (2009)

[12] H. Poon, K. Toutanova, C. Quirk. Distant supervision for
cancer pathway extraction from text. Pacific Symposium
on Biocomputing (2014), 120-131.

[13] B. Audeh, M. Beigbeder, A. Zimmermann, et al.
Vigi4Med scraper: a framework for web forum structured
data extraction and semantic representation. PloS one,
12(1), (2017), e0169658.

[14] T. Lavergne, O. Cappé, and F. Yvon, Practical very large
scale CRFs, Proc. of ACL (2010), 503-514.

[15] P. Stenetorp, S. Pyysalo, G. Topi¢, ef al., BRAT: a web-
based tool for NLP-assisted text annotation, Proc. of the
Demonstrations at EACL (2012), 102-107.

[16] K. Verspoor, A. Jimeno Yepes, L. Cavedon, et al.,
Annotating the biomedical literature for the human
variome. Database, (2013).

[17] F. Pedregosa, G. Varoquaux, A. Gramfort, et al, Scikit-
learn: Machine learning in Python, J Machine Learning
Res 12 (2011), 2825-2830.

[18] S. Santiso, A. Casillas, and A. Pérez, The class imbalance
problem detecting adverse drug reactions in electronic
health records, Health Inform J (2018).

[19] C. Bousquet, E. Sadou, J. Souvignet, ez al., Formalizing
MedDRA to support semantic reasoning on adverse drug
reaction terms, J Biomed Inform 49 (2014), 282-291.

[20] O. Bodenreider, The Unified Medical Language System
(UMLS): integrating biomedical terminology, Nucleic
acids research 32(suppl 1) (2004), D267-D270.

Addresses for correspondence

Leonardo Campillos-Llanos, leonardo.campillos@limsi.fr

Cyril Grouin, cyril.grouin@limsi.fr


https://goo.gl/NuGcdi
https://bit.ly/2OlddCa
mailto:leonardo.campillos@limsi.fr

MEDINFO 2019: Health and Wellbeing e-Networks for All
L. Ohno-Machado and B. Séroussi (Eds.)

65

© 2019 International Medical Informatics Association (IMIA) and 10S Press.
This article is published online with Open Access by 10S Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).

doi:10.3233/SHTI190184

Expanding Evolutionary Terminology Auditing with Historic Formal and Linguistic
Intensions: A Case Study in SNOMED CT

Werner Ceusters® and Sarah Mullin?

“ Department of Biomedical Informatics, University at Buffalo, Buffalo NY, USA

Abstract

A method is described to use SNOMED CT'’s history
mechanism as a means to compute how the formal and
linguistic intensions of its concepts change over versions. As a
result of this, it is demonstrated that the intended principle of
concept permanence is not always adhered to. It is shown that
the evolution of formal intensions can be monitored fully
automatically and that the proposed procedure includes a
method to suggest missing subsumers in a concept’s transitive
closure set by identifying mistakes that have been made in the
past. Changes in linguistic intensions were found to be much
more labor-intensive to identify. It is suggested that this could
be improved if the history mechanism would come with more
detailed motivations for change than the current and
insufficiently used annotation to the effect that a fully specified
name ‘fails to comply with the current editorial guidance’.

Keywords:

Systematized Nomenclature of Medicine; Algorithms; Seman-
tics

Introduction

SNOMED CT is a biomedical terminology which is anchored
in an ontology of ‘concepts’ which are defined and related to
each other using a combination of formal logic and editorial
rules as specified in SNOMED CT’s concept model [10, p24].
Fundamental in SNOMED CT is that each of its concepts
comes with a unique identifier (SCTID) and is intended to have
a unique meaning. What this meaning is intended to be, is
conveyed formally by means of description logic-based
assertions and informally by means of human-readable ‘terms’
which are called ‘fully specified names’ (FSN) and which are
connected to the concepts by means of ‘descriptions’[10, p12].
Each FSN is since 2003 formed by what we henceforth call a
‘term proper’ and a ‘semantic tag’ which indicates to which
subhierarchy of SNOMED CT the concept belongs. For
example, the concept with SCTID ‘87612001° has the FSN
‘Blood (substance)’ where ‘Blood’ is the term proper and
‘substance’ is the semantic tag. Concept 87612001 is an
example of a concept for which the term leaves not much room
for misinterpretation of the intended meaning. Its formal
definition, however, specifies the intended meaning only
partially: blood is a subtype of ‘Body fluid (substance)’ and of
‘Blood material (substance)’. Semantic tags also disambiguate
concepts for which the term proper is homonymous. This is for
instance the case for the term ‘hematoma’ which comes in two
flavors: ‘Hematoma (morphologic abnormality)’ (SCTID:
35566002) and ‘Hematoma (disorder)’ (SCTID: 385494008)
which is formally defined in terms of the former.

SNOMED CT is since its inception in 2002 updated twice
annually, for instance to include missing relevant content [7] or
to remove content that was erroneous because of editorial
mistakes [9] or because of mismatches in intended meaning
between formal definitions and terms [11]. Also changes in the
concept model itself require updating which impacts both the
formal components and the FSNs. A unique feature of
SNOMED CT is that it comes with a history mechanism
involving certain formal metadata components that — to some
degree — describe what and when changes have been made,
what the reasons for these changes were (for example
inconsistency with editorial rules), and how impacted
components relate to each other after the change (for example
what concepts, if any, replace inactivated concepts) [5].

One central principle that is intended to be maintained over
versions is code or concept permanence [6]: ‘Once assigned a
meaning, a code must not change its meaning. Refinements, due
to changes in the state of knowledge, may lead to inactivation
of codes from SNOMED CT. An inactivated code may be
replaced by a new, more precisely defined code’ [9, p203]. The
objectives of the work presented here are twofold. The first one
is to assess the extent to which the principle of concept
permanence is adhered to and whether adherence to this
principle can be quantified by resorting to SNOMED CT’s
history mechanism. The 2™ one is to find methods using this
quantification to improve on prior efforts in Evolutionary
Terminology Auditing which attempts to find mistakes in the
last version of an ontology on the basis of errors made in the
past [2]. Our hypothesis is that the stability of a concept’s
position in the hierarchy over distinct versions and the formal
representation of reasons for change [3] contribute positively to
quantification while changes in the concept model and in the
FSNs contribute negatively [1].

Methods

Since SNOMED CT is an ontology that does not explicitly
adhere to a view based on Ontological Realism [12], the
meaning of a SNOMED CT concept can be thought of as what
is conveyed by means of three aspects: (1) a /inguistic intension
as conveyed through its label(s), (2) a formal intension, i.e. the
properties implied by it as exhibited, for instance, by means of
the formal relations it holds with other concepts and (3) an
extension, i.e. the collection of data elements in, for instance,
electronic medical record systems annotated with the concept
[13]. Whether two concepts have the same meaning can then be
determined by applying appropriate similarity functions to each
of the three aspects followed by an assessment of whether the
similarities are sufficiently high. For systems like SNOMED
CT that maintain explicit identity over versions, concept
permanence — or the opposite: concept drift [13] — can then be
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Table 1 — Transitive closure history for SCTID: 10001005 with most recent FSN: ‘Bacterial sepsis (disorder)’
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Historic Formal Intension (HFT)

Historic subsumers’ SCTIDs and most recent FSNs

Ref. Sl S2 S3 S4 S5

(1) 1111 11111111111 111111111 1111111111 91302008  Sepsis (disorder)

(2) 1111 11111111111 111111111 1111111111 87628006 Bacterial infectious disease (disorder)
(3) 1111 11111111111 111111111 1111111111 64572001 Disease (disorder)

(4) 1111 11111111111 111111111 1111111111 40733004 Infectious disease (disorder)

(5) 1111 11111111111 111111222 'rrrrvvnnt 105592009 Septicemia (disorder)

(6) ---- 11111111111 111111111 1111111111 404684003 Clinical finding (finding)

(7) el ————————"— 11111111111 0000000000 431950004 Bloodstream finding (finding)

(8) =—=== ————————= 11 111111111 0000000000 431193003 Infection of bloodstream (disorder)

) Bl ————————- 11111111111 0000000000 301811001 Bacterial infection by site (disorder)
(10) ==== —===————- 11111111111 0000000000 301810000 Infection by site (disorder)

[ORR] ———— 11 111111111 0000000000 123946008 Disorder by body site (disorder)

(12) —=== —==—————- 11 111111111 0000000000 118234003 Finding by site (finding)
(13—~~~ = 111111111 0000000000 434156008 Infectious agent in bloodstream (finding)
(14) —=== ————————— == ————————— 1111111111 238149007 Systemic inflammatory response syndrome (disorder)
(15) Il ————————— o ————————— 1111111111 128139000 Inflammatory disorder (disorder)

Legend: ‘Ref.’: reference. S1, ... S5: stable history segments.

Table 2 — Historic signatures of some example concepts and their Fully Specified Names

Concept ID Historic Signature Fully Specified Name (FSN) RS|RV|S
Ref.
373981005 |-111111111111111111111111111111111
(1) [F111111111111111111111111111111000 |Triazolam 0.125mg tablet (product) S1| V3|0
2) |- 100 |Product containing triazolam 0.125 mg/1 each oral tablet [S1| V2|0
(clinical drug)
o - 10 [Product containing only triazolam 0.125 mg/1 each oral |S1|V3 |0
tablet (clinical drug)
@4 |- 1 [Product containing precisely triazolam 125 microgram/1 0
each conventional release oral tablet (clinical drug)
103497003 (1111111111111111111111111111111111
(5) [1111110000000000000000000000000000 |Streptococcus penumoniae 3 (organism) 1
©6) [-———-- 1000000000000000000000000000 [Streptococcus penumoniae serotype 3 (organism) 1
7 |- 111111111111111111111111110 [Streptococcus pneumoniae serotype 3 (organism) V3|0
® - 1 |Streptococcus pneumoniae Danish serotype 3 (organism) 0
290537002 (1111111111111111111111111111111111
(9) [1111100011111111111111111111111111 |Accidental prilocaine poisoning (disorder) 1
(10) |----- 11100000000000000000000000000 |Accidental prilocaine poisoning (event) 1
120713006 (1111111111111111111111111111111111
(11) [1111111111111111000000000000000000 (Parainfluenza virus II antibody (substance) 0
12) |--==———=——=——== 111111111111111111 |Human parainfluenza virus 2 antibody (substance) 0

Legend: ‘Ref.” = reference. ‘RS’ =

annotated in a SNOMED CT reference set (‘S1°: SCTID-900000000000490003: ‘Description

inactivation indicator attribute value reference set’). ‘RV’: Value associated with the description annotated in RS (‘V2’: SCTID-
900000000000485001: ‘a component that contains a technical error’; “V3’: SCTID-723277005: ‘4 component that fails to comply with
the current editorial guidance’). ‘S’: Semantic similarity function result (‘0’ = not considered semantically equivalent, ‘1’ =

‘semantically equivalent’).

evaluated by determining (1) whether changes in the concept’s
labels lead to different interpretations, (2) whether the formal
intension is kept constant, and (3) whether the same sorts of
data elements are annotated irrespective of version.

In absence of data annotated by means of different versions of
SNOMED CT, we focused our efforts on linguistic and formal
intensions. Using the history information from the July 2018
version of SNOMED CT International, we computed for all
concepts, all descriptions specifying an FSN containing any
semantic tag introduced since 2003 and all relations a historic
signature as a 34-character string, using one character for each
version since January 2002. A character ‘1’ in position »
indicates the presence of that component in version Vn (n
ranging from 1 to 34), -’ absence of the component prior to its
introduction, and ‘0’ absence of the component because of its

deactivation. For relationships between two concepts, the extra
character ‘!’ was used to indicate that a relationship does not
hold anymore because of deactivation of the target concept.

For the formal intension aspect of a concept’s meaning, we
followed a suggestion from [13] and defined the formal
intension of a concept in Vn (FIn) as the collection of all
subsumers in its transitive closure in ¥z and the historic formal
intension of a concept (HFI) as the union of any subsumer ever
encountered in some version. We further defined the rigid

formal properties set of a concept (RFP) as the subset of

transitive closure subsumers that is present in all versions in
which the concept is active. Finally, we defined a stable history
segment of a concept (SHSC) as a segment of the concept’s
history during which the FIn remains constant over successive
versions.
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Consistent with our proposal advanced in [4], we identified two
types of suspicious events for historic signatures of concept-
subsumer pairs. Concepts C1 and C2 form a concept-subsumer
pair if and only if C2 is in the historic transitive closure set of
Cl. A historic signature for a concept-subsumer pair is
suspiciously gapped for any transitive closure subsumer which
becomes reactivated after having been deactivated: during the
gap, the subsumer was thus unjustifiably absent (‘missing’). A
concept-subsumer pair is suspiciously annulled in S whenever
there is a stable history segment S for which (1) the historic
signature of that concept-subsumer pair contains only ‘0’s and
(2) when there is at least one other concept-subsumer pair for
that concept of which the historic signature contains only ‘!” in
S: this might be an indication that the subsumers marked by ‘0’
are missing from the transitive closure set because of the
removal of any property marked by !I’. To clarify these
definitions, Table 1 provides an example of a concept with a
HFI of 15, and an RFP of 4. Its HFT has 5 stable segments of
which S5 is suspicious; this is because the historic signature of
the properties (7) ... (13) are suspiciously annulled in S5 due to
the historic signature of property (5) in S5 containing ‘!”. This
suggests that the subsumers marked by ‘0’ are missing, i.e.
unjustifiably absent, because of the — most likely justified —
removal of the duplicate concept ‘septicemia’ (marked by ‘!”)
which was subsumed by these concepts.

Variables used in the analyses thereafter are the sizes of HFI
and RFP as well as their ratio, the lifetime of a concept, and its
number of suspicious events. A random number generator was
used to select two random samples of each 100 concepts that
were active since the first version. The samples were manually
inspected for possible missing subsumers. The 1% sample was
drawn from concepts which were marked as having a
suspiciously gapped subsumer but not as having a suspiciously
annulled subsumer. The 2™ sample consists of concepts which
have at least one suspiciously annulled subsumer but are not
marked as having a suspiciously gapped subsumer. Decisions
for whether a subsumer is truly missing were based on
SNOMED CT’s editorial guidelines [9].

For the linguistic intension of a concept’s meaning, we
collected the historic signatures of all its FSNs over time and
indicated for each change from one FSN to the next one whether
a reason for the change was specified in one or other reference
set distributed as part of SNOMED CT’s metadata components
(Table 2). Changes were syntactically qualified as having
occurred in the term proper, in the semantic tag (ST), or in both.
Changes from one ST to another were semantically qualified as
being different, thus suggesting a distinct linguistic intension
for the concept under scrutiny. To identify whether syntactic
changes in the term proper for FSNs with the same ST would
qualify as constituting a semantic change as well, we
implemented a simple rule-based string transformation
algorithm based on 99 rules. This algorithm processes each
FSN in the history of a concept by iterating over a manually
constructed knowledgebase sanctioning the substitution of
certain character sequences (case insensitive). If at the end of
the process an identical string is obtained for some FSNs, then
these FSNs are considered semantically equivalent. It takes
advantage of the fact that FSNs and subsequent changes thereof
follow certain patterns. The example in Table 3 works for any
HLA-X, e.g. HLA-Cw2, HLA-DQwS. Possible non-intended
changes as in ‘Chlamydia’ = ‘Cmydia’ are innocent for our
purposes as they would happen in each FSN of that concept.
But obviously, it renders this algorithm inappropriate for
computing the semantic similarity of distinct concepts on the
basis of their linguistic intensions. A random sample of 200
concepts exhibiting at least one FSN change for which the

algorithm failed to conclude semantic similarity was manually
inspected for verification.

Changes in semantic tags (ST) were further analyzed by
computing transition probabilities from one ST to another ST,
and by performing agglomerative hierarchical clustering on
larger trajectories and including activation and deactivation, for
example finding > event - inactive, or substance —>product
- medicinal product. The result was assessed using the Ward
(minimization of residual variance), average (averages of
distances), and complete (minimization of diameter of each
new group) methods from R cluster.

Table 3 — String transformation algorithm example

Search string Replacement Rule
"human leukocyte antigen" > "" R1
"antigen" > "" R2
thaﬂ 9 nn R3
" > " R4
nn 9 nmn RS
String transformation sequence Rule
'hla-dr8 antigen'
'hla-dr8 ' R2
-dr8 " R3
'dr8" R4
'dr8' R5
'human leukocyte antigen hla-dr8 antigen'
' hla-dr8 antigen' R1
"hla-dr8' R2
'-dr8' R3
'dr8"’ R4
'dr8' R5
'human leukocyte antigen dr8'
'dr8' R1
'dr8' RS
Results

Our analysis involved 403,360 concepts that were active for at
least one version, 340,639 (84.45%) of which are still active in
the July 2018 version (Table 4).

The size of the historic formal intensions of concepts ranged
from 2 (204 concepts) to maximally 152 (1 concept, most likely
not the one most frequently found in an EHR:
SCTID:35057008 - Nonvenomous insect bite of penis with
infection (disorder)). The number of stable history segments
ranged from 1 (7,961 concepts) to 25 (15 concepts). Only
61,001 concepts of all concepts (15.13%) exemplified a rigid
formal property set (RFP) constituting 100% of its historic
formal intension, while 51,936 concepts (15.25%) do so for all
currently active concepts. 39,771 (=340,639-300,868, 11.68%)
active concepts have at least one suspiciously annulled formal
property. 7,583 concepts (403,360-395,777) have at least one
suspiciously gapped subsumer. 2,706 concepts exhibited both.

Manual inspection of the samples for possible missing
subsumers revealed that 83 of the 100 concepts with the
suspicious gap criterium and 91 of those selected on the basis
of suspicious annulment of a subsumer did, in our opinion, miss
at least one subsumer. Some examples are provided in Table 5.

The number of concepts involved in changes in linguistic
intensions, separated in semantic tag changes and term proper
changes, are displayed in Table 6. Only 19% of these changes
were found to be documented by means of a reference set. Of
the remaining 81%, 91% could be eliminated through our term
transformation algorithm, thereby still leaving over 48,000 term
changes to be manually inspected.
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Table 4 - Descriptive statistics for Historic Formal Intension related variables

Descriptive Statistic HF1 SHSC ACTIVE LIFETIME RFP RFP%  Susp. Ann. Susp. gapped
Mean 22.708 6.249 0.845 25.836 9.975 49.935 1.384 0.381
Standard Error 0.028 0.006 0.001 0.018 0.016 0.048 0.009 0.027
Median 17 5 1 34 7 43 0 0
Mode 7 2 1 34 4 100 0 0
Standard Deviation 17.784 3.861 0.362 11.417 10.026 30.703 5.627 17.164
Kurtosis 2.247 0.577 1.615 -0.609 6.597 -1.091 311.509  63,995.461
Skewness 1.428 0.952 -1.901 -0.999 2.256 0.371 13.736 202.515
Minimum (Min) 1 1 0 1 0 0 0 0
Maximum (Max) 152 25 1 34 125 100 326 6,643
Confidence Level(95.0%) 0.055 0.012 0.001 0.035 0.031 0.095 0.017 0.053
N concepts with Max 1 15 340,639 224,447 1 61,001 1 1
N concepts with Min 204 7,961 62,721 9,689 9,241 9,241 300,868 395,777
N Active concepts with Max 1 15 340,639 224,447 1 51,936 1 1
N Active concepts with Min 180 7,961 0 6,505 8,274 8,274 238,147 333,066

Table 5 — Examples of missing (i.e. once present, but deleted)
subsumers in the transitive closure of SNOMED CT concepts

88425004: Congenital anomaly of nervous system (disorder)
299735001: Neurological lesion (finding)
102957003: Neurological finding (finding)

87290003: Congenital anomaly of head (disorder)
204223000: Ear, face and neck congenital anomalies
(disorder)

83502000: Operation on tendon sheath (procedure)
118667007: Procedure on skeletal muscular system
(procedure)

11381005: Acne (disorder)

95320005: Disorder of skin (disorder)

80659006: Disorder of skin and/or subcutaneous tissue
(disorder)

106076001: Skin finding (finding)

301857004: Finding of body region (finding)
19660004: Disorder of soft tissue (disorder)

19838004: In-vitro immunologic test (procedure)
103693007: Diagnostic procedure (procedure)
362961001: Procedure by intent (procedure)
127789004: Laboratory procedure categorized by
method (procedure)

230179001: Chronic viral encephalitis (disorder)
102957003: Neurological finding (finding)

116316008: Finding of foot region (finding)

250171008: Clinical history and observation findings
(finding)

118835007: Procedure on ileum (procedure)

174035000: Lower gastrointestinal procedure
(procedure)
29857009: Chest pain (finding)
250171008: Clinical history and observation findings
(finding)
118222006: General finding of observation of patient
(finding)
250171008: Clinical history and observation findings
(finding)

10002003: Resection of stomach fundus (procedure)
38829003: Partial excision (procedure)

116175006: Proximal subtotal gastrectomy (procedure)
38829003: Partial excision (procedure)

287812001: Repair of stomach and/or duodenum (procedure)
118821005: Procedure on digestive organ (procedure)
118717007: Procedure on organ (procedure)

Table 6 — Changes in Fully Specified Names

Concepts with Semantic Tag changes

0 1 2 3  Total
Concepts | 0 | 333,712 33,697 3,833 56 371,298
with 1 23,631 3,026 468 19 27,144
Term 2 1,748 1,704 1,186 0 4,638
Proper | 3 46 145 82 0 273
changes | 4 1 1 5 0 7
Total | 359,138 38,573 5,574 75 403,360

Table 7 — Examples of changes in linguistic intension without
concept deactivation

SCTID: 374142001
1 Product containing miglitol 25 mg/1 each oral tablet
(clinical drug)
2 Product containing only miglitol 25 mg/1 each oral tablet
(clinical drug)
3 Product containing precisely miglitol 25 milligram/1 each
conventional release oral tablet (clinical drug)
SCTID: 100191000119105
1 Acquired asymmetry of prostate (finding)
2 Asymmetry of prostate (finding)
SCTID: 102549009
1 Night cramps (finding)
2 Cramp in lower leg associated with rest (finding)
SCTID: 106109006
1 Number of previous abortions (finding)
2 Number of previous induced termination of pregnancy
(finding)

SCTID: 302828001
1 Syringoma (disorder)
2 Syringoma of skin (disorder)

In our sample of 200 concepts with at least one such non-
documented change, we discovered 15 concepts with an FSN
change exhibiting a clear shift in meaning. Some examples are
shown in Table 7. Hierarchical clustering revealed statistically
significant (1) that findings typically transition to events, (2)
that multiple semantic tags (context dependent category,
finding, procedure, regime/therapy, and disorder) transition to
situation semantic tags, and (3) that substance and product have
transitioned to medicinal product form, clinical drug, or became
significantly more inactive.
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Discussion

Computing the historic formal intension of all concepts in
SNOMED CT requires a thorough understanding of the meta-
components, but is algorithmically straightforward. As to the
question of what formal properties should be included in it —
direct subsumers only, stated relationships separate from
inferred ones, the complete transitive closure with or without
all associative relationships — there is no agreed upon answer
[13]. Our preference for using the full transitive closure set
made it possible to identify for those concepts whose formal
intension changes under that criterion, subsumers that were
possibly inadvertently removed as a consequence of rightfully
removing some subsumed concept. While many assessments
are straightforward, a problem for the evaluation, however, is
that not enough textual definitions are provided for terms and
concepts. What is, for instance, the scope of ‘partial’ in a
subsumer? A ‘resection of stomach fundus’ (Table 5), whether
complete or partial to the fundus is for sure partial for the
stomach. Also the use of ‘and’ and ‘or’ is problematic.
SNOMED CT’s editorial guide comes in here handy, but it
seems that the application thereof by SNOMED CT’s authors
is not rigorously followed.

The same holds for evaluating FSN changes that are suspicious
for changes in the linguistic intension (Table 7). We can’t
imagine that clinicians who used in an earlier version a concept
of the form ‘Product containing X’, would consider that
equivalent to ‘Product containing only X’ and ‘Product
containing precisely X’. Over 300 change-sequences of this sort
have been made in 2018 despite deactivation of the concepts
involved seems to have been the more logical choice in light of
concept permanence. Finding such meaning changes turned out
not to be straightforward precisely because the reason for
change mechanism is insufficiently used. Our algorithm for
comparing linguistic intensions can for sure be improved, but
more practical would it be if SNOMED CT would include a
much more detailed list of reasons for change, and why not, a
formal representation of all those conditions which make a
component follow — or not — the ‘current editorial guidelines’.
This includes changes related to the concept model itself. Our
findings related to the transitions involving semantic tags are
consistent with those obtained via another methodology in [1].
It is in the first place an incomplete anchoring of the semantic
tags into the formal hierarchy that poses a problem.

A limitation of the work presented here is that more manual
analysis of discrepancies found is required in order to produce
clear cut precision and recall values for our proposed algorithm.
Also more experimenting with alternatives for historic formal
intension computation is needed. Finally, it is worth exploring
which missing subsumption relations detected through our
effort are found as well through other methods [7; 8; 14].

Conclusions

Our results demonstrate that SNOMED CT’s intended
adherence to the criterion of concept permanence can be
quantified but that, unfortunately, this criterion is not
sufficiently applied. That changes in the concept model as
expressed through changes in semantic tags have a negative
effect on the automatic interpretation is re-confirmed: it cannot
be formally computed whether for any given concept a
semantic tag is changed because of a /ocal mistake in the
interpretation of that concept or a global change at the level of
the concept model. Changes in linguistic intensions quantified
on the basis of changes in the term proper of FSNs are

detectable as well, but currently only with low estimated recall
and precision.

Without doubt, our work demonstrates that SNOMED CT’s
history mechanism is a formidable resource from which
valuable knowledge can be extracted to prevent mistakes in the
future. It is our opinion that a mechanism like this should be
standardly available in any ontology worth the name.
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Abstract

Unstructured electronic health records are valuable resources
for research. Before they are shared with researchers, protected
health information needs to be removed from these unstructured
documents to protect patient privacy. The main steps involved in
removing protected health information are accurately identifying
sensitive information in the documents and removing the
identified information. To keep the documents as realistic as
possible, the step of omitting sensitive information is often
followed by replacement of identified sensitive information with
surrogates. In this study, we present an algorithm to generate
surrogates for unstructured electronic health records. We used
this algorithm to generate realistic surrogates on a Health
Science Alliance corpus, which is constructed specifically for the
use of development of automated de-identification systems.

Keywords:
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Introduction

Unstructured electronic health records (EHR) such as discharge
summaries, encounter notes, pathology reports and radiology are
valuable source of information for basic, clinical and
translational researchers [1-4]. These documents are often shared
with researchers for clinical and biomedical research purposes.
However, these documents may contain sensitive protected
health information (PHI) such as patient name and unique patient
identifiers. When private information is removed, patients are
willing to share their medical records for research use [5]. To
protect the privacy of patients, researchers need to share or access
these documents in de-identified manner. Traditionally, the PHI
was manually identified and removed before they are shared.
However, with large number of documents, the manual process
is tedious and not feasible to scale. In a study by Dorr et al [6], it
was reported that average time required to manually de-identify
one document (7.9 types of PHI per document) is 87.3 seconds.
Various studies have shown that it is possible to automatically
de-identify unstructured EHRs with acceptable accuracy [7-10].

Automated de-identification can be employed to replace
traditional manual process. The process often consists of two
main stages: identifying PHI and replacing identified PHI with
surrogate information. Surrogates are realistic replacements of
PHI that are close to real PHI but do not contain any private
information. There are a few challenges in surrogate generation.

First, surrogates are supposed to be as realistic as possible. Since
the documents are mostly intended to be shared for research,

readability of the text need to be maintained. Researchers need to
understand the text and ineffective surrogates can be distracting.
Additionally, natural language processing systems also need the
documents to be realistic so that the documents can be used to
train the models to detect PHI in unseen documents. Second, the
context of the document needs to be preserved. Some words,
especially names and locations, can appear in different forms in
one piece of text. For example, a name ‘John Smith’ can appear
in the text as ‘Smith, John’, ‘JS’, ‘Mr. Smith’ or just ‘Smith’, they
refer to one person and failing to maintain these complexities can
lead to biased training during the development of de-
identification systems.

Third, the temporal information also needs to be preserved well
so that the order of occurrence of the clinical events is
maintained. Lastly, PHI can carry not only private information,
but also information that could be useful in research. For
example, a person’s name could imply one’s gender, which
might be useful when no structured gender information is not
available.

Some datasets use placeholders or other forms of obfuscation to
remove PHI [11, 12]. Stubbs & Uzuner [13] discussed the
challenges of generating realistic surrogates and described their
algorithm to generate surrogates. Multiple strategies were
applied to PHI of different categories in doing this algorithm.
Alphabet and date shift were introduced to maintain the
consistency of the context in the document. However, these
methods were specific to the US and not directly translatable to
Australian setting. As a result, the readability of the surrogated
documents is low, and the performance of automated de-
identification systems trained using this surrogated data might
not perform well on Australian EHR. In this study, we improved
previous strategies for surrogate generation to make it more
relevant to Australian setting. Several matching strategies for
different kinds of PHI were developed to match PHI with same
meaning expressed in different formats. We have used the Health
Science Alliance (HSA) biobank de-identification corpus. HSA
biobank is an institutional biobank at UNSW Sydney for
translational research.

Methods

HSA Biobank Corpus

We constructed a large corpus of pathology reports that was
annotated specifically for the use of development of automated
de-identification systems for unstructured EHRs. The corpus
consisted of 2100 pathology reports from 1833 patients. There
were 38414 pieces of PHI identified in the corpus. Most of the
PHI was tagged as names, locations, dates and IDs. Only few of
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the PHI were related to PHI categories: contact and age. There
was no category of profession or other information observed in
the HSA corpus. EHRs and their annotations were stored in the
format of XML files as shown in the Figure 1.

Figure 1— Annotated Sample Document from the HAS Corpus
in XML Format

PHI Categories

The definition of PHI categories was the same as it was in the
i2b2 2014 de-identification shared task [14]. This in turn was
developed based on the HIPAA (Health Insurance Portability and
Accountability Act) established by the USA which defines 18
categories of PHI. The guideline expanded the original 18
categories to include more information. All patients’ ages were
included despite that only ages above 89 years were considered
PHI in the HIPAA. These categories had been grouped into 8
main categories and 25 sub-categories. Detailed categories and
sub-categories along with examples of each categories are
presented in Table 1.

Table 1 — Detailed PHI Categories and Sub-Categories

IPHI category [Sub-category [Example
Name patient, doctor,  John Doe, Dr. Max, Mr.
lusername Smith
Profession Inone lawyer, teacher
ILocation room, department, peri-operative unit-
hospital, [pow, macquarie ward — rhw,
organization, 12 abc street
street,
city, state,
country, zip,
other
IAge lnone 23,98
Date Inone 24/12/1987, September 26th
Contact phone, fax, H61-421123456
lemail, abc@gmail.com
url, ipaddress 194.223.1.1
Ds social security  jmrn: 9174338
mumber, lid number: 12r1500257
imedical record
number,
health plan
mumber,
laccount number,
license number,
ivehicle id,
device id,
lbiometric id,
id number
Other none finger print, company logo

HSA Biobank Surrogate Algorithm

Names were collected from the Internet for the use of surrogate
generation so that the surrogates can be closer to reality. Names
are stored in separate files by categories. Names collected were

names of individuals and locations. Names included first names
and surnames. Location names included Australian states,
cities, streets, organizations and hospital names. These files
were loaded into the memory as lists and were later used to
generate surrogates. The names and location information were
specific to Australia. When a PHI entity was not found in the
existing constructed surrogates map, PHI was considered as
first-time occurrence, and a new surrogate was generated in
various ways according to the PHI’s category. In many cases,
such as IDs, phone numbers, URLs and emails, it was easier to
generate surrogates since they were merely combination of
strings of digits and letters and sometimes some special
characters such as commas, periods, parentheses. We simply
replace them with randomly generated strings with the original
format kept. There were some other PHI categories such as
individual names, locations names lists were used so that the
surrogates can appear more realistic. We formulated some rules
to pick surrogates from these lists for some categories to
improve the performance, which is discussed in later sections.
The HSA biobank surrogate algorithm is available at
https://github.com/TCRNBioinformatics/PHISurrogates/.

Name and Location

Surrogate generation for names turned out to be the most
challenging part. Mapping names that could appear in different
forms and preserving as much information as possible were the
key challenges.

A name can appear in many different forms in one given
document. For example, if a comma existed in the name, we
considered the name included both first and last name.
Accordingly, the algorithm removed the comma and replaced
original information with surrogate names from the lists we
constructed. After this replacement, names could appear as a full
name, or combination of initials, or a combination of the initial
of one name and another name as full. In the algorithm, we took
the first two letters from both parts of the name as the key in the
map. For example, “JOSM” in the case of “John Smith”. If an
abbreviation was observed in the text, a space character was used.
For example, “J(space)SM” for “J Smith” and “JO
(space)(space)” for “John”. The reason for not using only the first
initial letter was that different names might have identical initials
and it could cause mistake in mapping. For example, “John
Smith” and “Jack Scott” had the same initials “JS”. On the other
hand, “John” and “Johnny” could stand for the same person if
“Johnny” was used as a nickname for “John”. So, taking the
whole name as a key could also cause mismatching in the map.
With the two initials as key, a simple rule can be applied: if more
than half of the letters in the key are same, they are considered as
same name. For example, “JOSM”, “J(space)S(space)”,
“JOS(space)”, “J(SPACE)SM” and “J(space)S(space)” were all
considered one name. As for the names as initials, we did not
look up in the map but proceeded to the surrogate generation
directly as the algorithm was able to map a full name’s initials to
the initials of its possible surrogate with the method describe
above. For example, “JS” can be directly mapped to “LU”
without looking up in the map or the name table so it is faster.
The titles (i.e., “Dr.”, “Mr.”, “Miss.”, “Mrs.”) were extracted out
initially. These titles were then added back to the surrogate names
generated later.

In order to preserve context, two rules were applied when
generating surrogates. Firstly, to preserve the gender
information, we constructed and split the names dictionary into
three types; male first names, female first names, and surnames.
A first name was first searched in both male and female first
names list to determine its gender. For those that belonged to
both, or not found in both, a random gender was given. Then a
surrogate was picked from the dictionary according to the name’s
gender. Then alphabet shift of fixed length was applied. With
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this shift, the initial letter of a name was mapped to another letter
in the alphabet, then a name starting with this letter was picked
from the names dictionary lists as surrogate. We maintained
various dictionaries for different sub-categories of locations,
including countries, states, cities, streets, hospitals and
organizations. Surrogates of locations were randomly picked
from dictionaries accordingly.

Date and Age

A randomly generated date shift in the range of 1 to 730 days was
applied. Dates and ages in records from same patient were
shifted with the same length to maintain temporality. Similar to
the names PHI category, dates could appear in various forms. For
example, ‘18/12/2017’ could appear as *18.12.2017* or ‘2017-
12-18’. Similarly, a date *18/12’ could be written as “December
18” or “Dec 18”. Another challenge was the ambiguity of date
strings caused by different date notation styles. For example, a
date string “03/04/05” could possibly in the format of
“DD/MM/YY” or “YY/MM/DD” or “MM/DD/YY”. Since all
the reports were retrieved from Australian hospital, we
considered all the date strings are of either “DD/MM/YY” or
“DD/MM/YYYY” format. We normalized all the non-standard
date variations into ISO-8061 standard, “YYYY-MM-DD”. The
parsed dates were then shifted by adding a time shift in the
format. As for the age information, applying a date shift was
relatively easier. The date shift in days was converted into years
and added.

ID and Contact

Surrogates for IDs were relatively easier to generate. For BIOID
and IDNUM, surrogates started with two digits from 10-99,
followed by an “N” and an “R” respectively, then seven digits
from 1000000-9999999, as similar format was observed in our
documents. Medical record numbers with seven digits varied
between 1000000 and 9999999, followed by three alphabets. As
for fax and phones, all surrogate numbers were generated in the
Australian format: two digits from 01-08, followed by seven
digits from 0000000 to 9999999. For emails, the format was a
random string of length 32 plus “@gmail.com”. Surrogates found
from the list map or newly generated information was then used
to replace the original PHI.

Results

We presented an algorithm for surrogate generation for de-
identification of unstructured EHRs. This algorithm can be used
either during the de-identification corpus construction or during
the development of automated de-identification systems for
unstructured EHRs. We tested our algorithm on 2100 annotated
pathology reports from the HSA corpus. The algorithm took a
total time of 2.94 seconds to process the 2100 documents and
0.0014 seconds per document on average. There was 38,414
pieces of annotated PHI in the corpus, 18.29 in each file on
average. Most of the surrogates generated were names and
locations (Table 2). Among all PHI entities in the HSA corpus, a
total number of 1085 pieces of PHI were replaced with the
previously generated surrogates found in the existing map before
anew surrogate was generated (Table 2). Though it is not feasible
to validate every surrogate generated, two authors have manually
verified 5% of the documents from the HSA corpus to assess the
readability and contextual information of the documents after
surrogate generation. Our algorithm has generated surrogates as
intended but few issues were observed, as we discuss in the next
section.

Table 2— Count of Surrogates Generated by Categories and
Found in the Lists Developed

Category Count Count of
of surrogates surrogates from lists
developed
Name 11789 284
Age 141 0
Contact 7 0
Location 9861 104
Date 7665 321
1D 8951 376
Professions 0 0
Other 0 0
Total No. of 2100 1085
documents
Discussion

We discussed in detail strategies applied to tackle the key
challenges in surrogate generation. Lists of names and locations
were collected and used to make the surrogates as realistic as
possible. Maps of existing surrogates were used to make sure that
same surrogates were used to replace the same objects so that the
context could be maintained. Formats of dates, IDs and contacts
were saved according to the Australian standards since the EHRs
were all retrieved from Australian hospitals. For names, a key of
first two letters of both part of names was designed to deal with
co-reference and ambiguity. Also, a date shift was applied for
the generation of dates and ages so that the progress of date in the
context can be preserved. The information of names was
preserved by determining the possible gender of name by
searching in the real name lists.

Alphabet shift was applied on names to maintain the context.
There are advantages mapping the letters with a fixed alphabet
shift. We could easily replace the initials with the shifted letters
without concerning about the ambiguity of initials, such as “JS”
for either “John Smith” or “Jack Scott” would both be replaced
by “LU” with a shift of length 2. Additionally, mistakes in,
mapping initials to names could be reduced too. A consistent shift
of initials could make sure that the surrogates are distributed
more evenly so that the surrogated documents can have a better
performance when training automated de-identification systems.
It is possible that the shift of initial letters in names can be
inferred according to the frequency of letters in the context. It is
possible that an initial can be used to identify a person, but since
there are a limited number of names that appear in the documents,
and the alphabet shift is generated randomly per document, it is
almost impossible to deduct the original initials from the
surrogate names. Even if the alphabet shift pattern is identified,
only the initials of the names can be obtained, so the risk of re-
identification is still negligible.

The findings in this study are subjected to several limitations.
There was no profession observed in the corpus, the surrogate
generation process on professions was not applied and tested.
Patients’ health status might be related to their profession and a
surrogate need to preserve such information so that the potential
relationship could be used for research. Also, as these documents
are generated by clinicians, there is a possibility of spelling errors
which could impact surrogate generation process. Our algorithm
doesn’t consider this and as a result it is possible that a misspelt
PHI entity could be replaced with a non-contextual based
surrogate. Date shift was applied to dates and ages in the
algorithm. However, some date information remained in the
documents such as holiday names, like Christmas and New
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Year’s Eve. This information can be used along together with the
generated surrogates to infer the date shift and therefore get the
original date and age. In future, we would like to address these
limitations by improving our surrogate generation algorithm in
turn reducing the risk of re-identification.

Conclusion

In summary, we presented an algorithm to generate realistic
contextual surrogates for unstructured EHRs de-identification
systems. The algorithm can also be used to construct a corpus for
the development of de-identification systems. In the algorithm,
replaced the PHI with realistic surrogates in order to maintain the
quality and context of the documents. Australian names and date
formats were used in this study. Our findings suggest that the
algorithm presented in this study is capable of processing large
number of documents within few seconds. However, the
documents need to have PHI information already identified.
Different strategies were applied to tackle different challenges.
An existing surrogate map is maintained to make sure that same
PHI, or PHI with the same meaning are replaced with the same
surrogate so that the context is preserved. However, professions
and PHI annotated as ‘other’, which can possibly be an important
source for research use, and a critical risk of identification leak,
are not observed in our HSA corpus. This study suffers from
various limitations such as failure to handle misspellings and
holiday information. Future work in this area is required,
especially to reduce the risk of re-identification.
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Abstract

Personalized medicine implies reducing invasiveness of
therapeutic procedures. Although interventional radiology
proved a very interesting alternative to surgical procedures, it
still raises concerns due to the irradiation dose received by the
medical team (and by the patient). We propose a novel concept
allowing to reduce very significantly the irradiation dose
during the phases where tools inserted in the patient have to be
tracked with respect to previously acquired images. This
implies inserting a miniaturized X-ray detector in the tip of the
tools, and reducing the dose by a “rotating collimator”. We
demonstrate that real-time processing of the signals allows
accurate localization of the tip of the tools, with a dose
reduction of at least ten times.
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Image Processing, Computer-Assisted; Radiology,
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Introduction

Interventional radiology is nowadays widely used in many
medical fields such as cardiology, neurology, vascular surgery,
gastroenterology, urology, gynaecology and orthopedics. In
2010, 545,000 interventional radiology (IR) procedures were
reported in France for both diagnoses and treatments [1]. The
benefits of interventional radiology are numerous and well
established.

Among these procedures, catheterization consists in
introducing a catheter in the patient’s body through arteries or
vessels to a certain region of the body for diagnostic or
therapeutic purposes. Catheterization is a delicate procedure
and it is most often performed under continuous 2D X-ray
imaging, i.e. fluoroscopy guidance, to help the physician
localize the catheter tip in the vascular system.

However, since fluoroscopy is performed each time the catheter
moves, the staff (mostly the operating physician) and the patient
can be significantly exposed to ionizing radiations, particularly
in long procedures. Deterministic effects threshold due to high
doses may be reached in such long procedures [2].

To follow the guidelines of the ALARA principle (As Low As
Reasonably Achievable) [3], there has been a proposed
approach for fluoroscopy guidance to reduce the dose received
by staff and patients during IR procedures [4]. As compared to
conventional fluoroscopy guidance which implements an X-ray
cone beam, this approach suggests Virtual Fluoroscopy (VF)

guidance based on a rapid scanning of the imaging field by an
X-ray fan beam.

In this paper, we report the implementation of this approach as
aproof of concept. Firstly, the operating principle of the method
and its implementation are described. Then, the in-vitro
exprimentation carried out in clinical conditions is presented.
Finally, measured results are analyzed and discussed before
conclusion.

Image plane

Miniaturized X-ray
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« fan beam 2»
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Figure 1 — Principle of the Proposed Virtual Fluoroscopy
Method Based on X-Ray Fan Beam Scanning of the Imaging
Field

Methods

Operating Principle

The proposed VF approach makes use of an X-Ray fan-beam
to scan the image field during each fluoroscopy pulse. A
rotating-slit collimator is positioned at the cone beam output of
the X-ray tube. This allows the obtaining of a rotating fan beam,
as illustrated in Figure 1. A miniaturized real-time X-ray
detector in a guidewire is placed between the slit collimator and
the image panel. The rotation speed of the collimator disk is set
to be equal to the fluoroscope pulse rate. During the fan beam
scan of the image field, the detector probe is irradiated two
times at two specific brief moments corresponding to two
projected slit positions on the image plane, [;(t;) and [,(t,).
By detecting the detector-irradiated moments t; and t,, one can
determine the detector position projected in the image plane.
Figure 1.a and b illustrates the two detected moments t; and t,,
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with corresponding slit projections /; and [, in the image plane.
By calculating intersection of [; and [, the detector position
projected in the collimator plane, x, is first determined and then,
the corresponding position in the image plane, x’, is obtained
by projection along the line defined by x and the X-ray source
focus. Thus, during the IR procedure, the detector position can
be real-time displayed at the fluoroscopy pulse rate.

Implementation

Figure 2 implements this VF approach using several major parts
presented as follows.

Figure 2 — Implementation of Virtual Fluoroscopy Guidance

Rotating Slit Collimator

The collimator is a Imm-thick disk, made of Cadmium
Tungstate (CdWO4), a high-density material (2°> wafer from
Saint Gobain Cristal). It is noted that 1lmm-thick CdWO4
absorbs more than 95% of the photon fluency at 100 keV.
Moreover, CdAWO4 is a scintillator with relatively high light
yield, and its prompt luminescence can be detected for the
synchronization of the collimator rotation on the fluoroscopy
pulse rate.

The disc has a single off-axis straigth-line slit positioned at a
distance R=2mm from its axis, as shown in Figure 3. The slit
has a width of 220um. The collimator is driven using a
brushless motor (80280007, Crouzet, France) for a rotation
speed up to 3000rpm (which corresponds to a fluoroscopy pulse
duration down to 20 ms).

Figure 3 — Design of a Collimator with a Single Off-Axis Slit

Miniaturized Detector Probe

The detector probe is made of a small-volume Gallium Nitride
(GaN) radioluminescent (RL) transducer and a coupled optical
fiber to collect RL signal and to transmit it to a photodetection
module. The GaN transducer has a very high RL yield with a
response time in the order of ns [5]. The use of a small volume
GaN transducer can produce detectable RL signal, which is
suitable for designing a miniaturized detector probe.

The designed detector probe has an outer diameter smaller than
400um, incorporating at its tip end a Si-doped GaN crystal of
~0.1mm? (Saint Gobain Cristals, France).

The detector probe is connected to a photodetection module for
its operation. The associated photodetection module mainly
consists of a photon counting head (H10682-210, Hamamatsu
photonics Corp., Japan). It outputs a pulse of 10ns-width per
photon and provides a pulse-pair resolution of 20ns. This signal
is processed in real time by an FPGA-based processing unit.

This unit is designed to perform differents tasks: i) synchronous
real-time processing of detected signal (sliding counting
window of 100us with a 10 us resolution), ii) motor speed
control and iii) instantaneous collimator position tracking.

System for In-Vitro Testing

Figure 4 illustrates a VF testing system making use of different
designed parts presented above. It employs a cylindrical
Plexiglas Phantom of 12cm in diameter. The detector probe is
placed on the axis of this phantom. The X-ray cone beam comes
from the kV On-Board-Imager (OBI) embedded on the
radiotherapy system (Truebeam, Varian, Inc) installed at Centre
Hospitalier Lyon Sud. This clinical equipment allows accurate
positioning and alignment of the collimator and the phantom.
OSL dosimeters are also employed at the top surface of the
phantom for absolute dose measurements.
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Figure 4 — System for In-Vitro Testing

Results

Dose Reduction

The proposed VF approach allows dose reduction by the ratio
between the fan-beam field and the cone-beam field. By
assuming an homogeneous dose in the cone beam field (i.e.
Dcg~constant), the dose at a given Point of Interest (POI) in
the fan beam field can be expressed in function of the cone-
beam dose as:

_1(R=05w —1(R+0.5w
cos —cos —_—

{DFB(T)~DCB — *—~forr>R )

Dpp(r) =0 forr<R
where w is the width of the slit.

Figure 5 shows the virtual fluoroscopy dose evaluated
according to equation 1.

Due to the off-axis position of the slit in the collimator, central
area of the field is never exposed (blind area). For any POI
positioned at an off-axis distance larger 2.5mm, the calculated
dose behind the collimator is more than 20 times smaller than
the one in front of the collimator.
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Experimentally, we acquired images with the OBI X-ray
imaging system while the collimator was in rotation at
1000rpm. We used a high dose setting of the tube to obtain a
signal strong enough on the imager (i.e. 70kV, 155mA, 644ms).
An X-ray image is shown in Figure 5 as well as the grey level
profile along the yellow line. The central black disk of 4mm in
diameter corresponds to the blind area. The bright white ring
surrounding this area is due to the quasi-tangential position of
the slit for these positions. The measured grey level profile is
very consistent with the calculated profile shown in Figure 6.

Blind

Off-auds distance {mm|

Figure 5 — Off-Axis Dose Variation Evaluated on the Rotating
Collimator Image with the Gray Levels Profile Measured
Along the Yellow Line

The absolute doses were measured by using the nanoDot OSL
dosimeters (Landauer Inc, USA). Each consists of a 5mm
diameter, 200pum thick A1203:C disk. The dosimeters were
placed at distances D1=8mm and D2=18mm from the
collimator rotation axis, on the top surface of the phantom. Each
dosimeter was exposed for 10 images (70kV, 100mAs per
image). The doses measured without the collimator were of
64mSv and of 62mSv for D1 and D2 positions, respectively.
The dose with the collimator in operation (at 1000 rpm)
decreased down to 984uSv and 681uSv, respectively. It
corresponds to a dose reduction by a factor of 66 and 94 for D1
and D2, respectively.
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Figure 6 — Evaluated Fan-Beam Dose Versus the Off-Axis
Distance of the POI (expressed as percentage of the cone
beam dose)

Detection of the X-Ray Detector Probe Exposure

We placed the X-ray detector probe at a depth of 60 mm in the
PMMA phantom and successively at 4mm, 7mm, and 12mm
from the rotation axis (projected positions in the collimator
plane). The obtained images and results are shown in Figure 7.
The collimator rotation speed was set at 1000rpm and 1500rpm,
respectively.

o 0 49 &0 0 00
Time [ms)

Figure 7 — X-ray Detector Probe Signal for Probes Placed at
60mm Depth in the PMMA Phantom and at Distances of a)
4mm, b) 7mm and c) 12mm from the Rotation Axis.

Figure 7 shows the signal acquired for the 3 detector probe
positions. The noise floor is much higher than the dark count
noise of the detector but remains sufficiently low to identify the
signal peaks resulting from the detector irradiation. The slit
rotation speed can be measured as the time between the i and
(i+2)" peaks. It was measured at ~58ms/turn (i.e. 1035rpm) and
~38ms/turn (i.e. 1569rpm) for 1000rpm and 1500rpm setups,
respectively.

The time between two successive peaks linearly depends on the
collimator rotation angle, 8 required to move from slit position
1, to the I, position. The angle between these two slits positions

is given by @ = m — . The radial distance of the detector from
R

sin(a)”

value of a from the images shown in Figure 7. Results are
shown in Table 1. For the different tests (3 probe positions and
2 collimator rotation speeds), the a values obtained by signal
and image processing are consistent.

the rotation axis is given by r = We also extracted the

Discussion

Collimator Optimization

The testing results confirm significant dose reduction (from one
to two orders of magnitudes). However, with the proposed slit
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Table 1 — Results Summary
Time between consecutive probe Signal ) " Ivsi
exposures (ms) ignal processing image analysis
Time /rotation  Rotation speed
(ms) (rpm) Stmdard  Rofati Estimated Estimated
Mean afl .r otation Alpha radial Alpha radial
deviation Angle o L
position (mm) position (mm)
579 1035 261.1 0.8 162.2° 17.8° 12.9
Position P1 18.7° 123
384 1561 171.4 4.1 160.5° 19.5° 11.8
579 1036 2374 23 147.5° 32.5° 72
Position P2 32.0° 7.3
382 1571 156.8 4.8 147.8° 32.2° 72
58.1 1034 203.0 2.5 125.9° 54.1° 44
Position P3 58.6° 4.1
38.1 1575 132.8 79 125.5° 54.5° 44

geometry, the dose reduction factor strongly depends on the
distance of the POI from the collimator rotation axis. Thus, the
dose profile versus the distance from the rotation axis (see
Figures 5 and 6), show two asymptotic trends, a steep dose
gradient for distances close to the slit off-axis distance and low
slope for larger distances. One possible improvement may be to
propose two slits as shown in Figure 8, to prevent significant
dose exposure at POI close to the off axis position of the slits.
For instance, for an off-axis distance of R = 2mm, it could be
suitable to use slits without any aperture closer than 3mm from
the rotation axis. This geometry will increase the blind area
(6mm in diameter instead of 4mm with the single slit geometry)
but will guarantee a more homogeneous dose over the imaging
field.

\ /

Figure 8 — Optimized Collimator Geometry with Two Off-Axis
Slits

Miniaturized X-ray Detector Sensitivity

The GaN-based detector probe was operated in photon counting
mode over a 100us window. With the OSL dosimeter, we
measured at the surface of the phantom a dose of 681pSv for an
X-ray irradiation lasting 6440ms (10 images), i.e. a dose of
~10nSv over the counting window of 100us. Moreover, the
GaN transducer was placed at 60mm depth in the phantom
where the X-ray fluence was only 19% of the fluence at the
phantom surface (for the considered 70kV X-ray beam). Thus,
a dose of less than 2nSv at the level of the GaN-transducer was
sufficient to give more than 6 counts at the output of the
detector as shown in Figure 7. This shows that the GaN-based
miniaturized X-ray detector has a suitable sensitivity and a
bandwidth well adapted to the VF application. Some
optimizations remain to be done for contrast enhancement since
the signal baseline was much higher than the dark count rate of

the detector: this could be due to an insufficient shielding
against radiations or parasitic scintillation light. It is worth
mentioning that the corresponding dose behind the phantom,
ie. at 120mm depth was ~0.4nSv for 100us and was not
suffficient to activate the flat panel detector at this time
resolution.

Conclusions

The VF method for IR procedures has been implemented and
tested. The experimental results have shown that the dose can
be reduced by one or two order of magnitudes by the use of a
rotating slit collimator. Further studies need to be carried out on
fluoroscopy clinical systems to assess dose reduction and
localization resolution achieved by VF guidance as compared
to conventional fluoroscopy guidance. Moreover, this study

also confirms that the GaN-based miniaturized detector probe
allows sufficient IN/OUT field contrast and bandwidth for this
application (activated within 100pus by a dose smaller than
2nSv). These results establishes the proof of concept for the
proposed VF approach. This novel method will be used for
interventions such as embolization interventions, coronary
angioplasty procedures, cryotherapy or radiofrequency
ablations, biventricular cardioverter-defibrillator implantations.
These instances represent several millions of interventions per
year world-wide, so that we expect a major impact on Public
Health.
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Abstract

The W3C project, “Linking Open Drug Data” (LODD), linked
several publicly available sources of drug data together. So

far, French data, like marketed drugs and their summary of

product characteristics, were not integrated and remained
difficult to query. In this paper, we present Romedi
(Référentiel Ouvert du Meédicament), an open dataset that
links French data on drugs to international resources. The
principles and standard recommendations created by the W3C
for sharing information were adopted. Romedi was connected
to the Unified Medical Language System and DrugBank, two
central resources of the LODD project. A SPARQL endpoint is
available to query Romedi and services are provided to
annotate textual content with Romedi terms. This paper
describes its content, its services, its links to external
resources, and expected future developments.
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Introduction

Drug information is spread over multiples sites on the Internet.
Summary of Product Characteristics (SPCs) are documents
produced by pharmaceutical companies and approved by
public health agencies. In France, ANSM (Agence Nationale
de Sécurité du Médicament et des Produits de Santé), the
French Medicines Agency, publishes SPCs approved by itself
or the European Medicines Agency (EMA) on a website. An
SPC contains key information about a marketed drug like the
therapeutic indication(s), the posology, dosage adjustment,
drug-drug interactions, and contraindications [1,2].

However, other additional knowledge related to marketed
drugs can be found on the Internet and is not clearly
connected. For example, the French thesaurus of drug-drug
interaction (DDI), edited by ANSM, is the official reference
document on this topic. This document, available as a PDF
file, describes potential DDI (PDDI) between molecules. The
links between molecules in the SPC and molecules in the
reference document are not explicit and cannot be linked
automatically due to semantic and syntactic interoperability
issues. Another example is information about drugs’ safety
during pregnancy. The CRAT [3] (Centre de référence sur les
agents tératogenes) is a French public organization especially
involved in this public health issue. It provides free access to
information about risks of drug intake during pregnancy that
often disagrees with the SPC documents [2]. Still, connections
and comparisons between these two sources can only be made
by humans.

Furthermore, specific or general international sources, like
DrugBank [4] and DBpedia [5], deliver supplementary
information about drugs marketed abroad or about
characteristics of molecules. DrugBank is a comprehensive,
freely accessible, online database containing a large amount of
information on molecules (e.g., chemical structure, half-life).
DBpedia provides structured, machine-understandable
knowledge extracted from Wikipedia articles. Many drugs and
molecules are described by DBpedia contributors. The Unified
Medical Language System [6] (UMLS) is a compendium of a
large number of national and international vocabularies. In
particular, UMLS contains RxNorm [7], a standard
nomenclature developed by the United States National Library
of Medicine (NLM) in the field of medications and the MeSH
[8], a comprehensive controlled vocabulary for the purpose of
indexing scientific articles.

The scattering of information is a significant issue for
information retrieval which hampers the reusability of up-to-
date knowledge on the web. Tim Berners-Lee, the inventor of
the World Wide Web, suggested a 5-star deployment scheme
for sharing information on the web (figure 1).
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Figure 1- 5-star deployment scheme for Open Data '.

The idea is to use W3C standards when publishing data in
order to create a semantic graph that is capable of interlinking
information of various datasets distributed over the web.

The W3C project, “Linking Open Drug Data” (LODD),
focuses specifically on linking various sources of drug data
together [9]. Participants of the LODD project have already
made dozens of datasets relevant to pharmaceutical research
and development available as linked data. In this paper we
present Romedi, a new open dataset on French drugs linked to
other related resources on the semantic web. In the methods
section we discuss the Romedi data model and how it was
linked to external resources. In the results section, examples of
use cases are described.

! Source : https://5stardata.info/en/
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Figure 2— The Romedi data model instantiated with the drug “BETOPTIC 0.5 POUR CENT, collyre”. The normalization step
extracted the brand name (BETOPTIC) and the strength from the drug label. The ingredient was also normalized and linked to its
corresponding UMLS concept C0005320 and DrugBank concept DB00195

Methods

Data Model

The Romedi data model is close to the RxNorm terminology
[7]. Tt contains similar classes like the brand name (BN),
ingredient (IN), and precise ingredient (PIN). The CIS code is
an identifier of a marketed drug in France, and the URL
(Uniform Resource Locator) to access the SPC depends on
this code. For example, “BETOPTIC 0.5 POUR CENT,
collyre” (Figure 2), is the label of a drug identified by the CIS
code 60100877. The SPC of this drug is accessible at
http://base-donnees-
publique.medicaments.gouv.fr/affichageDoc.php?specid=601
00877&typedoc=R. Each marketed drug has one or several
ATC codes. The Anatomical Therapeutic Chemical (ATC) is a
widely used system of alphanumeric codes developed by the
World Health Organization (WHO)? for the classification of
drugs.

In France, the main data source for marketed drugs is the
“base de données publique des médicaments”, a freely
accessible database available in a text file format® which is
updated every month by national health authorities. It contains
all currently marketed drugs and drugs withdrawn from
market in the last three years. The database contains details on
marketed drugs like CIS codes, drug labels, and molecules. A
normalization and transformation process is needed to
instantiate the Romedi model as the concept of brand name is
not present in this database. For example, “INEXIUM 20mg,
comprimé gastro-résistant” is a drug label but the brand name
“INEXIUM?” is not present and must be extracted. In addition,
only the precise ingredient is present for some drugs. For
example, “pravastatine sodique” appears but the term
“pravastatine”, the ingredient, is missing. This normalization
step was done by using regular expressions algorithms and an
interface for manual validation by a pharmacist. This step was
fully described elsewhere [10].

After model instantiation, ingredient instances were linked to
UMLS [6] (Unified Medical Language System) and
DrugBank [11]. The mapping between the French and
international reseources was done as follows: the mapping is
automatic if two terms have a perfect match, semi-automatic

2 https://www.whocc.no/atc_ddd_index
3 http://base-donnees-publique.medicaments.gouv.fr

with a validation interface when a partial match is found, and
manual when a French term cannot be found.

Ingredients were also linked to the French thesaurus of DDI.
The automatic extraction and transformation of the PDF
document to a CSV file was done with an R package*. The
first use case to exploit external resources links was to
compare French reference document on DDI with
international ones. Ayvaz et al. [12] managed to gather
information about DDI from publicly available sources, and
the authors used DrugBank identifiers to describe couples of
DDI interaction from different sources. The authors made a
merged-PDDI database that can be downloaded online. The
external links to DrugBank were used to integrate French
knowledge to the merge PDDI database and to automatically
compare the French national reference with other sources.

Medication Extraction Module

Automated identification of drugs in unstructured data, like
social media or clinical notes, is essential for post-marketing
drug safety surveillance that aims to detect signals of drug
misuse or adverse event effects [13,14]. The natural language
processing goal is not only to identify the terms in a corpus
that correspond to drug entities, but also to map these entities
to a well-established knowledge base. ‘Semantic annotation’ is
the name given to this task by Jovanovic et al. [15].

IAMsystem, a general semantic annotation tool, was
developed to facilitate the identification of Romedi terms in
textual content. It was initially developed for the DoMINO
project (Drug Misuses In Networks) that aims to detect drug
misuse in fora [16]. The program performances were
evaluated on a shared task for disease detection using death
certificates [17], and the program was described in-detail at
this occasion [18]. IAMsystem is open-source and available
on GitHub?. It takes a set of terms as inputs, normalizes them,
and stores them in a tree data structure for fast dictionary
look-up. It handles abbreviations, a set of which were
manually added for drug detection (e.g., “ac” for “acide”,
“vit” for “vitamine”). The typo module for drug detection is a
logistic regression trained on a manually created gold standard
of 3,438 potential spelling errors of brand names and
molecules. Three explanatory variables are used:

4 https://github.com/scossin/IMthesaurusANSM
* https:/github.com/scossin/IAMsystem
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1. The length of the potentially misspelled word

2. The similitude of the first letter between the potential
misspelled word and the dictionary word

3. Levenshtein’s distance between the phonetic
transformation of two words

This last variable is computed with the French “phonetic”
algorithm of the Talisman program®. The model is able to
predict a typo of a brand name or an ingredient with a
specificity of 0.93 and a sensitivity of 0.60. The performances
of the annotator were evaluated in clinical texts, and the
results are presented in the following section.

Romedi terms can be used to detect French drugs in textual
content. Links to the CRAT website were established by
detecting brand names in the alphabetic index of the web
page. The graph model permits easy retrieval of information
about the detected drug , such as the ATC code(s) or external
resources links.

Results

Romedi Content

The first version of the Romedi terminology contains 13,661
French marketed drugs, 4,277 brand names, and 2,109
ingredients after the normalization step. Among the
ingredients, 1,918 (91%) were linked to a UMLS concept and
1,434 (71%) to a DrugBank concept. 954 (95%) of the
molecules in the French DDI thesaurus were mapped to a
Romedi ingredient or precise ingredient. Since DrugBank
contains French synonyms of ingredients and the French
version of MeSH is integrated in the UMLS, most of the
mappings were done automatically.

A web interface that makes the Romedi content available is
accessible at https://www.romedi.fr. Like RxNav [19], the
interface displays links between clinical drugs, active
ingredients, brand names, ATC code(s), and external
resources. Drug information from external resources is
retrieved using SPARQL queries or application programming
interfaces (API). For example, the DBpedia definition of a
molecule is retrieved by a SPARQL query to its endpoint’ and
by using DrugBank links to DBpedia. Romedi resources are
identified by their Uniform Resource Identifiers (URIs). For
example, https:/www.romedi.fr/romedi/CIS60100877 is the
URI of the Romedi drug “BETOPTIC 0.5 POUR CENT,
collyre”, and is also a valid URL. Retrieving a representation
of a resource identified by a URI is known as dereferencing a
URI, and it can be used to obtain a representation that can be
perceived by a user.

A SPARQL endpoint® is also available to query Romedi
content. In addition, the terminology is freely downloadable as
an RDF file and can be reused under an open license.

Automatic Comparison of the French DDI Reference
Document with International

Mapping national ingredient concepts to international ones
allows users to automatically compare drug-drug interaction
information. Applied on more than 7 million drugs deliveries
in France, the main discrepancy between the French thesaurus
and international sources was with the couple “escitalopram —
flecainide.” This drug pair was considered contraindicated by
an international source, and no risk of interaction is described
in the French thesaurus although it contains four levels of
severity. Full results of this work are available elsewhere [20].

¢ https://github.com/Y omguithereal/talisman/tree/master/src/phonetics

7 https://dbpedia.org/spargl
8 http://www.romedi.fr:8890/sparg]

The French thesaurus was integrated in the merged-PDDI
dataset’ in a linked open format.

Medication Extraction Module

Brand names and molecule identification performances were
evaluated using the ‘current medication’ section in electronic
health records (EHR) form from Bordeaux Hospital’s
emergency department. Among the 6,070 drugs detected
(brand names or molecules), the specificity/sensitivity were
0.99/0.92 and 0.99/0.96 without and with the typo module
respectively [10]. The performance of these models can be
explained by the grocery list type of the input data and
disregarding medication attributes (e.g., dosage, strength, and
route). Further evaluation is required in narrative clinical
notes. The programs can be installed locally!® and the
annotator is also available in an R package!!.

Discussion

Open Data has the potential to provide significant benefits to
society. The Link Data movement aims to share and integrate
knowledge on the Web. Still, many resources containing
important information on drugs remain inaccessible to
machine and hampers automatic comparison of knowledge.

Romedi is a French open dataset that connects French and
international information resources about drugs.

First, the French dataset on marketed drugs (base de données
publique des médicaments) was normalized and integrated in
an RxNorm-like data model. Then, national and international
sources were linked, including the French thesaurus of PDDI,
the French reference for evaluating drugs safety during
pregnancy (CRAT), DrugBank, and UMLS. An interface was
developed to navigate Romedi terminology, and a SPARQL
endpoint is accessible to query its content.

Developers can use Romedi API to retrieve information about
French drugs for their website. Researchers can use Romedi
services to extract drugs in textual content for post-marketing
drug safety surveillance. Using the same terminology, data can
be shared with other researchers to promote collaboration and
enhance pharmacovigilance discovery.

Romedi URIs are currently used to index drugs in clinical
notes in Bordeaux Hospital’s i2b2 [21] data warehouse and to
ease information retrieval. Searches can be performed by
brand name, molecule, or ATC code. Medication extraction
and indexation helps patient phenotyping and cohort
identification tasks.

Future Developments

The current version of Romedi is 2.2 and the updating process
is not fully automated. The biggest challenge will be
maintainance of this terminology, especially correcting errors
identified by users and managing updates of French-marketed
drugs and external resources. Our aim is to build an
engaged community of users and developers around Romedi.

So far, the Romedi data model contains no description logics.
It would be feasible to infer logical equivalences between
Romedi and RxNorm drugs by using a formal model. A
mapping between Romedi and RxNorm beyond the ingredient
level would facilitate French drug data integration in the
Observational Health Data Sciences and Informatics (OHDSI)
common data model that uses RxNorm as an international
standard [22]. This mapping will be important to involve
French researchers in international collaborations and research

o https://www.dikb.org/Merged-PDDI/
10 https://github.com/scossin/RomediApp
' https://github.com/scossin/RIAMsystem/
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projects on drugs, and it may help our national agency to
exchange information about post-marketing surveillance.

Conclusions

In this paper we have presented Romedi, an open dataset
about French drugs linked to multiple resources on the
semantic web. Web services are provided to annotate textual
documents and query Romedi content to retrieve additional
information about detected drugs.
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Abstract

Semantic standards and human language technologies are key
enablers for semantic interoperability across heterogeneous
document and data collections in clinical information systems.
Data provenance is awarded increasing attention, and it is
especially critical where clinical data are automatically
extracted from original documents, e.g. by text mining. This
paper demonstrates how the output of a commercial clinical
text-mining tool can be harmonised with FHIR, the leading
clinical information model standard. Character ranges that
indicate the origin of an annotation and machine generates
confidence values were identified as crucial elements of data
provenance in order to enrich text-mining results. We have
specified and requested necessary extensions to the FHIR
standard and demonstrated how, as a result, important meta-
data describing processes generating FHIR instances from
clinical narratives can be embedded.

Keywords:

Electronic Health Records, Natural Language Processing,
Semantics

Introduction

Semantic Interoperability was defined in 2000 as "...integrating
resources that were developed using different vocabularies and
different perspectives on the data". Semantic interoperability
requires that "systems must be able to exchange data in such a
way that the precise meaning of the data is readily accessible
and the data itself can be translated by any system into a form
that it understands" [1].

Nearly twenty years later, the lack of semantic interoperability
continues being an obstacle to a more rational and effective data
and information management in healthcare and biomedical
research. The authors of [1] had already distinguished between
vocabularies and perspectives, highlighting the division
between ontology (“what there is”) [2] and epistemology (‘“what
we can know”) [3]. On the level of current health informatics
standards, this has driven the evolution of two genres of
semantic resources:

e  Terminology systems (vocabularies, thesauri, formal
ontologies, classifications), which attach meaning to
domain terms and elaborate on necessary and
sufficient properties of (classes of) domain entities;

e Information models, which are artefacts that provide
standardized structure (section, entry, grouping, etc.)
and context (diagnosis, past medical history,
medication order) for clinical recording scenarios.

In this paper, we will focus on the latter, particularly on HL7
FHIR [4], a standard for healthcare information exchange and
sharing, characterized by its straightforward approach to
implement interfaces between Electronic Health Record
(EHR) data and data consuming applications.

FHIR is based on interoperable building blocks named
Resources, small data model components defining sets of
properties that describe and provide structure for domain data
acquisition. Currently there are approximately 150 resources,
uniquely identified with Uniform Resource Identifiers (URIs).

Examples are MedicationRequest (prescription),
AdverseEvent, Procedure and Condition (problem). They
constitute a graph of clinical data by explicit inter-resource
references [5]. For instance, a MedicationRequest resource
